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Abstract
We consider the problem of designing Locality Sensitive Filters (LSF) for set overlaps, also
known as maximum inner product search on binary data. We give a simple data structure that
generalizes and outperforms previous algorithms such as MinHash [J. Discrete Algorithms 1998],
SimHash [STOC 2002], Spherical LSF [SODA 2017] and Chosen Path [STOC 2017]; and we show
matching lower bounds using hypercontractive inequalities for a wide range of parameters. This
answers the main open question in Christiani and Pagh [STOC 2017] on unifying the landscape
of Locality Sensitive (non-data-dependent) set similarity search.
While the previous algorithms consider different similarity measures, they are compara-
ble when the weights of the sets are known. 1 We thus define the generalized problem of
(wq, wu, w1, w2)-Gap Set Similarity Search, GapSS, on a universe U , where 1 ≥ wq, wu ≥ w1 >
w2 ≥ 0; to be constructing a data structure with n sets of weight wu|U | such that given a query,
q ⊆ U , with weight |q| = wq|U | we can efficiently find y in the dataset such that |q∩ y| ≥ w1|U |,
given the intersection with all other sets is smaller than w2|U |.
The specific case w1 = wq corresponds to a “subset query” (also known as partial match)
studied at least since Ronald L. Rivest’s PhD thesis. Our data structure gives a complete
space/time trade-off, as an example for wq = 0.02, wu = 0.1, w1 = 0.02, w2 = 0.002 we give the
first data structures for each of the following:
• Space n1.283 and query time n0.283, (MinHash has space n1.394 and query time n0.394)
• Space n1.599 and query time no(1), (Spherical LSF has space n4.44 at this query time)
• Space n1+o(1) and query time n0.808 (Spherical has query time n0.816 at this space usage).
We give a number of lower bounds, showing that our ρu, ρq trade-off is optimal for data
structures in the Locality Sensitive framework when wq = wu and either w2 = w
2
q or wq is
small. The bounds are based on p-biased boolean analysis, generalizing previous methods by
O’Donnell et al. [TOCT 2014], Motwani et al. [JDM 2007] and others. We finally conjecture a
new hypercontractive inequality, which if true, would show optimality also in the case wq 6= wu,
and imply many new inequalities for boolean functions.
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1 Introduction
Sparse boolean vectors arises from the classical representation of documents as “bags of words”,
where non-zero vector entries correspond to occurrences of words (or shingles). Another example
is one-hot encoding of categorical data, such as which movies a user has watched. See e.g. [30] for
a recent survey of applications.
Data structures for such data has been constructed for queries such as Superset / Subset /
Containment, Partial Match, Jaccard similarity and maximum inner product search (MIPS). Early
work goes back to Ronald Rivest’s thesis [43] and many later papers have tackled the issue [15, 22].
Unfortunately these problems are equivalent to the Orthogonal Vectors problem [17], which means
that we can’t do much better than a brute force search through the database.
Hence recent research has focused on approximate versions of the problem, with MinHash (a.k.a.
min-wise hashing) by Broder et al.[13, 12] being a landmark result. These problems are usually
defined over some “simmilarity measure” like Jaccard similarity or Inner Product, with Chosen Path
for Braun Blanquet similarity [21] being a recent break through. It has been observed however,
that knowing the size of the sets in the database and queries makes all of these equivalent [21],
including more than 76 binary similarity (and distance) measures defined in the survey [19]. This
method, sometimes known as “norm ranging” is also practical, giving state of the art results at
NeurIPS 2018 [48].
We thus define the Gap Similarity Search problem, as the approximate set similarity search
problem that is aware of the set weights. Recall the definition from the abstract:
Definition 1. The (wq, wu, w1, w2)-GapSS problem is to, pre-process n sets Y ⊆
(
U
wu|U |
)
such that
given a query q ∈ ( Uwq |U |) we can efficiently return y′ ∈ Y with |y′ ∩ q| > w2|U | or determine that
there is no y ∈ Y with |y ∩ q| ≥ w1|U |.
2
Here U is some universe set, which we can assume to be larger than ω(log n) by duplication if
necessary. Note that GapSS includes approximate subset/superset queries by setting w1 = wu or
w1 = wq. The classical setting of a planted similar point on a background of random data [43], is
included with w2 = wqwu.
MinHash, Chosen Path and the extremely studied Spherical LSH [7] all solve the GapSS prob-
lem, with different algorithms being more efficient for different ranges of parameters. While the
sketching problem for sets have been studied extensively, with faster MinHash algorithms such
as [23], the search problem is less well understood. In [21] it was left as an the main open problem
to unify the above methods, ideally finding the optimal LSH algorithm for set data. That is the
problem we tackle in this paper.
Approach The proposed data-structure is a simple “list-of-points” data structure: For some
constants tq, tu ∈ [0, 1], we sample m sets Si ⊆ U independently and with replacement.
We make m lists and each set y from the database is stored in list i ∈ [m] if the tu-majority of
Si is in y. In other words, if F
(i)
u (y) = 1 where
F (i)u (y) =
{
[|y ∩ Si| ≥ tu|Si|] if tu ≥ wu,
[|y ∩ Si| ≤ tu|Si|] if tu < wu,
and F (i)q (q) =
{
[|q ∩ Si| ≥ tq|Si|] if tq ≥ wq,
[|q ∩ Si| ≤ tq|Si|] if tq < wq,
(1)
When performing a query, q, we search each list i such that a tq-majority of Si is in q (F
(i)
q (q) = 1)
and compare q to each of the ys in those lists, returning the first with 〈q, y〉 ≥ w2. Since tu (resp.
tq) is usually greater than the expectation of |y ∩ Si|/|Si| (wu, resp. wq) we call these boolean
functions supermajorities, taken from social choice theory — “a qualified majority must vote in
favour”. 2
While the above algorithm is a simple enough to be described in (roughly) a paragraph, the
resulting bounds are complicated, and it is not obvious at first that they would be optimal. Perhaps
this is why the scheme hasn’t (to our knowledge) been described earlier in the literature. We do
however show a number of lower bounds proving that given the right choices of tu and tq the
scheme is indeed optimal over all choices of functions Fu and Fq for a large range of parameters
wq, wu, w1 and w2. We conjecture that it is optimal over the entire space. For this reason the
relative complication is inherent, and researchers as well as practitioners should not shy away from
using supermajorities more widely.
A limitation of our result is the assumption that wq and wu be constants ∈ [0, 1]. It is common
in the literature [23, 21] to assume that the similarities (s1, s2) (e.g. Jaccard) are constants, but
usually arbitrarily smalls sets are allowed. We believe this is mainly an artefact of the analysis, and
something it would be interesting future work to get rid of. In the meantime it also means that we
can always hash down to a universe size of ≈ w−12 log n, which removes the need for a factor |U | in
the query time.
Intuitively our approach is similar to the Chosen Path algorithm, which fits in the above frame-
work by taking F
(i)
q (q) = [Si ⊆ q] and F (i)u (y) = [Si ⊆ y]. If |q| is not equal to |u| however (lets say
wq > wu), the queries will have to look in many more lists than each data point is stored in, which
gives a non-balanced space/time trade-off. Chosen Path handles this by a certain symmetrization
technique (which we will study later), but perhaps the most natural approach is simply to slack
the requirement of Fu, including also some lists where Si is not completely contained in y.
2 The Chosen Path filters of [21] are similar, but use the ‘Consensus’ function or ‘ALL-function’ for both Fu and
Fq. The spherical LSF in [7] uses linear threshold functions, but for boolean data it can also use simple majorities
(or 1 + o(1) fraction majorities.)
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In our results we include a comprehensive comparison to a number of other LSH based ap-
proaches, which in addition to unifying the space of algorithms also gives a lot more intuition for
why supermajorities are the right space partition for sparse boolean data.
1.1 Related Work
Work on Set Similarity Search has focused on a number of seemingly disparate problems: (1)
Super-/Subset queries (2) Partial Match, (3) Jaccard/Braun Blanquet/Cosine similarity queries,
and (4) maximum inner product search (MIPS).
The problems all have all traditionally been studied in their exact form:
Super-/Subset queries Pre-process a database D of n points in {0, 1}d such that, for all query
of the form q ∈ {0, 1}d, either report a point x ∈ D such that x ⊆ q (resp. q ⊆ x) or report
that no such x exists.
Partial Match Pre-process a database D of n points in {0, 1}d such that, for all query of the form
q ∈ {0, 1, ∗}d, either report a point x ∈ D matching all non-∗ characters in q or report that
no such x exists.
Similarity Search Given a similarity measure S : {0, 1}d×{0, 1}d → [0, 1], pre-process a database
D of n points in {0, 1}d such that, for all query of the form q ∈ {0, 1}d return the point x ∈ D
maximizing S(q, x).
Maximum Inner Product Search Same as Similarity Search, but S(x, y) = 〈x, y〉.
These problems are all part of an equivalence class of hard problems, known as Orthogonal
Vectors [17]. This means that we don’t expect the existence of polynomial space data structures
that can solve either of these problems faster than a linear scan through the entire database. See
also [3, 1, 44].
For this reason people have studied approximate versions of each problem. While the exact
definition of the approximation differs in the literature, once we fix the weight of the input vectors,
they all become essentially equal to GapSS as defined in this paper. This allows us to compare
the best algorithms from each category against each other, as well as against our suggested Super-
majorities algorithm. It should be noted that the hardness results mentioned above also holds for
approximate variations, so the gap will have to be sufficiently large for any approach to work.
Partial Match The problem is equivalent to the subset query problem by the following well
known reductions: (PM → SQ) Replace each x ∈ D by the set {(i, pi) : i ∈ [d]}. Then replace each
query q by {(i, qi) : qi = ∗}. (SQ → PM) Keep the sets in the database as vectors and replace in
each query each 0 by an ∗.
The classic approach, studied by Rivest [43], is to split up database strings like supermajority
and file them under s, u, p etc. Then when given query like set we take the intersection of the
lists s, e and t. Sometimes this can be done faster than brute force searching each list. He also
considered the space heavy solution of storing all subsets, and showed that that when d ≤ 2 log n,
the trivial space bound of 2d can be somewhat improved. Rivest finally studied approaches based
on tries and in particular the case where most of the database was random strings. The later case
is in some ways similar to the LSH based methods we will describe below.
Indyk, Charikar and Panigrahi [15] also studied the exact version of the problem, and gave
algorithms with
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1. n2(O(d log
2 d
√
c/ logn) space and O(n/2c) time.
2. ndc space and O(dn/c) query time.
for any c ∈ [n]. Their approach was a mix between the shingling method of Rivest, building a
look-up table of size ≈ 2Ω(d), and a brute force search. These bounds manage to be non-trivial for
d = ω(log n), however only slightly, since otherwise they would break the mentioned OVC lower
bounds.
There has also been a large number of practical papers written about Partial Match / Subset
queries or the equivalent batch problem of subset joins [42, 34, 27, 2, 25]. Most of these use similar
methods to the above, but save time and space in various places by using bloom filters and sketches
such as MinHash [13] and HyperLogLog [26].
Maximum Inner Product For exact algorithms, most work has been done in the batch version
(n data points, n queries). Here Alman et al. [4] gave an n2−1/O˜(
√
k) algorithm, when d = k log n.
An approximative version can be defined as: Given c > 1, pre-process a database D of n
points in {0, 1}d such that, for all query of the form q ∈ {0, 1}d return a point x ∈ D such that
〈q, x〉 ≥ 1c maxx′∈D〈q, x′〉. Here [3] gives a data-structure with query time ≈ O˜(n/c2), and [17]
solves the batch problem in time n2−1/O(log c) (both when d is no(1).)
There are a large number of practical papers on this problem as well. Many are based on
the Locality Sensitive Hashing framework (discussed below) and have names such as SIMPLE-
LSH [36] and L2-ALSH [45]. The main problem for these algorithms is usually that no hash family
of functions h : {0, 1}d × {0, 1}d → [m] such that Pr[h(q) = h(x)] = 〈q, x〉/d [3] and various
embeddings and asymmetries are suggested as solutions.
The state of the art is a paper from NeurIPS 2018 [48] which suggests partitioning data by the
vector norm, such that the inner product can be more easily estimated by LSH-able similarities
such as Jaccard. This is curiously very similar to what we suggest in this paper.
We will not discuss these approaches further since, for GapSS, they are all dominated by the
three LSH approaches we study next.
Similarity Search The problem is usually studied as an approximate problem: Given a similarity
measure S : {0, 1}d × {0, 1}d → [0, 1] and s1 > s2 ∈ [0, 1], pre-process a database D of n points in
{0, 1}d such that for queries q ∈ {0, 1}d we return a point x ∈ D with S(q, x) ≥ s2 given there is
x′ ∈ D with S(q, x′) ≥ s1.
This naturally generalizes MIPS as defined above. The formulation allows the use of Indyk and
Motwani’s LSH framework [29]. Here we define a family, H, of functions h : {0, 1}d×{0, 1}d → [m]
such that
1. Prh∼H[h(q) = h(x)] ≥ p1 when S(q, x) ≥ s1, and
2. Prh∼H[h(q) = h(x)] < p2 when S(q, x) < s2.
The constructions in [29, 28] then give an algorithm for the approximate similarity search problem
with space n1+ρ + dn and query time dominated by nρ evaluations of h, where ρ = log p1/ log p2.
If H exists such that Prh∼H[h(q) = h(x)] = S(q, x) is achievable (see [18] for a study of when
this is the case) then such a family is an obvious choice. An example of this is Broder’s MinHash
algorithm, which has Prh∼H[h(q) = h(x)] = |q ∩ x|/|q ∪ x| where S(q, x) = |q ∩ x|/|q ∪ x| is the
Jaccard similarity.
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Choosing H like this is however not always optimal, as Christiani and Pagh [21] shows by
constructing a data structure with ρ = log 2s1/(1+s1)log 2s2/(1+s2) <
log s1
log s2
when the size of sets is equal, |q| = |x|.
In general they get ρ = log b1log b2 where b1 > b2 ∈ [0, 1] are Blanquet Similarities B(q, x) = |q ∩
x|/max{|q|, |x|}.
The most studied variant is LSH on the sphere. Here, given α > β ∈ [−1, 1], we pre-process a
database D of n points in Sd−1 and for a query q ∈ Sd−1 return x′ ∈ D with 〈q, x′〉 ≥ β given the
promise that there is x ∈ D with 〈q, x〉 ≥ α. In [5] they show how to get ρsp = 1−α1+α 1+β1−β .3
While it is clear that both MinHash and Chosen Path can solve GapSS when wq and wu is known
in advance, using spherical LSH requires that we embed the binary vectors onto the sphere. Multiple
ways come to mind, such as mapping 0 7→ −1/√d, 1 7→ 1/√d or 0 7→ 0, 1 7→ 1/√wqd (for queries,
resp. 1/
√
wud for data points). Depending on how we do it, the algorithm of [5] will naturally
return different results, however given knowledge of wq and wu there is an optimal embedding
4, as
we will show in this paper. This gives α =
w1−wqwu√
wq(1−wq)wu(1−wu)
and β =
w1−wqwu√
wq(1−wq)wu(1−wu)
which
is better than the two previous methods when wq and wu are not too small.
Two other classic methods are Bit Sampling [29] and SimHash (Hyperplane rounding) [16],
which give ρbs =
log(1−wq−wu+2w1)
log(1−wq−wu+2w2) and ρhp =
log(1−arccos(α)/pi)
log(1−arccos(β)/pi) respectively. (SimHash also works on
the sphere, but has the same optimal embedding as spherical LSH.) These ρ-values however turn
out to always be larger than ρsp, so we won’t study them as much.
While Chosen Path and Spherical LSH both have proofs of optimality [21, 8, 39, 35] in the
LSH model, these optimality proofs consider specific ranges, like when wq, wu or w1 goes to zero.
Hence they are not necessarily optimal when used in all the ranges of parameters in which GapSS
is interesting. In fact they each have regions of optimality, as was observed in [21] who proposed
as an open problem to find an LSF scheme that unified all of the above. This is what we do in this
paper, as well as showing matching lower bounds in a wider range of parameters.
Trade-offs and Data Dependency The above algorithms, based on the LSH framework, all
had space usage roughly n1+ρ and query time nρ for the same constant ρ. This is known as
the “balanced regime” or the “LSH regime”. Time/space trade-offs are important, since n1+ρ
can sometimes be too much space, even for relatively small ρ. Early work on this was done by
Panigrahy [40] and Kapralov [31] who gave smooth trade-offs ranging from space n1+o(1) to query
time no(1). A breakthrough was the use of LSF, which allowed time/space trade-offs with sublinear
query time even for near linear space and small approximation [33, 20, 8].
Prior to this article, the only way to achieve trade-offs for set data was to embed it into the
above spherical algorithms. In this paper we show that it is often possible to do much better, and
in some cases get query time less than that of balanced spherical LSH, even with near-linear space.
Arguably the largest break-through in LSH based data-structures was the introduction of data-
dependent LSH[6, 9, 10]. It was shown how to reduce the general case of α, β similarity search
as described above, to the case β = 0 (and α 7→ α−β1−β ), in which many LSH schemes work better.
Using those data structures on GapSS with w2 > wqwu will often yield better performance than
the algorithms described in this paper. However, since the data-dependent methods are equivalent
to Spherical LSH for w2 = wuwq, we always dominate this case, and it is an exciting open problem
to create similar reductions directly for set data, possibly using the space partitioning proposed in
this algorithm as a building block.
3For β → 1 this approaches logα/ log β, which would be like an LSH-able family for inner product on the sphere,
but unfortunately this is not achievable with LSH. For the batch problem it was shown possible in [32].
4optimal for embeddings on the form 0 7→ a, 1 7→ b.
6
1.2 Results
We split our results in upper bounds, lower bounds and comparisons with other approaches. We
provide fig. 1 to guide the intuition, as well as some corollaries with results for specific parameters.
1.2.1 Upper bounds
We show the existence of a data-structure for (wq, wu, w1, w2)-GapSS with space usage n
1+ρu+o(1) +
O(nwu|U |) and query time nρq+o(1) for some ρq and ρu which are functions of wq, wu, w1, w2 as
well as tu, tq ∈ [0, 1] as described in the introduction.
Our main upper bound, theorem 4, is a bit to intricate to be stated yet, but we note the
following corollaries. Each of them follows easily by inserting the giving values into theorem 4.
Corollary 1 (Near balanced). For any choice of constants wq, wu ≥ w1 ≥ w2 ≥ 0 we can solve the
(wq, wu, w1, w2)-GapSS problem over universe U with query time n
ρq+o(1) and space usage nρu+o(1)+
O(nwu|U |),
ρq =
H(w1)−D(wu, 1− wq)
H(w2)−D(wu, 1− wq) , ρu =
H(w1)−D(wq, 1− wu)
H(w2)−D(wu, 1− wq) . (2)
where H(wi) = (1 − wq − wu) log(1−wq−wu+wiwi ), and D(a, b) = a log ab + (1 − a) log 1−a1−b is the
Kullback–Leibler divergence. (We define D(0, b) = log 1/(1− b), D(1, b) = log 1/b as is standard.)
Proof. This follows by setting tq = 1− wu, tu = 1− wq in theorem 4.
If wq = wu = w this simplifies to:
ρq = ρu = log
(
w
w1
1− 2w + w1
1− w
)/
log
(
w
w2
1− 2w + w2
1− w
)
=
logS(q, x)
logS(q, x′)
, (3)
where S(q, x) = 〈q,x〉‖q‖2‖x‖2
/ 〈q¯,x¯〉
‖q¯‖2‖x¯‖2 is the cosine similarity divided by the cosine similarity on the
complement sets.
In the case of small sets, w,w1, w2 → 0, equation (3) reduces to log( ww1 )
/
log( ww2 ), which is the
ρ-value of Chosen Path on balanced sets, and which was shown in [21] to be optimal in this range.
In the next section we generalize their lower bound to hold generally for all values w,w1, w2 though
still only asymptotically sharp for small sets.
Corollary 1 is special, because the optimal values of tu and tq depend only on wu and wq, while
in general they will also depend on w1 and w2. We will show (3) is optimal for the case w2 = w
2
q
for all choices of wq and w1. Conditioned on a conjectured hypercontractive inequality we will even
show eq. (2) is optimal for all choices of wq, wu and w1 at the particular trade-off.
Corollary 2 (Subset/superset queries). If w1 = min{wu, wq}, w2 = wuwq we can take
tq = −wu(1− wu)wq(1− wq)
wq − wu α+
wq(1− wu)
wq − wu
and tu =
1
wq − wuα
−1 − wu(1− wq)
wq − wu
for any α ∈ [min{wu, wq} − wqwu,max{wu, wq} − wqwu]
7
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Figure 1: Examples of ρ-values obtained from theorem 4 for various parameter settings, compared
to that of other algorithms, and to the lower bounds theorem 1 and conjecture 1. See the appendix
fig. 3 for more comparisons.
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to get data structures with
ρq =
tq log
1−tu
1−wu − tu log
1−tq
1−wq
D(tu, wu)
ρu =
(1− tu) log tqwq − (1− tq) log tuwu
D(tu, wu)
if w1 = wu,
ρq =
−(1− tu) log tqwq + (1− tq) log tuwu
D(tu, wu)
ρu =
−tq log 1−tu1−wu + tu log
1−tq
1−wq
D(tu, wu)
if w1 = wq.
As it turns out, the optimal values for tu and tq, when doing superset/subset queries lie on the
hyperbola tuwq(1 − wu) − tq(1 − wq)wu = tutq(wq − wu) with tu, tq = 0 in one end and tq, tu = 1
in the other. This means that Chosen Path (without symmetrization) is indeed equivalent to our
approach for these problems, when we are interested in near linear space or near constant query
time.
1.2.2 Lower bounds
For the lower bounds we will assume |U | = ω(log n) (like we reduce to in the upper bounds). This
follows all previous LSH-lower bounds, and it is indeed known from [11] that this is necessary since
it is possible to do better in the “medium dimension regime” when |U | = O(log n). In that regime
classical data structures such as KD-trees are also competitive, see e.g. [14].
The lower bounds are all in the restricted model of Locality Sensitive Filters (definition 2) or
the “list of points” model (definition 4). In other words, the data structure is presumed to be as
described in the introduction, and the only part we are allowed to change is how the F functions
from equation (1) are defined. There is a stronger kind of LSH, in which the filter distribution is
allowed to depend on the dataset [6, 9, 7] which does better than data-independent LSF in general.
However most of our lower bounds are for the “random case” w2 = wqwu in which no difference is
known between the two approaches.
The first two lower bounds follow from hypercontractive inequalities, similar to the original LSH
lower bound by Motwani et al. [35], though we need to use the less well studied p-biased variation.5
The idea to upper bound the expected inner product of two boolean functions when given only
slightly correlated inputs. To handle the inner product between functions on “far points” we need
that they are completely uncorrelated, w2 = wqwu, so we may act as if the boolean functions were
independent. Another approach is that of O’Donnell et al. [39] which gives an inequality connecting
the probability of colliding with a close point to that of colliding with a far point. We show how
this can be generalized to biased spaces as well.
Theorem 1 (Lower bound 1). Given α ≥ 0 and 0 ≤ r, s ≤ 1/2, let uq = log 1−wqwq , uu = log 1−wuwu ,
σ =
sinh(uq(1−1/r))
sinh(uq/r)
, and υ = sinh(uu(1−1/s))sinh(uu/s) . If r and s are such that
√
συ =
w1−wqwu√
wq(1−wq)wu(1−wu)
,
then any list-of-points data structure must use space n1+ρu and have query time nρq where
ρq ≥ (1/r − 1)α+ 1/s or ρu ≥ α/r + 1/s− 1,
To get the most out of the lower bound, we will also want r and s such that
σuq sinh(uq) sinh(uu(1− 1/s)) sinh(uu/s)
υuu sinh(uu) sinh(uq(1− 1/r)) sinh(uq/r) = α,
5Plugging into the framework of Panigrahy et al. [41] this also gives a cell probe lower bound for 1 probe data
structures.
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however due to the limitation r, s ≥ 2, this is not always possible.6
For wu = wq we can take α = 1 and r = s to get ρq, ρu ≥ log wqw1
1−2wq+w1
1−wq
/
log
1−wq
wq
which
exactly matches corollary 1 and shows it is optimal for all w1 and wq when wu = wq, w2 = w
2
q .
When wq 6= wu the bound is unfortunately not sharp, as can be seen in fig. 1.
Theorem 1 is based on the p-biased hypercontractive inequalities of Oleszkiewicz and Krzysztof [38].
Their inequality, while sharp, only handles the case of a single boolean function, and we have ex-
panded it using Cauchy Schwartz to get our more general theorem. This approach, while good
enough for sharp space/time trade-offs on the sphere, turns out to be insufficient for sets when
wq 6= wu.
To overcome this, we conjecture a new two-function p-biased hypercontractive inequality for
which we have much evidence (see the lower bounds section). This inequality implies the following
lower bound:
Conjecture 1 (Lower bound 2). Let r = log
(1−wq)(1−wu)
wqwu
/
log
1−wq−wu+w
w and α ≥ 0 then any
list-of-points data structure must use space n1+ρu and have query time nρq where
ρq ≥ (α+ 1)/r − α or ρu ≥ (α+ 1)/r − 1.
Setting α = 1 this immediately shows corollary 1 is tight for all wq, wu, w1 and w2 = wqwu.
We believe it should be possible to extend this further to separate r and s values, as in theorem 1,
which would show theorem 4 to be tight for all wq, wu, w1 and the entire time/space trade-offs, but
this is work for the future.
Our previous lower bounds have assumed w2 = wqwu. To extend to general values of w2 we
show the following bound:
Theorem 2 (Lower bound 3). If wq = wu, any LSF data structure that uses the same functions
for updates and queries (F
(i)
u = F
(i)
q ) must have ρu = ρq and use space n
1+ρu and have query time
nρq where
ρq ≥ log
(
w1 − w2q
wq(1− wq)
)/
log
(
w2 − w2q
wq(1− wq)
)
.
Taking w,w1, w2 → 0 recovers Pagh and Christiani’s ρ ≥ log(w1/w)
/
log(w2/w) bound for
Braun Blanquet similarity [21].7 For larger values of wq, w1, w2 the bound is however not tight.
Showing any lower bound that holds for w2 6= wuwq and for large distances is an open problem in
the LSH world.
1.2.3 Comparison to previous approaches
Since our lower bounds don’t cover the entire range of parameters wq, wu, w1, w2 (no LSH lower
bounds do), we need to compare our ρ values with those achieved by previous methods and show
that we get lower values on the entire range.
We show two results towards this: (1) For Spherical LSH we show how to most optimally embed
GapSS onto the sphere, and that our ρ values are at least as small as with Spherical LSH in this
6 This is not just an artefact of the proof, since computations of theorem 1 with r, s outside the given range shows
that the theorem as stated is indeed false in that case, as it goes above our upper bound. The limitation might be
removed by using the more general p-biased inequalities by Wolff [47], but unfortunately those are for asymptotically
small sets.
7Their bound also implicitly had the same function for queries and updates.
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setting. (2) For MinHash we show a dominating family of Chosen Path like algorithms, which it
is natural to conjecture is again dominated by supermajorities. The first result is quite interesting
on its own right, since many previous algorithms for Maximum Inner Product Search consisted of
various embeddings onto the sphere. The second result is also interesting in that it sheds more
light on why MinHash is sometimes faster than Chosen Path, which is a question raised in [21].
The result shows that in fact on can change Chosen Path only slightly for it to consistently beat
MinHash.
Lemma 1.1 (Best Binary Embedding). Let g, h : {0, 1}d → R be functions on the form g(x) =
a1x+ b1 and h(y) = a2y+ b2. Let ρ(x, y, y
′) = f(α(x, y))/f(α(x, y′)) where α(x, y) = 〈x, y〉/‖x‖‖y‖
be such that
f(z) ≥ 0, ddz
(
(±1− z) ddz log f(z)
) ≥ 0 and d3
dz3
log f(z) ≤ 0
for all z ∈ [−1, 1]. Assume we know that ‖x‖22 = wqd, ‖y‖22 = wud, 〈x, y′〉 = w1d and 〈x, y〉 = w2d,
then
arg min
a1,b1,a2,b2
ρ(g(x), h(y), h(y′)) = (1,−wq, 1,−wu).
See proof in section 3.2. Since α, as defined above, scales the vectors down by their norm to
make sure they are on the sphere, the lemma indeed says that we should subtract the mean and
divide by the standard deviation of our vectors before we use LSH. We show that Spherical LSH and
Hyperplane LSH [16] (a.k.a. SimHash) satisfy this lemma, given their ρ values for distinguishing
between inner products α > β:
ρhp =
log(1− arccos(α)/pi)
log(1− arccos(β)/pi) , ρsp =
1− α
1 + α
1 + β
1− β .
This implies we should take α =
w1−wqwu√
wq(1−wq)wu(1−wu)
and β =
w2−wqwu√
wq(1−wq)wu(1−wu)
.
See also fig. 1 where we have plotted theorem 4 against Chosen Path, MinHash, Spherical LSF
and Hyperplane LSH.
Comparison to MinHash Consider the LSF family, F , formed by one of the functions
F0(x) = [s0 ∈ x], F1(x) = [s1 ∈ x ∧ s0 6∈ x], . . . , Fi(x) = [si ∈ x ∧ s0 6∈ x ∧ · · · ∧ si−1 6∈ x], . . .
where (si ∈ U)i∈N is a random sequence by sampling elements of U with replacement. Note that
while the sequence is infinite, it the functions eventually all become 0 as we get a prefix including
all of U , hence we can sample from F efficiently. Also note that then h(x) = min{i | Fi(x) = 1} is
the usual MinHash function.
While MinHash is balanced, ρu = ρq, most of the Fi’s are on their own not balanced if wq 6= wu.
We can fix this by applying a symmetrization technique implicit in [21]. Using that we get
ρi = log
(1− wq − wu + w1)iw1
max{(1− wq)iwq, (1− wu)iwu}
/
log
(1− wq − wu + w2)iw2
max{(1− wq)iwq, (1− wu)iwu}
for the LSF data structure using only Fi. Note that ρ0 = log
w1
max{wq ,wu}
/
log w2max{wq ,wu} is exactly
the same as ρcp achieved by Chosen Path. This makes sense, since it is exactly the Chosen Path
function with the Chosen Path symmetrization technique.
We show that in section 3.3 that ρmh = log
w1
wq+wu−w1
/
log w2wq+wu−w2 ≥ mini≥0 ρi. In fact we
can restrict this to i ∈ {0,∞, log(wq/wu)/ log((1 − wq)/(1 − wu))}, where the first gives Chosen
Path, the second gives Chosen Path on the complemented sets, and the last gives two concatenated
Chosen Path’s in a balanced trade-off where (1− wq)iwq = (1− wu)iwu.
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2 Preliminaries
The Locality Sensitive Filter approach to similarity search is an extension by Becker et al. [11] to
the Locality Sensitive Hashing framework by Indyk and Motwani [29]. We will use the following
definition by Christiani [20], which we have slightly extended to support separate universes for
query and data points:
Definition 2 (LSF). Let X and Y be some universes, let S : X × Y → R be a similarity func-
tion, and let F be a probability distribution over {(Q,U) | Q ⊆ X,U ⊆ Y }. We say that F is
(s1, s2, p1, p2, pq, pu)-sensitive if for all points x ∈ X, y ∈ Y and (Q,U) sampled randomly from F
the following holds:
1. If S(x, y) ≥ s1 then Pr[x ∈ Q, y ∈ U ] ≥ p1.
2. If S(x, y) ≤ s2 then Pr[x ∈ Q, y ∈ U ] ≤ p2.
3. Pr[x ∈ Q] ≤ pq and Pr[x ∈ U ] ≤ pu.
We refer to (Q,U) as a filter and to Q as the query filter and U as the update filter.
The main theorem from [20] which we will use for our upper bounds is (paraphrasing):
Theorem 3 (LSF theorem). Suppose we have access to a family of filters that is (s1, s2, p1, p2, pq, pu)-
sensitive. Then we can construct a fully dynamic data structure that solves the (s1, s2)-similarity
search problem with query time dnρq+o(1), update time dnρu+o(1), and space usage dn + n1+ρu+o(1)
where ρq = log(pq/p1)
/
log(pq/p2) and ρu = log(pu/p1)
/
log(pq/p2).
We must be able to sample, store, and evaluate filters from F in time dno(1).
We will use definition 2 with S(x, y) = |x ∩ y|. For given values of wq and wu, the (s1, s2)-
similarity search problem then corresponds to the (wu, wq, w1, w2)-gap similarity search problem.
3 Upper bounds
To state our results we first need to define the following functions:
Definition 3 (Entropy Functions). The relative entropy function (or Kullback–Leibler divergence)
is defined for a, b ∈ [0, 1] by: D(a, b) = a log ab + (1 − a) log 1−a1−b and D(0, b) = log 1/(1 − b),
D(1, b) = log 1/b.
For x, y ∈ (0, 1), t1, t2 ∈ (0, 1) and b ∈ (0,min(x, y)) we define the following pair-relative entropy
function:
Λ(x, y, b, t1, t2) = t1λ1 + t2λ2 − log v where
λ1 = log
(
v(1− t2)− (1− x− y + b)
x− b
)
, λ2 = log
(
v(1− t1)− (1− x− y + b)
y − b
)
, v =
v1 +
√
v21 − v2
2b(1− t1)(1− t2) ,
and v1 = (1− t1 − t2)(b− xy) + b(1− x− y + b), v2 = 4(1− t1)(1− t2)(b− xy)b(1− x− y + b).
At t1 = 1, t2 = 1 or b = min(x, y), Λ is defined as follows:
Λ(x, y, xy, t1, t2) = D(t1, x) +D(t2, y)
Λ(x, y, b, 1, t2) = log
1
x
+D(t2, y) (4)
Λ(x, y, y, t1, t2) = t2 log
t2
y
+ (1− t1) log 1− t1
1− x + (t1 − t2) log
t1 − t2
x− y . (5)
The cases t2 = 1 and b = x are symmetric to eq. (4) and eq. (5).
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The goal of this section is to prove the following general upper bound:
Theorem 4 (General Upper Bound). For any choice of constants wq, wu ≥ w1 ≥ w2 ≥ 0 and
1 ≥ tq, tu ≥ 0 we can solve the (wq, wu, w1, w2)-GapSS problem over universe U with query time
nρq+o(1) and space usage nρu+o(1) +O(nwu|U |), where
ρq =
Λ(wq, wu, w1, tq, tu)−D(tq, wq)
Λ(wq, wu, w2, tq, tu)−D(tq, wq) , ρu =
Λ(wq, wu, w1, tq, tu)−D(tu, wu)
Λ(wq, wu, w2, tq, tu)−D(tq, wq) .
The theorem defines the entire space/time trade-off of fig. 1 by choices of tq and tu. By La-
grangian multipliers we can compute the optimal tu for any tq. An easy corollary is
Corollary 3 (Linear space / constant time).
If tq wu(1− wu) + w1wu = tu (w1 − wqwu) + wqwu then ρu = 0.
If tuwq(1− wq) + w1wq = tq(w1 − wqwu) + wuwq then ρq = 0.
Proof. Insert said values into theorem 4 to make the numerators 0.
We will use the LSF theorem 3 as the basis for our upper bound with the filter family described
in the introduction. Note that we can reduce the universe to O(−2w−12 log n) by sampling. By
a union bound this preserves w1, w2, wq and wu within a factor 1 ± . Taking  = 1/ log n this
is absorbed into the no(1) factor in our bounds. If |U | is too small, we can simply replicate the
elements to ensure |U | = ω(log n).
We restate the filter family: The functions are constructed by sampling a random subset S ⊆
U, |S| = ω(log n) with replacement, and picking two thresholds, 1 ≥ tu ≥ 0, 1 ≥ tq ≥ 0. Then
Fu(y) =
{
[|y ∩ S| ≥ tu|S|] if tu ≥ wu
[|y ∩ S| ≤ tu|S|] if tu < wu
and Fq(x) =
{
[|x ∩ S| ≥ tq|S|] if tq ≥ wq
[|x ∩ S| ≤ tq|S|] if tq < wq
.
To use theorem 3 we then need to compute pu = Pr[Fu(y) = 1], pq = Pr[Fq(x) = 1] and p1 =
Pr[Fu(y) = 1 ∧ Fq(x) = 1]. The two first follow from the standard Entropy Chernoff bound:
log pu = −D(tu, wu)|S|(1+o(1)) and log pq = −D(tq, wq)|S|(1+o(1)). where D is from definition 3.
Note that this form of the Chernoff bound holds in the tu ≥ wu case as well as the tu < wu case.
The joined probability p1 (and p2) is more tricky. Note that we need a bound which is tight
up to a factor 1 + o(1) in the exponent. We will do this using the Large Deviations theorem by
Gartner Ellis (see below) on the sequence {Xi}i∈[|S|] ⊆ {0, 1}2 of outcomes when sampling S, where
Xi,1 = F
(i)
q (x) and Xi,2 = F
(i)
u (x). This has joint Bernoulli distribution ∼
[
w1 wu−w1
wq−w1 1−wq−wu+w1
]
or concretely: Pr[Xi = (1, 1)] = w1, Pr[Xi = (1, 0)] = wq − w1, Pr[Xi = (0, 1)] = wu − w1 and
Pr[Xi = (0, 0)] = 1− wq − wu + w1.
Using Gartner Ellis we will show the following lemma, from which theorem 4 follows:
Lemma 3.1. there is a (wq, wu, w1, w2, p1, p2, pq, pu)-sensitive filter, where
|S|−1 log 1/p1 = Λ(wq, wu, w1, tq, tu) + o(1),
|S|−1 log 1/p2 = Λ(wq, wu, w2, tq, tu) + o(1),
|S|−1 log 1/pq = D(tq, wq) + o(1),
|S|−1 log 1/pu = D(tu, wu) + o(1).
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3.1 Large Deviations
Theorem 5 (Gartner-Ellis theorem [DZ10, Theorem 2.3.6 and Corollary 6.1.6]). Let {Xi}i∈N ⊆
Rk be a sequence of iid. random vectors. Let Sn = 1n
∑n
i=0Xi be the empirical means. De-
fine the logarithmic generating function Λ(λ) = logE exp〈λ,X1〉, and the rate function Λ∗(z) =
supλ∈Rk{〈λ, z〉 − Λ(λ)}. If Λ(ε) < ∞ for all ε ∈ Rk with ‖‖2 < δ for some δ > 0 small enough,
then for any set F ⊆ Rk:
lim
n→∞ log Pr [Sn ∈ F ] = − infz∈F Λ
∗(z).
From this we can derive the more simple:
Lemma 3.2 (Multi Dimensional Cramer). Let Xi ∈ Rk be a sequence of iid. random variables,
and let t ∈ Rk be a list of values such that E[X1] ≤ t ≤ maxX1. Let Λ(λ) = logE[exp〈X1, λ〉] be
finite for all λ ∈ Rk then
1
n
log Pr
[
1
n
n∑
i=1
Xi ≥ t
]
= −Λ∗(t) + o(1)
where Λ∗(t) = 〈t, λ〉 − Λ(λ) and ∇Λ(λ) = t.
Proof. We use the Gartner-Ellis theorem. Since we assume Λ(z) is finite everywhere, it is also so an
epsilon ball around 0. Next note that Λ(λ) is convex so 〈λ, z〉 − Λ(λ) is maximized at ∇Λ(λ) = z.
We need to show infz≥t Λ∗(z) = Λ∗(t). Let µ = E[X1].
Note dΛdλi (0) = µi (since Λ is a mgf.), thus if zi = µi then λi = 0 and so
dΛ∗
dzi
(µi) = 0. From this,
and the convexity of Λ∗ we get 〈∇Λ∗(z), z − µ〉 ≥ 0, and so for any point in {z ≥ t} we can always
decrease Λ∗(z) be moving towards µ, showing that the minimum is achieved at z = t.
See also the details in the appendix and in [24]. Finally we can get the specific version we need:
Lemma 3.3. Let Xi ∈ {0, 1}2, i ∈ [m], have joint probability distribution P ∈ [0, 1]2×2 such that
Pr[Xi = (a, b)] = Pa,b. Let w = P1,1, µ1 = P1,1 + P1,2 and µ2 = P1,1 + P2,1, if µ1 < t1 < 1, µ2 <
t2 < 1, then
1
m
log Pr
[
1
m
n∑
i=1
Xi,1 ≥ t1 ∧ 1m
n∑
i=1
Xi,2 ≥ t2
]
= −Λ(µ1, µ2, w, t1, t2) + o(1),
(where Λ is define in definition 3.) If t1 < µ1 then (≥) above is replaced by ≤ and similarly for
t2 < µ2.
Proof. This follows directly by lemma 3.2, when we plug-in λ1, λ2 to check that indeed
t = ∇Λ(λ) = 1
beλ1+λ2 + (x− b)eλ1 + (y − b)eλ2 + (1− x− y + b)
[
beλ1+λ2 + (x− b)eλ1
beλ1+λ2 + (y − b)eλ2
]
.
This proves theorem 4.
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Figure 2: ρ-values for hyperplane and spherical LSH under different shifts.
3.2 Embedding onto the Sphere
Recall lemma 1.1: Let g, h : {0, 1}d → R be function on the form g(1) = a1x+b1 and h(y) = a2y+b2.
Let ρ(x, y, y′) = f(α(x, y))/f(α(x, y′)) where α(x, y) = 〈x, y〉/‖x‖‖y‖ be such that
f(z) ≥ 0, ddz
(
(±1− z) ddz log f(z)
) ≥ 0 and d3
dz3
log f(z) ≤ 0
for all z ∈ [−1, 1]. Assume we know that ‖x‖22 = wqd, ‖y‖22 = wud, 〈x, y′〉 = w1d and 〈x, y〉 = w2d,
then arg mina1,b1,a2,b2 ρ(g(x), h(y), h(y
′)) = (1,−wq, 1,−wu).
In this section we will show that Hyperplane [16] and Spherical [8] LSH both satisfy the re-
quirements of the lemma. Hence we get two algorithms with ρ-values:
ρhp =
log(1− arccos(α)/pi)
log(1− arccos(β)/pi) , ρsp =
1− α
1 + α
1 + β
1− β .
where α =
w1−wqwu√
wq(1−wq)wu(1−wu)
and β =
w2−wqwu√
wq(1−wq)wu(1−wu)
, and space/time trade-offs using the
ρq, ρu values in [20].
8 Figure 2 shows how ρ varies with different translations a, b.
Taking tq = wq(1+o(1)) and tu = wu(1+o(1)) in theorem 4 recovers ρsp by standard arguments.
This implies that theorem 4 dominates Spherical LSH (for binary data).
Lemma 3.4. The functions f(z) = (1 − z)/(1 + z) for Spherical LSH and f(z) = − log(1 −
arccos(z)/pi) for Hyperplane LSH satisfy lemma 1.1.
Proof. For Spherical LSH we have f(z) = (1− z)/(1 + z) and get
d
dz
(
(±1− z) ddz log f(z)
)
= 2(1∓ 2z + z2)/(1− z2)2 ≥ 0,
d3
dz3
log f(z) = −4(1 + 3z2)/(1− z2)3 ≤ 0.
8Unfortunately the space/time aren’t on a form applicable to lemma 1.1. From numerical experiments we however
still conjecture that the embedding is optimal for those as well.
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For Hyperplane LSH we have f(z) = − log(1− arccos(z)/pi) and get
d
dz
(
(1− z) ddz log f(z)
)
=
(arccos(z)−√1− z2 − pi) log(1− arccos(z)/pi)−√1− z2
(1 + z)
√
1− z2(pi − arccos(z))2 log(1− arccos(z)/pi)2 ,
d
dz
(
(−1− z) ddz log f(z)
)
=
(arccos(z) +
√
1− z2 − pi) log(1− arccos(z)/pi) +√1− z2
(1− z)√1− z2(pi − arccos(z))2 log(1− arccos(z)/pi)2 .
In both cases the denominator is positive, and the numerator can be shown to be likewise by
applying the inequalities
√
1− z2 ≤ arccos(z), √1− z2 + arccos(z) ≤ pi and x ≤ log(1 + x).
The d
3
dz3
log f(z) ≤ 0 requirement is a bit trickier, but a numerical optimization shows that it’s
in fact less than −1.53.
Finally we prove the embedding lemma:
Proof of lemma 1.1. We have
α =
〈x+ a, y + b〉
‖x+ a‖‖y + b‖ =
w1 + wqb+ wua+ ab√
(wq(1 + a)2 + (1− wq)a2)(wu(1 + b)2 + (1− wu)b2)
and equivalent with w2 for β. We’d like to show that a = −wq, b = −wu is a minimum for
ρ = 1−α1+α
1−β
1+β .
Unfortunately ρ is not convex, so it is not even clear that there is just one minimum. To proceed,
we make the following substitution a→ (c+ d)√wq(1− wq)− wq, b→ (c− d)√wu(1− wu)− wu
to get
α(c, d) =
cd+
w1−wqwu√
wq(1−wq)wu(1−wu)√
(1 + c2)(1 + d2)
.
We can further substitute cd 7→ rs and √(1 + c2)(1 + d2) 7→ r + 1 or r ≥ 0, −1 ≤ s ≤ 1, since
1 + cd ≤√(1 + c2)(1 + d2) by Cauchy Schwartz, and (cd,√(1 + c2)(1 + d2)) can take all values in
this region.
The goal is now to show that h = f
(
rs+x
r+1
)/
f
(
rs+y
r+1
)
, where 1 ≥ x ≥ y ≥ −1, is increasing
in r. This will imply that the optimal value for c and d is 0, which further implies that a = −wq,
b = −wu for the lemma.
We first show that h is quasi-concave in s, so we may limit ourselves to s = ±1. Note that
log h = log f
(
rs+x
r+1
)
− log f
(
rs+y
r+1
)
, and that d
2
ds2
log f
(
rs+x
r+1
)
=
(
r
1+r
)2
d2
dz2
log f(z) by the chain
rule. Hence it follows from the assumptions that h is log-concave, which implies quasi-concavity as
needed.
We now consider s = ±1 to be a constant. We need to show that ddrh ≥ 0. Calculating,
d
dr
f
(
rs+ x
r + 1
)/
f
(
rs+ y
r + 1
)
=
(s− x)f
(
rs+y
r+1
)
f ′
(
rs+x
r+1
)
− (s− y)f
(
rs+x
r+1
)
f ′
(
rs+y
r+1
)
(1 + r)2f
(
rs+y
r+1
)2 .
Since f ≥ 0 it suffices to show ddx(s − x)f ′
(
rs+x
r+1
)/
f
(
rs+x
r+1
)
≥ 0. If we substitute z = rs+xr+1 ,
z ∈ [−1, 1], we can write the requirement as ddz (s− z)f ′(z)/f(z) ≥ 0 or ddz
(
(±1− z) ddz log f(z)
) ≥
0.
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3.3 A MinHash dominating family
We complete the arguments from section 1.2.3.
We first state the LSF-Symmetrization lemma implicit in [21]:
Lemma 3.5 (LSF-Symmetrization). Given a (p1, p2, pq, pu)-sensitive LSF-family, we can create a
new family that is (p1q/p, p2q/p, q, q)-sensitive, where p = max{pq, pu} and q = min{pq, pu}.
For some values of p1, p2, pq, pu this will be better than simply taking max(ρu, ρq). In particular
when symmetrization may reduce ρu by a lot by reducing its denominator.
Proof. W.l.o.g. assume pq ≥ pu. When sampling a query filter, Q ⊆ U , pick a random number
% ∈ [0, 1]. If % > pu/pq use ∅ instead of Q. The new family then has p′q = pq · pu/pq and so on
giving the lemma.
Using this lemma it is easy to make a version of supermajority LSF that always beats Chosen
Path: Simply take tq = tu = 1 and apply lemma 3.5. Then we have exactly the same ρ value as
Chosen Path. We do however conjecture that symmetrization is not necessary for supermajorities,
since we have another (presumably more efficient) form of symmetrization via asymmetric tu 6= tq.
Now recall the filter family from the introduction:
F0(x) = [s0 ∈ x], F1(x) = [s1 ∈ x ∧ s0 6∈ x], . . . , Fi(x) = [si ∈ x ∧ s0 6∈ x ∧ · · · ∧ si−1 6∈ x], . . .
where (si ∈ U)i∈N is a random sequence by sampling elements of U with replacement.
Using just one of these functions, combined with symmetrization, gives the ρ value:
ρi = log
(1− wq − wu + w1)iw1
max{(1− wq)iwq, (1− wu)iwu}
/
log
(1− wq − wu + w2)iw2
max{(1− wq)iwq, (1− wu)iwu} .
We want to show ρmh = log
w1
wq+wu−w1
/
log w2wq+wu−w2 ≥ mini≥0 ρi. For this we show the following
lemma, which intuitively says that it is never advantageous to combine multiple filter families:
Lemma 3.6. The function f(x, y, z, t) = log(max{x, y}/z)/ log(max{x, y}/t), defined for min{x, y} ≥
z ≥ t > 0, is quasi-concave.
This means in particular that
log(max{x+ x′, y + y′}/(z + z′))
log(max{x+ x′, y + y′}/(t+ t′)) ≥ min
{
log(max{x, y}/z)
log(max{x, y}/t) ,
log(max{x′, y′}/z′)
log(max{x′, y′}/t′)
}
,
when the variables are in the range of the lemma.
Proof. We need to show that the set
{(x, y, z, t) : log(max{x, y}/z)/ log(max{x, y}/t) ≥ α} = {(x, y, z, t) : max{x, y}1−αtα ≥ z}
is convex for all α ∈ [0, 1] (since z ≥ t so f(x, y, z, t) ∈ [0, 1]). This would follow if g(x, y, t) =
max{x, y}1−αtα would be quasi-concave itself, and the eigenvalues of the Hessian of g are exactly
0, 0 and −(1− α)αtα−2 max{x, y}−α−1 (max{x, y}2 + t2) so g is even concave!
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We can then show that MinHash is always dominated by one of the filters described, as
ρmh =
log w1wq+wu−w1
log w2wq+wu−w2
=
log
∑
i≥0(1−wq−wu+w1)iw1
max{∑i≥0(1−wq)iwq ,∑i≥0(1−wu)iwu}
log
∑
i≥0(1−wq−wu+w2)iw2
max{∑i≥0(1−wq)iwq ,∑i≥0(1−wu)iwu}
≥ min
i≥0
log
(1−wq−wu+w1)iw1
max{(1−wq)iwq ,(1−wu)iwu}
log
(1−wq−wu+w2)iw2
max{(1−wq)iwq ,(1−wu)iwu}
,
where the right hand side is exactly the symmetrization of the filters F (i). By monotonicity of
(1 − wq)iwq and (1 − wu)iwu we can further argue that it is even possible to limit ourselves to
one of i ∈ {0,∞, log(wq/wu)/ log((1 − wq)/(1 − wu))}, where the first gives Chosen Path, the
second gives Chosen Path on the complemented sets, and the last gives a balanced trade-off where
(1− wq)iwq = (1− wu)iwu.
4 Lower bounds
As we discussed in the introduction, it is necessary for our lower bounds to assume d = ω(log n).
We will also assume wq, wu, w1, w2 are constants, like we do four our upper bounds, though we
don’t believe this to be necessary.
We proceed to define the hard distributions for all further lower bounds.
1. A query x ∈ {0, 1}d is created by sampling d random independent bits with Bernoulli(wq)
distribution.
2. A dataset P ⊆ {0, 1}d is constructed by sampling n − 1 vectors with random independent
bits from such that yi ∼ Bernoulli(w2/wq) if xi = 1 and yi ∼ Bernoulli((wu − w2)/(1− wq))
otherwise, for all y ∈ P .
3. A ‘close point’, y′, is created by y′i ∼ Bernoulli(w1/wq) if xi = 1 and y′i ∼ Bernoulli((wu −
w1)/(1− wq)) otherwise. This point is also added to P .
The values are chosen such that E|x ∩ y|/d = w1, E|y|/d = wu for all y ∈ P , and E|x ∩ y′|/d = w1
and E|x ∩ y|/d = wu for all y ∈ P \ {y′}. By a union bound over P , the actual values are within
factors 1 + o(1) of their expectations with high probability. Changing at most o(log n) coordinates
we ensure the weights of queries/database points is exactly their expected value, while only changing
the inner products by factors 1+o(1). Since the changes don’t contain any new information, we can
assume for lower bounds that entries are independent. Thus any (wq, wu, w1(1−o(1)), w2(1+o(1)))-
GapSS data structure on P must thus be able to return y′ with at least constant probability when
given the query x.
Model For the first bound follow O’Donnel et al. [39] and Christiani [20] and directly lower bound
the quantity
log(p1/min{pu,pq})
log(p2/min{pu,pq}) which lower bounds ρu and ρq in definition 2.
For the second and third lower bound we follow Andoni et al. [8] and lower bound a general
so called “list-of-points” data structures (see definition 4). This is a slightly more general model,
though no it is believed that all bounds for the first model can be shown in the list-of-points model
as well.
The second and third bound are shown using so called Hypercontractive inequalities and can
be extended to show cell probe lower bounds by the arguments in [41].
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4.1 p-biased analysis
In the analysis of boolean functions is is common to use {−1, 1}d as the function domain. We’ll
map 1 to −1 (true) and 0 to 1 (false).
Given functions f, g : {−1, 1}n → {0, 1}, we write
f(x) =
∑
S⊆[n]
fˆ(S)φS(x), g(y) =
∑
S⊆[n]
gˆ(S)γS(y) (6)
where fˆ , gˆ : P([n])→ R and φ(xi) = xi−µqσq , γ(yi) =
yi−µu
σu
for µq = 1−2wq, σq = 2
√
wq(1− wq) and
µu = 1− 2wu, σu = 2
√
wu(1− wu). Finally φS , γS : {−1, 1}n → R are defined φS(x) =
∏
i∈S φ(xi)
and respectively for y.
Any boolean function can be expanded as (6), but it is particularly useful in our case. To see
why, let pi be the probability distribution, with the following probability mass function: pi(−1) =
wq, pi(1) = 1−wq, and let pin : {−1, 1}n → [0, 1] be the product distribution on {−1, 1}n. We then
have the useful properties:
pq = Pr
x∼pin[f(x) = 1] = Ex∼pi
n [f(x)] = Ex∼pin [
∑
S⊆[n]
fˆ(S)φS(x)] = fˆ(∅)
= Ex∼pinwq [f(x)
2] = Ex∼pinwq [
∑
S,T⊆[n]
fˆ(S)fˆ(T )φS(x)φT (x)] =
∑
S⊆[n]
fˆ(S)2.
If we think of f as an LSF-filter, Prx∼pin [f(x) = 1] is the probability that the filter accepts a random
point with expected weight wq (nwq of coordinates being −1).
Next, we let ψ be the probability distribution, with the following probability mass function:
ψ(−1,−1) = w ψ(−1, 1) = wq − w
ψ(1,−1) = wu − w ψ(1, 1) = 1− wq − wu + w,
then p = Prx,y∼ψn [f(x) = 1, g(y) = 1] is the probability that a random query point, x, and a random
data point, y, with E〈x, y〉/d = w both get caught by their respective filter. (Pr[x ∈ Q, y ∈ U ] in
the language of definition 2.) This has the following nice form:
p = Ex,y∼ψn [f(x)g(y)]
= Ex,y∼ψn [
∑
S,T⊆[n]
fˆ(S)gˆ(T )φS(x)γT (x)]
=
∑
S⊆[n]
fˆ(S)gˆ(S)Ex,y∼ψn [φS(x)γT (x)]
=
∑
S⊆[n]
fˆ(S)gˆ(S)Ex,y∼ψn
[∏
i∈S
xi − µq
σq
yi − µu
σu
]
=
∑
S⊆[n]
fˆ(S)gˆ(S)
(
Ex,y∼ψn [xiyi]− µqµu
σqσu
)|S|
=
∑
S⊆[n]
fˆ(S)gˆ(S)
(
w − wqwu√
wq(1− wq)wu(1− wu)
)|S|
.
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Note that in the case w = wqwu all terms except (S = ∅) are 0, so we have Prx,y∼ψn [f(x) =
1, g(y) = 1] = Pr[f(x) = 1] Pr[g(y) = 1] as we would expect for x and y independent.
We will define the norm ‖f‖q = (Ex∼pinf(x)q)1/q and equivalently for g with its respective
distribution. Note that since f and g are boolean, we have ‖f‖q = (Ex∼pinf(x))1/q = Prq[f(x) =
1]1/q. This will turn out to be very useful.
4.2 Symmetric Lower bound
The simplest approach is to use the expansion directly. This is what O’Donnel used [39] to prove
the first optimal LSH lower bounds of ρ ≥ 1/c for data-independent hashing. Besides handling the
case of set similarity with filters rather than hash functions, we slightly generalize the approach a
big by using the power-means inequality rather than log-concavity. 9
We will show an inequality on the form(
Prx,y′,f,g[f(x) = 1, g(y
′) = 1]
min{Prx,f [f(x) = 1],Pry,g[g(y) = 1]}
)1/ logα
≤
(
log
Prx,y,f,g[f(x) = 1, g(y) = 1]
min{Prx,f [f(x) = 1],Pry,g[g(y) = 1]}
)1/ log β
where α =
w1−wqwu√
wq(1−wq)wu(1−wu)
and β =
w2−wqwu√
wq(1−wq)wu(1−wu)
, and y′ and y are sampled as respectively
a close and a far point (see the top of the section).
If we knew the filter family F was regular, that is (Q,U) ∼ F have fixed |Q| and |U |, we
wouldn’t have to take the expectation over f and g. However doing so is only a minor syntactic
annoyance in the proof below, and ensures that one cannot circumvent the proof by letting |Q| and
|U | be stochastic.
We will prove something slightly stronger than theorem 2:
Lemma 4.1. Given an LSF-family F , let f, g : {−1, 1}n → {0, 1} be random functions such that
f−1(1) = Q and g−1(1) = U for Q,U ∼ F . Assume further that Ef,g[
∑
|S|=k fˆ(S)gˆ(S)] ≥ 0 for all
k ∈ [n], then any LSF data structure with ρq = ρu = ρ must have
ρ ≥ log
(
w1 − wqwu√
wq(1− wq)wu(1− wu)
)/
log
(
w2 − wqwu√
wq(1− wq)wu(1− wu)
)
.
In particular this bound holds when fˆ = gˆ almost surely, since
∑
|S|=k fˆ(S)
2 is clearly non-
negative. In the context of theorem 2 we have wq = wu and Q = U as Q,U ∼ F , so theorem 2
follows from lemma 4.1.
Proof. Let α =
w1−wqwu√
wq(1−wq)wu(1−wu)
and β =
w2−wqwu√
wq(1−wq)wu(1−wu)
, such that p1 =
∑
S⊆[n] fˆ(S)gˆ(S)α
|S|
and p2 =
∑
S⊆[n] fˆ(S)gˆ(S)β
|S|.
By Ho¨lder’s inequality
∑
S fˆ(S)gˆ(S) ≤ min{‖f‖1‖g‖∞, ‖f‖∞‖g‖1} = min{pq, pu}. Let p =
Ef,g[min{pu, pq}]. By assumption Ef,g[
∑
|S|=k fˆ(S)gˆ(S)] ≥ 0 for all k, so we have that∑
k α
kEf,g[
∑
|S|=k fˆ(S)gˆ(S)]/p is a weighted average over the α
k terms. As such we can use the
9This widens the range in which the bound is applicable – the O’Donnel bound is only asymptotic for r → 0.
However the values we obtain outside this range, when applied to Hamming space LSH, aren’t sharp against the
upper bounds.
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power-means inequality:
(Ef,g[p1]/p)
1/ logα =
(∑
k
(ek)logαEf,g[
∑
|S|=k
fˆ(S)gˆ(S)]/p
)1/ logα
≤ (∑
k
(ek)log βEf,g[
∑
|S|=k
fˆ(S)gˆ(S)]/p
)1/ log β
= (Ef,g[p2]/p)
1/ log β.
which implies by rearrangement
ρ =
log(Ef,g[p1]/p)
log(Ef,g[p2]/p)
≥ logα
log β
.
For ρq the inequality above follows from log(p/p1)/ log(p/p2) being increasing in p. For ρu it is
simply increasing the denominator or decreasing the numerator.
As noted the bound is sharp against our upper bound when wu, wq, w1, w2 are all small. Also
notice that logα/ log β ≤ 1−α1+α 1−β1+β is a rather good approximation for α and β close to 1. Here the
right hand side is the ρ value of Spherical LSH with the batch-normalization embedding discussed
in section 3.2.
It would be interesting to try an extend this bound to get rid of the
∑
|S|=k fˆ(S)gˆ(S) ≥ 0
assumption. We conjecture that this is the case, such that the bound holds even when f 6= g and
wq 6= wu.
Note that the lower bound becomes 0 when w2 → wqwu. In the next sections we will find a
bound for exactly this case.
4.3 Hypercontractive Lower Bounds
For x ∈ {−1, 1}d let y ∼ Nσ(x) be sampled by choosing yi ∈ {−1, 1} for each coordinate i ∈ [d]
independently, such that with probability σ we set yi = xi and otherwise we set yi at random.
The classic Bonami-Beckner (or Hypercontractive) inequality [39] says that for any 1 ≤ p ≤ q and
0 ≤ σ ≤ √(p− 1)/(q − 1), any boolean function f : {−1, 1}d → R satisfies ‖Tσf‖q ≤ ‖f‖p where
Tσf(x) = Ey∼Nσ(x)[f(y)].
This inequality has been used to show many lower bounds for locality sensitive data structures,
see e.g. [35, 41, 20, 8]. Usually in a model like the following defined in [8] as a “list-of-points” data
structure.
Definition 4 (List-of-points). Given some universes, Q, U , a similarity measure S : Q×U → [0, 1]
and two thresholds 1 ≥ s1 > s2 ≥ 0,
1. We fix (possibly random) sets Ai ⊆ {−1, 1}d, for 1 ≤ i ≤ m; and with each possible query
point q ∈ {−1, 1}d, we associate a (random) set of indices I(q) ⊆ [m];
2. For a given dataset P , we maintain m lists of points L1, L2, . . . , Lm, where Li = P ∩Ai.
3. On query q, we scan through each list Li for i ∈ I(q) and check whether there exists some
p ∈ Li with S(q, p) ≥ s2. If it exists, return p.
The data structure succeeds, for a given q ∈ Q, p ∈ P with S(q, p) ≥ s1, if there exists i ∈ I(q) such
that p ∈ Li.
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We use the same hard distribution as before. By Yao’s principle we can assume the data
structure is deterministic. For i ∈ [m] we define p(i)q = Pr[i ∈ I(q)], p(i)u = Pr[y ∈ Ai], and
p
(i)
1 ≥ Pr[i ∈ I(q), y ∈ Ai] for all q, y with S(q, y) ≥ s1.
Let r and s be constants, if
p
(i)
1 ≤ (p(i)q )1/r(p(i)u )1/s for all i, (7)
it was shown in [8] (lemma 7.2 and 7.3) that if “far points” are independent of the query, that is
Pr[i ∈ I(q), y ∈ Ai] = p(i)q p(i)u for all q, i and y ∈ P , then any data structure that succeeds with
constant probability must have
ρq ≥ (1 + ρu)(1− r) + r/s (8)
where nρq is the expected query time and n1+ρu is the expected space consumption. In our case
the “random” requirement corresponds to w2 = wqwu.
Note that eq. (8) is equivalent to the requirement to the parametric inequalities
ρq ≥ (1/r − 1)α+ 1/s or ρu ≥ α/r + 1/s− 1,
where α ≥ 0 which is the form we will use below. 10
It was also shown in [8] that eq. (7) gives a cell-probe lower bound of Ω((n/w)
r
(r−1)s ) memory
cells of size w, when the data structure is only allowed 1 probe. We won’t go into details about
this, just note that this matches eq. (8) at ρq = 0 for memory cells up to size n
o(1).
4.3.1 Lower Bound 1
Recall theorem 1: Given α ≥ 0 and r, s ≥ 2, let uq = log 1−wqwq , uu = log 1−wuwu , σ =
sinh(uq(1−1/r))
sinh(uq/r)
,
and υ = sinh(uu(1−1/s))sinh(uu/s) . If r and s are such that
√
συ =
w1−wqwu√
wq(1−wq)wu(1−wu)
, then any LSF data
structure must have
ρq ≥ (1/r − 1)α+ 1/s or ρu ≥ α/r + 1/s− 1,
Proof. We will prove this theorem using the p-biased version of the hypercontractive inequality,
which says:
Theorem 6 ([38] also [37] Theorem 10.18 and [47]). Let (Ω, pi) be a finite probability space, |Ω| ≥ 2,
in which every outcome has probability at least λ < 1/2. Let f ∈ L2(Ω, pi). Then for any q > 2 and
υ =
√
sinh(u/q)
sinh(u/q′) , ∑
S⊆[n]
υ2fˆ(S)2 ≤ ‖f‖q′
where 1/q + 1/q′ = 1 and u = log 1−λλ .
We can generalize this to two general functions, using Cauchy Schwartz:
p1 =
∑
S⊆[n]
√
υσ
|S|
fˆ(S)gˆ(S) ≤
√∑
S⊆[n]
υ|S|fˆ2(S)
∑
S⊆[n]
σ|S|gˆ2(S) ≤ ‖f‖r‖g‖s = p1/rq p1/su .
where υ =
sinh(uq(1−1/r))
sinh(uq/r)
, σ = sinh(uu(1−1/s))sinh(uu/s) , uq = log
1−wq
wq
, uu = log
1−wu
wu
and r, s ≥ 2.
Combined with the discussion around eq. (8) this gives the theorem.
10This is indeed what we would have expected from the LSF-model, definition 2, since ρq =
log p1/pq
log p2/pq
=
log p
1/r
q p
1/s
u /pq
log pqpu/pq
= (1/r − 1)α+ 1/s and ρu = log p1/pulog p2/pq =
log p
1/r
q p
1/s
u /pu
log pqpu/pq
= α/r + 1/s− 1 for α = log pq
log pu
≥ 0.
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Lower bound for corollary 1 We continue to prove a lower bound for corollary 1 in the case
wq = wu, w2 = wqwu. In the theorem, we set α = 1, r = s and σ = υ, then the theorem asks us to
set
r =
2uq
log e
uq (euq+υ)
1+euqυ
=
2 log
1−wq
wq
log
1−2wq+w1
w1
where we note that r ≥ 2 since w1 < 1− 2wq + w1. Now ρq, ρu ≥ 1/r + 1/s− 1 is exactly
log
(
w1
1−2wq+w1
1−wq
wq
)/
log
(
1−wq
wq
)
, matching corollary 1 as we wanted.
Optimal choice of r and s The goal is to maximize α/r+1/s conditioned on
√
συ =
w1−wqwu√
wq(1−w1)wu(1−wu)
thus maximizing both ρq and ρu. To make things easier, we substitute r 7→ 1/(1 − r′) and
s 7→ 1/(1−s′). Then we have dυdr′ = uq sinh(uq)sinh(uq(1−r′))2 and likewise for σ and s′. By Lagrange multipliers
we get the two equations, for some λ ∈ R: λσuq sinh(uq)
sinh(uq(1−r′))2 = α,
λυuu sinh(uu)
sinh(uu(1−s′))2 = 1. Dividing through
gives the condition:
σuq sinh(uq) sinh(uus
′) sinh(uu(1− s′))
υuu sinh(uu) sinh(uqr′) sinh(uq(1− r′)) = α.
We can insert this in the theorem to get the optimal r, s for any α on the trade-off. Because of
the r, s ≥ 2 condition, this is not always possible to achieve, but when it is Figure 1 suggests that
the lower bound is tight when this condition can be met and further wq = wu.
Wolff [47] has shown how to extend the p-biased hypercontractive inequality beyond r, s ≥ 2.
However his work is only asymptotic. From the plots it is also clear that for wq 6= wu theorem 1 is
not sharp. It thus seems evident that we need new methods. In the next section we will investigate
a new two-function hypercontractive inequality for this purpose.
4.3.2 Lower Bound 2
We conjecture a new hypercontractive inequality:
Conjecture 2 (Two-Function p-Biased Hypercontractivity Inequality). For 0 < wqwu ≤ w ≤
wq, wu < 1, Let ψ : {−1, 1}2 → [0, 1] be the joint probability density function ∼
[
w wu−w
wq−w 1−wq−wu+w
]
.
For any pair of boolean functions f, g : {−1, 1}n → {0, 1} then
Ex,y∼ψ[f(x)g(y)] ≤ ‖f‖r‖g‖s (if w ≥ wqwu)
Ex,y∼ψ[f(x)g(y)] ≥ ‖f‖r‖g‖s (if w ≤ wqwu)
where r = s = log
(1−wq)(1−wu)
wqwu
/
log
1−wq−wu+w
w .
We reduce it to a simple two-variable inequality, from which conjecture 2 and conjecture 1 would
follow. For this we will use the following inductive result by O’Donnell, which we have slightly
generalized to support (x, y) from arbitrary shared distributions, rather than just ρ correlated.
The proof in O’Donnell [37] goes through without changes.
Theorem 7 (Two-Function Hypercontractivity Induction Theorem [37]). Assume that
E
(x,y)∼pi
[f(x)g(y)] ≤ ‖f‖r‖g‖q
holds for every f, g ∈ L2(Ω, pi). Then the inequality also holds for every f, g ∈ L2(Ωn, pin).
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This means we just have to show a certain ‘two point’ inequality. That is, we would like the
following to be true:
Lemma 4.2. For 0 < wqwu ≤ w ≤ wq, wu < 1, and any f−1, f1, g−1, g1 ∈ R, then
f−1g−1w + f−1g1(wq − w) + f1g−1(wu − w) + f1g1(1− wq − wu + w)
≤ (wqf r−1 + (1− wq)f r1 )1/r(wugs−1 + (1− wu)gs1)1/s
for r = s = log
(1−wq)(1−wu)
wqwu
/
log
1−wq−wu+w
w .
If w ≤ wqwu then the inequality goes the other direction.
Unfortunately we don’t have a proof of this. However computer optimization suggests that it
is true at least up to an error of 10−14. Equality is achieved when f−1/f1 = g−1/g1 are either 1 or
(1 − wq − wu + w)/w, and in these points the gradient match, which suggests the choice of r, s is
sharp.
Dividing through, we may assume that f(1) and g(1) are both either 0 or 1. (If the values are
negative, we can bound LSH by the positive versions. Rhs doesn’t care.) If g(1) = 0 we just have
to show
f(−1)g(−1)w + g(−1)(wu − w) ≤ w1/rq f(−1)w1/su g(−1)
which follows from the one-function Hypercontractive Inequality.
Otherwise we can focus on proving
xyw + x(wq − w) + y(wu − w) + (1− wq − wu + w)
≤ (wqxr + 1− wq)1/r(wuyr + 1− wu)1/r
where we defined x = f(−1)/f(1), y = g(−1)/g(1).
Assuming now conjecture 2, lower bound 2 (conjecture 1) follows from the discussion around
eq. (8).
Setting α =
D(wu,1−wq)
D(wq ,1−wu) gives
ρq ≥
(1− wq − wu) log(1−wq−wu+w1w1 )−D(wu, 1− wq)
D(wq, 1− wu) ,
ρu ≥
(1− wq − wu) log(1−wq−wu+w1w1 )−D(wq, 1− wu)
D(wq, 1− wu) ,
matching exactly corollary 1 for w2 = wqwu and all wq, wu, w1.
Besides actually proving lemma 4.2, it would be nice to extend it to a complete spectrum of
r, s values. The fact that we get a match in this specific point suggests that this may indeed be a
fruitful path to showing optimality of the entire theorem 4.
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6 Conclusion
We show new matching upper and lower bounds for Set Similarity in the symmetric setting, wq =
wu. We also show strong evidence that our upper bound is optimal in the asymmetric setting,
wq 6= wu, as well as in the time-space trade-offs. If the lower bounds can be extended, this would
unify the approaches between sparse and vectors on the sphere, and finally allow grand old MinHash
to retire (from data structures, we don’t make any claims about sketching).
6.1 Open problems
More closed forms In particular theorem 4, but also the lower bounds, suffer from only being
indirectly stated. It would be useful to have a closed form for how to set tu and tq for all
values of wq, wu, w1, w2 - both for practical purposes and for showing properties about the
trade-off.
More lower bounds Besides proving conjecture 1 it would be useful to extend it to the entire
space/time trade-off. This would seemingly require new hypercontractive inequalities, some-
thing that may also be useful in other parts of boolean function analysis.
Handle small sets We currently assume that wq, wu, w1, w2 ∈ [0, 1] are constants independent
of |U |. For the purposes of finding the optimal space partition for GapSS this is not a
big deal, but for practical applications of set similarity, supporting small sets would make
supermajorities a lot more useful.
Algorithms for low dimension We know that LSF can break the LSH lower bounds when d =
O(log n) [11]. It would be nice to have something similar for sets, even though universes that
small will be pretty rare.
Data dependent As mentioned, the biggest break through in LSH over the last decade is probably
data-dependent LSH. Naturally we will want to know how this can be extended to set data.
Sparse, non-binary data We now know that threshold functions do well on binary data and on
the sphere. It is an exciting open problem to analyse how they do on sparse data on the
sphere. This may be the most common type of data in practice.
New framework Valiant showed in [46] that the batch problem of nearest neighbours can be
solved faster than permitted by LSH lower bounds. Finding a way to break out of the LSH
framework and get similar performance for data structures is a great open problem for set
similarity as well as nearest neighbours.
Sketching We have shown that supermajorities can shave large polynomial factors of space and
query time in LSH. Can they be used to give similar gains in the field of sketching sets under
various similarity measures?
7 Appendix
We provide more plots comparing different approaches to GapSS in fig. 3.
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Figure 3: Examples of ρ-values obtained from theorem 4 in the “balanced” case where query time
equals update time, nρ+o(1). The quantity ρ is plotted in various settings of (wq, wu, w1, w2)-GapSS,
compared to that of other algorithms.
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