The mutation status of the epidermal growth factor receptor (EGFR) is an important clinical reference indicator for lung cancer diagnosis and treatment. However, the extraction of effective discriminative features for non-invasive computer-aided EGFR mutation prediction still poses a big challenge. In this paper, multiple types of features are designed and analyzed to address this problem. These features include clinical features based on prior medical knowledge and quantitative image features extracted by convolutional neural networks (CNN). A long short-term memory (LSTM) network is also introduced to exploit the dependency between these feature types and then fuse them. In particular, a CNN is constructed to extract quantitative features of computed-tomography (CT) images. Furthermore, a LSTM is utilized to analyze the dependency between these clinical and CT image features and generate a new feature representation for computer-aided diagnosis. For samples from the same category, the proposed method deal with feature representation variabilities arising from interdependencies in multi-type features and patient specificity. The multiple feature types of the collected clinical data are used to assess the proposed approach and other relevant algorithms. Our results demonstrate that the multi-type dependency-based feature representation shows superior performance (Accuracy = 75%, AUC = 0.78) compared to single-type feature representations. The proposed method is reliable to apply for diagnosing of the EGFR mutation status.
I. INTRODUCTION
Cancer has become the greatest threat to human health since the beginning of the 21st century. Among the diverse types of cancer, lung cancer ranks first in terms of morbidity and mortality rates [1] . Therefore, exploring effective techniques for the rapid diagnosis and treatment of lung cancer has recently become a hot topic of research. In particular, many investigations considered a specific related genetic phenotype, namely, the epidermal growth factor receptor (EGFR) which has become a standard for the treatment of lung adenocarcinoma [2] , [3] . Accurate discrimination of EGFR mutants would improve the prognosis of patients with lung The associate editor coordinating the review of this manuscript and approving it for publication was Filbert Juwono . adenocarcinoma [4] - [6] . Clinically, the gold standard for EGFR is mutational sequencing of biopsies. However, due to the heterogeneity of lung tumors, EGFR-based methods require repeated sampling of tumor tissues, which causes inconvenience, costly treatment, and poor detection efficiency [7] , [8] . As the first step in clinical diagnosis, a noninvasive approach serves as a useful aid in the early planning for cost-effective treatment. Indeed, a non-invasive computeraided diagnosis method has become increasingly prominent as a viable alternative for reducing the inherent risk of the biopsy surgical procedures [6] .
Based on different characteristics of the EGFR mutations, various computer-aided diagnosis methods have been developed. We explore two types of relevant features representation, including clinical features and image VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ quantitative features. Clinical features are identified by radiologists through a quantitative assessment of the characteristic phenotypes in medical imaging [9] . Remarkably, clinical features are globally characterized based on a priori knowledge of the radiologist. Some clinical diagnostic features have been shown earlier to be associated with EGFR mutations [10] - [12] . These features include smoking habits, genders, and adenocarcinoma histological types.
With the development of computer-aided diagnosis, these features were firstly used to characterize EGFR mutations. Liu et al. [13] divided clinical features into clinical manifestations and diagnostic CT image features. Multivariable logistic regression analysis was applied to these two types of clinical features to predict the EGFR mutation status. In addition to the characterization of clinical features by human experts, image quantitative features based on computer algorithms have been used more often to extract features that cannot be captured or even described by humans. Using different computer algorithms, we divide image quantitative features into radiomics features and deep learning features. As one of the commonly used images quantitative features, image radiomics features are image features based on specific algorithmic [14] - [17] . Automatic quantitative image characterization methods have also been used increasingly in the prediction of EGFR mutations [18] - [21] . Jim et al. [20] extracted radiomics features from 3D medical images, and selected eight of the features for radiographic image classification. Specifically, radiomics features of image entirely rely on the quantitative characterization and precise semantic segmentation of local regions as well as the feature selection strategy. As another rapid development computer algorithm, deep learning has enabled the extraction of image quantitative features that are more flexible and versatile than these of radiomics features [22] . Relevant tumor features in lung images have been extracted by deep learning methods for computer-aided diagnosis of lung cancer [23] - [25] . Furthermore, Wang et al. [26] used a convolutional neural network (CNN) to classify the EGFR mutation status, achieved better results than these obtained by models based on clinical or radiomics features, and hence revealed the feasibility of deep learning features for the classification of EGFR mutations.
Almost all of the afore-mentioned computer-aided methods diagnose EGFR mutations are using a single-type feature. The complexity is that the EGFR mutations have different characteristics that can't be fully described by a single-type feature. Recently, image quantitative features and clinical features have been combined for predicting the EGFR mutation status. Rios et al. [21] proposed a combination of radiomics features and clinical features, revealing the complementarity of the two feature types in cell mutation phenotypes. Chen et al. [27] summarized the benefits of non-local clinical features, and demonstrated the inherent complementarity between clinical features and deep learning features as well as the hypothesis to combine. However, these multi-type feature schemes ignore the problem that multi-type features with interdependencies may have various feature representations for samples of the same category because of patient-specific variations. Such dependencies also show that the absence or presence of a particular feature representation which may suggest the absence or presence of other associated feature representations. If each type of feature is analyzed separately, the analysis is often isolated rather than integrated. Blindly reducing features may lose a lot of information and failed to characterize the complexity between multi-type features.
To address the aforementioned challenges, the present work focuses on designing multi-type features and analyzing their dependencies for the EGFR mutation status prediction. A three-dimensional convolutional neural network (CNN) and a recurrent neural network (RNN) are combined as the hybrid network in this regard. For image quantitative feature extraction, the 3D CNN is used to code features of computerized tomography (CT) images. Specific clinical features identified by a professional radiologist are coded as feature vectors and then connect with image quantitative features as the multi-type feature vector. Furthermore, the RNN network relies on state variables to encode the relevant feature values in terms of the previous feature representation, and re-characterize the multi-type features. In comparison to methods that exploit single-type features only, our method uses designed feature sets to make a comprehensive EGFR characterization and achieve a high-performance computeraided diagnosis of EGFR mutation. Unlike the traditional connection operation method in deep learning models, the present hybrid network based on both CNN and RNN architectures extracts the image features and further models the dependency among multi-type features to generate new feature representation. In summary, this paper has the following main contributions:
( 
II. MATERIALS AND METHODS
Computer-aided image-based diagnosis of lung cancer using the EGFR mutation status is a difficult task because genes have complex performance in both lesion and non-lesional areas from the image. The proposed method combines multi-type features, which remarkably improve the prediction accuracy of the EGFR mutation status. Features extracted based on prior knowledge of radiologists and global observations constitute clinical features, while CNN-based features constitute deep-learning features. Based on the combination of clinical and deep learning features, a CNN-RNN hybrid network is proposed to achieve computer aided diagnosis. The proposed method has three main modules: (1) Selection of clinical features with significance testing;
(2) Construction of a densely-connected CNN for extracting deep-learning features; (3) Creation of a long short-term memory (LSTM) RNN network for multi-type feature re-characterizing. In the following, further details are given for each of these three modules.
A. CLINICAL FEATURES WITH SIGNIFICANCE TEST
Clinical features achieve the computer-aided diagnosis of EGFR mutation status through prior knowledge and global observations of CT images. In this paper, the investigated clinical features are similar to those in [26] , [27] , including gender, age, emphysema, pleural effusion, intrapulmonary metastasis, as well as lesion stages [31] . At the same time, the metabolic indicators Tumor-shadow disappearance ratio (TDR), total lesion glycolysis (TLG), and maximal standard uptake value (SUVmax) are added as clinical feature additional. Compared with the clinical features of EGFR in [13] , our clinical features are enriched by including metabolic level features derived from positron-emission tomography data. Table 1 shows statistical information of the above-mentioned clinical features. In particular, the association between these features and the EGFR mutation status is indicated by the univariate chi-squared significance tests for numerical and categorical variables, respectively. A p-value of 0.05 was used as the significance level.
In our present study, 186 patients are included. Patients with emphysema (142/186 = 76.3%), pleural effusion (140/186 = 75.3%), and the hydropericardium syndrome (170/186 = 91.4%) are predominant in this study. The EGFR mutations are more likely to be accompanied by emphysema (83/97 = 85.6%) than by other subtypes (59/89 = 66.3%). The most common EGFR mutation stage is the twostage differentiated one (Stage I: 53/186 = 28.5%, Stage IV:77/186 = 41.4%). The EGFR mutation rates are significantly higher in females (62/97 = 63.9%) than in males (35/97 = 36.1%), in contrast to the EGFR wild type (59 males with a percentage of 66.3% and 30 female with a percentage of 33.7% out of 89 EGFR wild patients). The ages of the male patients (with a mean of 60.75 years, and an age range of 36-82 years) are not significantly different from those of the female patients (with a mean of 60.5 years and an age range of 36-83 years).
As shown in Figure 1 EGFR (indicated by the blue box plot) are commonly higher than the EGFR mutations (indicated by the orange box plot) showing the significant difference between their data distributions.
Statistical significance results based on the univariate analysis are shown in Table 1 for the clinical features. Indeed, the significant clinical features of the EGFR mutations include non-imaging patient factors (gender (p < 0.001)), CT clinical features (emphysema (p < 0.001) and tumor size (p < 0.001)), positron-emission tomography clinical features (TLG (p < 0.001) and SUVmax (p = 0.038)). For EGFR mutations, no significant association is observed between lung metastasis and the pleural effusion. While the significance test based on the univariate analysis initially screens the clinical features, some dependencies exist among features [27] . Ignoring these dependencies undermines the performance of the lung cancer CAD model. A deep learning solution for this problem is proposed in the follow-up discussion.
B. EXTRACTION OF IMAGE QUANTITATIVE FEATURE WITH DenseNet
The EGFR mutation status is usually based on associations of multiple aspects. Hence, the analysis of clinical features under independence assumptions cannot fully grasp the pattern variations of the EGFR mutation status. In this paper, the characterization of the EGFR mutation status is improved using CNN-based image quantitative features. On the one hand, the designed CNN must have sufficient depth to extract image quantitative features of lesion areas. On the other hand, CNN must have as few parameters as possible to avoid overfitting problems. Moreover, early detection of lung cancer has been tackled through 3D CNN architectures that preserve the relationships between neighboring CT slices [28] , [29] . In particular, the densely connected convolutional network (DenseNet) [30] had been exploited in several medical applications [26] , [31] , [32] because of its small parameter set and dense connectivity pattern. Therefore, we trained and practiced from a 3D DenseNet classifier with controlled parameter count and magnitudes. The model parameters and specifications are listed in Table 2 . Figure 2 shows the flow diagram of our proposed 3D DenseNet model for the classification of the EGFR mutation status under small-sample conditions. As shown in Figure 2 , the proposed 3D DenseNet architecture is divided into three parts, namely the dense block, the transition layer (with batch normalization and normalized convolution), and the global pooling operation. The proposed network architecture has essentially four dense blocks, each of which has a specific number of 3D convolutional layers. The DenseNet parameter count is mainly determined by this number of convolutional layers and the number of feature channels (of a growth rate k) of each layer. To ensure the extraction of local fine-grained features, the number of convolutional layers in each dense block is set to 4. The growth rate k in each convolutional layer is set to 16 to keep the network parameter set small and mitigate overfitting. Apart from the general pooling layer, the global average pooling flattens each high-dimensional vector into a 1D vector as deep learning features. The resulting encoded feature representation of an input image is a vector that captures fine-grained discriminative features. 
C. FUSION OF MULTI-TYPE FEATURES BASED ON LSTM
Most of the recent classification methods for the EGFR mutation status are based on either clinical features or deep learning features. Clinical features suffer from their inability to account for fine-grained hardly-observable features while deep learning techniques have no guidance of prior knowledge to account for global features. To overcome these shortcomings, this paper proposes a deep learning method based on a multi-type feature fusion scheme that exploits the complementarity and dependence between different features.
As shown in Figure 3 , we use the 3D DenseNet architecture proposed above to extract deep learning features of CT images. These features are then concatenated with the clinical features to achieve preliminary fusion. The network training can be divided into two phases. In the first phase, we pre-train a CNN network as proposed above for image feature extraction. The input to this network is a 3D image of our dataset while the target output is the corresponding EGFR status. In the second phase, the CNN-based features are fused with the clinical features using a LSTM network for performance optimization. These two phases of network training not only allow faster convergence but also help avoid local optima [33] , [34] . Because the combined feature vectors have certain dependencies, these vectors have sequence-like context features (This is analogous to the image captioning problem.), a long short-term memory (LSTM) network is trained to re-characterize these context features and meanwhile fine-tune the CNN. Based on this premise, the interdependencies between multi-type features are analyzed in this work through LSTM, and thus a fusion representation is obtained for multi-type features. So, a hybrid network is constructed to extract the image quantitative features through pre-trained 3D CNN and re-characterize the multi-types features, clinical features, and image quantitative features, through LSTM.
Because of patient-specific variations, patients of the same category may have diverse representations for dependent features. The absence or presence of a particular feature may suggest the absence or presence of others. On the other hand, such an associated feature will have a more diverse representation so that the classification layer is difficult to assign a fixed weight to such diverse representations through the FC layer. Feature fusion seeks to re-characterize associated features according to their values and correlation. Such re-characterized features have the ability to find the relationship between clinical and image, and to form a stable and accurate feature representation to improve the accuracy of the final classification. If only the commonly-used linear fusion or concatenation strategy is adopted before the FC layer, such a feature representation cannot describe complex dependencies between features (possibly many-to-one dependencies), resulting in training instability. The dependencies between features could be handled by long short-term memory (LSTM) [35] networks which are widely used in problems related to sequential or long short-term contextual data. In this way, an LSTM network explicitly exploits the dependencies among multi-type features to re-weight the associated features. The LSTM structure is illustrated in Figure 4 .
The connection feature vectors are sequentially (x t ) placed as the LSTM cell input. The input gate determines which new information is used to update the memory cell state based on the current feature (x t ) and two control gates (i t andC t ).
The forget gate reassigns the previous memory cell state (C t−1 ) through one control gate (f t ) using previous hidden state (h t−1 ) and the current feature (x t ) to determine what to forget in the previous memory cell state. The current memory cell state (C t ) are the gotten by the adding from the input gate and forget gate.
The current hidden state (h t ) is obtained by weighting the current memory cell state (C t ) with the output state (o t ). After passing through the LSTM cell, each feature is modeled such that its relationship with previous features determines which feature is updated or kept unchanged. This manipulation resolves the negative effects of feature dependencies. The original dimensions of each CT slice are 512 × 512. As a fine-grained problem, the scaling of the image must be very careful, because the scaling process may lose possible fine-grained features. However, the unscaled image has a lot of redundant information and consumes a lot of computing resources, which will affect the parameter of batch-size in model training. Considering two factors, we perform downsampling to the selected tumor region with precise tumor boundary segmentation. Each CT slice is re-sized to 112 × 112 pixels and normalize the range of pixel values to [0,255]. We defined a fixed slice amount (4 in this paper) for network 3D input image and provided the according number of slices through uniform sampling along the direction of the vertical axis of lesion area at the patient level. Specifically, all four CT slices were combined as a three-channel image and were fed into the deep learning model for prediction. All performance is verified through the average metrics for 10-fold cross-validation. Figure 5 shows sample CT slices and the corresponding segmentation masks for mutant-type and wild-type EGFR cases.
III. EXPERIMENTS AND RESULTS
Considerable difficulties are typically found in making confident decisions about the EGFR mutation status according to CT images. For example, the patient slices shown in Figure 5 have similar representations in CT images, but they belong to different categories of the EGFR mutation status. For CT scan images, radiologists cannot directly observe the difference between the two types of EGFR, which is why it is difficult to diagnose EGFR by non-invasive methods. However, there are some differences in pixel-level image details. The corresponding clinical features (as mentioned in Section 2.1) are collected through pathology reports based on the mutational sequencing of biopsies. For each lesion area in a CT slice, a semantic-level segmentation mask is manually created by one radiologist with several years of clinical experience and further reviewed and agreed by at least two other radiologists to achieve the accuracy segmentation. 
B. EVALUATION OF THE IMAGE FEATURE EXTRACTION METHOD
The validity of the proposed CNN model is verified through comparisons with other methods for the EGFR mutation status classification. Also, three different feature extraction methods are explored. We predict the EGFR mutation status using (a) clinical features (described in Section 2.1) based on a support vector machine (SVM) classifier (b) a radiomics feature which uses feature engineering and SVM, and (c) a deep learning feature based on the proposed 3D DenseNet architecture (described in Section 2.2), (d) a deep learning feature based on baseline sequential 3D-CNN. Images segmented by the segmentation masks represent the input data to the radiomics and deep learning models.
For the radiomics feature detail, we extracted a total of six types of hand-crafted features based on first-order statistics, 3D shapes, gray-level co-occurrence matrices, gray-level run-length matrices, gray-level size zone matrices, and neighboring gray-tone difference matrices using the PyRadiomics toolkit [20] . We used wavelet filtering and a Laplacian-of-Gaussian filter to process the 3D CT images separately. We finally obtained a total of 1436 radiomics features from all processed images. Recursive feature elimination (RFE) was used for radiomics, and an SVM was trained to predict the EGFR mutation status. The experimental results are shown in Table 3 . The average metrics for 10-fold cross-validation are used as the performance criteria and the best results are set in bold.
The evaluation criteria include AUC, accuracy, sensitivity, specificity, F-source and MCC. In particular, the AUC [36] and F1-score [37] criteria are more comprehensive for model evaluation and are commonly used for unbalanced datasets. This is why these two criteria are the primary focus of our comparative experiments. From the above results, the CNN-based features show the best EGFR prediction performance (AUC 0.69, Specificity 0.71, Accuracy 0.67, F-score 0.67, MCC 0.42) with a significant lead compared to other methods. Compared with the baseline sequential 3D-CNN (AUC 0.65, Specificity 0.67, Accuracy 0.66, F-score 0.64, MCC 0.4), the superior performance of CNN-based method demonstrates the effectiveness of DenseNet in CNN method. The radiomics features show inferior performance (AUC 0.67, Sensitivity 0.63, F-score 0.62, MCC 0.31) compared to the deep learning model, which demonstrates the advantages of deep learning in extracting fine-grained features in the image. This performance gap is possible because the extraction of radiomics features is inflexible, limited by experience, and hence overlooks key features for predicting the EGFR mutation status. This is generally the case for hand-crafted features. However, the image radiomics features is a hand-crafted feature commonly considered as the corresponding shallow features in deep learning. On the other hand, the dense connection characteristics make the DenseNet use these shallow features. In the following discussion, we focus on the combination of deep learning features and clinical features.
C. ANALYSIS OF RESULTS BASED ON MULTI-TYPE FEATURES
To validate the use of multi-type features in the deep learning framework, we combine clinical and deep learning features to achieve the analysis of multi-type features. In addition, different fusion strategies are investigated for multi-type feature fusion. The concatenation strategy refers to the fusion of VOLUME 8, 2020 TABLE 4. Prediction performance (mean ± std) for the EGFR mutation status with three feature fusion strategies. multi-type features using series connection operation before the FC layer. Gated multimodal units (GMU) [38] are gate control units that learn the intermediate representation of multi-modality features. The LSTM strategy refers to the hybrid network combining the CNN and the LSTM structures as mentioned in Section 2.3. To assess the importance of the proposed multi-type feature fusion, we evaluated the average and variance of the results of each fusion scheme. Table 4 shows the experimental results. The average and variance terms in Table 4 reflect respectively the average and variance values resulting from different rounds of cross-validation.
The quantitative performance in Table 4 indicates that the deep learning model with LSTM-based feature fusion has better performance than the two other fusion strategy and single type feature, with the highest AUC average and smallest AUC variance (AUC 0.78 ± 0.06). Indeed, the LSTM-based feature fusion better overcomes the possible dependencies between multi-type features. Focusing on the variance terms for the different cross-validation rounds, we may check whether one model has good generalization performance on different training and validation sets. A small variance value indicates that the model has the ability to overcome the validation-set performance fluctuations caused by patient-specific representations among relevant features in the training set. This shows the advantage of modeling dependencies among multi-type features. LSTM dynamically re-characterizes feature vectors through input gates and forgetting gates. Compared to linear fusion methods (GMU) and linear prediction method (concatenation), LSTM encode long and short-term dependencies between features based on the input feature vector, with a more flexible re-characterization of features.
The LSTM network is commonly used to encode feature sequence orders, but the feature dependency relationship in this work is not exactly an order relationship. So, we investigate the results under different sequence orders of feature representations to verify that the LSTM network encodes this feature dependency rather than the feature sequence order. The default order of the clinical features in this work is as follows: gender, emphysema, TLG, tumor size and then SUVmax. We change the order of these clinical features and fuse them with the image features. Random sequence orders have been tested, and the associated performance metrics are shown in Table 5 . The symbols α, β and γ indicate three different random sorting results of the clinical features of gender, emphysema, TLG, SUVmax and tumor size. The symbol α refers to the clinical feature order of TLG, Emphysema, Tumor size, Gender, and SUVmax, respectively. The symbol β refers to the feature order of Emphysema, Gender, SUVmax, Tumor size, and TLG, respectively. The symbol γ refers to the feature order of Gender, SUVmax, Emphysema, TLG, and Tumor size, respectively. The similarity in performance between the schemes with different feature orders show that the feature fusion method based on interdependent modeling is not sensitive to the feature sequence order.
Finally, we also compared the representational capacity of different feature fusion strategies. The experimental results are shown in Figure 6 . For the different feature representations mentioned above, the k-means clustering algorithm [39] is adopted to aggregate the example into 2 subgroups. Then, we tested if the label from these 2 subgroups is the same as ground truth label from our data. As shown in Fig. 6 , the distribution of blue and orange points refers to the partition of data distribution according to different cluster centers. The red point refers to the data whose cluster category is different from the ground truth label while gray refers to the same. The Adjusted Rand index [40] (range [-1,1]) is used as the evaluation criterion for the clustering effect, which reflects whether the feature representations of different categories have a significant spatial distance. The according Adjusted Rand index is displayed above the image. The higher Adjusted Rand index (0.9322 in LSTM-based re-characterize feature) indicates that the feature representation is well characterized to distinguish EGFR mutation, while the lower Adjusted Rand index (0.0003 in connection-based re-characterize feature) indicates that the interdependent features are difficult to distinguish in feature space. Compare with the concatenation strategy and GMU strategy, the LSTM network recharacterize feature based on interdependencies so that distinguish the distances of feature space.
IV. CONCLUSION
In this paper, based on the complementarity of the image quantitative features which extracted by deep learning methods and the clinical features with prior knowledge, we integrated the two types of feature in a hybrid deep learning model. Unlike other methods for computer-aided diagnosis of the EGFR mutation status, the proposed method extracts, analyzes, and fuses multi-type features to characterize comprehensively. The proposed model is based on a hybrid neural network model composed of CNN and the RNN architectures. CNN is used to extract image quantitative feature while LSTM is combined to model the relationship between different types of features, achieving feature fusion. For predicting the EGFR mutation status, the results demonstrate the advantages of multi-type feature fusion that exploits feature interdependencies. Meanwhile, our method proves that the interdependencies feature re-characterized by LSTM has more significant feature space distance. The proposed hybrid neural network provides a universal model for the fusion of multiple types of features in the diagnosis of diseases. The clinical characteristics widely vary in the diagnosis of various diseases. It is a challenging problem to effectively combine these characteristics with image features to improve computer-aided diagnosis. Our model shows the feasibility of combining these two feature types for improving the computer-assisted diagnosis of the EGFR mutation status. A generalized model can be constructed for more extensive research. The image segmentation module can also be improved and fully automated through a deep learning method. These improvements shall be addressed in future work. From 2006 to 2009, he was a Research Assistant with the National Digital Switching System Engineering and Technological R&D Centre. Since 2009, he has been an Assistant Professor with PLA Strategy Support Force Information Engineering University. He is the author of three books, more than 200 articles, and holds five patents. His current research is focused on intelligent information processing. VOLUME 8, 2020 
