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Riesz bases from orthonormal bases by
replacement
Laura De Carli and Julian Edward
Abstract. Given an orthonormal basis V = {vj}j∈N in a separable
Hilbert space H and a set of unit vectors B = {wj}j∈N, we consider
the sets BN obtained by replacing the vectors v1, ..., vN with vectors
w1, ..., wN . We show necessary and sufficient conditions that ensure
that the sets BN are Riesz bases of H and we estimate the frame con-
stants of the BN . Then, we prove conditions that ensure that B is a
Riesz basis. Applications to the construction of exponential bases on
domains of Rd are also presented.
1. Introduction
Let H be a separable Hilbert space with inner product 〈 , 〉 and norm
||v|| = √〈v, v〉. Let V = {vj}j∈N be an orthonormal basis on H. Let
B = {wj}j∈N be a set of unit vectors in H. For every N ≥ 1, we let
(1.1) BN = {wj}1≤j≤N ∪ {vj}j≥N+1.
That is, we replace the first N vectors of the orthonormal basis V with the
first N vectors of B. We ask the following questions.
a) Which assumptions on the wj can be made so that the BN ’s are
Riesz bases of H?
b) Can the frame bounds of BN be explicitly computed?
c) If the BN are Riesz bases of H with frame constants AN ≤ BN that
satisfy 0 < α ≤ AN ≤ BN ≤ β < ∞, with α, β independent of N ,
is B a Riesz basis of H?
d) If B and the BN are Riesz bases of H, how are the frame constants
of these bases related?
We have recalled the definition of frame and Riesz basis and other rele-
vant preliminary in Appendix 1. In view of (6.1) and (6.2), the sets BN are
Riesz bases of H if there exists constants AN , BN > 0 for which
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(1) AN ≤
N∑
j=1
| 〈f,wj〉 |2 +
∞∑
j=N+1
| 〈f, vj〉 |2 ≤ BN for every f ∈ H such
that ||f || = 1, and
(2) AN ≤
∥∥∥ N∑
j=1
ajwj +
m∑
j=N+1
bjvj
∥∥∥2 ≤ BN for every finite set of con-
stants {a1, ... aN , bN+1, ... bm} ⊂ C for which
∑N
j=1 |aj |2 +∑m
j=N |bj |2 = 1.
The inequalities on the right-hand side of (1) and (2) are easy to prove.
Consider for example the second inequality in (1). Since the vj ’s form an or-
thonormal basis, we have that
∑∞
j=1 | 〈f, vj〉 |2 = ||f ||2. By Cauchy-Schwartz
inequality, | 〈f,wj〉 |2 ≤ ||f ||2 and so we have
N∑
j=1
| 〈f,wj〉 |2 +
∞∑
j=N
| 〈f, vj〉 |2 ≤ ||f ||2(1 +N).
The proof of the right inequality in (2) is similar. The left inequalities in (1)
and (2) are not valid for every family of wj ’s and are much more difficult to
prove.
In the following we will denote with B0 the set V = {vj}j∈N and with
B∞ the set B = {wj}j∈N. We will denote the optimal frame constants of BN
with AN and BN . Clearly, A0 = B0 = 1.
To state our main results we need to introduce some notation: for every
N ≥ 1, we let H ′N = span{v1, ..., vN} and H ′′N = span{vj}j≥N+1; note that
H ′′N is the orthogonal complement of H
′
N and so H = H
′
N ⊕H ′′N .
For every u ∈ H, we denote with p′N (u) and p′′N (u) the orthogonal pro-
jection of u over H ′N and H
′′
N . When there is no ambiguity, we will simply
write u′ and u′′ instead of p′N (u) and p
′′
N (u). The following theorem answers
the first of our questions.
Theorem 1.1. The following are equivalent:
a) BN is a frame of H.
b) The set {p′N (w1), ..., p′N (wN )} span H ′N .
c) The set {p′N (w1), ..., p′N (wN} is linearly independent.
d) BN is a Riesz sequence of H.
e) BN is a Riesz basis of H.
Theorem 1.1 shows that BN is a Riesz basis of H if and only if W ′N is a
Riesz basis of H ′N . In infinite dimensional Hilbert spaces, it is not common
to have conditions that ensure that a set is a Riesz sequence (or a frame) if
and only if it is a Riesz basis. See [4], [5].
We denote by W ′N the set {p′N (w1), ..., p′N (wN )} and with B˜N the set
{p′N (w1), ..., p′N (wN ), vN+1, vN+2, ...}. We denote by U ′N the N×N matrix
whose elements are ui,j = 〈p′N (wi), p′N (wj)〉 for 1 ≤ i, j ≤ N . Similarly, we
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define U ′′N the infinite matrix whose elements are ui,j = 〈p′′N (wi), p′′N (wj)〉
for 1 ≤ i, j ≤ N . In view of Theorem 1.1, B˜N is a Riesz basis of H if and
only if W ′N is a basis of H
′
N and if and only if U
′
N is nonsingular. We denote
by A˜N and B˜N the frame constants of B˜N .
If ~v = (v1, ..., vn) ∈ Cn, we let |~v | =
√
|v1|2 + ...+ |vn|2 be the Euclidean
norm in Cn. If there is no risk of confusion, we will also denote the norm of
~y ∈ ℓ2 with |~y |. We prove the following
Theorem 1.2. Assume that W ′N is a basis of H
′
N . Then, BN is a Riesz
basis of H with frame constants
BN = max
~c∈CN :|~c |≤1
{〈
U ′N ~c, ~c
〉
+
(√
1− |~c |+
√〈
U ′′N ~c, ~c
〉)2 }
,
AN = min
~c∈CN :|~c |≤1
{〈
U ′N ~c, ~c
〉
+
(√
1− |~c | −
√〈
U ′′N ~c, ~c
〉)2 }
.
Furthermore, letting ΛN , resp. λN , be the maximum, resp. minimum, eigen-
value of the matrix U ′N , we have
(1.2)
BN ≥ B˜N=max{ΛN , 1}; λN = A˜N≤ max{AN , A˜N}≤ min
1≤j≤N
||p′N (wj)||2.
We note in passing that the matrix entries of U ′N can be computed using
the formula
ui,j =
〈
p′N (wi), p
′
N (wj)
〉
=
N∑
k=1
〈wi, vk〉 〈wj , vk〉.
Theorem 1.2 answers question b). Our next theorem answers questions
c) and d).
Theorem 1.3. Assume that the BN ’s are Riesz bases of H for every
N <∞.
a) If lim infN→∞AN > 0 and lim sup
N→∞
BN <∞, then B∞ is a Riesz basis
of H with frame constants A∞, B∞ that satisfy
(1.3) A∞ ≥ lim inf
N→∞
AN , B∞ ≤ lim sup
N→∞
BN .
b) if B∞ is a Riesz basis of H with frame constants A∞, B∞, then the
inequality (1.3) holds.
We will also present an example proving that the first inequality in (1.3)
can be strict.
We prove Theorems 1.1, 1.2 and 1.3 in Sections 2, 3 and 4. Prelimi-
nary results and definitions are contained in the Appendix. In Section 5 we
use our results to prove sufficient conditions for the existence of exponential
bases in L2(D), where D ⊂ Rd has finite Lebesgue measure |D|. An expo-
nential basis of L2(D) is a Riesz basis in the form of E(Λ) = {e2πi〈~λ, x〉}~λ∈Λ,
where Λ is a discrete set of Rd. Exponential bases are important to provide
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unique and stable representation of functions in L2(D) in terms of the func-
tions in E(Λ), with coefficients that are easy to calculate. Unfortunately, our
understanding of exponential bases is still very incomplete. There are very
few examples of domains in which it is known how to construct exponential
bases, and no example of domain for which exponential bases are known not
to exist. In particular, it is known that the disk in Rd does not have orthog-
onal exponential bases (i.e. it is not spectral) but it is not known whether
it has exponential Riesz bases or not. The connection between tiling and
spectral properties of domains of Rd is deep and fascinating and has spur in-
tense investigation since when B. Fuglede formulated his famous tiling ⇐⇒
spectral conjecture in [6]. See [10] [8], [11] and the references cited there.
We plan to to pursue further investigation on this problem in a subsequent
paper.
2. Proof of Theorem 1.1
Recall that H ′N = span{v1, ..., vN} and H ′′N is the orthogonal comple-
ment of H ′N . We have denoted with p
′
N and p
′′
N the orthogonal projection
over H ′N and H
′′
N . In this section we will use the simpler notation u
′ and u′′
instead of p′N (u) and p
′′
N (u). Here and in the rest of the paper we assume
that H is a Hilbert space on C, and that the inner product in H satisfies
〈au, bv〉 = ab¯ 〈u, v〉 whenever u, v ∈ H and a, b ∈ C
Theorem 1.1 follows from Theorems 2.1 and Theorem 2.2 below.
Theorem 2.1. BN is a Riesz sequence of H if and only if the set W ′N =
{w′1, ..., w′N} is linearly independent.
Theorem 2.2. BN is a frame of H if and only if W ′N spans H ′N .
Since H ′N is a N dimensional subspace of H, the set W
′
N is linearly
independent if and only if it spans H ′N . Thus, Theorems 2.1 and 2.2 show
that BN is a Riesz basis if and only if it is a frame or a Riesz sequence, and
Theorem 1.1 follows.
Proof of Theorem 2.1. Assume that BN is a Riesz sequence. We
prove that the w′j ’s are linearly independent, i.e, that
∑N
j=1 cjw
′
j = 0 if and
only if the cj ’s are = 0.
Every w ∈ H can be written as w = w′+w′′, with w′′ =∑∞k=N+1 〈w′, vk〉 vk.
Thus,∥∥∥ N∑
j=1
cjw
′
j
∥∥∥2 = ∥∥∥ N∑
j=1
cjwj−
N∑
j=1
cjw
′′
j
∥∥∥2 = ∥∥∥ N∑
j=1
cjwj−
∞∑
k=N+1
( N∑
j=1
cj
〈
w′′j , vk
〉 )
vk
∥∥∥2.
Since BN is a Riesz sequence, we have that∥∥∥ N∑
j=1
cjw
′
j
∥∥∥2 ≥ AN

 N∑
j=1
|cj |2 +
∞∑
k=N+1
∣∣ N∑
j=1
cj
〈
w′′j , vk
〉 ∣∣2

 ≥ AN N∑
j=1
|cj |2
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which shows that the w′j ’s are linearly independent.
We prove that if the w′j ’s are linearly independent, then BN is a Riesz
basis of H (and so it is also a Riesz sequence). To do this, we show that
every f ∈ H has a unique representation in terms of elements of BN .
The set {w′1, ..., w′N} is a basis of H ′N and the set {vN+1, vN+2, ...}
is an orthonormal basis of H ′′N . Thus, we can write f = f
′ + f ′′, with
f ′ =
∑N
j=1 cjw
′
j and f
′′ =
∑∞
k=N+1 dkvk. Arguing as in the first part of the
proof, we obtain
f =
N∑
j=1
cjw
′
j +
∞∑
k=N+1
dkvk =
N∑
j=1
cjwj +
∞∑
k=N+1

dk − N∑
j=1
cj
〈
w′′j , vk
〉 vk
which gives a representation of f in terms of elements of BN . It is trivial to
show that this representation is unique and so that BN is a Riesz basis.

To simplify notation in the proof of Theorem 2.2 and Lemma 2.3 below,
we let HˆN = span{v1, ..., vN , w1, ...wN}; we also let Hˆ ′N = HˆN ∩ H ′N and
Hˆ ′′N = HˆN ∩H ′′N . Clearly, Hˆ ′N = H ′N and Hˆ ′′N = span{w′′1 , ..., w′′N}. We let
SH = {f ∈ H : ||f || = 1}.
We prove the following easy, but important
Lemma 2.3. BN is a frame of H if and only if for every f ∈ SH ∩ HˆN ,
we have that
(2.1)
N∑
j=1
(| 〈f,wj〉 |2 − | 〈f, vj〉 |2) + 1 > 0.
The frame bounds of BN are the maximum and minimum of the functional
f →∑Nj=1(| 〈f,wj〉 |2 − | 〈f, vj〉 |2) + 1 in SH ∩ HˆN .
Proof. Let TNf = (〈f, w1〉 , ..., 〈f, wN 〉 , 〈f, vN+1〉 , ... ) be the analy-
sis operator of BN . By Plancherel’s theorem, 1 =
∑∞
j=1 | 〈f, vj〉 |2 for every
f ∈ SH , and
||TNf ||2ℓ2 =
N∑
j=1
| 〈f, wj〉 |2+
∞∑
k=N+1
| 〈f, vk〉 |2 =
N∑
j=1
(| 〈f, wj〉 |2−| 〈f, vj〉 |2)+1.
Let ΠN : SH → [0,∞) be the functional
f → ||TNf ||2ℓ2 =
N∑
j=1
(| 〈f, wj〉 |2 − | 〈f, vj〉 |2) + 1.
Thus, BN is a frame with frame bounds AN and BN if and only if AN ≤
ΠNf ≤ BN for every f ∈ SH .
For f ∈ SH , we can write f = g + h, where g is the orthogonal projec-
tion of f on HˆN and h is the projection on the orthogonal complement of
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HˆN . Since ΠN (f) = ΠN (g), the maximum and minimum of ΠN on SH are
attained on SH ∩ HˆN .
If BN is a frame, we have that AN ≤ ||TNf ||2ℓ2 = ΠNf ≤ BN whenever
f ∈ SH ∩ HˆN , which proves (2.1).
Assume now that ΠN > 0 for every f ∈ SH ∩ HˆN . Since ΠN is contin-
uous and positive in H and SH ∩ HˆN is compact (because it is closed and
bounded in a finite dimensional subspace), by Weierstrass’ theorem there
exist constants 0 < AN ≤ BN < ∞ for which AN ≤ ΠNf ≤ BN whenever
f ∈ SH ∩ HˆN , which proves that BN is frame. 
Proof of Theorem 2.2. We prove both implications of Theorem 2.2
by contradiction.
If BN is a frame and the w′j do not span H ′N , we can find a function
ψ ∈ H ′N that is orthogonal to W ′N . We can assume that ||ψ|| = 1. Thus,
1 =
∑N
j=1 | 〈ψ, vj〉 |2, and
ΠNψ =
N∑
j=1
(| 〈ψ, wj〉 |2 − | 〈ψ, vj〉 |2) + 1
=
N∑
j=1
(| 〈ψ, (w′j + w′′j )〉 |2 − | 〈ψ, vj〉 |2) + 1
=
N∑
j=1
| 〈ψ, w′j〉 |2 = 0.
which, by Lemma 2.3 is a contradition.
If the w′j spans H
′
N and BN is not a frame, by Lemma 2.3 we have that
min
f∈SH∩HˆN
ΠNf = 0. Let h ∈ SH ∩ HˆN be such that ΠNh = 0. We can
write h = h′ + h′′, where h′ is the orthogonal projection of h on H ′N . Since
1 = ||h||2 = ||h′||2 + ||h′′||2 and ||h′||2 =∑Nj=1 | 〈h, vj〉 |2, we have that
0 = ΠNh =
N∑
j=1
(| 〈(h′ + h′′), wj〉 |2 − | 〈h′, vj〉 |2) + 1
=
N∑
j=1
| 〈h′ + h′′, wj〉 |2 + ||h′′||22.
Necessarily, all terms in the sum equal 0 and so we have h′′ = 0 and
| 〈h′, wj〉 |2 = |
〈
h′, w′j
〉
|2 = 0 for every j = 1, ...,N . Thus, h′ is orthogonal
to each w′j but since we have assumed that the w
′
j span H
′
N , we have that
h′ = 0, which is a contradiction. The theorem is proved.

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Recall that we have denoted with B˜N the set {w′1, ..., w′N , vN+1, vN+2, ...}.
From the proof of Theorem 2.1 we can easily infer the following
Corollary 2.4. BN is a Riesz basis of H if and only if B˜N is a Riesz
basis of H.
Proof. By Theorem 1.1, both BN and B˜N are Riesz bases if and only
if the set W ′N = {w′1, ..., w′N} is linear independent.

3. Proof of Theorem 1.2
We let UN be the N × N matrix whose elements are ui,j = 〈wi, wj〉.
Note that UN = U
′
N + U
′′
N where U
′
N = {
〈
w′i, w
′
j
〉}1≤i, j≤N and U ′′N =
{〈w′′i , w′′j 〉}1≤i, j≤N .
We recall that by Theorem 1.1 and Corollary 2.4, BN and B˜N are Riesz
bases of H if and only if the set W ′N = {w′1, ..., w′N} is a basis of H ′N .
Theorem 1.2 follows from Theorems 3.1 and 3.2 below and Remark ??.
Theorem 3.1. Assume that W ′N is a basis of H
′
N . Then, B˜N is a Riesz
basis of H with frame constants
(3.1) B˜N = max
|~c |≤1
{〈
U ′N ~c, ~c
〉
+1−|~c |2
}
, A˜N = min
|~c |≤1
{〈
U ′N ~c, ~c
〉
+1−|~c |2
}
.
Let λN and ΛN be the maximum and minimum eigenvalue of the matrix
U ′N = {
〈
w′s, w
′
j
〉}1≤j, s≤N . Then B˜N = max{ΛN , 1} and A˜N = λN .
Theorem 3.2. Assume that W ′N is a basis of H
′
N . Then, BN is a Riesz
basis in H with frame constants
BN = max
|~c |≤1
{〈
U ′N ~c, ~c
〉
+
(√
1− |~c |2 +
√〈
U ′′N ~c, ~c
〉)2 }
,
(3.2) AN = min
|~c |≤1
{〈
U ′N ~c, ~c
〉
+
(√
1− |~c |2 −
√〈
U ′′N ~c, ~c
〉)2 }
.
Proof of Theorem 3.1. Recall that the frame constants of B˜N are
the supremum and infimum of the function
(3.3) F (~b,~c) =
∥∥∥ N∑
j=1
cjw
′
j +
∞∑
k=N+1
bkvk
∥∥∥2,
where ~c = (c1, ..., cN ) and ~b = (bN+1, bN+2, ...) are such that |~c |2+ |~b |2 = 1.
Since
F (~b,~c) =
∥∥∥ N∑
j=1
cjw
′
j
∥∥∥2 + ∥∥∥ ∞∑
k=N+1
bkvk
∥∥∥2,
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=
N∑
i,j=1
cic¯j
〈
w′i, w
′
j
〉
+
∞∑
k=N+1
|bk|2 =
〈
U ′N ~c, ~c
〉
+ 1− |~c |2
we have (3.1). Note that F (~b, 0) = 1 whenever |~b| = 1, and so B˜N ≥ 1
and A˜N ≤ 1. By a well-known theorem of linear algebra, the maximum and
minimum eigenvalue of U ′N are maximum and minimum of the Hermitian
quadratic form ~c → 〈U ′N ~c, ~c 〉 when |~c | = 1. Thus, λN |~c |2 ≤ 〈U ′N ~c, ~c 〉 ≤
ΛN |~c |2 for every ~c ∈ CN . Using this inequality and the previous observation,
from (3.1) we obtain: B˜N = max{ΛN , 1} and A˜N = min{λN , 1}. Finally,
we can chose ~c and ~b so that F (~b, ~c) = ||w′j ||2; thus,
(3.4) A˜N ≤ min
1≤j≤N
||w′j ||2 ≤ 1,
from which follows that A˜N = λN . 
Proof of Theorem 3.2. The frame constants of BN are the supre-
mum and infimum of the function
G(~b, ~c ) =
∥∥∥ N∑
j=1
cjwj +
∞∑
k=N+1
bkvk
∥∥∥2
where |~c |2 + |~b |2 = 1. We gather:
G(~b, ~c ) =
∥∥∥ N∑
j=1
cjωj
∥∥∥2 + ∞∑
k=N+1
|bk|2 + 2Re
N∑
j=1
∞∑
k=N+1
cj b¯k 〈wj, vk〉
(3.5) = 〈UN~c, ~c 〉+ 1− |~c |2 + 2Re
N∑
j=1
∞∑
k=N+1
cj b¯k
〈
w′′j , vk
〉
.
= 〈UN~c, ~c 〉+ 1− |~c |2 + 2Re
〈
~b, ~ρ(~c)
〉
where we have let ~ρ(~c) =
( N∑
j=1
cj
〈
w′′j , vN+1
〉
,
N∑
j=1
cj
〈
w′′j , vN+2
〉
, ...
)
.
Fix ~c ∈ CN , with |~c | = 1; the function ~b→ 2Re
〈
~b, ~ρ(~c)
〉
is maximized
and minimized when ~b is a constant multiple of ~ρ(~c). Since |~b |2 = 1− |~c |2,
we can choose ~b =
√
1− |~c |2 ~ρ(~c)|~ρ(~c)| . Thus, for every ~c ∈ CN and for every
~b ∈ ℓ2 with |~b |2 = 1− |~c |2, we have that
(3.6) 〈UN~c, ~c 〉+ 1− |~c |2 − 2|~ρ(~c)|
√
1− |~c |2 ≤ G(~c, ~b ).
and
(3.7) G(~c, ~b ) ≤ 〈UN~c, ~c 〉+ 1− |~c |2 + 2|~ρ(~c)|
√
1− |~c |2.
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Let us evaluate the norm of ~ρ(~c). If we denote with A the matrix whose
(k −N)-th row is (〈w′′1 , vk〉 , ..., 〈w′′N , vk〉), we can write
|~ρ(~c)|2 =
∞∑
k=N+1
∣∣∣ N∑
j=1
cj
〈
w′′j , vk
〉 ∣∣∣2 = ||A~c ||2 = 〈A∗A~c, ~c 〉 .
We have A∗A = {αj,s}1≤j,s≤N , with αj,s =
∞∑
k=N+1
〈
w′′j , vk
〉 〈w′′s , vk〉. Since
{vk}k≥N+1 is an orthonormal basis on H ′′N , we can easily verify (or see also
(6.3)) that αj,s =
〈
w′′j , w
′′
s
〉
. Thus, A∗A = U ′′N and |~ρ(~c)|2 = 〈U ′′N~c, ~c 〉 .
From (3.6) and (3.7) follow that
〈UN~c, ~c 〉+ 1− |~c |2 − 2
√
(1− |~c |2) 〈U ′′N~c, ~c〉 ≤ G(~c, ~b )
and
G(~c, ~b ) ≤ 〈UN~c, ~c 〉+ 1− |~c |2 + 2
√
(1− |~c |2) 〈U ′′N~c, ~c〉.
Since UN = U
′
N + U
′′
N , (3.2) easily follows.

Example. In the simple case N = 1, we have that U ′1 = {||w′1||2} and
U ′′1 = {||w′′1 ||2}; by Theorem 3.1, A˜1 = ||w′1||2 and B˜1 = 1.
By (3.2), A1 is the minimum of the function
f(c) = ||w′1||2c2 +
(√
1− c2 − c||w′′1 ||
)2
= ||w′1||2c2 + 1− c2 + ||w′′1 ||2c2 − 2||w′′1 ||2c
√
1− c2.
Since ||w′1||2 + ||w′′1 ||2 = 1, we have that f(c) = 1 − 2||w′′1 ||2c
√
1− c2 which
is minimized when c2 = 12 . Thus, A1 = 1− ||w′′1 ||2. The calculation of B1 is
similar; we obtain B1 = 1 + ||w′′1 ||2.
We prove the following
Corollary 3.3. The frame constants of B˜N are the minimum and max-
imum singular values of the matrix MN = {〈wj, vk〉}1≤j,k≤N , or:
A˜N = min
|~c|=1
||MN~c ||; B˜N = max
|~c|=1
||MN~c ||.
Furthermore, B˜N ≤ B˜N+1 for every N ≥ 0.
Proof. We can write w′j =
∑N
k=1 pj,kvk, with pj,k = 〈ωj, vk〉. It is easy
to verify that U ′N = {
〈
w′j , w
′
k
〉}1≤j,k≤N =MNM∗N . Indeed,
〈
w′j , w
′
i
〉
=
〈
N∑
k=1
pj,kvk,
N∑
k=1
pi,kvk
〉
=
N∑
k=1
pj,kpi,k.
The first part of the corollary follows from Theorem 1.2 and standard linear
algebra results.
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To prove the second part, we observe that MN is a sub-matrix of MN+1.
It is well known (see e.g. [15] ) that the eigenvalues and singular values of
a non-negative definite matrix interlace with those of a sub-matrix. If we
denote with σ1(A) the largest singular value of a matrix A and if we denote
with B a sub-matrix of A, we have that σ1(B) ≤ σ1(A). With the notation
of Theorem 1.2, we have that B˜N = max{ΛN , 1} ≤ B˜N+1 = max{ΛN+1, 1},
as required.

4. Proof of Theorem 1.3
Proof of Theorem 1.3. Let A = lim inf
N→∞
AN and B = lim sup
N→∞
BN .
We prove that if A > 0 and B <∞ then B∞ is a Riesz basis.
We prove first that B∞ is a Riesz sequence: for every finite family a1, ...
aN ∈ C, with
∑N
j=1 |aj |2 = 1, we have
AN ≤ ||a1w1 + ...+ aNwN ||2 ≤ BN .
So, for every N ≥ 1, we also have
(4.1) A ≤ AN ≤ ||a1w1 + ...+ aNwN ||2 ≤ BN ≤ B
as required.
Let us prove that B∞ is a frame. By [9, Thm. 7.4] the right inequality
in (4.1) implies the right-frame inequality:
(4.2)
∞∑
n=1
| 〈f,wn〉 |2 ≤ B||f ||2,
for every f ∈ H. We prove that the left frame inequality holds with constant
A.
Let TNf = (〈f,w1〉 , ..., 〈f,wN 〉 , 〈f, vN+1〉 , 〈f, vN+2〉 , ...) be the analy-
sis operator of BN , and let T∞ be the analysis operator of B∞. We prove that
T∞ is the pointwise limit of the TN ’s, i.e., that limN→∞ ||T∞f −TNf ||ℓ2 = 0
for every f ∈ H. Indeed,
lim
N→∞
||T∞f − TNf ||ℓ2 = lim
N→∞
(
∞∑
k=N+1
| 〈wk − vk, f〉 |2
) 1
2
≤ lim
N→∞
(
∞∑
k=N+1
| 〈wk, f〉 |2
) 1
2
+ lim
N→∞
(
∞∑
k=N+1
| 〈vk, f〉 |2
) 1
2
= 0
because, by (4.2), the sums above are ”tails” of convergent series. Thus, for
every f ∈ H,
||T∞f ||2ℓ2 = lim
N→∞
||TNf ||2ℓ2 .
Fix f ∈ H, with ||f || = 1. Since
lim inf
N→∞
||TNf ||2ℓ2 ≤ lim
N→∞
||TNf ||2ℓ2 ≤ lim sup
N→∞
||TNf ||2ℓ2
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and AN ≤ ||TNf ||2ℓ2 ≤ BN , we have that
lim inf
N→∞
AN ≤ lim
N→∞
||TNf ||2ℓ2 = ||T∞f ||2ℓ2 ≤ lim sup
N→∞
BN
as required.
We prove the second part of Theorem1.3. Assume that B∞ is a Riesz
basis with frame constants A∞, B∞. Recall that A∞ = inf ||f ||=1 ||T∞f ||2ℓ2
and B∞ = sup||f ||=1 ||T∞f ||2ℓ2 .
We fix ǫ > 0 and f¯ = f¯(ǫ) satisfying ||f¯ || = 1, such that ||T∞f¯ ||2ℓ2 ≥
B∞ − ǫ. Since the series
∑∞
k=1 | 〈wk, f〉 |2 and
∑∞
k=1 | 〈vk, f〉 |2 converge for
every f ∈ H, we can chose N¯ > 0 sufficiently large so that∑∞j=N+1 | 〈f¯ , vj〉 |2 <
ǫ and
∑∞
j=N+1 |
〈
f¯ , wj
〉 |2 < ǫ whenever N > N¯ . Thus,
B∞ − ǫ ≤ ||T∞f¯ ||2ℓ2 ≤
N∑
j=1
| 〈f¯ , wj〉 |2 + ǫ ≤ ||TN f¯ ||2ℓ2 + ǫ ≤ BN + ǫ.
We have proved that for every ǫ > 0 exists N¯ > 0 such that B∞ ≤ BN + 2ǫ
for every N > N¯ ; thus,
B∞ ≤ sup
N>N¯
BN + 2ǫ,
and
B∞ ≤ lim
N¯→∞
sup
N>N¯
BN = lim sup
N→∞
BN .
The proof of the other inequality is very similar: we can find f¯ of unit norm
such that ||T∞f¯ ||2ℓ2 ≤ A∞+ǫ; we can find N¯ > 0 such that, for every N > N¯ ,
A∞ + ǫ ≥ ||T∞f¯ ||2ℓ2 ≥
N∑
j=1
| 〈f¯ , wj〉 |2 ≥ ||TN f¯ ||2ℓ2 − ǫ ≥ AN − ǫ.
We obtain A∞ > AN − 2ǫ for every N > N¯ ; we can argue as in the previous
proof to conclude that A∞ ≥ lim infN→∞AN .

Remark 4.1. The following example shows that the AN need not form
a monotonic sequence. Let {ej}j∈N be an orthonormal basis of H. Let
τ(0) = 0 and τ(n) =
∑n
j=1 j =
n
2 (n + 1). We define the sequence {wj}j∈N
as follows: we let
wτ(n−1)+1 =
1√
n
n∑
k=1
vτ(n−1)+k, n ≥ 1.
When j 6= τ(n− 1) + 1 we chose the wj in such a way that the set
{wτ(n−1)+1, wτ(n−1)+2, ..., wτ(n−1)+n} forms an orthonormal basis of
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span{eτ(n−1)+1, eτ(n−1)+2, ..., eτ(n−1)+n}. Thus, wj = w′j and the {w′j}j∈N
form an orthonormal basis of H. We have A∞ = 1, and
Aτ(n−1)+1 ≤ |
〈
wτ(n−1)+1, eτ(n−1)+1
〉 |2 = 1
n
which shows that the sequence An is not monotonic. Note that lim inf
n→∞
An =
0.
4.1. Limit of frame constants. Theorem 1.3 shows that B∞ is a
Riesz basis of H whenever lim infN→∞AN > 0 and lim supN→∞BN <
∞. The example in Remark (4.1) shows that we can have A∞ > 0 but
lim infN→∞AN = 0. If would be desirable to have A∞ = lim infN→∞AN
and B∞ = lim supN→∞BN , but for that we need more stringent conditions
on the wj .
We denote with |||L||| = sup
||f ||=1
||Lf ||ℓ2 the operator norm of a linear
operator L : H → ℓ2.
The proof of Theorem 1.3 shows that if B∞ is a Bessel sequence, i.e., if∑∞
j=1 |
〈
f¯ , wj
〉 |2 < ∞ for every f ∈ H, then TNf → T∞f for every f ∈ H.
Assume that TN → T∞ uniformly, i.e. that for every ǫ > 0 there exists
N¯ > 0 that depends only on ǫ, for which ||TNf − T∞f || < ǫ whenever
||f || = 1; from ||TNf || − ǫ < ||T∞f || < ||TNf ||+ ǫ, we can see at once that
sup
||f ||=1
||TNf || − ǫ < sup
||f ||=1
||T∞f || < sup
||f ||=1
||TNf ||+ ǫ;
inf
||f ||=1
||TNf || − ǫ < inf
||f ||=1
||T∞f || < inf
||f ||=1
||TNf ||+ ǫ,
and so limN→∞BN = B∞ and limN→∞AN = A∞. This observation proves
the following
Theorem 4.1. If B∞ is a Riesz basis and if TN → T∞ uniformly, then
lim
N→∞
BN = B∞ and lim
N→∞
AN = A∞.
A necessary condition for the uniform convergence of the TN ’s is given
by the following
Lemma 4.2. a) If TN → T∞ uniformly, then lim
N→∞
||vN − wN || = 0.
b) If {||vn − wn||}n∈N ∈ ℓ2, then TN → T∞ uniformly.
Proof. Let ǫ > 0 and let N¯ > 0 such that |||TN − T∞||| < ǫ for every
N > N¯ ; then, for every ||f || = 1,
(4.3) ||(T∞ − TN )f ||2 =
∞∑
N+1
| 〈f, vj − wj〉 |2 < ǫ2.
Hence, for all m > N > N¯ ,
||vm −wm|| = sup
||f ||=1
| 〈f, vm − wm〉 | < ǫ.
This proves part a). Part b) follows easily from (4.3).
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
5. Applications
Let D be a bounded and measurable set of Rd, with |D| < ∞. We
denote with χD the characteristic function of D. In this section we find
sufficient conditions that ensure that a set of exponentials B = {e2πiλn·x}n∈N
is a Riesz basis of L2(D). We denote e2πiλn·x by e(λn) for simplicity. Let
V = {vj(x)}j∈N be an orthonormal basis of L2(D).
We denote with fˆ(y) =
∫
Rn
f(x)e−2πix·ydx the Fourier transform of f ∈
L2(Rn). We prove the following
Theorem 5.1. Assume that there exist constants a′ > 0, 0 < a < 1,
and 0 < δ < 1 such that, for every n ∈ N and every N ≥ 1, we have that
(5.1) a ≤ |χ̂Dvh(λh)| ≤ a′;
N∑
j=1
j 6=k
|χ̂Dvk(λj)|+
N∑
j=1
j 6=k
|χ̂Dvj(λk)| ≤ 2a(1 − δ)
Then B = {e2πiλn·x}n∈N is a Riesz basis of L2(D) with frame constants
A∞ ≥ aδ, B∞ ≤ a′ + a(1− δ).
Proof. As in the first sections of this paper, we let B0 = V, B∞ =
{e(λn)}n∈N and BN = {e(λ1), ..., e(λN ), vN+1(x), ...}. We also let B˜N =
{pN (e(λ1)), ..., pN (e(λN )), vN+1(x), ...} where pN is the projection overHN =
span{v1, ..., vN}. By Theorem 1.1, BN is a Riesz basis of L2(D) if and only
if B˜N is a Riesz basis. By Theorem 1.3 and Corollary 3.3, if all the B˜N are
Riesz bases with frame constants A˜N and B˜N , and if lim infN→∞ A˜N > 0
and limN→∞ B˜N < ∞, then also B∞ = B is a Riesz basis with frame con-
stants A∞ ≥ lim infN→∞ A˜N , B∞ ≤ limN→∞BN . Corollary 3.3 shows that
the frame constants of the B˜N are the maximum and minimum singular
values of the matrix MN whose elements are
mj,k = 〈e(λj), vk〉 = χ̂Dvk(λj), 1 ≤ j, k ≤ N.
By Theorem 6.2 in Appendix 2,
AN ≥ a− a(1− δ) = aδ, BN ≤ a′ + a(1− δ)
for every N ≥ 1, and so the same estimate hold also for A˜∞ and B˜∞. The
proof of Theorem 5.1 is concluded. 
Remark 5.1. The constants a and δ in Theorem 5.1 cannot be com-
pletely arbitrary. When |D| = 1, by Plancherel theorem we have that
1 = ||e(λk)||2L2(D) =
∞∑
j=1
| 〈vj , e(λk)〉L2(D) |2 = |χ̂Dvk(λk)|2+
∞∑
j=1
j 6=k
|χ̂Dvj(λk)|2.
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Since each term in the sums above is ≤ 1, we have that
∞∑
j=1
j 6=k
|χ̂Dvj(λk)|2 ≤
∞∑
j=1
j 6=k
|χ̂Dvj(λk)| ≤ 2a(1− δ).
Thus, |χ̂Dvk(λk)|2 ≥ 1− 2a(1 − δ). If 1− 2a(1− δ) ≥ a2, i.e. if
0 < a ≤
√
1 + (1− δ)2 − (1− δ),
we have |χ̂Dvk(λk)| ≥ a.
6. Appendix
6.1. Riesz sequences, frames and bases. We have used the excel-
lent textbooks [9] and [3] for most of the definitions and preliminary results
presented in this section.
Let H be a separable Hilbert space with inner product 〈 , 〉 and norm
|| || = √〈 , 〉. A sequence of vectors V = {vj}j∈Z ⊂ H is a frame if there
exist constants 0 < A, B < ∞ such that the following inequality holds for
every w ∈ H.
(6.1) A||w||2 ≤
∑
j∈Z
| 〈w, vj〉 |2 ≤ B||w||2.
We say that V is a tight frame if A = B and is a Parseval frame if
A = B = 1.
The left inequality in (6.1) implies that V is complete in H but it may
not be linearly independent: we say that V is a Riesz sequence if there exists
constants 0 < A ≤ B < ∞ such that, for every finite set of coefficients
{aj}j∈J ⊂ C, we have that
(6.2) A
∑
j∈J
|aj |2 ≤
∥∥∥∥∥∥
∑
j∈J
ajvj
∥∥∥∥∥∥
2
≤ B
∑
j∈J
|aj |2,
A Riesz basis is a frame and a Riesz sequence, i.e. it is a set V that
satisfies (6.2) and (6.1). It is proved in [3, Prop. 3.5.5] that the constants
A and B in (6.1) and (6.2) are the same.
Equivalently, a Riesz basis is a bounded unconditional Schauder basis.
Thus, every element inH has a unique representation as a linear combination
of elements of V.
An orthonormal basis is a Riesz basis; we can write w =
∑
j∈Z 〈vj, w〉 vj
for every v ∈ H and this representation formula yields the following impor-
tant identities: for every w, z ∈ H,
(6.3) ||w||2 =
∑
n∈Z
| 〈vn, w〉 |2, 〈w, z〉 =
∑
n∈Z
〈vn, w〉 〈z, vn〉.
We recall the following useful
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Proposition 6.1. [3, Prop. 3.2.8] A sequence of unit vectors in H is a
Parseval frame if and only if it is an orthonormal Riesz basis.
6.2. Gershgorin theorem for singular values. Consider the com-
plex matrix A = {ai,j}1≤i,j≤n; Let Ri =
n∑
j=1
j 6=i
|ai,j | and Ci =
n∑
j=1
j 6=i
|aj,i|, and
sj = max{Cj , Rj}.
Gershgorin’s theorem provides a powerful tool for estimating the eigen-
values of complex-valued matrices. It states that each eigenvalue of a square
matrix M = {mi,j}1≤i,j≤n is in at least one of the disks Dj = {z ∈ C : |z −
mj,j| ≤ Rj}, and in at least one of the disks D′j = {z ∈ C : |z−mj,j| ≤ Cj}.
See [7], and also [13, pg. 146] and [2].
Observe that if |mj,j| > sj for every j, (i.e., ifM is diagonally dominant),
then M is nonsingular. Gershgorin-type theorems for singular values are
proved in [12, 14]. The theorem below is stated for n × n matrix but it is
also valid, with a slightly different statement, also for general matrices.
Theorem 6.2. a) Each singular value of A lies in one of the real inter-
vals
Bi = [(|ai,i| − si)+, |ai,i|+ si], 1 ≤ i ≤ n
where as usual x+ = max{x, 0}.
b) Let σn(A) be the minimum eigenvalue of A. Then
σn(A) ≥ min
1≤k≤n
{|ak,k| − 1
2
(Rk + Ck)}.
For Part a) see Theorem 2 in [14], for part b), see Theorem 3 in [12].
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