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Abstract 
The two types of failure to achieve design functional requirements (FRs) are: Type I, the design cannot hit the FR targets; Type 
II, it cannot hit them consistently. The causes are due to inter-dependence among the FRs in Type I; and due to build and usage 
variability of the design in Type II. In this paper, we develop a mathematical understanding for the two types of failures. The 
underpinnings are Jacobian matrix of FR with respect to input variables for Type I failure; and Jacobian matrix of FR with 
respect to noise (sources of variability) variables for Type II. Since Independence axiom and Information axiom of Axiomatic 
Design relate to the interdependence and variability of FRs, the understandings developed herein also serve as the mathematical 
underpinnings for the two design axioms. The design of snap-fit is used to illustrate the concept and process involved. 
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1. Introduction 
Prior to the late 1970’s, design was looked upon more as 
an art than a science.  There was no scientific basis to assess 
goodness of a design, so that we had to resort to build and test 
for assessment.  In 1979, Axiomatic Design Theory (AD) was 
introduced to make design more of a science than an art.  It 
introduced axioms to define goodness of design and guided 
the designers through the design process.  The axioms are 
assumed to be self-evident truths for which there are no 
counter-examples or exceptions. They cannot be proven nor 
derived from other laws or principles of nature, [1]. 
AD is a big step toward the goal of establishing design as 
a science. In spite of its successful applications, rejection of 
AD persists in part of design community. The primary reason 
is the axiomatic assumption it imposes. Typical criticisms are: 
“AD people invoke axioms to avoid proof of theory”; “AD is 
not a mathematically valid method”. We understand and feel 
for these criticisms. Thus in this paper, we develop a 
mathematical basis in place of axiomatic assumption to further 
advance design as a science. 
First, we establish the mathematical basis by considering 
the primary objective in design. It is to achieve the target 
values of the design FRs with reduced variation around them. 
Failure to achieve the objective can occur in two ways:  
   Type I – functional coupling makes adjustment of design 
parameters (DPs) to achieve target values of FRs difficult; and  
   Type II – corruption by ‘noise’ that causes variation in FRs. 
In Section 2, we cast the adjustment of DPs to achieve targets 
of FRs as a root-finding problem.  As a result, the crux of 
Type I failure is revealed in Section 3 as the failure to find 
roots due to functional dependence among the FRs. In Section 
4, we introduce the concept of noise to express Type II failure 
in terms of bias and spread of FRs induced by noise.  This 
enables us to treat Type II failure as an optimization problem 
minimizing spread subject to the constraint that bias equals 
zero. In Section 5, we discuss the relevance of above findings 
to Axiomatic Design.  In Section 6, the design of snap-fit is 
used to demonstrate the mathematical understandings and 
their implementation. Some of the concepts herein were 
developed earlier in [2].  We end with concluding remarks in 
Section 7. 
2. Achieving the targets of FRs is root-finding  
Usually, a design has multiple functional requirements 
FRs.  These FRs are realized with physical entities which we 
label as design parameters DPs through physical laws that 
relate FRs to DPs which we denote as   , k = 1, 2, , n. 
 
 
FR1 = f1 DP1,,DPm( )

FRn = fn DP1,,DPm( )  
 
Or in vector form, 
 
FR = f (DP) 
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In the above and hereafter, bolded quantities denote vectors, 
bracketed quantities denote matrices and f (•) denotes vector 
valued functions.  
 Note that the target values of functional requirements FR* 
are known.  Thus, the task of adjusting DP to achieve target 
values FR* is equivalent to finding the root DP* that satisfies: 
 
       
 
Frequently, the vector valued function f (DP) is nonlinear.  So 
that it is not possible to solve    analytically.  Instead 
numerical methods are used to approximate the solution.  One 
such method is the Newton-Raphson in which the nonlinear 
problem is replaced by a succession of linear problems whose 
solutions converge to the solution of the non-linear problem.  
Specifically, to find DP that satisfies 
 
     , (1) 
 
we approximate the function f(DP) by its first-order Taylor 
expansion about DPk  to obtain: 
 
 f (DP) ≈ f (DPk )+ [JDP ](DP −DPk )  (2) 
 
In the above, the superscript k denotes the kth iteration and 
[JDP] is the n x n Jacobian of f(DP) with respect to DP 
evaluated at  DPk shown below.   
 
 
JDP⎡⎣ ⎤⎦ =
∂FR1
∂DP1
 ∂FR1∂DPn
 ∂FRi∂DPj

∂FR n
∂DP1
 ∂FR n∂DPn
⎡
⎣
⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎤
⎦
⎥⎥⎥⎥⎥⎥⎥⎥⎥ DPk
(3)
 
 
Note that the dimension of FR n is generally not equal to 
the dimension of DP m. If n > m, Type I failure will occur 
since there is insufficient DP to satisfy FR.  If n ≤ m, then we 
choose one of the C(m, n) combinations of Jacobian [JDP] with 
dimension n x n that ensures functional independency as 
described in the next section. 
Solving for the root of Equation (1), we have 
 
 f (DP
k )+ [JDP ] (DP −DPk )−FR* = 0  
 
DPk+1 = DPk − JDP⎡⎣ ⎤⎦
−1
f (DPk )− FR*⎡⎣ ⎤⎦  (4) 
 
Iteration is made of Equation (4) with k = 0, 1, 2 …  until 
 
DPk+1 −DPk  is less than a desired accuracy.  At which point 
 DPk+1 serves as the root DP* to Equation (1). It is the value 
with which to tune FR to its target value FR*.  
3. Linking root-finding to functional dependency 
The crux to Type I failure is revealed in Equation (4). If 
the determinant |JDP| = 0 then the inverse of the Jacobian 
  does not exist.  So that no root can be found that will 
satisfy Equation (1). Namely, FR cannot achieve its target 
value. The condition that leads to  | JDP| = 0 can be traced to 
the functional dependence among the FRs.  In the next 
section, we derive the mathematics surrounding this condition.  
The derivation is confined to two FRs involving two DPs.  
Still, the logic holds true for n FRs involving n DPs, n >2. 
Consider a design with two FRs involving two DPs.  They 
are related via physical laws  f1(DP1,DP2 )  and  f2(DP1,DP2 )
: 
 
FR1 = f1 DP1,DP2( )
FR2 = f2 DP1,DP2( )  
 
A Taylor series expansion of  FR1  and  FR2  about their 
targets FR1
*  and FR2
*  retaining only the first-order terms gives, 
 
FR1 ≈ FR1* + ∂FR1∂DP1 ΔDP1 +
∂FR1
∂DP2 ΔDP2                      
(5) 
 
FR2 ≈ FR2* + ∂FR2∂DP1 ΔDP1 +
∂FR2
∂DP2 ΔDP2                     
(6) 
 
We eliminate 
DP2 by subtracting ∂FR1/∂DP2 x Equation (6) 
from ∂FR2/∂DP2 x Equation (5): 
 
FR1 − FR1*( ) ∂FR2∂DP2 − FR2 − FR2
*( ) ∂FR1∂DP2
= ∂FR2∂DP2
∂FR1
∂DP1 −
∂FR1
∂DP2
∂FR2
∂DP1
⎛
⎝⎜
⎞
⎠⎟ ΔDP1     
(7) 
 
Note that ∂FR2∂DP2
∂FR1
∂DP1 −
∂FR1
∂DP2
∂FR2
∂DP1
⎛
⎝⎜
⎞
⎠⎟ is determinant | J
DP|: 
 
JDP ≡
∂FR1
∂DP1
∂FR1
∂DP2
∂FR2
∂DP1
∂FR2
∂DP2
 
 
If |JDP| = 0, then per Equation (7),  FR2  is a function of  FR1 : 
FR1 − FR1*( ) ∂FR2∂DP2 − FR2 − FR2
*( ) ∂FR1∂DP2 = 0.
FR2 = FR2
* + FR1 − FR1*( ) ∂FR2∂DP2
⎛
⎝⎜
⎞
⎠⎟
∂FR1
∂DP2
⎛
⎝⎜
⎞
⎠⎟
−1
= FR2 FR1( )
 
Hence, 
 
  |JDP| =0 implies functional dependence of  FR2 on  FR1 .     (I) 
 
We next prove the converse is true. We start with the 
formal definition of functional dependency. Namely,  FR2  is 
functionally dependent on  FR1  if it is a function of  FR1 :  
 FR 2= FR2(FR1)   
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Applying the chain rule for differentiation, we have  
 
∂FR2
∂DP1 =
∂FR2
∂FR1
∂FR1
∂DP1   (8) 
∂FR2
∂DP2 =
∂FR2
∂FR1
∂FR1
∂DP2                                                  
(9) 
Subtract ∂FR1/∂DP1 x Equation (9) from ∂FR1/∂DP2 x 
Equation (8) to eliminate ∂FR2∂FR1
⎛
⎝⎜
⎞
⎠⎟
∂FR1
∂DP2
⎛
⎝⎜
⎞
⎠⎟
∂FR1
∂DP1
⎛
⎝⎜
⎞
⎠⎟  we have, 
∂FR1
∂DP2
⎛
⎝⎜
⎞
⎠⎟
∂FR2
∂DP1
⎛
⎝⎜
⎞
⎠⎟ −
∂FR1
∂DP1
⎛
⎝⎜
⎞
⎠⎟
∂FR2
∂DP2
⎛
⎝⎜
⎞
⎠⎟ ≡ J
DP = 0.
  
Above proves the converse is true.  Namely, 
 
 Functional dependence of  FR2 on FR1 implies |J
DP| =0.    (II) 
 
Taking statements (I) and (II) together, we arrive at the 
condition for functional dependence: | JDP| = 0 is a necessary 
and sufficient condition for FR2  to be functionally dependent 
on FR1 . By the same token, FR2 is functionally independent 
of FR1  if and only if  | J
DP| ≠ 0. 
To recap, functional dependence among the FRs leads to 
|JDP| = 0.  As a consequence, no root can be found to satisfy 
Equation (1) and Type I failure ensued. Therefore,  
 
(A) FR can achieve its target FR* if and only if they are 
functionally independent. 
 
A details discussion on Jacobian and its role on inverse 
function and functional dependence can be found in [3] 
4. Reducing FR variability by constraint optimization 
In the presence of variability, FR will exhibit a range of 
values – the spread – with an average value  as indicated in 
Figure 1.  In the above and hereafter, a bar over a quantity  
denotes expected value of the quantity. Cognizant of its 
variability, a designer would accept an FR if it falls within a 
specified range – the design range – around the target FR*. 
The overlap of the spread and the design range shown shaded 
in Figure 1 is Ps, the probability of success.  The probability of 
failure is (1 – Ps). To eliminate Type II failure, we need to:  
Task 1 – reduce the bias to zero; and  
Task 2 – reduce the spread to within the design range. 
 
 
 
Figure 1.     The probability of success in achieving FR 
We first identify sources of variability, which we denote as 
NV, the “noise” variables. In NV presence, FR would respond 
according to Equation (2) plus the effect of NV: 
 
FR(DP,NV) ≡ f (DP,NV) ≈ f (DPk )
+ [JDP ](DP - DPk )+ [JNV ](NV - NV*)
    (10) 
 
In the above, [JNV] is the Jacobian of FR with respect to NV 
evaluated at NV*, the nominal value of the noise variables.  It 
represents the sensitivity of FR to NV. 
 
JNV⎡⎣ ⎤⎦ =
∂FR1
∂NV1
 ∂FR1∂NVm
 ∂FRi∂NVj

∂FRn
∂NV1
 ∂FRn∂NVm
⎡
⎣
⎢⎢⎢⎢⎢⎢⎢⎢
⎤
⎦
⎥⎥⎥⎥⎥⎥⎥⎥
NV*
  
Taking the expectation on both sides of Equation (10) gives, 
 
FR ≡ f (DP,NV) ≈ f (DPk )+ [JDP ](DP −DPk )
+ [JNV ](NV − NV*)  
                    
To accomplish Task 1, we set bias to zero:  
 
Bias = FR −FR* = f (DPk )+ [JDP ](DP −DPk )+
+ [JNV ](NV − NV*)−FR* = 0.     (11) 
 
We then iteratively solve for DPk+1  per equation below. 
 
 
DPk+1 = DPk − [JDP ]−1 f (DPk )+ [JNV ](NV − NV*)−FR*{ }  
     -----------   (12) 
 
Note once again the role of the determinant |JDP|. Unless 
    so that    exists, the design cannot achieve 
zero bias.  Thus the FRs must be functionally independent for 
the design to achieve zero bias. 
Task (2) involves optimization to reduce the spread.  We 
first derive the expression for the spread as follows. Subtract 
Equation (11) from Equation (10) to get the deviation of FR 
from its mean : 
 
          
  
Form the outer product of the deviation from the mean: 
 
FR −FR( ) FR −FR( )T = JNV⎡⎣ ⎤⎦ NV −NV( ) NV −NV( )T JNV⎡⎣ ⎤⎦T  
 
 Take the expected value on both sides of above equation 
gives , the variance-covariance of FR: 
 
VFR⎡⎣ ⎤⎦ = E FR −FR( ) FR −FR( )T{ } = JNV⎡⎣ ⎤⎦ VNV⎡⎣ ⎤⎦ JNV⎡⎣ ⎤⎦T  
 
where [] is the variance-covariance of NV shown below: 
231 Hilario (Larry) Oh /  Procedia CIRP  50 ( 2016 )  228 – 233 
 
VNV⎡⎣ ⎤⎦ = E NV − NV( ) NV − NV( )T{ }
 
Assuming the NVs are probabilistically independent, the 
matrix   would be diagonal. The variance of the  
component of  is then the   diagonal element of   
given by,       
vjj
FR = jjk
NV
k=1
m∑ vkkNV jjkNV (13)
 
From the above we arrive at the spread of , which is the 
squared root of its variance:  
Spread of FR j = vjj
FR( )1/2 = jjkNV
k=1
m∑ vkkNV jjkNV⎛⎝⎜ ⎞⎠⎟
1/2
 
To minimize the spread, the strategy is not to reduce , 
the diagonal element of   thru tightening the tolerance 
of NV. Instead, search for and settle on parameters in [JNV] 
that reduce the sensitivity of the design to NV. Such optimal 
search strategy is known as Robust Design. Tightening the 
tolerance of NV is the last resort only after Robust Design 
fails to reduce the spread to within the design range. Thus to 
avoid Type II failure, we need to: 
 
(B) Minimize variance per Equation (13)  
(C) Subject to constraint that bias is zero per Equation (12)  
 
Step (B) above involves optimization; step (C), root-finding. 
Pulling together steps A, B and C, the steps to achieving 
design functional requirements are: 
 
   Ensure functional independence of FR:      ;     (14) 
• Reduce the spread : minimize jjk
nv
k=1
m∑ vkknv jjknv
j=1
n∑ ; (15)
  Subject to constraint bias = 0:                (16) 
5. Relevancy to design axioms in Axiomatic Design 
Axiomatic Design (AD) offers designers two axioms to 
guide them in their choice of design solution.  It directs them 
to choose design solution DPs that satisfy: 
 
Axiom 1, the Independence axiom – “Maintain the 
independence of functional requirements,” and 
Axiom 2, the Information axiom – “Minimize the 
information content of the design.” 
 
Axiom 1 checks for functional independence; Axiom 2 
assesses the probability of success.  
5.1 Relevancy to Axiom 1  
To operationalize Axiom 1, AD proposes an equation – see 
Eq. (3.1) in [1] – that relates design FRs to chosen DPs as: 
 
 
FR1

FRn
⎧
⎨⎪
⎩⎪
⎫
⎬⎪
⎭⎪
= A[ ]
DP1

DPn
⎧
⎨⎪
⎩⎪
⎫
⎬⎪
⎭⎪
 
 
wherein elements of the [A] matrix – the design matrix – are:  
 
Aij ≡
∂FRi
∂DPj
(17)  
AD declares that designs with diagonal and triangular design 
matrix [A] satisfy Axiom 1 and are therefore acceptable.  
To wit, a diagonal [A] matrix implies a single-input single-
output (SISO) relationship between FRs and DPs: 
 
FR1 = FR1 DP1( )

FRn = FRn DPn( ).
  
 
Obviously, FRs in SISO relationship with DPs as above are 
functionally independent of each other.   
Likewise, a triangular [A] also implies a SISO design: 
 
  
 
FR1 = FR1 DP1( )
FR2 = FR2 DP1,DP2( ) = FR2 FR1,DP2( )
FR3 = FR3 DP1,DP2,DP3( ) = FR3 FR1,FR2,DP3( )

FRn = FRn DP1,DPn−1,DPn( ) = FRn FR1,FRn−1,DPn( ).
  
If the adjustment in DPk  to satisfy corresponding FRk follows 
the sequence:  k = 1 firstly, — so that FR1 is a constant in 
subsequent equation for FR2 —; followed by k = 2 secondly, 
— so that FR1 and FR2 are constants in subsequent equation 
for FR3 —, etc., then the design is SISO.  Namely, FRk is a 
function of  DPk only; and FRs are functionally independent of 
one another.  
Finally, a design whose [A] matrix is neither diagonal nor 
triangular is not a SISO design.  It is rejected in AD as not 
satisfying Axiom 1. 
As defined in Equation (17), the design matrix [A] is in 
fact identical to Jacobian matrix [JDP] defined in Equation (3).  
 
A[ ]≡ JDP⎡⎣ ⎤⎦  
 
This identity gives Axiom 1 a new relevancy.  We proved in 
Section 3 that if |JDP| ≠ 0, then FRs are functionally 
independent. This corroborates Axiom 1 since the determinant 
of a diagonal or triangular [A], which is the product of all 
diagonal elements none of which is zero, is ≠ 0. Thus, the 
criterion |JDP| ≠ 0 for functional independence provides a 
formidable theoretical evidence that a violation of Axiom 1 
will impede the design from finding a root DP* that fulfils the 
functional requirements FR*.  
However, only the part, “if |JDP| ≠ 0”, corroborates AD’s 
SISO as a criterion for functional independence. The other 
part, “and only if |JDP| ≠ 0“, does not. Namely, 
 
SISO implies functional independence; but  
Functional independence does not imply SISO. 
 
In other words, Axiom 1 is only a sufficient condition. There 
are non-SISO designs with |JDP| ≠ 0 whose FRs are 
functionally independent but would be rejected by Axiom 1.  
In spite of the fact that Axiom 1 is only a sufficient 
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condition, it does not detract from its utility as it is easy to 
keep track of a diagonal or lower triangular design matrix.  
5.2 Relevancy to Axiom 2 
AD uses Axiom 1 to filter out non-SISO designs. What 
remains are SISO candidates from which AD on the basis of 
Axiom 2 picks the one with the minimum information content 
as the solution.  In AD, information content I is defined as  
I = log2
1
Ps
 
 
Ps = Ω φ DP1,DP2,DPn( )∫∫ dDP1dDPn (18)  
 
In the above, Ps is the probability of success and ϕ is the 
probability density function over the region Ω spanned by 
DP1,DP2,DPn( ) . 
Two concerns arise from the way AD operationalizes 
Axiom 2 via Equation (18). Firstly, AD via Equation (18) only 
recognizes variation coming from the DPs themselves. To 
alleviate this first concern, we expand the recognition in 
Section 4 to include NV, other sources of the ‘noise’.   
Secondly the bounds of the region Ω for designs with 
triangular [A] matrix are defined by conditional probabilities 
of        . So that evaluation of the 
multiple integrals over the region Ω is difficult if not 
impossible. We bypass this difficulty in Section 4 via Taylor 
expansion of the random vector valued function f(DP,NV), 
keeping only the linear terms to evaluate means and spreads.  
Probability of success is then evaluated by imposing bias = 0 
and checking how much the spread exceeds the design range. 
6. Illustrative example – Design of snap-fit 
We now use the design of a cantilever snap-fit Figure 2, to 
illustrate the concepts and calculations involved.  The two 
important considerations in snap-fit design are: W, the push-
on force required to snap and assemble the mating parts; and 
W’, the pull-off force required to disassemble the parts.  By 
design, W’ is typically made > W.  From Reference [4], 
W = P μ + tanα
1− μ tanα
 
′W = P μ + tan ′α
1− μ tan ′α  
P = EYb
4
t
L
⎛
⎝⎜
⎞
⎠⎟
3
(19)
 
In the above, the parameters involved are the modulus E, the 
coefficient of friction µ; the deflection Y and the dimensions 
of the snap-fit b, t, L, α and α’ as indicated in Figure 3.  
 
Figure 2   Schematic of cantilever Snap-fit  
  
Figure 3   Parameters in cantilever Snap-fit 
 
The functional requirements are that W achieves a known 
target value of W*:  
FR1 =
W
W*
= P
W*
μ + tanα
1− μ tanα ⇒1.0 ;  
and that W’ is R times larger than W: 
 
FR2 =
′W
W
= μ + tan ′α
1− μ tan ′α
⎛
⎝⎜
⎞
⎠⎟
1− μ tanα
μ + tanα
⎛
⎝⎜
⎞
⎠⎟ ⇒ R
 
 
We first verify that the two FRs are indeed functionally 
independent per Equation (14) 
 
JDP =
∂FR1
∂W
∂FR1
∂ ′W
∂FR2
∂W
∂FR2
∂ ′W
=
1
W*
0
− ′W
W2
1
W
≠ 0
  
Following Equation (15), we next formulate [VNV] and  
[JNV] for minimization of spread. We first identify the sources 
of variability. Friction coefficient µ is a source of variability 
because by its nature, µ exhibits a range of values. The 
thickness t is small in dimension. It has a large per cent error 
in manufacturing relative to its nominal value. The per cent 
error is further magnified as it is raised to the third power per 
Equation (19).  So that t is a logical source of variability. Thus 
the noise variables are µ and t. Accordingly; we derive [JNV] 
the sensitivity matrix of the design to noise variables (t, µ) as: 
 
JNV⎡⎣ ⎤⎦ =
∂FR1
∂t
∂FR1
∂µ
∂FR2
∂t
∂FR2
∂µ
⎡
⎣
⎢⎢⎢⎢⎢
⎤
⎦
⎥⎥⎥⎥⎥
=
j11nv j12nv
j21nv j22nv
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥  
j11nv =
∂FR1
∂t =
1
W*
∂P
∂t
μ+ tanα
1− μtanα =
3P
W*t
μ+ tanα
1− μtanα
 
j21nv =
∂FR2
∂t =
∂
∂t
′W
W
⎛
⎝⎜
⎞
⎠⎟ =
3 ′W
tW
− 3 ′W
tW
= 0
 
j12nv =
∂FR1
∂μ =
1
W*
∂W
∂μ =
P
W*
sec2α
1− μtanα
⎛
⎝⎜
⎞
⎠⎟
2
 
j22nv =
∂FR2
∂μ =
∂
∂μ
′W
W
⎛
⎝⎜
⎞
⎠⎟ =
′W
W
1
′W
∂ ′W
∂μ −
1
W
∂W
∂μ
⎡
⎣⎢
⎤
⎦⎥
= ′W
W
sec2 ′α
μ+ tan ′α( ) 1− μtan ′α( ) −
sec2 α
μ+ tanα( ) 1− μtanα( )
⎡
⎣⎢
⎤
⎦⎥
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‘Noise’ generations in µ and t are most likely independent of 
each other. The [VNV] matrix is therefore diagonal: 
 
VNV⎡⎣ ⎤⎦ =
σ t2 0
0 σμ2
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥.
 
The variance-covariance matrix of FR is: 
 
 
VFR⎡⎣ ⎤⎦ = JNV⎡⎣ ⎤⎦ VNV⎡⎣ ⎤⎦ JNV⎡⎣ ⎤⎦
T
=
j11nv j12nv
0 j22nv
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
σ t2 0
0 σμ2
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
j11nv 0
j12nv j22nv
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
=
σ t j11nv( )2 + σμ j12nv( )2 σμ2 j22nv j12nv
σμ2 j22nv j12nv σμ j22nv( )2
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥
 
 
Following Equation (15), we formulate the objective function 
(OBJ) for optimization as the sum of variances of FR1, FR2. 
 
 
OBJ: minimize  σ t j11nv( )2 + σµ j12nv( )2 + σµ j22nv( )2⎡⎣⎢
⎤
⎦⎥ (20)  
Above optimization is subject to two constraints. Namely, 
(1) the bias is zero : 
 
 
FR1 − FR1* = PW*
μ + tanα
1−μ tanα
⎛
⎝⎜
⎞
⎠⎟ −1= 0 ;  
 
FR2 − FR2* = μ + tan ′α1−μ tan ′α
⎛
⎝⎜
⎞
⎠⎟
1−μ tanα
μ + tanα
⎛
⎝⎜
⎞
⎠⎟ − R = 0.  
 
Combining above two equations gives the constraint equation: 
P
μ + tan ′α
1− μ tan ′α −W
*R = 0; (21)
 
 
(2) the strain developed is < εmax , the allowable strain:  
 
ε = 1.5tY
L2
≤ εmax (22)
 
where ε is the critical strain developed at the cantilever base.  
We submit Equations (20), (21) and (22) to Excel Solver 
[5] for constraint optimization. For push-on force, we aim for 
a target of W*=72N. For push-off force, we aim for twice the 
push-on force, R=2. Tables below summarize the results.   
Table 1 shows the properties of the material used see [4]. 
Also shown are estimates of moulding inaccuracy in thickness 
 and variability of coefficient of friction .  
 
Table 1     Properties of unfilled Acetal used 
  E (Mpa)   4830 
  µ   0.275 
   εmax    0.070 
   σ t (mm)   0.050 
  σμ    0.025 
Table 2 show the dimension of a nominal design and the 
optimal design with FRs variability minimized.   
Table 2     Dimension of snap-fit design 
              Dimension             Optimal            Nominal 
      Lead angle α, (degree)      30.00  45.04 
      Return angle α', (degree) 50.60  61.41 
      Beam thickness t, (mm)   2.96    2.00 
      Beam length L, (mm)         18.00  16.73 
      Deflection, Y (mm)         2.00    2.73 
      Beam width, b (mm)         6.00    6.00 
 
Table 3 shows there is an order of magnitude reduction in 
FRs variability with the optimal design.  This reduction is 
achieved not by tightening the tolerances (same  ,   for 
both designs) but by reducing design sensitivities via optimal 
choice of design dimensions. Both designs’ FRs are on target.  
Their critical strains are below the material allowable strain. 
 
  Table 3    Design sensitivities, objective and constraints 
              Quantity               Optimal             Nominal 
Sensitivity, ∂FR1/∂t  0.9167  1.2410 
Sensitivity, ∂FR1/∂µ  2.2397  3.5878 
Sensitivity, ∂FR2/∂µ  1.4180  4.8632 
FRs’ Variance, Equation (20) 0.0065  0.0267 
Constraint, Equation (21) 0.0000  0.0000 
Constraint, Equation (22) 0.0274  0.0293 
7. Concluding remarks 
The |JDP| criterion upholds two opposing views of AD: 
proponents’ view that designs need to comply with Axiom 1 
and opponents’ belief that it is derivable thus not an axiom. 
The criterion further confirms “good” designs can be found 
through well-established analytical and numerical methods. 
The |JDP| approach assumes the existence of physical laws 
 f (⋅)  relating FRs to DPs. If  f (⋅)  is in analytical form, the |JDP| 
and |JNV| matrices may be calculated.  Otherwise, the matrices 
can be obtained experimentally using for example the design 
of experiment. This is one good area for future research.  
AD is a methodology comprising of methods for design 
synthesis and analysis. The [J] approach is only one of the 
methods for analysis. Is there an “inverse” approach for 
design synthesis? Just as the [J] criterion guides us in the 
analysis for maintaining functional independence of FR, is 
there an approach to guide us in synthesizing which DP to 
pick from among a group of embryonic DP – gear trains, belts 
drives, chain drives, linkages, cam and follower system to 
satisfy an FR – motion control – mutually exclusive and 
collectively exhaustive? This is yet an area for future research. 
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