We present a new algorithm for the numerical solution of problems of acoustic scattering by surfaces in three-dimensional space. This algorithm evaluates scattered fields through fast, high-order solution of the corresponding boundary integral equation. The high-order accuracy of our solver is achieved through use of partitions of unity together with analytical resolution of kernel singularities. The acceleration, in turn, results from use of a novel approach which, based on high-order "two-face" equivalent source approximations, reduces the evaluation of far interactions to evaluation of 3-D fast Fourier transforms (FFTs). This approach is faster and substantially more accurate, and it runs on dramatically smaller memories than other FFT and k-space methods. The present algorithm computes one matrix-vector multiplication in O(N 6/5 log N ) to O(N 4/3 log N ) operations, where N is the number of surface discretization points. The latter estimate applies to smooth surfaces, for which our high-order algorithm provides accurate solutions with small values of N ; the former, more favorable count is valid for highly complex surfaces requiring significant amounts of subwavelength sampling. Further, our approach exhibits super-algebraic convergence; it can be applied to smooth and nonsmooth scatterers, and it does not suffer from accuracy breakdowns of any kind. In this paper we introduce the main algorithmic components in our approach, and we demonstrate its performance with a variety of numerical results. In particular, we show that the present algorithm can evaluate accurately in a personal computer scattering from bodies of acoustical sizes of several hundreds.
INTRODUCTION
The calculation of electromagnetic scattering from large two-dimensional surfaces remains one of the most important and challenging problems in computational science. Roughly, these problems present difficulties, as they require accurate descriptions and manipulation of highly oscillatory functions. Scattering problems involving one-dimensional integrals have been efficiently treated by means of high-order integrators (including the exponentially accurate trapezoidal rule and other high-order schemes [13, 18, 22, 24] ), which reduce dramatically the complexity necessary to meet a given accuracy requirement. Fast, high-order treatment of problems of scattering by two-dimensional surfaces requires much more delicate treatments, however [2, 3, 10, 11, [23] [24] [25] [26] 28] .
In this context, use of high-order integrators is necessary to guarantee accurate results but is generally not sufficient. In scattering problems requiring a large number N of discretization points, use of a simple-minded integration scheme would usually lead to inordinately long computing times. A number of fast algorithms for 3-D scattering have been introduced in the past two decades [2, 3, 11, 12, 23, 26, 28, 29] . These methods are considerably faster than classical nonaccelerated algorithms-they run in O(N log N ) to O(N 3/2 log N ) operations in contrast with the O(N 2 ) operations required by nonaccelerated schemes-and thus, they allow for computations involving rather large scattering surfaces. None of the existing fast implementations exhibits high-order convergence, however. As a result, the error of such fast computations turns out to be on the order of a fraction of a decibel (or several percent) even for the simplest test scatterers (see [10, 28] ).
In this paper we present a fast, high-order algorithm for the solution of problems of acoustic scattering from smooth surfaces in three dimensions (see also [5] ). The present algorithm computes scattered fields in O(N 6/5 log N ) to O(N 4/3 log N ) operations. The latter estimate applies to smooth surfaces, for which our high-order algorithm provides accurate solutions with small values of N ; the former, more favorable count is valid for highly complex surfaces requiring significant amounts of subwavelength sampling. A variety of numerical experiments indicate that this algorithm performs exceptionally well and, in fact, that it yields, in competitive running times, accuracies considerably higher than those rendered by other methods. Explicit comparisons with a number of well-known solvers are provided in Section 6.
The present algorithm is the result of our attempts to generalize the methods of [8, 9] to problems of scattering by surfaces in space. In that work problems of scattering by two-dimensional heterogeneous bodies and the associated planar surface integrals were treated via a combination of spherical wave expansions for the free space Green function (the addition theorem) and the fast Fourier transform (FFT). Further, high-order integration was obtained by analytical resolution of singularities. The resulting fast highorder method is very accurate, and it can handle easily a wide variety of complex electrically large scatterers.
For a variety of reasons the required generalizations of these ideas to problems of surface scattering are not direct. On one hand, for general curved geometries a numerical curvedsurface version of the addition theorem would be difficult to obtain. Further, the methods for analytical resolution of singularities used in [8, 9 ] cannot be applied directly here due, in part, to the topological and geometric characteristics of surfaces in three-dimensional space. Finally, use of in-surface FFTs, which can be incorporated without difficulty for the geometries treated in [8, 9] , does not seem easy to implement in the cases considered presently. All of these difficulties can be surmounted, however: the fast, high-order algorithm presented in this paper is based on analytical resolution of singularities and FFTs.
Our basic high-order integrator involves use of partitions of unity-to deal with topological characteristics of closed surfaces-and analytical resolution of singularities-to avoid costly refinement strategies. Use of this algorithm without acceleration would lead to the customary O(N 2 ) operation count (where N is the size of the surface grid). The constant of proportionality in this complexity estimate is rather small, however, so that even without acceleration the present high-order integrator is an efficient solver for small-to mediumsized problems; see Section 6.2 for comparisons with other high-order integrators. For large problems, however, use of acceleration is imperative.
Two well-known approaches to acceleration have been available for a number of years: the fast multipole method (FMM) [12, 25, 26, 28, 29] and a broad class of FFT accelerated techniques and k-space methods [2, 3, 11, 23] . FMM-based algorithms provide considerable acceleration: they run in as little as O(N log N ) operations per iteration. However, to the best of our knowledge, high-order accuracy has not been demonstrated in FMM computations of wave scattering. A possible explanation for this fact is that the FMM approach [12, 26] depends critically on certain mappings which contain multiplication by Hankel functions of high order. These operations are associated with a substantial amount of ill conditioning, which leads to accuracy limitations known as the "subwavelength breakdown problem" (see [14, p. 51; 15; 19; 21] ). These instabilities may prevail and mask the asymptotic highorder convergence of any underlying high-order integrator, however accurate. The search for stable FMM solvers continues to this day [19] , and the feasibility of such designs is yet to be demonstrated. In contrast, the FFT acceleration techniques are stable.
The accelerator we introduce is closely related to two of the most advanced FFT methods developed recently [2, 23] . An important element common to these two methods and our technique is a concept of equivalent (or auxiliary) sources, located on a subset of a 3-D Cartesian grid. In all three cases, the intensities of these sources are chosen to approximate the field radiated by the scatterer, which allows fast computation of the numerous "nonadjacent interactions" through the use of the 3-D FFT. Surface problems such as the ones we consider are treated in [2, 23] by means of equivalent sources located in a volumetric grid-in such a way that equivalent sources with nonzero intensities occupy all Cartesian nodes adjacent to the scatterer. Since the spacing of this Cartesian grid cannot be coarsened beyond some threshold, and, further, since the 3-D convolution should be performed throughout the whole volume occupied by the body, for surface problems such a scheme requires an O(N 3/2 ) FFT. Therefore, previous FFT surface scattering solvers require O(N 3/2 ) units of RAM and they run in O(N 3/2 log N ) operations. Our algorithm, in contrast, subdivides the volume occupied by the scatterer into a number of (relatively large) cubic cells, and it places equivalent sources on the faces of those cells. As we will show, such a design significantly reduces the sizes of the required FFTs-to as few as O(N 6/5 ) to O(N 4/3 ) points-with proportional improvement in storage requirements and operation count. Further, it results in super-algebraic convergence of the equivalent source approximations as the size of the scatterer is increased. In view of its high-order character and its improved acceleration technique, the present algorithm can evaluate solutions to large scattering problems in short computing times, very accurately and with very small memory requirements; see Section 6.
Interestingly, the two main components of the present approach can be used independently by of each other. The acceleration method, on one hand, can be used in combination with any discretization strategy, including Galerkin approaches such as the method of moments, or Nystrom approaches of any kind. This acceleration algorithm is itself extremely accurate, so that the overall accuracy of a given implementation is determined by the corresponding accuracy of the integration rule. Our high-order integrator, on the other hand, which leads to the customary O(N 2 ) operation count when used without acceleration, can be combined with other acceleration techniques if desired. The fast high-order combination we use is very competitive, as is clearly demonstrated by the numerical results of Section 6, and by the corresponding error analysis presented in the companion paper [20] , which, in what follows, is referred to as Part II.
MATHEMATICAL FORMULATION
As we have mentioned, the present implementation of our methods applies to acoustic scattering by a sound-soft obstacle: outside the obstacle D, the scattered field ψ(r) arising from the incoming wave ψ i (r) is the unique radiating solution of the Helmholtz equation [13] 
with the boundary condition
Here k denotes the wavenumber (so that λ = 2π/k is the wavelength), and r = |r|. Extension of our methods to the corresponding electromagnetic Maxwell problem will be presented elsewhere. A solution to the Helmholtz problem above can be obtained through an integral equation formulation including the acoustic single-and double-layer potentials,
and
Here (r, r ) = e ik|r−r | /4π|r − r | is the Green function for the Helmholtz equation, and ν(r ) is the external normal to the surface at point r . Explicitly, the scattered field can be obtained easily once the integral equation for the unknown density ϕ(r),
has been solved; see [13] . Here γ is an arbitrary positive constant; appropriate choices of this parameter can be very advantageous in practice-see Section 6. Naturally, the possibility of producing fast and accurate solutions for our problems hinges on our ability to evaluate the integrals (3) and (4) accurately and efficiently. In attempting to develop such accurate and efficient integrators one faces two main difficulties, namely, accurate evaluation of the singular adjacent interactions-without undue compromise of speed-and fast evaluation of the voluminous number of nonadjacent interactions-without compromise in accuracy.
The difficulties connected with the high-order evaluation of adjacent interactions are caused, mainly, by the singular nature of the integral kernels (r, r ) and ∂ (r, r )/∂ν(r ) at r = r. While, certainly, the well-known strategy of "singularity subtraction" gives rise to bounded integrands, integration of such bounded functions by means of classical highorder methods does not exhibit high-order accuracy, since the subsequent derivatives of the integrand are themselves unbounded. Thus, specialized quadrature rules must be developed and used to achieve high-order-accurate integration. Our high-order adjacency integrator, which is described in detail in Section 3, is based on the use of partitions of unity and analytical resolution of singularities. This approach compares favorably with previous highorder methods: it does not require costly setup manipulations and it leads to substantially more accurate and faster numerics. Comparisons of the accuracies and timings produced by our method with those given by other high-order methods are presented in Section 6.
PARTITIONS OF UNITY AND DISCRETIZATION
In order to deal with topological characteristics of closed surfaces and the singular character of integrands we utilize a strategy based on local parametrizations together with fixed and floating partitions of unity (POU), as explained in what follows.
To describe the scattering surface ∂ D we cover it by a number K of overlapping coordinate patches P k , k = 1, . . . , K (local charts, in the language of differential geometry), such that
Each patch P
k is an open set within ∂ D for k = 1, . . . , K , and the sets P k , k = 1, . . . , K, cover ∂ D (Fig. 1) .
2. The set P k is the image of a coordinate open set H k , contained in the plane, via a smooth invertible parameterization
which admits a smooth inverse, and such that the vector product
is bounded away from zero in H k . We assume, as we may, that each one of the vectors V k is an outward normal, so that the outward unit normal on P k is given by
In practice, we find it advantageous to utilize as large patches as the geometry permits. This approach thus provides a compromise between a desirable global discretization and the impossibility of describing a complicated surface by a single equation.
We will utilize a partition of unity subordinated to this covering of ∂ D, that is, a set of functions {w k (r), k = 1, . . . , K }, such that 1. w k is defined, smooth, and nonnegative in ∂ D, and it vanishes outside P k , and 2.
It is not difficult to construct numerically such a POU for a given surface. For efficiency it is preferable to use a POU with small derivatives, which can be arranged by allowing for substantial overlap of the patches P k . Use of this partition of unity, which will be referred to as the "fixed" POU, allows us to reduce integration over the surface to evaluation of integrals of smooth functions ϕ k (u k , y k ) compactly supported in the planar sets H k multiplied by the singular kernels. Indeed, defining
we see that an integral over the entire surface ∂ D evaluated at the point r may be obtained as a sum of integrals over
At this stage we may describe our discretized problem, which we obtain through discretization of the densities ϕ
within H k , and we denote by ϕ k ,m the corresponding nodal values of our approximation to the density: these values are the unknowns we seek to obtain. To compute approximations to the integrals (3) and (4) we need to prescribe a quadrature rule which, utilizing the values ϕ k ,m , evaluates the patch integrals in Eqs. (8) and (9) to high order. To design our quadrature rule we first note that the high-order integration problem depends significantly on whether the integrand is singular within the integration domain. In detail, if r lies outside
, and the kernels (r, r ) and ∂ (r, r )/∂ν(r ) remain nonsingular within the patch. In this case we see, further, that, because the densities ϕ k (u k , v k ) vanish to high order at the boundary of the relevant integration domains, the functions to be integrated can actually be viewed as smooth periodic functions. However, for such functions the trapezoidal rule yields quadratures with super-algebraic convergence, and our integration problem is solved in this case. Interestingly, we will utilize trapezoidal rules throughout the paper to construct an efficient higher order integrator of the singular integrals as well-as we explain in what follows.
Let us thus consider the problem of evaluation of an integral over the patch P k for a point r within P k . (Note that such a point can correspond to either a node (u k , v k m ) of the coordinate grid on the patch P k or to some node (u j q , v j r ) associated with a different patch P j which overlaps P k .) In this case we will use an infinitely smooth finitely supported function η r (r ) to split our integration problem in the form
where η r (r ) = 1 for |r − r | < r 0 and η r (r ) vanishes for |r − r | ≥ r 1 . The pair (η r , 1 − η r ) is, of course, a partition of unity. One such POU needs to be constructed for each target point r : the collection of all such partitions of unity will be referred to as the floating POU. We see that the integrand containing the factor (1 − η r (r )) is, again, a smooth periodic function, and the corresponding integral may be accurately evaluated by means of the trapezoidal rule; the integral containing the factor η r (r ), in turn, will be evaluated by means of a specialized high-order singular integrator constructed in Section 3.
(The floating POU allows us to restrict use of a specialized high-order singular integrator (see Section 3) to a neighborhood of each singular point-thus limiting the computational cost of such singular integrations and allowing for a fast overall integrator. The support of the floating POU will be chosen in such a way as to optimize the overall complexity of the algorithm while maintaining super-algebraic convergence; see Section 4. The choice η = 1 (large r 0 , no localization) gives rise to an O(N 2 ) integrator-which, as we will see, can itself be quite efficient for small-to medium-size problems.)
The POU scheme described in this section is depicted in Fig. 1 . We thus see the surface is covered by large patches which have associated "fixed" partitions of unity. Varying the target point r, in addition, we have a two-function "floating" partition of unity. The radial lines in Fig. 1 relate to the details of our singular high-order integrator, which we describe in the following section. The nonsingular integrals will be computed by means of trapezoidal rules, appropriately accelerated by means of the methods of Section 4.
SINGULAR INTEGRATION: VARYING POLAR COORDINATE SYSTEM
In this section we describe the high-order adjacency-integrator that we use for evaluation of the last integral in Eq. (10) . In detail, on each patch P k we need to integrate numerically products of a smooth function r (u , v ) ) with kernels of each one of the following types:
Here, for an arbitrary evaluation point r ∈ ∂ D we have set R = r − r k (u , v ) ; the kernels G 1 (R) and G 2 (R) correspond to the single-layer potential, while G 3 (R) through G 5 (R) occur in the double-layer integral.
It is easy to design a high-order integration algorithm for the products of f k (u , v ) with G 2 (r) and G 3 (r): these kernels are real analytic functions, and the function f k (u , v ) is smooth and vanishes with all its derivatives for |R| ≥ r 1 due to the properties of η r (r (u , v ) ). Thus, the trapezoidal rule provides a high-order quadrature rule in this case.
This approach is not appropriate, however, for any of the remaining kernels. Indeed, the kernels G 1 (r) and G 4 (r) are singular, while G 5 (r) is discontinuous at |R| = 0. As we have mentioned, our approach to high-order quadrature of such kernels is based on analytical resolution of the associated singularities-that is, reduction of the singular integral to quadrature of smooth functions.
To obtain such analytical resolutions for integrals evaluated at a discretization point
we use a system of polar coordinates centered at (u, v):
) of the coordinate grid on the current integration patch or to some node r j (u j q , v j r ) associated with a different patch P j which overlaps P k .) In this system of coordinates the relevant integrals can be made to read
where we have set
with
For an infinitely smooth surface the expressions
can be easily shown to be infinitely smooth functions of ρ for any fixed direction θ. In the limit ρ → 0 the values of these expressions can be found explicitly as
where κ n (u, v, θ) is the curvature of the surface at the point r(u, v) in the direction r u (u, v)
Since all the other factors in the integrands of (13) are smooth functions of ρ, and since the integrands vanish at the ends of the integration interval together with all their derivatives, the use of the trapezoidal rule provides radial quadratures of high-order accuracy. The trapezoidal rule also provides an appropriate high-order integrator for the angular integration of Eq. (12), since the corresponding integrands L i (u, v, θ) , i = 1, 4, 5, are themselves smooth periodic functions of θ. By symmetry, the range of the angular integration can be reduced from 2π to π.
(An additional aspect that needs to be considered in this context concerns cancelation errors. Indeed, since we utilize several parametrizations, it is possible for the quantity |R| to become very small while remaining nonzero. In this case, special care should be excercised to avoid cancelations errors when evaluating Eqs. (14) and (15); indeed, it is not hard to compute these expressions by means of appropriate polynomial interpolations and/or Taylor expansions-thus avoiding explicit calculation of differences.)
We have thus shown that use of polar coordinates provides an effective analytical resolution of the singular terms and that it allows high-order integration by means of the trapezoidal rule. The corresponding radial quadrature points, however, do not lie on the Cartesian grid associated with the given coordinate patch; see Fig. 2 . Thus, use of an appropriate (fast) interpolation strategy is necessary for evaluation of the necessary function values at the radial integrations points. Efficiency is of utmost importance here, since we use one such polar coordinate transformation at each target point (u, v) . An efficient interpolation method can in fact be obtained-as described in what follows.
FIG. 2.
Integration in a polar system; empty circles indicate discretization points for the integration with respect to ρ.
Efficient Interpolation Scheme
To obtain accurately interpolated values of the integrand ϕ k (u , v ) at points lying on the
. . , n − 1 from the corresponding values at the Cartesian nodes we proceed as follows. The integrand is given by its values at the nodes
To evaluate an integral along the line u = u + ρ cos θ , v = v + ρ sin θ , for θ ∈ [π/4, 3π/4], we utilize a trapezoidal quadrature rule with the discretization step ρ θ equal to v/ sin θ , so that the integrand has to be evaluated at the points ρ k = k ρ θ − v/ sin θ . Note that the quadrature rule is chosen so that all of these points are situated on the straight lines v j = j v, as shown in Fig. 2 .
Since for each fixed value v = v j = j v the function is known at equidistant points u i = i u, a one-dimensional interpolation in the u direction suffices to provide all the required values. To speed up calculations while maintaining high-order accuracy, we use the following interpolation and approximation algorithm:
1. Obtain the Fourier coefficients of the given function for each one of the lines v = v j = j v by means of the fast Fourier transform.
2. Evaluate the resulting Fourier series and their first derivatives on a much finer equispaced grid. These evaluations can be obtained efficiently, again, by means of the fast Fourier transform; in all numerical examples provided in the present text the spacing of the refined grid was 16 times smaller than that of the original grid.
3. On each interval of the refined grid construct an interpolating polynomial of degree 3 such that its values and the values of its first derivatives coincide with those of the trigonometric polynomial at the endpoints of the interval.
As a result of this procedure we obtain polynomial splines that closely approximate the interpolating Fourier series. The use of the fast Fourier transform makes the interpolation times negligible compared to that required by the other stages of the algorithm; evaluation of the splines at the required points requires few multiplications and additions per point and it is therefore very fast as well. (Clearly our interpolating algorithm, which is based on use of cubic interpolations, is fourth order accurate in the subgrid spacing. One could certainly use increasingly larger subgrids and Chebyshev interpolation to produce an interpolation technique of super-algebraic convergence. This is a matter of limited interest in practice, however. Indeed, in the cases we have considered, the cubic interpolation method with a 16-fold refinement described above matches the accuracy of the underlying trigonometric approximation to O(10 −9 ), in computing times on the order of 1% of the time required by the overall computation. These accuracies are higher than those of interest in all of the problems we have treated, so that the use of more sophisticated interpolating techniques does not seem necessary.) The radial integrations have thus far been restricted to lines determined by angles θ in the interval [π/4, 3π/4]. Integration over the lines corresponding to the complementary set of angles θ ∈ [0, π/4] ∩ [3π/4, π] can be performed similarly; in this case interpolations along the lines u i = i u should be used.
EVALUATION OF NONSINGULAR INTERACTIONS
Unlike the singular quadrature problem, the evaluation of nonsingular interactions does not present challenges from the point of view of accuracy, since in this case all integrands are smooth and, in view of our smooth patching strategy, the trapezoidal rule yields highorder accuracy (see [20] for a detailed error analysis). The main task here, however, relates to acceleration. Indeed, most interactions are of nonadjacency type, and a direct use of an integrator such as the trapezoidal rule would lead to a complete O(N 2 ) algorithm. In the following section we introduce our precise concept of adjacency, which is central to our approach. According to this concept (which bears some similarities to the ones used in other accelerated methods such as the FMM [25] and the k-space method [23] ), the nonsingular interactions are further classified into nonadjacent nonsingular interactions and adjacent nonsingular interactions. The evaluation of nonadjacent interactions is discussed in Sections 4.1-4.3 below. We note that the combination of the integrator of Section 3 with that of Sections 4.1-4.3 accounts for most of the surface interactions but not all of them. Our treatment of certain remaining "adjacent nonsingular" interactions is discussed in Section 4.4-where, in addition, we make specific choices with regard to the parameters defining the floating partition of unity of Sections 2 and 3 and thus complete the description of our integration algorithm.
Two-Face Equivalent Source Representations
Our acceleration strategy is based on certain distributions of "equivalent sources," which we describe in what follows. We begin by considering a cube C of side A containing the given obstacle, which we then partition into a number L 3 of identical, nonoverlapping cubic cells c i of side H = A/L, so that there are L cells along each edge of the cube. (For elongated obstacles a 3-D slab is preferable; for simplicity of presentation, however, we will limit our discussion to a covering by a cube.) We note that each one of the surface discretization points (also called "true sources" in what follows) is contained in one of the cells c i ; typically, however, most cells contain no true sources in their interior. As we shall see in Section 4.3, it is necessary for our method to use cells c i , which do not admit inner resonances-eigenfunctions of the Dirichlet Laplacian-for the given wavenumber k. This can be ensured easily by adjusting slightly the cube size A and the cell size H if necessary.
We seek to substitute the surface sources contained in a cubic cell c i by certain "equivalent sources" on the faces of c i , in such a way that the field produced by the c i -equivalent sources coincides, to high-order accuracy, with the field generated by the c i -true sources at all points in space that are "not adjacent" to c i . More precisely, the approximation corresponding to a cell c i will be valid outside the concentric cube S i of side 3H , with exponentially small errors. As we show below, for computational efficiency it is favorable to use a sequence of three independent sets of equivalent sources, located on three corresponding sets of points , = 1, 2, 3. To define , note that the union of all cell faces parallel to the coordinate plane x = 0 consists of a number L of parallel squares of side A. Upon choice of an equivalent-source step size h (see Remark 4 and Section 5), we place identical twodimensional Cartesian grids of points on each one of these squares; is then defined as the union of all these grids.
(We note that such distributions of equivalent sources, which by design are contained in three sets of "sparsely spaced" parallel planes, lead to significant benefits: On one hand they give rise to a high-order accelerator; see also Table VII and Part II [20] . On the other hand, sparsity leads to FFTs which are significantly smaller than those arising from fully volumetric equivalent-source distributions [2, 23] -and, thus, to substantially reduced memory requirements and faster numerics.)
The high-order equivalent-source representations we seek for nonadjacent fields result from consideration of spherical harmonics, Bessel and Hankel functions Y m n (·), j n (·), and h (1) n (·), and the spherical wave series
which, for a field u(r) generated by sources inside a sphere B a of radius a, provides a convergent expansion of the field everywhere outside B a . Roughly speaking, at a distance D = |r| from the center of B a , the error in a truncated spherical wave expansion (16) containing the n ≤ n t terms only,
is of order
for sufficiently large n t ; see Remark 4. This estimate, which follows from the asymptotic properties of the special functions and consideration of the addition theorem [13] ,
is discussed in detail in [20] . It follows from these considerations that, at a distance D from a given cell c i , the fields generated by the c i -surface and c i -equivalent sources can be approximated with a prescribed accuracy by truncated spherical wave expansions of the form (17) with an appropriate value of n t . However, these expansions converge slowly in at least some of the 26 cells surrounding c i . This leads to our precise concept of adjacency: two points r and r in space are considered to be adjacent if they both lie within the same cell c i or if one lies within a cell c i and the other lies in any of the 26 neighboring cells. Equivalently, a point r ∈ c i is adjacent to every point r ∈ S i and nonadjacent to every point r ∈ S i .
We can now describe the specifics of our implementation. For a fixed value of = 1, 2, 3, we associate to each cell c i -equivalent sources (monopoles ξ i, j , respectively), which are placed at points r i, j , j = 1, . . . , M equiv , contained within certain subsets i of . In detail, the set i consists of all the points in which lie within the union of two circular domains concentric with (and containing) the faces of c i in , as shown in Fig. 3 . The radius of these domains is chosen to be equal to-or slightly larger than-the length of the diagonals of the faces; experimentally it was found that increase of the radius up to 40% leads to somewhat higher accuracy and relatively small increases in computing times.
Remark 1.
As shown in Part II [20] , use of a combined set of monopoles and dipoles does indeed suffice to provide convergent approximations from the types of two-face representations we use. Two-face distributions of one type, either monopole or dipole type, do not give rise to such convergent approximations, however. 
can be expressed through an expansion of the form (16) . Let us take a value n t of the truncation parameter such that the truncated expansion (17) corresponding to ψ c i ,true approximates this quantity to within the prescribed error tolerance. We thus see that ψ c i ,true can be approximated by ψ c i ,eq at points nonadjacent to c i and to within a given tolerance O(ε) if and only if the intensities of the equivalent sources can be selected in such a way that:
1. The coefficients of the spherical wave expansion (16) for ψ c i ,true are approximated "well" by the corresponding expansion coefficients for ψ c i ,eq for all n ≤ n t . More precisely, the truncated spherical wave expansion of order n t for these two fields should differ in no more than O(ε) everywhere outside S i 2. The n t -tail (i.e., the sums for n > n t ) of the spherical wave expansion for ψ c i ,eq should be of O(ε) or less everywhere outside S i .
In practice, it was found that these two conditions can be guaranteed to hold provided
equivalent sources are used, and provided the intensities are chosen so that the vector formed by the differences (ψ c i ,eq (r) − ψ c i ,true (r)) (as r varies over a number n coll ≈ 2M equiv collocation points on ∂S i ) is minimized in the mean-square norm. Thus, the intensities are obtained as the least-squares solution of an overdetermined linear system of the form
where A is an n coll × M equiv matrix. Note that this prescription does not require explicit use of the spherical wave expansions (16), and thus it completely bypasses costly evaluations of special functions.
Remark 2. Since all the cells c i are identical, the matrix A above is one and the same for all the c i 's. Thus, the QR decomposition of A (which we use to solve the least-squares problem under consideration) need only be computed once and stored for repeated use.
Remark 3. Our choice for the positions of the equivalent sources and similar choices for the corresponding positions of the n coll collocation points can lead to substantial reductions in computation time. Our prescription in these regards takes advantage of certain symmetries which can be exploited to induce a block diagonal structure in the matrix A, and, consequently, a significant eightfold reduction in the computational expense required to produce the intensities of the equivalent sources; see Appendix A.
Remark 4. The asymptotic regime of exponential decay (18) for the error in the approximation (17) is achieved for values of n t ≥ 2k A/L; that is, n t must exceed 4π times the acoustical size of the cells (measured in λ); see Part II [20] . Thus, the parameter M equiv ≥ n 2 t must exceed the value (2k A/L) 2 for the substitution to exhibit exponentially accurate approximations. As shown in Part II, the prescription M equiv = n 2 t with n t given by
gives rise to errors of O(ε) in the equivalent source approximations; the associated maximal step size h = h max in the Cartesian grids of is then, approximately,
Remark 5. The surface distributions of equivalent sources we use are not unrelated to those occurring in the Laplace solver of [1] . Indeed, that FMM algorithm uses distributions of equivalent sources on spherical surfaces to represent the fields generated by portions of the scattering surface. Such spherical arrangements are not suitable for use in conjunction with FFTs. Our equivalent sources, in contrast, like those arising in other k-space methods, are designed to work as part of FFT-based algorithms. Our two-face distributions of equivalent sources are useful in that they give rise to reduced FFTs and thus to substantially reduced computing times and memory requirements.
FFTs: Nonadjacent Field Values on a Sparse 3-D Grid
The methods introduced in the previous section allow us to identify the field produced by the portion of the scattering surface contained within a cell c i with the corresponding field produced by the equivalent sources on i everywhere outside S i . In other words, recalling the definition of adjacency of Section 4.1, we define ψ a,true (r) and ψ na,true (r) as the fields induced at point r by the adjacent and nonadjacent true sources, respectively, so that
Further, denoting by ψ (na,eq) (r) the field induced at point r by all the equivalent sources in nonadjacent to r ( = 1, 2, 3), we may write
where the O(ε) term is the prescribed numerical tolerance in the equivalent source approximation; see Section 4.1.
The acceleration algorithm utilizes a quantity related to those occurring in Eq. (25), namely, the field ψ ( * ) (r) produced at a grid point r by all of the equivalent sources in except the one at point r-where the Green function is infinite. Using the notation * (r, r ) = (r, r ) for r = r 0 for r = r , ( * ) (r, r ) = ∂ (r, r )/∂ x for r = r 0 for r = r
we have
(compare with (20) denote the sum of all intensities of equivalent sources located at point r :
We note that the functions ψ ( * ) ( = 1, 2, 3) do not approximate any of the physical quantities under consideration since, at any given r ∈ ∂ D, the quantity ψ ( * ) (r) contains only poor approximations of contributions from sites adjacent to r. Subtraction of these poor approximations would then complete the evaluation of ψ (na,eq) (r). 
Evaluation of the Surface Values of ψ na,eq
Once ψ (na,true) (r) is known for r on the faces of a cell c i , this function can be evaluated at points inside c i as the solution of a Dirichlet problem. Such Dirichlet problems can be solved uniquely and in a stable manner since the size of the cells has been chosen so that internal resonances do not occur (Section 4.1); see also [20] for an error analysis in these regards.
In order to obtain the field inside a cell, we use a discretized plane wave expansion [16] ,
where u j are unit vectors defining directions of wave propagation, and ζ = (ζ 1 , ζ 2 , . . . , ζ n wave ) is a vector of expansion coefficients. Since ψ na,true (r) does not contain contributions from cells adjacent to r, ψ na,eq (r) this expansion converges exponentially fast with increasing number of wavevectors u j ; see [20] for details. A number of other representations could be used in the solution of our Dirichlet problems, including an inner-field spherical wave expansion; the expansion (29) seems advantageous in that it does not require evaluation of special funcions.
The choice of the unit vectors in the representation (29) is rather arbitrary: it is only necessary for the vectors u j to sample the surface of the unit sphere with a sufficient degree of uniformity. The prescription we use for the distribution of the u j 's leads to significant reductions in the operation count; see Appendix A for details. The coefficients ζ j , on the other hand, are chosen so that the expansion (29) matches the field values on the boundary of c i . As in Section 4.1, stability considerations require discretizations and plane waves to be set up in such a way that the associated linear algebra problem is overdetermined, in the present case by a factor of 1.5 or less-depending on the acoustical size of the cells c i .
The matching procedure thus requires solution of an overdetermined system of linear equations
where M equiv equivalent source locations in i are used here as matching points; see Fig. 3 . This least-squares problem is solved by means of a QR decomposition; as in Section 4.1, since the geometry of all cells is identical the QR factorization of B needs to be computed only once, as factors can be stored for repeated use.
Adjacent Nonsingular Interactions
The floating POU η r of Section 2 was introduced as a means to reduce the domain in which the polar coordinate integration of Section 3 is operative-thus avoiding the substantial O(N 2 ) overall operation count which would otherwise be required-but the size of the support of η r was left unspecified. The FFT acceleration technique of Sections 4.1-4.3, in turn, effectively accelerates the evaluation of nonadjacent contributions, that is, the contribution to a cell c i from sources lying outside the cube S i . It is therefore reasonable to restrict the support of η r to lie within S i for every r ∈ c i . Thus our prescription is: Taking r 1 to equal the cell size H , η r (r ) is a C ∞ function of r , η r (r ) = 1 for |r − r | ≤ r 0 and η r (r ) vanishes for |r − r | ≥ r 1 . The specific value of r 0 and the particular function to be used have limited impact as long as the derivatives of η r are not excessively large. In fact, it is advantageous to set up this floating POU in such a way that its spatial derivatives are as small as possible: a specific form we have used frequently is η r (r ) = e 2e −1/t t−1 , t = |r − r |/r 1 .
To complete our integration algorithm we need to add the integral containing the term (1 − η r ) in Eq. (10) over the portion of the scattering surface which lies within S i . To do this we simply add the corresponding point sources at the Cartesian discretization points in parameter space whose images lie inside S i . The overall procedure results in spectral accuracy, since together with the integral over the nonadjacent sources (given by the acceleration scheme), this makes up the trapezoidal rule sum for the first integral on the right-hand side of Eq. (10), whose integrand is a smooth periodic function in (u, v) parameter space.
Sections 2-4 provide a full description of our integration algorithm for any given choice of the discretization parameters N , L, and M equiv . Various rationales leading to optimal choices of these parameters are discussed in the following section.
DISCRETIZATION PARAMETERS AND OPERATION COUNT
The explicit algorithmic prescriptions introduced in the previous sections depend on three main discretization parameters, namely, the number N of surface discretization points, the number L of planes defining the sets , and the number M equiv of equivalent sources in each one of the sets i . Alternatively, we may characterize our discretizations by means of the three numbers (N , L , M) , where M is the total number of points within each one of the planes defining . (With reference to the equivalent-source spacing h introduced in Section 4.1
The precise relation between M equiv and M depends on the radius used for the domains i ; see Section 4.1.
Specific choices of the parameters (N , L , M) are to be made to account for the character of each problem under consideration. Thus, for example, the number N of discretization points must be selected in order to correctly sample acoustic wavelengths and scattering surfaces. The parameters L and M, however, ought to be chosen to optimize the operation count for a prescribed accuracy ε.
To analyze and optimize the complexity of our algorithm we need to consider some basic associated quantities; these parameters, all of which can be expressed in terms of (N , L , M), are listed in Table I . With these quantities it is not difficult to determine the number of operations required by the various stages of our algorithm.
Let us consider, for example, the cost of the most important part in our acceleration algorithm, namely, the convolution step. There are in fact six convolutions in this step, two for each of the three sets of equivalent source planes, one for the monopole distribution, and the other for the dipole distribution. Each one of these convolutions is computed through an FFT on the three-dimensional grid of equivalent sources. Since, as stated in Table I , 
a set of L planes each containing M equivalent sources is used, there is a total of L M equivalent sources in each convolution. Thus, the convolution step reduces to evaluation of a fixed number of FFTs of size O(L M), and thus, the total cost of the convolution step is
). All other necessary counts result similarly from the parameters listed in Table I . The resulting complexities are listed in Table II .
In order to proceed with the parameter optimization we may safely assume that the relation
holds. Indeed, in view of Eq. (23), M equiv is roughly of the same order of magnitude as the number of points in the face of a cell c i as dictated by the Nyquist frequency, so that M is approximately equal to the number of points required to Nyquist-sample a surface of area A 2 -while N must be at least that and possibly larger if subwavelength surface features need to be resolved. (Generally, a significant amount of subwavelength sampling is required to accurately resolve geometric features of a given surface, although simple, slowly varying geometries such as spheres can be sampled at rates determined by the radiation wavelength only.)
Under the condition (32), the total number of operations T -which equals the sum of the quantities in the right column of Table II-is given by
In view of the relations
(see (21) , (23), and (31)), it follows that for a given fixed value of N , T actually depends on a single parameter, say, T = T (L), and thus, that once the surface sampling rate has been chosen, the optimal discretization parameters L and M can be obtained as the solution of a one-dimensional minimization problem. To minimize T we define
and we consider the two alternatives that arise as the maximum in Eq. (34) is realized either by 2k A/L or by 2c(ε).
Case A. k A L ≥ c(ε). In this case we have
; to simplify the optimization calculation we define an exponent β by
so that the total number T of operations is given by
An exact minimization of this expression with respect to L requires solution of the transcedental equation
We will find an approximate solution to this equation satisfying the condition
Neglecting this term in the denominator of Eq. (38) and approximating the lower order term 1 + log(N β L) by 1 we obtain the approximate minimizer
We see that, indeed, condition (39) is satisfied as long as β < 14/13-a restriction which can safely be assumed; see Eq. (42) below. The value L = L 0 leads to an overall operation count T given by
An exact solution of Eq. (38) could in principle lead to additional reductions in the overall complexity of the algorithm, but such reductions are small-of the order of the constants involved in the "order of magnitude" calculation or logarithmic at best-and they will not be pursued further here. The algorithmic prescriptions implicit in the complexity count of Eq. (41) depend on the parameter β-which gives a measure of the size N of the discretization used for the scattering surface relative to the size O(k 2 A 2 ) of a grid needed to correctly sample the wavelength of the incoming radiation alone in a planar surface of size A. The parameter β equals 1 when the surface discretization step is of order of a wavelength (N = O(k 2 A 2 )); for more refined surface discretization β is less than 1. Further, the condition k A ≥ Lc(ε) assumed in the present Case A leads to the inequality
, so that, in the present case we have
The corresponding values of T vary from O(N 6/5 log N 6/5 ) to O(N 4/3 log N 4/3 ). We now consider the second alternative, which arises as the maximum in Eq. (34) is realized by 2c(ε)-which corresponds to the case β < 4/5.
log (3) . In this case we have M = O(L 2 ) and Eq. (33) gives
The corresponding minimizer satisfies the transcendental equation
An approximate solution to this equation is given by
which leads to the operation count
The restriction β < 4/5 on the values of β in the present case k A < Lc(ε) follows from Eqs. (43). Cases A and B provide the optimal operation counts attainable by our algorithm under all possible scenarios-that is, for all possible values of the parameter β. We thus see that for simple surfaces, for which β = 1, the overall operation count is O(N 4/3 log N ). Complex surfaces, containing subwavelenght features, however, need to be discretized much more finely than required by the radiation wavelenght only-thus leading to values of β < 1. In sum: (a) For smooth surfaces, for which our high-order algorithm provides accurate solutions for small values of N , the overall complexity count is O(N 4/3 log N ); (b) for highly complex surfaces, on the other hand, we have β < 4/5, N is large, and the overall complexity count is O(N 6/5 log N ).
NUMERICAL RESULTS AND PERFORMANCE COMPARISONS
In the following sections we compare our results with those provided by some of the most competitive algorithms in existence today. Thus, in Section 6.1 we compare the overall performance of our method with that of FISC [28] , in Section 6.2 we compare our Nystrom high-order integrator to that of [10] , and in Section 6.3 we delineate the distinctions between our approach and the FFT-based algorithms of [2, 23] -with highlights on the advantages offered by the present approach.
(The following caveat should be taken into account when considering the data presented in the following sections: Our results correspond to solutions of three-dimensional acoustic scattering problems-solutions of the Helmholtz equation-whereas the FastScat and FISC data of [10, 28] correspond to solutions of the Maxwell equations. There are, of course, some differences between the Helmholtz and Maxwell problems; in particular, the unknowns in the Maxwell integral equations are two-dimensional vectors, as opposed to the single scalar unknown arising in the Helmholtz integral equation. However, our methods apply to the full Maxwell problem, and their performance in that case is expected to be similar to the one presented here.)
Solutions of the linear systems arising from discretization of Eq. (5) were obtained in all cases by means of a version of the iterative solver GMRES [27] in fully complex arithmeticwhich leads to a lower number of iterations than the corresponding double-dimension real problem; see [7] . Finally, in all cases we used the value γ = max{3, A/λ} for the coupling constant in Eq. (5), where A is the diameter of the scatterer. Indeed, we have found that this value of γ leads to a substantially reduced number of GMRES iterations.
Comparison with the FMM Approach of [28]
FMM-based algorithms provide considerable acceleration: they run in as little as O (N log N ) operations per iteration. As mentioned in the introduction, to the best of our knowledge, high-order accuracy has not been demonstrated in FMM computations of wave scattering. A possible explanation for this fact is that the FMM approach [12, 26] depends critically on certain mappings which contain multiplication by Hankel functions of high order. These operations are associated with a substantial amount of ill conditioning, which leads to accuracy limitations known as the "subwavelength breakdown problem"; see [14, p. 51; 21, p. 576]. These instabilities may prevail and mask the asymptotic high-order convergence of any underlying high-order integrator, however accurate. The search for stable FMM solvers continues to this day [19] , and the feasibility of such designs is yet to be demonstrated. In contrast, the FFT acceleration techniques are stable. Table III compares the performance of our algorithms to the FMM implementation of FISC [28] . We see that the present algorithm achieves considerably higher accuracy than those of [28] with lesser computational resources.
Nystrom Local Integrator
In Section 3 we have described a quadrature algorithm which evaluates singular integrals to high order. Although this algorithm is mainly intended for evaluation of adjacent interactions, it can be applied to evaluation of nonadjacent interactions as well. Indeed, letting η in equation (10) be a function with a large support, perhaps even
leads to a scheme in which a large fraction of the interactions are handled by the adjacency integrator, resulting in a (high order) O(N 2 ) method. (The speedup advantages provided by the fast nonadjacency integrator of Section 4 can, of course, be very substantial, as we demonstrate in Section 6 below. As we will see, however, the direct quadrature rule defined by (44) is so efficient that, for small-to medium-size problems, it can perform better than the accelerated scheme.) Note. The error norms ε 2 and ε ∞ are defined in Appendix B.
In Tables IV and V we present computations of scattering by a small sphere obtained from our basic high-order integrator (with a large-support η and without use of FFT acceleration). The convergence study of Table IV demonstrates clearly the high-order nature of the present local integrator-the corresponding high-order convergence of the accelerator is demonstrated in the following section. Table IV shows that our integrator can produce meaningful results from use of as few as three points per wavelenght; subsequent doubling of the discretization density consistently result in accuracy improvements of two orders of magnitude. Table V , on the other hand, provides a comparison of our results with those produced by the high-order Nystrom and Galerkin discretization techniques of [10] (program FastScat). In the computing time portion of Table V we only show the setup time reported in [10] , since in that work a slow LU decomposition was used to solve the resulting linear system. In the entries corresponding to our algorithm we show the full computing time required for the solution of the boundary integral equation. The notation NA in our tables indicates results obtained by means of the nonaccelerated version of our algorithm.
In examining Table V it should be borne in mind that different computers were used (a Sparc 10 in [10] and a 400-MHz PC in our work) and different problems were solved (a Maxwell system in [10] and the Helmholtz equation in our work). It should also be emphasized that, as mentioned above, only the setup time of the high-order integrator of [10] is shown. We see that our method produces substantially more accurate results than those of [10] , in total computing times which are comparable or smaller than the setup portions reported in that work. 
Comparison with AIM
As discussed in the introduction, the FFT acceleration technique described in Section 4 differs substantially from all previous FFT-based techniques, including the AIM [2] and the precorrected technique of [23] . Indeed, the present technique uses surface rather than volumetric distributions of equivalent sources, and it therefore leads to (1) substantially reduced memory requirements, (2) spectrally convergent approximations, and, most importantly, (3) an improved operation count.
With regard to point (1) we note that, indeed, for an N point discretization, the traditional FFT surface scattering solvers such as the AIM require an O(N 3/2 ) FFT-and a corresponding O(N 3/2 ) amount of RAM. The present version of our method requires six FFTs of size O(N q ), 6/5 ≤ q ≤ 4/3. This implies a significantly lower memory requirement, specially for the most complex scattering problems (q = 6/5). Even for a sphere, for which q = 4/3, the application of our technique to the 350,000 unknown problem of Table III requires only one-eighth of the memory that would be required by the volumetric FFT techniques. Together with the spectral convergence properties, such reductions have allowed us to compute very accurately, and on a personal computer, scattering from the bodies of sizes close to the largest reported up to now [2, 28] . (Forty IBM SP2 nodes were used in the latter work to treat scatterers of diameters up to 70λ × 40λ × 15λ; no error estimates were given in that work. The largest bodies we have treated on a single-processor 400-MHz Pentium II (1 Gb of RAM) are an ellipsoid of diameters 100λ × 25λ × 25λ and a sphere of diameter 48λ-in both cases with highly accurate results; see Tables III and VI.) (To facilitate evaluation of errors in the case of ellipsoidal scatterers (Table VI) , we used an off-center source of radiation inside the ellipsoid. The Helmholtz equation was then solved for the boundary conditions induced on the surface of the ellipsoid by this point source. The exact solution to this problem outside the ellipsoid equals, quite simply, the field created by the source itself, so that errors in a numerical solution can be computed exactly. Table VI presents the corresponding error values for the numerical far field in two different error norms.)
Two additional advantages arising from the use of surface distributions of equivalent sources concern the high-order character of the method and its operation count. Indeed, to increase the approximation order of FFT-based methods (which has not been done before), one must represent larger groups of true sources by correspondingly larger groups of equivalent sources in the Cartesian grid. It can be shown that the minimal required number K of equivalent sources in a group surrounding a portion P of the scattering surface is proportional to the area of P. We thus have a choice of how to distribute equivalent sources around P. To do this we point out that the radiation from the true sources in P can be represented exactly by a source distribution on a surface(!) which encloses P. In other words, it is sufficient to use O(K ) equivalent sources on the boundaries of cubic cells, and, in fact, it Note. The error norms ε 2 and ε ∞ are defined in Appendix B. Note. The number of sources (monopoles plus dipoles) used corresponds to a fixed density of equivalent sources (2π per wavelength).
is optimal to do so. Indeed, use of a volumetric distribution of equivalent sources, which is certainly possible, would lead either to (a) a substantially larger local linear algebra problem for the determination of the intensities of the equivalent sources-if the volume is filled with K 3/2 sources-and thus, to an increased operation count, or to (b) a reduced resolution if only K sources are used volumetrically, since this leads to a coarser spacing of equivalent sources. (We note that these alternatives do not arise when low-order approximations, such as the ones in [2, 23] , are used.) The two-face equivalent source distributions introduced in Section 4 constitute further extensions and improvements on the approach based on surface equivalent-source distributions.
The crude discussion presented above has been substantiated with a complete mathematical theory, which is presented in Part II. Here we present the numerical results of Table VII , which serve as an experimental validation of the proposed acceleration technique: Using our prescriptions, we will seek to approximate a field of a unit source located inside a cubic cell c i of size H -two faces of which are depicted in gray in Fig. 3 . The test source is placed at the middle of an edge of c i , halfway between the two planes containing equivalent sources. (Our experiments show that this is the most challenging location for a test source.) The values of the original and the approximating fields are then compared on the faces of a concentric cube S i of side 3H . The approximation errors for different cell sizes are shown in Table VII a hypothetical scatterer which, according to our prescriptions (assuming a O(N 4/3 log(N )) algorithm), would optimally use the quoted numbers of equivalent sources (roughly (k H) 3 ). We note the high accuracy of the approximation for relatively small cells, as well as the increased accuracy that results as the size of the obstacle is increased.
Numerical Results for Other Geometries
Of course, no aspect of our algorithm is restricted to consideration of simple shapes, such as spheres or ellipsoids. To demonstrate this we consider two additional geometries, namely, the bean-shaped scatterer depicted in Fig. 4a and the ogive surface shown in Fig. 5 . The bean-shaped surface is defined by the equation
with a = 0.8, b = 0.8, c = 1, α 1 = 0.3, α 2 = 0.4, and α 3 = 0.1. The largest dimension A of this body (in the z direction) is equal to 2R. In order to investigate the accuracy of the algorithm in this case we first calculated solutions corresponding to the boundary conditions given by a point source inside the body, at a distance 0.5 from the origin in the direction θ = 10
• , ϕ = 0 • . As explained in the previous section, the exact solution for such boundary conditions is known in closed form. The results of this experiment are given in Table VIII . We see that the performance of the algorithm is not altered and that none of the good qualities demonstrated above are a result of the simplicity of the geometries used. Figure 4b presents the forward scattering from the bean-shaped object of size A = 30λ under plane-wave incidence. The near field behind the Note. The error norms ε 2 and ε ∞ are defined in Appendix B.
object-on a plane parallel to the coordinate plane Oyz and located on a distance A from the origin-is shown in Fig. 4b . Table IX displays a set of preliminary results obtained for scattering from a singular surface, the ogive depicted in Fig. 5 , for acoustical sizes (distances between tips) equal to 1λ, 10λ, and 20λ. Here we again used boundary conditions as given by a unit source located inside the ogive for which, as mentioned above, the exact solution is known. (A convergence study for plane-wave boundary conditions showed errors consistent with those displayed in Table IX .) For the larger sizes we used the accelerator described in Section 4; note the substantial improvements in computing times resulting from the acceleration algorithm.
(In this paper we have not described our general approach to resolution of geometric singularities. In the particular case of the ogive's conical singularities, the resolution of the singular integrands was achieved through a combination of two changes of variables: a polar change of variables similar to that described in Section 3 followed by a polynomial change of variables which regularizes the Hölder-type singularity of the underlying density; complete details are given in [6] .)
A brief comment is in order with regard to adaptivity: When refined discretizations are required to resolve singularities of the scattering surface-as they are indeed implicit in our treatment of the ogive tips discussed above-the following acceleration scheme can be used. A global (coarser) Cartesian grid is utilized to compute long-range interactions between distant portions of the scattering surface, together with as many local (fine) grids as necessary to appropriately cover the singularity regions. The fine grids are then used to accelerate short-range interactions within each one of the singular regions, and thus a multiscale FFT acceleration scheme results.
APPENDIX A: ACCELERATION OF THE LEAST-SQUARES SOLVERS
We show how the solution of the linear systems (22) and (30) can be reduced to solution of eight linear systems of eight times smaller size. For definiteness we present full details for the former system Aξ = b; (45) as mentioned below, the latter system can be handled similarly.
The vector ξ in (45) = (b 1 , b 2 , . . . b n coll ) , on the other hand, is a vector containing values of the field generated at n coll collocation points on ∂S i by the true surface sources, and A is a (n coll × n source ) matrix each entry a i, j of which is equal to the field of the jth equivalent source at the ith collocation point.
As shown in Fig. 3 , the array of equivalent sources is designed in such a way that an even number of points in each row and each column of this array lies within each face of each one of the cells c i . This arrangement induces a useful set of symmetries in the set i . Indeed, we see that, in coordinates centered at the center of c i , if a point r = (x, y, z) is in the set then so are each one of the following eight points: A set Q of points which, like i , contains all of the points (46) every time it contains (x, y, z), will be referred to a as an invariant set. Clearly, an invariant set of cardinality n splits into n/8 invariant subsets of eight points, each of which is "minimal," in the sense that it contains no nontrivial invariant subsets. (We note that a minimal invariant set is generated by any one of its elements by means of the symmetries (46).)
To take advantage of the symmetries underlying i we also utilize an invariant set Q i of collocation points on ∂ S i . Further, we reorder the vectors ξ , b and the matrix A so that the entries corresponding to each minimal invariant group of points are numbered consecutively. (We place all monopoles first followed by all dipoles, so that the left half of the matrix A corresponds to the intensities of monopoles, while the right part is related to the intensities of dipoles.) Under such numbering the matrix A in (45) consists of (n source /8) × (n coll /8) blocks P r,s of size 8 × 8; note that the entries of the block P r,s relating the r th group of sources to the sth group of collocation points contains the values of the field generated by the source group r (with intensities equal to 1) at sth collocation group.
At this stage, appropriate changes of basis can be used to reduce each one of the blocks P r,s to diagonal form. We first treat the case in which the r th group of sources is a group of monopoles; in this case we introduce an orthonormal basis in R 8 consisting of the following vectors v j ∈ R 8 , j = 1, . . . , 8: 1, 1, 1, 1, 1, 1, 1 It is easy to check that, indeed, in the basis (47), the linear operator P r,s is diagonal; that is, calling V the (orthogonal and symmetric) matrix (V 1 , . . . , V 8 ) , we have that the matrixP r,s = V T P r,s V = VP r,s V
is diagonal. To show this we consider the field generated by a set of eight monopoles located at points making up a minimal invariant subset Q of i , and with strengths given by the coordinates of the vector v j for some j. Let R, in turn, be one of the minimal invariant subsets of the set of collocation points. We note that an interchange of two points r k 1 ↔ r k 2 in Q has the same effect on the field as a corresponding permutation of the coordinates of v j . In particular, each of the maps
induces a permutation of the coordinates of each of the vectors v j -which has the same effect as that caused by the corresponding permutation of monopole locations. By inspection, we see that the former permutations map a vector v j either into v j itself or into −v j . Calling w j the vector of values of the field at the points R, taken with an ordering as induced by Eq. (46), we see that, again, the induced permutations map a vector w j into w j if v j → v j , and they map w j into −w j if v j → −v j . From this fact it is easy to check that w j is proportional to v j and, thus, that the matrix (48) is diagonal as claimed-thus concluding our treatment of 8 × 8 blocks in the monopole case. Dipoles can be treated in a similar manner: the only difference in this case relates to the fact that, for an intensity vector v j as in (47), the transformation (49) for k = maps w j into −w j if v j → v j , and it maps w j into w j if v j → −v j -that is, the sign changes are opposite for monopoles and dipoles in the k = case; in the cases k = they are identical. This situation results from the fact that all dipoles used in Eq. (20) are given by derivatives in the positive x direction. Use of dipoles defined by means of normals exterior to the cell faces gives rise to symmetries identical to those considered earlier, and, thus, the diagonalization in new variables (which may differ from the actual dipole intensities by a sign) can be performed by means of the changes of basis given for the monopole case. We have thus reduced to diagonal form each one of the 8 × 8 blocks which make up the matrix A, and we have thus produced an equivalent sparse system. An additional permutation of the basis transforms the overall system (45) into a block-diagonal form, with blocks of size (n source /8) × (n coll /8), as claimed. The block diagonalization described above thus reduces the problem of computing the QR factorization of A to that of obtaining the QR factorization of eight matrices of size (n source /8) × (n coll /8). This leads to a 64-fold reduction in the cost of computation of the QR factorization, and an 8-fold reduction in the cost of solution of each least-squares problem. (Note that the latter operation is required for each nonempty cell and for every iteration of the linear-system solver.)
The symmetries in the linear system (30) can be exploited in an entirely analogous manner to produce similar cost reductions in the solution of the in-cell Dirichlet problem described in Section 4.3.
