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If p is a unitary representation of a locally compact group G, one is very often 
interested in the asymptotic behavior of the operators p(g) as g tends to cc in G. 
Put another way one is interested in what operators not in p(G) can be (weak) 
limits of the p(g) as g tends to co. The first part of the paper deals with the 
question of what kinds of unitary operators can be limits of p(g), and we show 
that for connected G the possibilities are very limited. The second part of the 
paper deals with the question of when one can conclude that essentially the only 
operator of any kind not in p(G) obtained as a limit of the p(g) is 0. This amounts 
to showing that the matrix coefficients of p “vanish at co,” and we establish 
affirmative results for irreducible representations of connected algebraic groups 
over local fields (archimedian and non-archimedian). Such results turn out to 
have applications to the theory of automorphic forms and to ergodic theory. 
1. Broadly stated, the asymptotic properties of a unitary representation 
p that concern us amount to the study of the closure of a locally compact group 
of unitary operators acting on an infinite dimensional Hilbert space. More speci- 
fically, let &’ be an infinite dimensional separable Hilbert space, B(.x?), the 
unit ball in the space of all bounded operators on .Z and 4 = %!(&‘) the group 
of unitary operators. We endow both with the weak operator topology in which 
B(S), is a compact metric space, and in which 42 is a complete metrizable 
topological group. Now let G be a locally compact second countable group, and 
let p be a continuous homomorphism of G into Q i.e. a unitary representation 
which we may, without essential loss of generality, take to be injective. We shall 
then, when convenient, identify G with a subgroup of 4. The issue then is what 
can be said about the closure of G in 9 or in B(S), under various hypotheses 
on p and the structure of G. Our theme will be to try to prove that G is not too 
much larger than G. 
Actually we consider two separate questions which have rather different 
kinds of answers. First we can ask for the closure of G in 4; this is an infinite 
dimensional analogue of the situation of a dense analytic subgroup G of a Lie 
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group H. There are well-known “bounds” on the size of H/G, and we will 
establish analogues of this result. Secondly we can ask for the closure of G 
in all of B(&‘), , assuming perhaps implicitly that the first question has been 
answered. This has no finite dimensional analogue, and what is at issue is the 
asymptotic behavior of the matrix coefficients (x, p(g) y) of the representation p. 
The main results here concern conditions on p and G sufficient to ensure that 
the closure of p(G) in B(&‘), is exactly p(G) u (0). 
Let us be more specific about our results. In the first, the easiest example of 
a non closed analytic subgroup of a Lie group is the real line wound around 
a torus. The finite dimensional theorem alluded to above says that this example 
is typical and that nothing worse can happen in general. (See Theorem 2.1 
on p. 190 of [8] for a precise statement.) It perhaps comes as a surprise that a 
similar fact is valid in the context of a connected Lie group G injected via p 
into a unitary group Q(Z) = @. W e will prove the following theorem. 
THEOREM 2.1. If G is connected Lie group and p a continuous injection of 
G into %, let G be the closure of G in Q, and let Z(e) be the center of e. Then 
(I ) The normalizer of G in 4 is closed, and hence G is normal in G. 
(2) G/G is at most two step nilpotent. 
(3) c/Z(c) is a Lie group, and e/G * Z(G) is abelian. 
(4) If the adjoint group of G is closed, then e = G * Z(e). 
COROLLARY. If G acts irreducibly on X (OY is just primary) and has closed 
adjoint group, then G is closed in 4X(&‘) zy G n T is closed in T where 
T = (A . 1, 1 X 1 = l} is the circle group of scalar operators. 
By projective limit arguments one can jack up Theorem 2.1 to a statement 
about connected groups. These results we feel are not technical curiosities, and 
indeed we suspect that they are closely related to observed regularities of the 
representation theory of connected groups found in [19], [22], [23], [24]. 
Moreover, they can be used to give non-measure-theoretic proofs, in the case 
of connected groups, of some crucial points in the representation theory of 
group extensions as developed by Mackey [I 31. Sections 2 and 3 of the paper 
are devoted to the proof of Theorem 2.1 and related results. 
The second problem, that of studying the closure of p(G) in B(Z), , is as 
noted really a question of the asymptotic behavior of matrix coefficients of p. 
Here it is appropriate to assume that p is irreducible, and we let P = P, be 
the projective kernel of p, that is all g E G with p(g) a multiple of the identity, 
say h,(g) * 1. Then A, is a character of P,, with kernel K = K, equal to the 
kernel of p. Then it is clear that any matrix coefficient of p, C:,,(g) = (x, p(g) y) 
has absolute value depending only on the coset of g mod P, and hence defines 
a continuous function on G/P. Our goal is to find conditions which ensure 
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that / Cz,,( .); tends to zero at cc in G/P. This is precisely equivalent to the 
assertion that the closure of p(G) . T (T = {X . 1, 1 h 1 = 1)) in B(z), consists 
of itself together with 0. If such a statement holds, then p(G) T is afortiori 
closed in %, which reproduces the assertion of the corollary of Theorem 2.1. 
It turns out that results asserting that matrix coefficients vanish at co are 
useful in the theory of automorphic forms and in fact a question of Shintani 
was the initial stimulus for this work. Such results are also essential for the study 
of ergodic properties of flows on homogeneous spaces. One might anticipate 
other applications as well. Actually one could ask for more detailed asymptotic 
information rather than just vanishing at co, such as, assertions that matrix 
coefficients are in Lg(G/P) for some p or whether one can find explicit majorants. 
For semi-simple groups information of this more detailed kind is contained in 
the work of Cowling [6] in the archimedian case and Wallach [4] in general. 
Rudimentary information concerning the asymptotic behavior of matrix 
coefficients along one parameter subgroups is contained in [16], and the first 
named author showed how one could parley such results into a general theorem 
on vanishing of matrix coefficients of irreducible representations of semi- 
simple groups over local fields. This result was the starting point for this paper. 
We include this argument in Section 4 even though it is subsumed by more 
recent work noted already, since it is very simple and direct. We should note 
that R. Zimmer independently found the same result for Lie groups. 
Our main result in the final part of the paper implies vanishing theorems 
valid for any irreducible representation of any connected algebraic linear group 
over a local field of characteristic zero. The results should in principle remain 
true in characteristic p but there are some technicalities that have to be con- 
considered. Also it is easy to construct (stupid) counterexamples to vanishing 
theorems for disconnected groups, but even though it is not difficult to rephrase 
the statement slightly to avoid this, we will treat only the connected case. It 
turns out to be more expeditious to establish something slightly stronger than 
vanishing at 00. Let us make the following definition: we say that a represen- 
tation p on X is square integrable if there is a dense set D C 2 so that 
I C,,,(*)l EL~(G/P,) for x, Y f D. 
Our result is the following and is proved in Section 6. 
THEOREM 6.1. If G is a connected algebraic group over a local field of charac- 
teristic zero, and if p is an irreducible unitary representation, there is an integer k 
such that the kth tensor power pBk of p is square integrable. 
Note that if all matrix coefficients of pBk were in Ls(G/P) this would imply 
that matrix coefficients of p where in Lzk(G/P); conversely, matrix coefficients 
of p being in L2” implies the conclusion of the theorem. Moreover, it is not hard 
to see that if a representation  does have a dense set of square integrable matrix 
coefficients, then r is unitarily equivalent to a summand of the representation 
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indPc(&,), induced from P = P, to G by an infinite sum of copies of the 
character h, . Since all matrix coefficients of the latter tend to zero at co, all 
matrix coefficients of n do also. Hence if p is as in the theorem, all matrix 
coefficients of pok tend to zero at co, and hence so do all matrix coefficients 
of p, yielding the desired vanishing result. 
As for the proof, one factors G = G,G, where Gs is reductive and normal, 
and where Gi has no normal reductive factors. It is enough to prove the result 
for Gi and G, separately. For Gs we simply appeal to the deep results of Wallach 
[4], while for Gi we give a Mackey style induction argument. One of the by- 
products of this is that for Gi there is a fixed K that works for all representations p. 
The question of the existence of a uniform K for G, depends on more subtle 
considerations, and there is considerable evidence that one has a uniform K 
if and only if Kazhdan’s property T holds for G, [l 11. If one is interested only 
in vanishing of matrix coefficients, this too breaks apart into separate problems 
for Gi and G, . The results of Section 4 applied to G, and our result for Gi 
taken together then provide a self-contained proof of such a vanishing theorem. 
It is interesting to speculate whether the regularity properties for irreducible 
representations of a given group G embodied in Theorem 6.1 and its 
consequences have any connection with the question of whether G is type I 
or not. We shall show that the same techniques used in the proof of Theorem 6.1 
provide a proof of this theorem for type E solvable Lie groups, and it seems in 
general that the only kinds of groups for which one can establish vanishing 
theorems for matrix coefficients are groups that are known for other reasons 
to be type I. 
2. We now turn to the proof of Theorem 2.1 as stated above. We shall 
not repeat its statement. 
The proof is quite analogous to the proof in the case of Lie groups. In parti- 
cular crucial use is made of the Lie algebra g of G. However, the fact that g 
consists of unbounded operators presents an obstacle to straightforward parroting 
of the finite-dimensional proof, as one might expect. Thus the first task becomes 
to interpret g as a closed subset of something on which 4 acts continuously. 
Our answer is to identify elements of g with their graphs. We proceed to the 
details. 
Consider the set of closed subspaces of Z’. These are permuted by the action 
of @. If V C X is a subspace, the @-orbit of V is characterized by the dimension 
and codimension of V. We shall be mainly concerned with the set of V C % 
which have both infinite dimension and infinite codimension. Call this +Y orbit 
Ym = Y&q. If v E Ym 1 let P, = P be orthogonal projection of JE” onto V. 
Since the map V + P, is bijective from yrn to self-adjoint projections P with 
dim im P = dim ker P = 03, we may identify ym with this set of projections. 
In doing so we implicitly topologize X, by considering it to have the relative 
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strong star topology. (Since elements of yrn are self-adjoint, this is the same as 
the strong topology.) It is clear that this makes ym into a separable metric space. 
However, it is not complete in this metric (think of partitions of unity). Rather, 
the situation is describable as follows. Let 3/m,n be the set of subspaces of 2 
of dimension m and codimension n. Of course only one of n, m can be finite, 
and we note yrnsco = ya . Put y” = unz,n>o ym,n . Clearly y” may be thought of 
as the set of all projections, and may be topologized with the strong star topology. 
Also ym,n is identified to the projections P, with dim im P = m and 
dim ker P = n. 
LEMMA 2.2. (a) y” is a complete separable met&able space in the strong 
(star) topology. 
(b) For any finite number n, Uo6,,,+, Y,,,,~ is closed in y”, and is the closure 
of Yn.w . Similar statements hold for ym,n . 
(4 Ym,m is dense in y”, and a G, . 
(d) The action % on y” is jointly continuous. 
(e) For P E yn,?,, . The map U + UPU* (which is the @ action on y”) 
is open from @ to ynem . 
Proof. If 3’(.8) is the space of all bounded operators on 2, then it is easy 
to see the strong star topology on the unit ball of 9(X) is a complete metrizable 
topology for which multiplication and taking adjoints are continuous (cf. [lo]). 
Since y” consists of elements P such that P = P2 = P*, it is closed in this 
topology, and (a) follows. 
Consider a sequence {Pi}TqI C ynem for some finite n. Suppose Pi -++= PO. 
Then if Q is any projection with P,Q = QP, = Q, we see QPiQ + Q. But always 
QPiQ has rank at most n, and if dim imQ < co, then we are just in a finite 
dimensional situation, and conclude dim im Q < n. This being so for any finite 
rank Q such that P,Q = QPo = Q, we conclude dim im P,, < n also. Thus the 
closure of yn,a? is contained in (Jo<,,+ Y,~,% . To see these sets are equal, con- 
sider an orthonormal basis {ei}E1 , and let Pi , for i > n, be projection onto 
the span of (er ,..., e,-, , ei}. Then evidently lim,,, Pi is the projection onto 
the span of (er ,..., e,-, >. By induction, (b) is proved, and the argument for (c) 
is quite similar. 
Part (d) follows from (joint) continuity of multiplication in the strong star 
topology on the unit ball in Y(X). 
Finally, consider (e). Take PE yn,,, and choose orthonormal bases {ei} and 
{ fj} for im P and ker P respectively. Let P, and Qr be projections onto the 
span of {ei} and {.fi} for i < 1. Of course if 12 n, then P, = P, and if 12 m, then 
Q1 = 1 - P. A neighborhood of P in Y,,~ will always contain a set of the form 
N(t 6) = ip’ E yn.m : II P’f’t - Pl II < E, and 11 P’Q, jj < c}. 
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If P’ E N(Z, E), for any E < 1, then by considering the polar decompositions 
of P’Ql and (1 - P’) Q1 , we see we can move im P’ into ker Q1 by some U, E $Y 
such that 11 U, - 1 // < CE, where c is some constant. So assume im P’ C ker Q1 . 
Then a similar procedure allows us to move im P’ by U, such that U, fixes 
im Q1 , pointwise, and 11 U, - 1 1) < de, d another constant, and ua(im P’) 1 
im P, . After these 2 small rotations, we have im P’ = (im P’) n ker(Qz + P,) @ 
(im P’) n im(Q1 + PJ. W e may now find U, which fixes im(Q1 + P,) pointwise 
and moves P’ into P. This finishes the Lemma. 
We now remind the reader of pertinent facts about graphs and adjoints. Let. 
$ = X @ .Z be the sum of 2 copies of &‘. We write elements of $ as ordered 
pairs (x, y) with X, y E Z. Put Xi = ((x, 0): x g XJ and X2 = ((0, y): y E 21. 
Let 7 denote the set of all V/E ~~(9) such that Vn &a = (0). It may easily 
be shown that F is a dense G, in ym($). In e($) we have ‘B(Z) x e(X), the 
subgroup which preserves X1 and *a . This may be represented as pairs (Vi , U,) 
with Ui E %(.%) and action (U, , U,)(x r , ~a) = (U,x, , U,xJ. We further have 
the subgroup d of pairs (U, U), with U E s(X). We write (U, U) = d(U). 
Also in &(/) we have the transformation W defined by W(x, , x2) = (x2 , -xl). 
We see that d is the centralizer in 4?(X) x g(X) of W. In any case, it is clear 
from our definitions and Len-ma 1 that 4?(%) x %(&‘) acts continuously on?. 
Let PI and Pz be the projections of $ onto Zr and Xa . If VCTE q, put 
Vi = PiV. Since V n tia = {0}, the map PI : V + VI is one-one. Thus we 
may regard Y as the graph of a linear transformation T = T, : V, -+ V2. 
Explicitly we have T,(q) = x2 iff (x1 , x2) E V. Of course T, may not be con- 
tinuous, but by construction it is closed, in the sense that it has a closed graph. 
In any case, we may represent V as V = {(xr , T,x,); xi E Vi}. Consider 
(U, , U,) E 4(X) x a(&‘). Then (U, , U,)(V) = {( Ux, , U,T,x,): xl E VI> = 
{( y1 , U,TJl$yl): yr E U,V,>. Thus in particular the action of d corresponds 
to conjugation of operators, so long as we remember to transform the domain 
also. 
Suppose T: % ---f Z is a closed operator with dense domain Vi . We recall 
the adjoint T* of T is defined as follows. Let ( , ) be the inner product on 8. 
The domain V, of T* is the set of y E .%’ such that the map x + (TX, y), 
initially defined for x E V, , extends to a continuous linear functional on X. 
For these y we then write (TX, y) = (x, T*y). Note then that in the direct 
sum inner product on $, (x, TX) and (- T*y, y) are orthogonal. If V, is the 
graph of T, we may express this fact by the inclusion W( V,,) _C V,l. Here 
WE 4?(%) is defined above and 1 indicates orthogonal complement in %. On 
the other hand, since T is densely defined, we have Zr n Vrl = (0). This 
implies W( VT’) n #s = (01, so W(V,l) belongs to p and is the graph of some 
operator, which can only be T*. Thus T* is a closed operator and V,, = W(VTL), 
It follows quickly that T** = T, and that T* is likewise densely defined. 
Using T*, we can give a formula for orthogonal projection onto V, when T 
is closed and densely defined. Indeed, from the preceding paragraph, we 
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see for (u, w) E f, we may write (u, v) = (x, TX) + (- T*y, y). Solving yields, 
formally at least, x = (1 + T*T)-l(u + T*v). 
A closed densely defined operator T is called self-adjoint if T* = T, or 
equivalently if W(V,) = VTL. A densely defined operator S is essentially 
self-adjoint if the closure of V, is the graph of a self-adjoint operator. Recall 
that if T is self-adjoint, then T generates a one parameter group exp iT of unitary 
operators. That is, there is a family {exp itT: t E [w} C %(&‘), such that the map 
t + exp itT is continuous, and (exp itT)(exp isT) = exp i(s + t) T, and 
lirn (exP itT)@) - x = iTx 
t+0 t 
for x in the domain of T. 
With these recollections made, we may state our main lemma. Recall that 
the weak, strong, and strong star topologies agree on 42 = &(&‘). 
LEMMA 2.3. Let A be a finite dimensional space of essentially self-adjoint 
operators, all defined on a common dense invariant domain 59 C X. Suppose the 
map T -+ exp iT is continuous from A to e(X). Then the map T -+ V, is con- 
tinuous from A to f, and has closed image. 
Proof. The method of the proof is to use the functional calculus for self- 
adjoint operators to establish the desired result. By assumption exp iT is a 
continuous function of T E A. We claim therefore that for any f E L1(R), the 
operator 
f(T) = SD f(t) exp itT dt 
--m 
is a continuous function of T into 6p(.%) ( en d owed with the strong star topology 
on bounded sets. Indeed this is easy to see for f with compact support, and 
passage to an L1 limit presents no trouble. Very probably the result is true for 
any continuous function of T. If f (t) = $e-ltl, then we find (1 + T2)-l depends 
continuously on T. 
For a self-adjoint T acting on #, the projection PT of onto V, has a slightly 
simpler formula than in the general case. It is P,(u, v) = ((I + T2)-l(u + Tw), 
(1 + T2)-l( Tu + T%)). Suppose u and w belong to 9. Then as T varies in A, 
the vectors u + TV and Tu + T2v vary inside some finite dimensional space 
x c 9, and depend continuously on T. By the previous paragraph 
(1 + T2)-l 1 r E Hom(X, %) depends (in the norm topology) continuously on T. 
From these remarks, we conclude that for u, e, E 9, the projection Pr(u, v) 
depends continuously on T. Since all the PT have norm 1 and 9 is dense it 
follows that PT is a strongly-continuous function of T, as claimed by the Lemma. 
To consider the closure of the set of Pr , introduce some norm /I\ I/\ in A. 
Evidently (PT : I// T /(I < c} is compact hence closed. So any adherence points 
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of the PT not coming from A itself will be limits of sequence PT, with /Ij Ti 111 --+a~. 
Let us write Ti = /\iSi where hi = /II Ti l/l and 111 Si 111 = 1. Suppressing the 
sub-i’s for neatness, we have the formula 
P&d, v) = P&, 9) = ((1 + xw)-yu + hSv), (1 + X92)-1@& + h2S%)) 
From the finite dimensional case, we would expect for fixed S as X -+ CO that 
Y---- VT converges to ker S n Sl @ (im S) n S2 , where - here denotes closure. 
We will show that if (u, ZJ) = (0, Sy) withy E 9, then as h --+ CO, P&O, Sy) + 
(0, Sy). Indeed we have 
ll(1 + A2S2)-yAS2y)lI = II A-lp2 + s2)-1(s2y)lI < h-l II y II, 
where jl II is the usual norm in X. Similarly 
I](1 + hw)-yhwy) - sy 11 = 11 S[(P + I!?)-w - l] y II 
= /I A-?!$(A-2 + syy I/. 
From elementary calculus, we compute max{t(h-2 + t2)-l: t E R} = h/2. Thus 
1) h-aS(X-2 + S2)-ly /I < (2)-l Ij y 11. Putting these together we have 
II PAS@, SY) - (0, SY)ll < y h-1 II y /I < 2k1 /I y Il. 
Now consider the sequence Ti = hi& as above. By passing to a subsequence 
we may assume that the Si converge in A, say to S. Then for y E 9, we have 
II pTi(O, sY) - (09 sY)ll = II pTg(o, sY - siY)ll + II pT,(09 siY) - (09 siY)lI 
+ Il(O, siY - sY)ll 
,< WY1 IIY II + wi - JwY)ll)* 
This last quantity clearly converges to zero as hi --+ co and Si --t S. We conclude 
that any subspace which is a limit of a sequence (V,i> with 111 Ti /I/ + co must 
intersect X2 , and so does not belong to 7. The lemma is proved. 
From Lemma 2.3 to the Theorem 2.1 is but a short way. If p: G -+ Q is an 
embedding of the connected Lie group G in @, then p also defines a mapping of 
g, the Lie algebra of g, onto a Lie algebra of essentially skew adjoint operators 
with a common dense invariant domain, the so-called “smooth vectors”. 
Identify g with this space of operators. Then G is generated by exp T, T E g. 
According to Lemma 2, g defines a closed set in 7. Hence if Jlr = {U E 4: 
U(g) U-l = S}, then .K is a closed subgroup of a’. But it is clear that M is 
the normalizer of G in Q. Hence (i) of the theorem is true. Thus in particular 
G 2 M. Via the action of X on g, we have a map 01: G -+ Aut(g). The kernel 
of this map leaves B pointwise fixed, so it leaves G pointwise fixed, that is, it 
#o/32/1-6 
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centralizes G so it is the center of G. The image al(e) is a connected subgroup 
of Aut(g), and contained in the closure of Ad G. Hence a(e) is a Lie group and 
ar(@/Ad (G) is abelian, by the finite dimensional result. Statements (ii), (iii) and 
(iv) of the Theorem follow quickly, and the proof is done. 
3. We shall now show how to extend Theorem 2.1 to arbitrary connected 
groups, and also obtain a result for almost connected groups. A connected 
group G is a projective limit of Lie groups G, = G/K, with K, compact [15]. 
This fact can be used, as in [ 171 and [12], to deduce facts about the represen- 
tation theory G from facts about the G,‘s. For the moment we suppress the 01 
and look at a compact normal subgroup of G, and a representation p of G. 
Then p 1 K decomposes into a sum of isotypic components which will be permuted 
by G/K. Since the projections onto these isotypic components form a discrete 
set in the strong star topology and since G is connected, each isotypic component 
is G invariant. Hence p can be written as a sum of representations pi of G for 
1 < i < 00 such that pi restricted to K is a multiple of an irreducible represen- 
tation. Let Zi be the space of pi , and $‘” = Cy=, & . Now K/ker(pJ is a Lie 
group, and as G/K is a Lie group, it follows that G/ker(p,) is a Lie group. We 
let L, = (& ker(p$) so that L, is the kernel of pn = xTX1 pi , and G/L, is a 
Lie group and nLn = (e). 
We want to show first of all that G is normal in its closure G in %(H). Suppose 
g, E G and p(g,J + u E e. Then clearly u leaves .x?‘” invariant and 
u 1 X” E pn(G)-. Hence ad(u) induces an automorphism on G/L, which is a 
pointwise limit of inner automorphisms. We claim that for sufficiently large n, 
L, n K is open in L, and hence G/(Ln n K) is a covering group of G/L,, . The 
automorphism induced on G/La by ad(u) lifts uniquely to an automorphism 
CJ~ of G/(Ln n K). Moreover G is the projective limit of the G/(L, n K) and 
note that L, n K decreases with 7~. Finally it is clear from their definition that 
the family of automorphisms o,, is consistent, and hence defines a unique auto- 
morphism u of G which is the pointwise limit of the inner automorphisms 
induced by g, . Then for h E G, up(h) u-l = p(a(h)) and G is normal in e. 
THEOREM 3.1. Let G be connected and let p be a unitary representation of G 
on 4, and let e be the closure of p(G) in Q and let Z(c) be its center 
(1) G is normal in (7 
(2) e/G is at most two step nilpotent 
(3) C?/Z(C?) is a projective limit of Lie groups, and G/G . Z(G) is abelian 
(4) If G = &IJ G/K, and if the adjoint group of G/K, is closed for any 01, 
G = G . Z(G). 
Proof. Since we have established (l), the remaining assertions follow easily 
just as in Theorem 2.1. 
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If G is now assumed to be almost connected in the sense that G/G, is compact, 
where G,, is the connected component, one has slightly weaker versions of the 
above. It is easy to see for instance that G = G . G,-, but it is not true, even for 
disconnected Lie groups, that G is normal in G. However, the factor space 
c/G is an image of GO/G,, and information about e/G can be obtained from infor- 
mation about Go/G, where Theore 3.1 is applicable. 
4. We turn now to the study of the closure of p(G) in G(2), , equiv- 
alently the study of the asymptotic behavior of the matrix coefficients of p. We 
begin with a few general comments. In addition to the usual matrix coefficients 
C!&(g) := C,,,(g) = (x, p(g) y), it is useful sometimes to consider a more general 
kind of matrix coefficient, namely C’,“(g) = C,(g) = tr(p(g)-l E) where E is 
a trace class operator on Z. If E,,,( y) = ( y, V) u, then C,,,(g) = tr(p(g)-l E,,,). 
Observe G x G operates on Tr(X), the trace class operators on X, by an 
isometric representation, p”(g, h) E = p(g) Ep(h)-l. Also C, is in the space 
&(G) of continuous bounded functions on G, and it is clear that E -+ C, is 
a bounded map of Tr(&‘) into C,(G) which interwines the representation p’ with 
the natural representation of G x G on Q=,(G). As before let P = P,, be the 
projective kernel of p and let p(g) = h,(g) I for g E P, . Let &(G, h,) be the space 
of functions in Q,(G) satisfyingf( pg) = /\,(g)f(g). The absolute value of such 
a function is a continuous bounded function on G/P and we let Q=,(G, &,) be 
the subspace of those which vanish at 03 on G/P. The matrix coefficients C, 
are in C,(G, h,), and our goal here is to find conditions which ensure that they 
are in Q3,(G, A,,). The following is relevant for this problem. 
PROPOSITION 4.1. The set of E such that C, E @,,(G, A,,) is a closed p” invariant 
subspace. In particular if p is irreducible, and if C, E C,(G, A,) for some E # 0, 
then C, E @,(G, &,) for all E E Tr(X’). 
Proof. The first statement is clear, as E -+ C, intertwines p” and the action 
of G x G on cb(G), and as C,(G, X,) is a closed invariant subspace for the latter 
action. The second statement follows since p” is irreducible in the sense of having 
no closed invariant subspaces, provided that p is irreducible; this follows from 
the von-Neumann Density Theorem. 
Note that the set of matrix coefficients C Ed, E E Tr(X) coincides exactly with 
the collection of all ordinary matrix coefficients C;,$ of cop, the infinite multiple 
of p. 
We consider now the Hilbert space L2(G, X), where h = X, , of “square 
integrable” functions on G transforming by h-l along P. This is nothing but 
the space of the induced representation indPG(h). We call this representation 
the h-regular representation. We shall say that a representation p (with central 
character A,) is absoluteZ’ continuous if p is a summand of CO indPG(h,) = 
indPG(ooh,). (Since these induced representations will have c;o multiplicity in 
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most cases, the condition often reduces to saying that p is a summand of the A,, 
regular representation). This spectral property is closely tied to a corresponding 
asymptotic property of matrix coefficients. Recall that we said a representation 
p on YE was square integrable if there is a dense set D C 2 with C,,, EP(G, A,) 
for x, y E D. Let us say a representation is weakly square integrable if cop 
is square integrable, or equivalently that there is a dense set 9 C HS(%‘) with 
CEeF EL~(G, A,) for E, F E 9. We recall the following 
PROPOSITION 4.2. For a representation p the following are equivalent: 
(I ) p is square integrable 
(2) p is weakly square integrable 
(3) p is absolutely continuous. 
For such a representation, all matrix coe@cients C, lie in C&G, A,). 
Proof. The equivalence follows from general results above Hilbert algebras 
[25] if G is unimodular or about left Hilbert algebras [20] in general. The 
final statement is clear. 
Of course it should be remarked that if p is a representation, and if some tensor 
power p gr of p is square integrable, then all matrix coefficients of p tend to zero 
at co (mod PJ since kth powers of matrix coefficients of p are matrix coefficients 
of p@k. 
5. We turn now to the first vanishing theorem for matrix coefficients. 
Our only excuse for including this in view of the fact that more precise results 
are known (but involving some effort and machinery) is that it is simple and 
direct and already contains useful information. 
THEOREM 5.1. Let G be a connected reductive algebraic group over a local 
$eld of any characteristic and let p an irreducible representation. Then the matrix 
coe$icients of p vanish at co(mod P,). 
Remark. The theorem as it stands is false for disconnected groups, but, as 
one knows how a representation restricts to a normal subgroup of finite index, 
one can figure out what happens for disconnected groups in any particular case. 
Following [3], we introduce for a semi-simple group over a local field, the 
subgroup G+ generated by the deployed unipotent subgroups of G. (It is perhaps 
reasonable to extend this definition to reductive groups as well.) From [3], the 
quotient G/G+ is compact if G is semi-simple, and more generally one sees 
that G/G+ is compact mod its center for reductive G. We claim that an irre- 
ducible unitary representation rr of G vanishes on G+ iff rr is finite dimensional. 
For if rr is trivial on Gf, it is in effect a representation of G/G+ and hence is 
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finite dimensional by the well known theory of representations of groups 
which are compact mod their centers. On the other hand if n is finite dimensional, 
it is classical that n vanishes on G+ in the archimedean case. In the non-arche- 
medean case, Lie theory says that the kernel of v restricted to G+ would have 
to be an open normal subgroup of G+, and the only such subgroup is G+ 
itself, [30]. 
To begin the proof of the theorem, we let the reductive group G 
have connected center 2 and simple factors G, , i = l,..., n. Then 
M = Z . Gl . G, . ... . G, is a local direct product and is a cocompact sub- 
group of G by [3], 3.19. Since each Gi is type I, [l], the restriction of any repre- 
sentation r of G to M may be decomposed as a direct integral of tensor products 
of irreducible representations of 2 and the Gi’s. (If rr is irreducible, it may be 
shown by more involved methods that the integral is in fact a finite sum, but 
we do not need this.) In view of the cocompactness of M it suffices to show that 
matrix coefficients tend to zero on M, but in order to carry this through we 
must know that there cannot be a set of positive measure in the direct integral 
parameter where the irreducible representation of some Gi occuring in the tensor 
product is finite dimensional (or equivalently vanishes on Gi+) unless the entire 
representation is trivial on Gi +. But this follows from the irreducibility of the 
original representation p of G and the fact that Gi+ is normal in G. This argument 
allows us to reduce to the case when M = G and then in turn, using tensor 
products, to the case when G is simple. 
We now assume that G is simple, and in this case we can establish a somewhat 
stronger result. We no longer have to assume irreducibility, but only something 
much weaker and we can also drop the unitarity assumption and work with 
uniformly bounded representations. More specifically we prove the following. 
THEOREM 5.2. If G is simple and p is a uniformly bounded representation of G 
which has no fkite dimensional subrepresentations, then all matrix coeficients 
of p vanish at w. 
The proof of this quickly reduces to studying the behavior of matrix coeffi- 
cients on a maximal split torus by the following observation. 
PROPOSITION 5.3. Let H be a closed subgroup of G with G = XHY for com- 
pact sets X and Y. If p is a representation G and HP,, is closed, all matrix coefi- 
cients of p vanish at oo(mod PJ $7 all matrix coejicients of p 1 H vanish at 
w(mod P, n H). 
Proof. Since (p(xhy) u, v) = (p(h) p(y) u, p(x)* u) the result is immediate 
since xhy + w mod PO iff h -+ CO mod PO and since if matrix coefficients Cg,, of 
a representation r vanish at 00, they vanish uniformly as x and y run over norm 
compact sets of vectors. 
We are going to apply this by taking H to be a maximal split torus A of G. 
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The Cartan decomposition assures us of the existence of X and Y. Now in 
view of 4.2 and 5.3 it will be enough to prove the following fact. Note that any 
uniformly bounded representation is unitarizable on A by amenability so 
the following has sense. 
THEOREM 5.4. If p is as in Theorem 5.2 and A is a maximal split torus, then 
p j A is absolutely continuous on A. 
Proof. For unitary p this is contained in [26] if G a simple split group over 
the reals. It was noted in [18] that it is valid for all simple Lie groups. One 
of the key lemmas in [26] is based on infinitesimal methods that do not extend 
to the non-archimedian case. In [18] a proof of this lemma is given which is 
valid in complete generality. We understand that Vogan has a proof valid in all 
characteristics except 2 for p unitary. Thus in some sense this result could be 
regarded as known, but for the sake of completeness, we offer a simple proof 
which is valid in all characteristics. 
By Theorem 7.2 of [2] we may embed A as a maximal split torus of a subgroup 
G’ of G which is split over K. We let B = AN be a Bore1 subgroup of G’ con- 
taining A and we may pick a set S of linearly independent roots of B relative 
to A which span a subgroup of finite index in X*(A), and so that 01-t /I is not 
a root if OL, ,6 E S. Then the root spaces U, for 01 E S are additive groups which 
commute with each other so put U = n U, (a E S). Then U is a vector group 
of dimension equal to the dimension of A, and A operates on U with finite 
kernel. 
The representation p when restricted to U has a spectral measure dP on the 
dual group to U which we can identity with the dual vector space U* to U. 
Let Ut be the points in U* with finite isotropy group in A. If dP is concentrated 
on U,* , then Machey’s theory of representations of semidirect products, cf. [13], 
show that p / A is a direct integral of representations of A, each of which is 
induced by a character of some finite subgroup of A. The spectral measure of 1 
such a representation of A is, as a measure on A, equivalent to Haar measure 
on some coset of an open subgroup of finite index, and hence is absolutely 
continuous. Finally since the integral of absolutely continuous measures is 
absolutely continuous, it follows that p 1 A is absolutely continuous. 
But now U* - U,* is just a finite union of hyperplanes which are in fact the 
annihilators of the U, , OL E S. Thus if dP gives positive measure to one of these 
hyperplanes and so there are non-zero vectors w in the Hilbert space which 
are fixed by the one dimensional vector group U, . We claim (see 5.5 below) 
that then ~1 is fixed by G+. But the set of fIxed vectors for G+ is a subspace I’ 
fixed by G, and on this subspace, the representation is really a representation 
of the compact quotient G/G+. It follows that I’ is spanned by finite dimensional 
invariant subspaces, and so V = 0, and we are done, modulo 5.5 below. 
We claim now that Lemma 4.3 of [16] remains true in the present situation. 
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For terminological simplicity in this discussion, let us agree that a one parameter 
group x in G is to be an algebraic homomorphism t -+ x(t) of the one dimen- 
sional (additive) algebraic group Gadd into G which is non-trivial (and hence 
has finite kernel). We say that x is of Jacobson-Morosov type if there is a homo- 
morphism of SL, into G which on the lower triangular matrices agrees with 
x (possibly after a reparametrization of x). In characteristic zero this is of course 
always the case. The result we need is the following. 
PROPOSITION 5.5. If G is simple, rr a uniformly bounded representation of G 
on X and v E .%? satisfks 71(x(t)) v = v, for some one parameter group x, then 
n(g)v = vfo.ranygEG+. 
We observe that the special case of Proposition 5.5 when x is Jacobson- 
Morosov type suffices to complete the proof of Theorem 5.2 since the sub- 
groups U, above are the images of x of this kind. On the other hand, it is curious 
to note that once 5.2 is established, it can be used to establish Proposition 5.5 
in complete generality as follows. If v is uniformly bounded, acting on .%?, let 
E be the G+ fixed vectors. Then E is G-invariant and the quotient representation 
n1 of G on .8/E has no Gf invariant vectors, for otherwise the representation 
?T could not be uniformly bounded. Moreover r1 has no finite dimensional 
subrepresentations, since any such subrepresentation, being uniformly bounded 
and finite dimensional, is unitarizable, and hence vanishes on Gf as already 
noted. Hence if we assume 5.2, let v and x(t) be as in Proposition 5.5, and let 
or be the image of v in X/E. Then rJx(t)) v1 = v1 and (q(x(t))q , v) = (vl , vl) 
has to tend to zero as t + co by Theorem 5.2. Hence vr = 0 and v E E as 
desired, which establishes 5.5. 
The upshot of this is that it suffices to establish Proposition 5.5 in the special 
case when x is of Jacobson-Morosov type, for then 5.2 follows and then the 
general case of 5.5. 
Let x(t) be of Jacobson-Morosov type; then if $ is the map of SL, into G 
with image containing x(t), then (T = rr o v is a uniformly bounded represen- 
tation of SL, having a fixed vector v for the lower triangular sugroup. Now 
we gave an argument on p. 7 of [IS] which shows that such a vector v is left 
fixed by all of SL, if (T is unitary (actually because of the context we phrased 
it for the real field, but did remark that the argument carries over verbatim to 
any local field and also to any covering group of SL,). Moreover a rather easy 
modification of this argument shows that it also works for any uniformly bounded 
representation as well. We adopt the notation x(s), y(s), h(t) for group elements 
in SL, as in [18]. If 3’ is the Hilbert space of the representation 0, let So be 
space of vectors fixed by o(h(t,)) f or a fixed to such that ton -+ co in E. Then 
since 0 can be unitarized separately on the upper and lower triangular matrices, 
the Mautner phenomenon shows that any u E fl is also fixed by x(s) and y(s) 
and hence by all of SL, as in [I 81. Th en the natural representation of SL, 
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on &‘/So is also uniformly bounded and if there were an h(t,) fixed vector in 
S/Z”, it would also be fixed by SL, , and therefore its inverse image in SF’ 
would also be fixed by SL, since SL, is its own commutator subgroup. Therefore 
we may assume that X0 = (0) and we have to show that there are no u(x(s)) 
fixed vectors. 
If on the contrary u is such a vector, we unitarize o on the group generated 
by X(S) and h(t) and take 1 u j = 1. Then as in [18] we can find a vector v (no 
longer a unit vector in general) so that (a(h(t)) V, U) + 1 as t --f 03 in E. But 
then the von Neumann mean ergodic theorem implies that (Pw, U) = 1 where 
P is the orthogonal projection onto the o(h(t,)) fixed vectors. In particular P # 0 
which is a contradiction. 
We conclude now that n(t) v = ZJ for all t in G in the image of the split torus 
of SL, , or in other words for all t which are nth powers for some fixed 12 of 
elements in some one dimensional split torus T in G. We embed this split torus 
in a maximal split torus A of G and choose a minimal parabolic P containing A. 
Then the positive roots of A not vanishing on T correspond to the nilradical 
U of some parabolic containing P. Let u be the unipotent group corresponding 
to the negative root spaces of these roots. Then the well-known Mautner pheno- 
menon applied to T” and U and 0 shows that U and u fix the vector v. (Recall 
that 7~ is unitarizable on Tn . U and T” . 0). But now U and u generate G+ [3] 
and we are done. 
As indicated already Wallach in [4] has obtained much sharper and profound 
information on the asymptotic behavior of matrix coefficients using the very 
detailed theory of representations of reductive groups. Also Cowling [6] has 
obtained somewhat weaker results in the Archimedian case. In any case from 
[4] one knows at least the following: If G is simple and p is irreducible, uniformly 
bounded, and not finite dimensional, then matrix coefficients are in L*(G) 
for some p. As a trivial corollary one finds 
THEOREM 5.6. If G is connected and reductive and p is irreducible unitary, 
then some tensor power p@” is square integrable (mod PO). 
6. This section is devoted to the remainder of the proof of our main 
theorem on the vanishing of matrix coefficients. We now assume characteristic 
zero, and that all representations are unitary. 
THEOREM 6.1. Let G be a connected algebraic group over a local $e,ld E of 
characteristic zero. If p is an irreducible representation, there exists an integer k 
such that p@k is square integrable (mod P,) and hence the matrix coeflcients of p 
vanish at co mod P, . 
We shall assume for the moment that the reductive Levi factor of G is the 
direct product of its connected center and its simple factors, and that the con- 
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netted center is a product of a torus central in G and a torus with no subtorus 
of positive dimension which is central in G. We note that any connected L 
will contain a (non-algebraic) normal subgroup of finite index which is a quotient 
by a finite subgroup of a connected algebraic group G which has this property. 
The major effort will be to prove the theorem for groups G satisfying this 
supplemental condition, and then at the end we show how to carry it over to 
the general case. 
Under these assumptions G = Gi x G, where Gs is reductive and G1 has 
no reductive normal subgroups. Since both factors are type I, any irreducible 
representation decomposes as a tensor product and it suffices to prove 
the theorem for the separate factors. By 5.6, we need only consider the case 
G = Gl . 
Let N be the unipotent radical of G and R a Levi factor. The dual space N 
of N is given by n*/ad*(N) where 71 is the Lie algebra of N. The orbit space of 
the action of G on N is the same as the orbit space of the action of G on n* and 
is therefore smooth since algebraic actions are smooth. The Mackey machine 
is available, and we have a rO EN with stability group S in G, an extension w 
of a multiple of n,, to S so that p = indsG(,). Now select a linear functional 
f E n* in the orbit corresponding to nO, and let R, be a Levi component of the 
stabilizer off. Conjugating f if necessary, we may take R, C R. Then it is clear 
that S is the semi-direct product N . RI , and S is algebraic. 
Now according to [9] we can find in N(i) algebraic subgroups Kr C PI C N1 , 
all normalized by R, , with Ki and Pi normal in N1 so that NJ& is a Heisenberg 
group with center PI/K, , and (ii) a character X of PI/K1 so if ?r, is the unique 
irreducible representation of Ni ( more precisely NJ&) with central character h, 
then v,, = indE1(7rJ. 
It follows at once that the representation p of G has a transitive system of 
imprimitivity based on G/N, . Rx and is hence induced by a representation pl 
of N,R, . In fact it is clear that p1 is simply an extension of a multiple of vi 
to G1 = N1 . RI . The action of RI on Nr/Kr defines a homomorphism of R, 
into the symplectic group Sp(N,/P,) an we have a homomorphism of N,R, d 
into NJ& . S’(N,/P,). A twofold cover of this group has an oscillator represen- 
tation [28] corresponding to h and we let w1 be its pullback to Nr . RI . Then 
by the Mackey machine p1 is of the form w1 @ a, where ur is a representation 
of a two-fold cover of R, . 
We are interested in a (large) tensor power of p, and Mackey’s tensor product 
theorem Cl41 provides the information we need. To apply this result we need 
to know that (N1 . RI)” and the diagonal subgroup dG in Gk = G x ..* x G 
(K times) are regularly related. Since both are algebraic subgroups, this is true. 
If k) = kl I*‘*> gk) is a point in G”, let Gp’ = g,Grgi’ n ... n g,G,g$ and 
let 2’ = (pp 1 Gp’) @ ... @ (pp 1 Gp’) where p?(h) = pl(g$zgi) for 
h E glGig$. Finally let p(g) be the representation of G induced by $” from Gy). 
Then Mackey’s result is that /T (g) depends only on the dG: (Nr . RJk double 
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coset of (g) and that p@li is the direct integral of these jP) over the double 
coset space, using the image of the Haar measure class. 
If G;1 is the intersection of all the conjugates of G, , Gi is normal algebraic 
and so is its identity component Gs . Now for fixed k, the dimension of Gp) 
as (g) runs over Gk assumes its minimum d(k) on a Zariski open set in G”. 
Moreover if d(k) = d(k + l), it is clear that the connected component of Gp) 
is normal in G and hence equal to G, . The end result is that there is a 
k, < (dim Gr - dim Gs) + 1 such that if k > k, , then the component of the 
identity of Gp’ is equal to Gs for almost all (g) E G”. We fix k > k, and let 
pp’ be the restriction of $’ to G, and note that for almost all (g), #) is contained 
in the result of inducing &’ from G, up to Gp’ since the former is of finite 
index in the latter. Hence if we define p(g) to be indz2(#‘), then p@Qk is con- 
tained in the integral of the p(g). Since a subrepresentation of a square integrable 
representation is square integrable, it suffices to show that the integral of the 
ptg) is square integrable. Additionally if instead of integrating over double cosets, 
we integrate over any set in Gk projecting onto almost all of the double coset 
space, this will only increase the size of the representation. 
Now we write Ga = Na . R, with Ns unipotent and R, reductive. We can 
assume R, C RI C R; also R, is normal in R since G, is normal. Moreover R, 
acts trivially on N/N, , again because G, is normal. Hence the kernel of the action 
of R, on N, is finite; otherwise G would have a non-trivial normal reductive 
subgroup. Also if H is the connected component of the centralizer of R, , then 
as R, is reductive, we have (H n N) * N1 = N and so H - G2 = G. In view 
of this, H” C Gk projects onto the double coset space in question so we can 
restrict to those p(g), with (g) E Hk. 
Recall that G1 = Nr . R, and Nr 3 Pr 3 Kr so that NJ& is Heisenberg 
with center PI/K, . Let K, and Pz be the intersection of the conjugates of Kl 
and PI respectively. Then K2 is a normal algebraic subgroup where p1 is trivial 
and hence p is also trivial on K, . Thus KS = 0 by our conventions. Also Pz 
is a unipotent subgroup normal in G where pi is scalar. One sees immediately 
that P, is abelian and in fact central in Ns since [Pz , NJ is contained in all 
conjugates of Kl . Now just as above, we know that if k is large enough, then 
for almost all(h) = (hl ,..., hk) E Hk, ($=r h,KJ$ = (0) and & Jz,P,~;~ = P2. 
In fact any k > k, = max(dim Kl + 1, (dim PI - dim Pz) + 1, k,) will do. 
Then we can inject N, into a product of Heisenberg groups L* = j$TJN,/KJ 
by ith’(n) = (h$, ,..., h&#r,) where the dot denotes the image in N,/K, . 
Under this injection, Pz is the inverse image of the center 2” of L”. Finally 
we extend this to an embedding of G, = Na . R, into Lk . R, . More specifically, 
we first let R, act on Lk by the diagonal of the quotient action of R, on N,/E;, . 
We then form the semi-direct product L k . R, and extend it”) from N, to Gs 
by letting i(h) be the identity map between the two copies of R, . This works 
since each h, centralizes R, . We recall that p1 defined a character h on PI/K1 , 
and we let X(k) be the tensor product character on &(Pl/Kl). Finally we claim 
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that the kernel of the homomorphism of R, into Sp(N,/P,) is finite; for anything 
acting trivially on N,/P, acts trivially on NJK, since R, is reductive, and hence 
acts trivially on Lk, and hence by restriction acts trivially on N, C Lk. But we 
have already pointed out that the kernel of the action of R, on Na is finite. 
We claim now that the representation pih’ of G, = N, . R, can be constructed 
as follows. We form the oscillator representation wA of (NJK,) . Sp(N,/P,) 
corresponding to the character A of PI/K, and form the K-fold outer tensor 
product wnflc)-the “oscillator” representation of Lk . Sp(N,/PJk corresponding 
to X(K). We then restrict this to L” . Sp(NJP,) where Sp(N,/P,) is embedded 
diagonally in the K-fold product, to obtain a representation, denoted W, of the 
latter group. Finally we use the embedding ich) of Ga = N, . R, into Lk . R, C 
Lk . Sp(N,/P,) to pull back w to a representation wth) of G, . We then form 
the K-fold tensor power u1 Ok of the representation a, of RI (used to define h) 
restricted to R, . Of course the individual factors wth) and @” may be cocycle 
representations in general, but in any case the cocycle is of order 2 so if we always 
agree to take K even, all these representations are honest representations. 
We claim now that pih’ is nothing other than wfh) @ (ur 1 Rz)Bk. This is 
obvious by inspection of the definitions. The representation pchr is scalar on Pz 
which is central in G, , and the character of Pz corresponding is Afh) where 
Ali) = ni=, h,(h 1 Pz) where (h) = (h, ,..., hk). 
PROPOSITION 6.2. If k is large enough, then for almost all (h) E Hk, pih’ is 
a summand of the hfh’-regular representation of G, . 
Proof. Since tensoring with (uI 1 Rz)Bk can only help matters, it 
suffices to prove our assertion for wth) in place of pihi. Now suppose 
(h) = (h(l), h(2),..., h(s)) where each h(i) E H’ with k = IS. Then (h) E Hk and 
it is clear by inspection that w(h) = UJ~(~) @ ... @ UJ~(@. Therefore if we find 
a p such that pth powers of a dense set of matrix coefficients of ~~(~1 are in L2, 
for almost all h(i) E H’, then for any s > p, we will have a dense set of square 
integrable matrix coefficients of wfh) (mod Pz) for k = rs. Hence Jh) will be 
square integrable mod P2 for almost all (h) for this k, and a fortiori for any 
larger k. 
Now we look at UJ~@) and for simplicity call it Jh) again with (h) E Hr where 
Y 3 k, above. First we claim that if a representation v of any G has a dense 
set of matrix coefficients with their pth powers square integrable mod P, 
then the same is true for rr ( H mod P n H provided PH is closed. To see 
this, note that if jGIP /(w(g) x, y)lsp dg is finite, then the iterated integral 
JGIHP .MP(I 449 ~9 ~1~” W dg is also finite and it follows that the inner 
integral is finite for almost all g. But as HP/P N H/H n P, this says that 
s EJ,HAP I(r(h) r(g) x, y)j2P dh is finite for almost all g and this provides enough 
good matrix coefficients for H. 
We have the map ich) of G, = Na * R, into LT * Sp(N,/P,) which has finite 
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kernel for generic h. Since the representation 0) is obtained by pulling 
back the representation wAt7) of the latter group, if we can prove that w,,(?) has 
a dense set of matrix coefficients with pth powers in L, , for some fixed p, the 
same will be true for w(*) by the remarks above. 
We consider first the ordinary oscillator representation We of N,/K, . Sp. 
If dim(N,/P,) = 2t, we pick a symplectic basis {ei ,fj ; i,j = l,..., t> and we 
realize We on L,(E) using the polarization given by the ei’s. Let A be the split 
Cartan subalgebra of sp with ei , fi as eigenvectors and we represent a E A 
as (al , a2 ,.-, at) where ai is the eigenvalue on e, . Then 
b&4f xx1 **- XJ =f(a;lx, , a;‘x2 ,...) a,‘x,) fi 1 ai (-1’2 y(u), 
i=l 
where r(u) is a factor of absolute value one. We consider matrix coefficients 
C,,, where u and v are products of functions of one xi . Linear combinations 
of such provide a dense set in Ls(ZP). 
We are going to look at such matrix coefficients for g = n . a with n E NJ& , 
and a E A, and we see immediately that such a matrix coefficient is simply a 
product of t factors each of which depends only on ui and n, is confined to the 
three dimensional Heisenberg spanned by et andfi . We consider such a matrix 
coefficient as a function of (biei + ci fi)(l ,..., ui ,..., 1). For notational simplicity 
at the moment we drop the i. A typical factor then has the form 
I a /P j-f (f)x(Wg(x + 4 dx c*> 
for f, g ELM and x E 8. For our purposes it clearly suffices to take J and g 
in the Schwartz-Bruhat space, which we now do. We make an additive change 
of variables so that (*) becomes 
) a 1-l/2 1-f (y)g(u) x(h) dx. 
We restrict a > 1 and we claim that for any m, as c varies the functions 
(+vf((u - Wg( u remain in a bounded set in the Schwartz-Bruhat space. 1 
We omit the verification of this fact. Since bounded sets are precompact this 
says that the Fourier transforms of these functions vanish uniformly at 00 
faster than any power of b. The end result is that we have 
(*) = 1 a 1-1’2O ((1 + 1 b I2 + +$)-“,, (I a 1 3 1) for every m 
where in the archimedian case this means the usual thing, while in the non- 
archimedian case O(l X I-“) for all m will be interpreted to mean that the function 
in question has compact support at CO. By taking products we obtain estimates 
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for a dense set of matrix coefficients for the oscillator representation wh of 
(NJKJ . 5”. Actually by the same arguments one can obtain these bounds 
for all matrix coefficients of smooth vectors for We and the result is worth 
separating out. Smooth vector in the archimedian case amounts to the corre- 
sponding function on Et being Schwartz, and in non-archimedian case, to being 
Schwartz-Bruhat. 
PROPOSITION 6.3. If O.I~ is the oscillator representation of Nl/Kl . Sp and 
(ei , fi} and A are as above, then for any smooth vectors u and v of w,, the matrix 
coeficientssatisfy bounds 1 C&n . a)/ = I$=, 1 ai j-1/2 x O((I&, (1 + 1 bi2 1 + 
1 ci l/l ai I))-“) for all m where a = (al, a2 ,..., at) E A with a, 3 1 and where 
the image of n in NJP, is & (biei + ci fi). M oreover the estimates are uniform 
as u and v run over compact sets of vectors. 
We now raise these estimates to the 2pth power and integrate on NJP, . 
It is immediate that the resulting function of a = (ur ,..., at) satisfies an 
inequality of the form 
s 1 CU,U(na)12p dn < Kl fi I ai 11--P. NIIPI i=l 
Now we can obtain a dense set of matrix coefficients of the oscillator repre- 
sentation We of (N,/P,)r Sp by taking r-fold products of matrix coefficients 
of We . If we take such a k-fold product say and integrate its 2pth power over 
(N,/P,)r we obtain 
We denote such a matrix coefficient of u*(T) as above by C,,,(ng). Now let 
Sp = KAfK be the Cartan decomposition of Sp and write LT . Sp = KLIA+K. 
As noted in 6.3 it is clear that all of the estimates above are uniform for u and v 
running through compact sets of vectors. Then it follows that everything can 
be reduced to an integral over A +, the positive Weyl chamber where 1 < a, < 
a2 < ... < a, . Using the usual integration formula associated with the Cartan 
decomposition, we obtain 
1 I G.dng)12p dn & d K2 IA+ fi I ai lr--7p+2i-1 4 
and the integral is finite provided that p > 2t + 1. Again the result is worth 
separating out. 
PROPOSITION 6.4. If wA is the oscillator representation of (NJlir,) . Sp where 
dim Nl/Kl = 2t + 1, then the absolute value of all matrix coejkknts CU., for 
smooth vectors u and v are in L4t+2+c on (NJP,) . Sp for every E > 0. 
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Remark. We add without proof that this is best possible in that there are 
matrix coefficients which are not in Ldtt2. 
This result establishes Proposition 6.2 and in fact provides a value of k 
that works, namely k = (2t + 2) k, where k, = max(dim KI + 1, (dim PI - 
dim I’%) + 1, (dim G, + dim G,) + 1) and where 2t + 1 = dim(N,/K,). 
Now since pih’ is a summand of the Xth) regular representation of G, and since 
p(h) = indg,(p{h’), it follows that pch) is a summand of indFz(X(h’) and we denote 
this latter representation by r th). So in order to show that the integral of the 
p(h), (h) E H”, is square integrable (mod the projective kernel P = P,) for k 
sufficiently large it suffices to show the same for the integral of the nth). But 
now by the theorem on induction in stages, all we need show is that the integral 
of the X(h) for (h) E H” is square integrable mod(P n Pz) as a representation of 
P, . In fact it is clear that P n Pz is cocompact in P, and also we may replace 
P n Pz by any cocompact subgroup of itself. 
Now Pz is abelian and unipotent and is identifiable with a finite dimensional 
vector space. Now we claim what is at issue is the following: we have a connected 
algebraic group H acting linearly on a vector space V (which is taken to be the 
dual vector space to the “vector space” P, above). We have v E V and we let 
vh be the transform of v by h E H, and for an integer k, and(h) = (h, ,..., hlc) E H” 
we let V(~) = X:=1 w(hi). We let v + L be the smallest hyperplane in V con- 
taining all the vh, (L is a subspace). It is clear that L can be taken to be codimen- 
sion one as the span of v and L is an H invariant subspace. Clearly n(h) E kw + L 
for (h) E Hk. Now let p be finite measure on H equivalent to Haar measure and 
let VI< be the measure on kv + L obtained as the image of the product measure 
p x ... x ~onH7~bythemap(h)-+v(h). 
PROPOSITION 6.5. Under the above conditions, the measure v7; is absolutely 
continuous with respect to Lebesgue measure on kv + L for k su@ciently Zarge, 
or more precisely for k > dim L. 
Before establishing this let us see how it yields our result. We have already 
indicated the choice of H and that we take V = P$ ; we choose v E V to be the 
linear functional representing the given character h of Pz via X(p) = x(v( p)) 
for a fixed additive character x on the local field E. Then under this identi- 
fication of pz with V, the integral of the Xth) is simply the integral over V = P, 
of the corresponding characters using the measure yk. Now we claim that the 
projective kernel P n P2 above contains LI and in fact (P n P,)/Ll is compact. 
The (A / Ll)“-regular representation of Pz is simply the integral over v with 
respect to Lebesgue measure on kw + L. Since vL is absolutely continuous, this 
says that the integral of X(h) is a summand of the (A 1 LI)” regular representation 
and hence of the (A 1 P n Pz)l” regular representation as desired. 
Thus Theorem 6.1 is established modulo Proposition 6.5 and we now proceed 
to the proof of Proposition 6.5. Let&((h)) = w(h) and we look at the differential 
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d& of &. . Then d& maps the k-fold sum hk where b is the Lie algebra of H 
into Vand in fact intoL. Moreover d$,(k, ,..., k,)(X, ,..., X,) = &, d&(ki)(Xi) 
for h, E H, Xi E h, and we claim that the d+,(k)(X), h E H, XE h, span L. Indeed 
if L, is the span of these vectors we look at the map Jr --+ vh + Lo of H into 
.V/L, . The differential of this map is identically zero and since H is connected, 
the map is constant (the connectivity of H is crucial here). Hence by definition 
of L, L, r) L, but clearly L, CL, so L = L, . 
Therefore we can choose an integer k no larger than dimL, so that 
L = &, d#,(kJ(b) for some (h, ,..., h,) E Hk. This says that the algebraic 
map $k has maximal rank at (h) = (h, ,..., h,). But now the set of points 0 
where & has maximal rank is Zariski open and therefore the singular set S is 
an algebraic variety of lower dimension by connectivity of H. Since S is a 
PX ... >< TV null set, we can replace Hk by 0. All that is of issue now is that an 
algebraic map which is everywhere of maximal rank maps an absolutely con- 
tinuous measure into an absolutely continuous measure. In the archimedian 
case this is evident by elementary local differential geometry and in non-local 
archimedian case it is equally evident from elementary facts about local behavior 
of p-adic algebraic or analytic maps. This completes the proof Proposition 6.3 
and hence of Theorem 6.1. 
If we look back through the argument we find also a reasonably constructive 
bound on how large a k we need so that pmk is square integrable. Recall that 
p was induced by a representation p1 of a subgroup G1 = Nr . R, where N1 
had a 2t -+ 1 dimensional Heisenberg quotient with p1 restricted to Nr being a 
multiple of the usual Heisenberg representation. One sees that a (very crude) 
upper bound for k is (dim Gi + 1)(2t + 2). 
Remark. For the groups treated here (no reductive factors) we have in 
effect shown in the course of the argument that the projective kernel of an 
irreducible representation contains a cocompact subgroup which is connected 
abelian unipotent group, and hence of dimension at most one (since we factored 
out any normal connected algebraic subgroup of the kernel). For a reductive 
group, the results of Section 5 show that the projective kernel contains as a 
cocompact subgroup, the product of the connected center and some of the 
groups Gi+ corresponding to the simple factors Gd of the reductive group. 
Theorem 6.1 is now proved for groups satisfying the supplemental condition 
imposed at the very beginning of the argument. To remove this condition we 
note that any connected H contains a (non-algebraic) normal subgroup M 
of finite index with M z G/F where G is algebraic and satisfies the supple- 
mental condition and F is finite. Moreover we can arrange G so that the action 
of H on M by automorphisms lifts to an action of H by automorphisms on G 
which is algebraic. We factor G = Gr x G, with G, reductive and G1 with 
no reductive normal subgroups. 
Any irreducible representation p of H decomposes as a finite sum of Y irre- 
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ducible representation pj of iVl which are permuted by the action of H on M 
by automorphisms. These representations pi can be lifted back to representations 
pi of G which are also permuted by the action of H on G. Then each pi decom- 
poses as a tensor product pi = p: x pi2 of irreducible representations of G, 
and G, respectively. By the Remark above, the projective kernel of pi1 contains 
a cocompact unipotent group U which one sees is normalized by the action of G. 
Since H is connected as algebraic group, U is normalized by H also. Similarly 
the central character of pi on U is centralized by G and hence also by H, again 
as H is connected. It follows that U is contained in the projective kernel of 
each of the pi1 and that the central character of the pi1 on U are all the same. 
Similarly using the same Remark one sees that there is a common cocompact 
subgroup of the projective kernels of the pi2 where the central characters agree. 
It follows from these comments and the special case of Theorem 6.1 which 
we have proved that there is some subgroup V of M and an integer K such 
that (pi)@” is square integrable mod I/ as a representation of M for each i. 
Since M is cofinite in H, one sees easily that p @(lir) is square integrable mod V 
as a representation of H where r is the number of summands pi . We note that 
Y is at most the index of M in H, and this completes the proof of 6.1 Actually 
it is probably the case that pBk is square integrable, but this is a minor detail. 
7. We now establish the analogue of 6.1 for exponential solvable groups. 
THEOREM 7.1. If G is a connected exponential solvable Lie group, there is an 
integer k such that for any irreducible unitary representation p, p@” is square 
integrable (mod P,). 
Proof. The proof is virtually identical to the proof of 6.1, only simpler, 
so we just outline it. We take G simply connected, and we know that 
p = ind,G(h,) for some character hi of a connected subgroup H of G [27]. 
We look at a large tensor power p@” and providing the Mackey subgroup theorem 
holds we can decompose this tensor power just as above. More specifically, 
if we let N be the intersection of the conjugates of H, N is connected and normal. 
Also if we assume, as we may, that H does not contain any connected normal 
subgroups, then H is abelian and so is a vector group. If h is the restriction of 
X, to N, we define as above XQ for g E G and X(g) for (g) E Gk. Then if 
k>(dimH-dimN)+l,thenp@k is contained in the integral of indNG(hcg)) 
over (g) E Gk. This reduces everything to an analogue of Proposition 6.5 where 
we have a connected Lie group acting on a real vector space, and the same 
result is quite clearly valid. We need k 3 dim N and hence overall we need 
k 3 max(dim N, (dim H - dim N) + 1). 
The only point which remains is to be sure that the Mackey subgroup theorem 
is applicable; more precisely we have to know that the H”: d(G) double coset 
space is smooth. This amounts to knowing that the action of Hk on Gk/d(G) 
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is smooth. More generally suppose that L is an exponential solvable Lie group 
with Ll , L, two closed connected subgroups. Suppose that we could find a 
representation (I of L on V which is type E in the sense that the imaginary part 
of every root of a is a multiple of its real part, and a vector w E V so that L, 
is the stabilizer of the line through v or is the stabilizer of v. Then G/L2 is 
embedded in the projective space of V (or V itself) and the action of G is induced 
by a linear action. Then we claim that L, acts smoothly because the action of 
L, on the projective space of V (or V itself) is smooth. This reduces to the linear 
case since the orbit structure of L, in p(V) is the same as the orbit structure 
of R x Ll acting on V - {0} where R+ acts as scalars. Then iR+ x L, is expo- 
nential solvable and this representation is type E, and a result of Pukanszky 
[21] says that any such linear action is smooth. 
To apply this to the situation at hand we have to find a representation u of 
G” with a vector o so that AG is exactly the group stabilizing V. In fact the Lie 
algebra of g has a faithful matrix representation with the nilradical mapping 
into nilpotent matrices. The corresponding representation X of G is seen to be 
faithful since G is type E. We can also arrange h to be of type E in the sense 
above. If h acts on W, let x be the corresponding representation of G x G 
on End(W), &gl , gJ Y = x(g,) YU&l, and let A, be the representation of 
Gk given by &(gl ,..., gk) = x(gi, gJ. Finally let 0 be the direct sum of all the 
Xii , and let v be the vector which is the identity endomorphism in each summand. 
Then 
and quite evidently u(gl ,..., gk) o = e, iff gi = gj for all i and j. This completes 
the proof. 
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