In this paper we study interior point trajectories in semide nite programming (SDP) including the central path of an SDP. This work was inspired by the seminal work by Megiddo on linear programming trajectories 15]. Under an assumption of primal and dual strict feasibility, we show that the primal and dual central paths exist and converge to the analytic centers of the optimal faces of, respectively, the primal and the dual problems. We consider a class of trajectories that are similar to the central path, but can be constructed to pass through any given interior feasible point and study their convergence. Finally, we study the rst order derivatives of these trajectories and their convergence. We also consider higher order derivatives associated with these trajectories.
Introduction
The purpose of this paper is to study properties of the trajectories associated with interior point methods for semide nite programming (SDP) problems. Since many aspects of semide nite programming nd close analogs in linear programming, several interior point methods designed for linear programming (LP) have been successfully extended to apply to semide nite programming (e.g., Many interior point methods can be viewed as iterative approximations to continuous path-following methods. Our aim is to provide a theoretical basis for such methods for SDP by describing the limiting behavior of the continuous central path and related trajectories for such problems.
This work is an extension of the linear programming results in 15] to semide nite programming. We characterize the optimal face of an SDP problem and prove that the central path converges to the analytic center of the optimal face. Unlike LP problems, an SDP problem does not always have a strictly complementary primal-dual pair of solutions (e.g, see 3] , 12]). Thus the SDP central path cannot be guaranteed to converge to such a pair as it does in LP. However, we show that it converges to a "least nonstrictly complementary" pair, in the sense that the sum of the ranks of the primal and the dual solutions (viewed as matrices) is as large as possible.
Another issue that makes SDP di erent from LP is the absence (at least as far as we know) of a suitable concept of a weighted central path. Given that it is di cult in practice to obtain a point on the central path, it is important to have a class of trajectories that have properties similar to the properties of the central path and that pass through any given pair of interior primal and dual solutions. Such trajectories for linear programming are introduced in 6] and 1] and are called primal a ne scaling (PAS) trajectories due to the fact that they correspond to continuous versions of primal a ne scaling iterative algorithms. We study the SDP analogs of PAS-trajectories and prove that the main convergence results of 1] hold.
We show that under the assumptions of primal and dual nondegeneracy and strict complementarity de ned in 3], the rst order derivatives of the central path are bounded in the limit. We also provide formulae for the limit of these derivatives and show that the factorization of only one matrix is required to compute these and all higher order derivatives of a solution on the central path.
The paper is organized as follows. In Section 2 we describe the central path for a primal-dual pair of SDP problems and introduce our basic assumptions and some notation. In Section 3 we characterize the optimal faces of the primal and the dual SDP problems, and prove our main convergence result for the primal-dual central path in Section 4. We extend the results of Section 4 to the shifted central path (an analog of the PAS-trajectory) in Section 5. Finally, in Section 6 we analyze the limiting properties of the derivatives of the central path and show that computation of the derivatives requires factorizing a single matrix for all orders of the derivatives.
The Central Path
In this paper we consider the semide nite programming problem, henceforth referred to as the primal problem, min C X (P) s:t: A i X = b i ; i = 1; : : :; m X 0; X 2 S n n ; where C 2 S n n , A i 2 S n n ; i = 1; : : :; m, S n n denotes the space of real symmetric n n matrices, and b 2 R m . The inner product on S n n is A B = trace(AB) = P i;j A ij B ij and by X 0 (X 0) we mean that X is positive semide nite (positive de nite).
The problem dual to (P) is the semide nite programming problem: X; Z 0; X; Z 2 S n n :
The central path for the dual problem can be de ned in an analogous manner and is the trajectory (y( ); Z( )) 2 R m S n n whose points satisfy the same system (CP ) as the points X( ) on the primal central path.
Hence it makes sense to refer to the trajectory (X( ); y( ); Z( )), > 0 of solutions to (CP ) as the primal-dual central path. Under Assumption 2.2, not only does this path exist, but also it converges to an optimal primal-dual solution (e.g, see 13], 19], 26]).
To conclude this section we introduce some notation that we will use later in the paper. First, we note that the variables X and Z can be viewed both as symmetric matrices and as vectors (obtained from these matrices by stacking their columns one after the other), lying in a n(n+1)=2-dimensional subspace of R n 2 . Whenever we refer to the matrix X as a vector, we denote it by vec(X). By the constraint matrix A we denote the m n There are two properties of the Kronecker product that we will need later:
If X is a positive semide nite symmetric matrix, then X has a spectral factorization X = Q Q T , where Q is an orthogonal matrix of eigenvectors of X and is a diagonal matrix with the eigenvalues of X on the diagonal. Throughout this paper the upper case letter Q will always denote a matrix with orthonormal columns and and will always denote diagonal matrices of eigenvalues.
Lastly, from properties of the trace we have Property 2.3 Let A 2 R n n , X 2 R r r and P 2 R n r . Then A PXP T = P T AP X. 
Optimal Faces of the Primal and Dual Problems
Properties of the faces of the cone of positive semide nite matrices, are studied in 5]. The facial structure of semide nite programming problems (i.e., the intersection of the cone of positive semide nite matrices with an a ne subspace) is studied in general terms in 22], 23]. Here we derive a particular system which describes the optimal face of an SDP problem. Let us introduce some more notation and recall some well-known facts.
Let R(X) denote the range (column space) of X. If X is a positive semidefinite symmetric matrix, it can be factorized as
where is a diagonal matrix whose diagonal elements are the positive eigenvalues of X and Q is a matrix with orthogonal columns that are eigenvectors corresponding to these eigenvalues. Clearly, R(X) = span(Q), the subspace spanned by the columns of Q, and the dimension of this subspace (i.e., the number of positive eigenvalues of X) equals the rank of X.
Let X and Z be an optimal primal-dual pair of solutions. It is well known that they can be represented as X = Q P Q T P , Z = Q D Q T D , where and are diagonal matrices with the positive eigenvalues of X and Z, respectively, on their diagonals and Q T P Q D = 0. Hence, R( X) Ker( Z) and R( Z) Ker( X).
Let O P denote the primal optimal face, i.e., the set of primal optimal solutions, and let O D denote the dual optimal face. Note that both O P and O D are convex subsets of a ne subspaces of S n n . 
This lemma shows that anyX 2 riO P is an optimal solution of maximum rank. Moreover, if both X andX are in ri O P , it follows from Lemma 3.1 that R( X) = R(X). Let Let dim R P = r and dim R D = s. From the complementarity of any primal-dual pair of optimal solutions R P ?R D . Hence, r + s n. If r + s < n we say that the primal-dual pair of problems does not satisfy strict complementarity. Note that this can never happen in linear programming.
If we de ne R N = R P R D ] ? (R N = ; if r+s = n), then R P ?R N ?R D and R P R N R D = R n ; i.e., we have a partition of R n into three mutually orthogonal subspaces.
Let Q P be any n r matrix whose columns form an orthonormal basis for R P . Then any solution X 2 O P can be written as X = Q P UQ T P ; U 0, so the optimal face of (P) is given by the set of the solutions to the following system:
A i Q P UQ T P = b i ; i = 1; : : :; m (1) U 0; U 2 S r r :
Indeed, for any U feasible for (1), Q P UQ T P is feasible for (P), and since Q P UQ T P Z = 0, for any Z 2 O D (from R P ?R D ), Q P UQ T P and Z satisfy complementary slackness. Therefore, Q P UQ T P is an optimal solution to (P).
Similarly, let the columns of Q D form an orthonormal basis for R D .
Then any optimal dual solution can be written as Z = Q D V Q T D , V 0, and the optimal face of (D) is given by the set of solutions to the system:
Notice that the de nitions of the primal and dual optimal faces are invariant with respect to the choices of Q P and Q D as long as their columns form orthonormal bases for the subspaces R P and R D , respectively.
The following lemma shows that under Assumptions 2.1 and 2.2 both primal and dual optimal faces are bounded. Thus their analytic centers are well de ned, which is important for the results of the next section. The boundedness of the set of optimal primal solutions can be proved in a similar manner.
4 Convergence of the Central Path
We prove in this section that the primal central path converges to the analytic center of the optimal face O P . First we show that the limit X of the central path is in the relative interior of the optimal face. Then we show that X is, in fact, the analytic center of the optimal face. We then extend these results to the dual central path.
In 27] it is shown that in the case of convex homogeneous self-dual cones, which includes the case of the cone of positive semide nite matrices, the central path converges to a strictly complementary solution provided that one exists. In 14] , under the assumption of strict complementarity, it is shown that the primal-dual central path of an SDP problem converges to the analytic center of the optimal face. We obtain the same results without assuming strict complementarity.
Let X be the limit of the primal central path as ! 0. Lemma 4.1 There exists a spectral factorization X = Q Q T and a sequence f k g such that X( k ) ! X, Q( k ) ! Q and ( k i ) ! , where
Proof. The proof follows trivially from the compactness of the set of the orthogonal matrices. Notice that the limit is uniquely de ned by X, and the limit Q, generally speaking, depends on the sequence f k g. 2
We know that X and ( y; Z) are optimal solutions to the primal and dual problems, respectively. We rst want to prove that each is in the relative interior of the optimal face for its respective problem. Now both terms on the left side of (3) are nonnegative by Proposition 2.4; henceX X( ) ?1 n: (4) Consider the sequence f k g as de ned in Lemma 4.1, such that X( k ) ! X and the spectral factorizations Q( k ) ( k ) Q( k ) of X( k ) converge. X = Q Q T andX =Q P~ PQ T P ;~ P 0;~ P 2 S r r . (The columns ofQ P are eigenvectors ofX that span R P .) Let us order the columns of Q and partition Q into two parts Q P ; Q ND ] so that Q P has r columns and Q T PQ P is nonsingular. This is always possible since Q TQ P has full column rank. Let us order the columns of Q( k ) and the columns and rows of and ( k ) and partition them according to the column order and partitioning of Q. Then X = Q P P Q T P + Q ND ND Q T ND and X ?1 ( k ) = Q P ( k ) ?1 P ( k )Q T P ( k ) + Q ND ( k ) ?1 ND ( k )Q T ND ( k ), and from (4) Q P~ PQ
Since both terms in this sum are nonnegative by Proposition 2.4, it follows from Property 2.3 that
Now, i ( k ) ! i and Q T P ( k )Q PŨPQ T P Q P ( k ) ! Q T PQ PŨPQ T P Q P U P 2 S r r .Ũ 0 and Q T PQ P is nonsingular; hence U P 0. It then follows from (5) that
?1 i ( U P ) ii n; where ( U P ) ii > 0 (because U P 0). Since the sum of the ratios ( U P ) ii = i is nite, it follows that i > 0; i = 1; : : :; r. Therefore X has rank r proving that X 2 ri O P . Similarly, it can be shown that ( y; Z) 2 ri O D .
2 From Lemma 3.2 it follows that the analytic center of the optimal face O P is well de ned. We now show that X is, in fact, this analytic center. Theorem 4.3 Let X be the limit of the primal central path as ! 0. Then X = Q P UQ T P , where U depends on he choice of the orthonormal basis Q P for R P and is the unique solution to the problem max ln detU Q T P A i Q P U = b i ; i = 1; : : :; m (6) U 0; U 2 S r r ;
i.e., X is the analytic center of the primal optimal face.
Proof. Problem (6) can be rewritten in an equivalent form:
max ln detU Q T P A i Q P U = b i Q T P CQ P U = c(0) C X = c( ) X 0; X 2 S n n :
Using notation of Lemma 4.2 X = Q Q T = Q P P Q T P + Q ND ND Q T ND , where Q = Q P Q ND ] is a matrix of eigenvectors of X and P is a diagonal matrix of positive eigenvalues of X (r of them) and ND = 0. From Lemma 4.2 it follows that Q P spans R P .
As in Lemma 4.2 consider the convergent sequence X( k ) = Q( k ) ( k )Q T ( k ) = Q P ( k ) P ( k )Q T P ( k ) + Q ND ( k ) ND ( k )Q T ND ( k ), such that Q( k ) converges to Q and ( k ) converges to as k ! 0. Since X( k ) = Q( k ) ( k )Q T ( k ) and ( k ) is diagonal, requiring X in (9) to be of the form
U 2 S r r ; V 2 S n?r n?r ;
where U 0 and V is equal to ND ( k ), does not a ect the solution of problem (9) . We restrict V and not U because, as we have already shown, the sequence of the solutions X = X( ) to (9) converges to an optimal solution, where V = 0 and U is a positive de nite matrix. Also, ln detX = ln detU +ln detV . Therefore from (9) and Property 2.3 we obtain the following maximization problem: max ln detU
The unique optimal solution U = P ( k ) of (10) satis es the following system:
U 0: As k ! 0, Q( k ) ! Q and the system (11) converges to (8) with Q P = Q P .
Since P ( k ) is the solution to (11), then the limit P 0 has to satisfy (8) . This proves that X is the analytic center of the primal optimal face. 2
As in LP, problems (P) and (D) can be written in a "symmetric" form. As far as we know there is no suitable concept of a scaled or weighted central path, de ned as a trajectory of solution of a class of minimization problems, passing through any given pair of primal and dual interior solutions. Therefore, we do not consider weighted trajectories as in 15]. However, we can consider "shifted" central paths, or primal a ne scaling (PAS) trajectories, as they are called in 1] or A-trajectories as they are called in 6]. We study the properties and convergence of these trajectories, using the same techniques that we used for the central path.
In 1] it is shown that the tangent to a PAS trajectory at any given point has the same direction as the primal a ne scaling step. The same is true in semide nite programming 9]. We are ready to discuss the limiting behavior of the shifted central path.
Let ( X; y; Z) be a limit point of the solution (X( ); y( ); Z( )) to (SCP ) as ! 0. In 9] it is shown that X is an optimal solution to (P) and ( y; Z)
is an optimal solution to (D). As in the case of the central path, we can show that X is in the relative interior of the primal optimal face and ( y; Z) is in the relative interior of the dual optimal face. The proof is analogous to the proof of Lemma 4.2 with the exception that X( ) Z( ) N for some large number N.
More importantly, it is trivial to extend the proof of Theorem 4.3 to give Theorem 5.2 X = Q P UQ T P , where U is the unique solution to the problem max ln detU + Q T P TQ P U Q T P A i Q P U = b i ; i = 1; : : :; m (13) U 0;
i.e., X is the "shifted" analytic center of the primal optimal face.
Just as in the case of LP 1], the dual solutions of the shifted central path converge to the analytic center (not shifted) of the dual optimal face. which is equivalent to Problem (14) de ning the analytic center of the dual optimal face. Thus ( y; W) is the unique solution of Problem (14) . 2
Thus, the choice of the initial point (X 0 ; y 0 ; Z 0 ) a ects the limit of the trajectory of the primal solutions (obviously, only if the optimal face is of dimension greater than zero), but does not a ect the limit of the dual trajectory.
Remark. Notice, that the dual problem (15) is in fact a shifted barrier problem for the original dual (D). We now consider the tangent to a shifted central path at an arbitrary point on it. Our results apply to the central path as a special case (T = 0).
Let (X; y; Z) (we omit the argument for simplicity) be on the shifted central path corresponding to a given shift T. Di erentiating the system (SCP ) with respect to for any > 0, yields 
In 9] it is shown that this system of di erential equations is generated by the generalized primal a ne scaling vector eld. In our terms, this is equivalent to the fact that we can rewrite the above system as A = 0 A T y E + = C: Remark. We would like to study the limiting behavior of the dual estimates y E and Z E = Z ? _ Z that are computed at every step of an algorithm that uses an a ne scaling direction. In the next section we show that under assumptions of strict complementarity and primal and dual nondegeneracy the limit of (y E ; Z E ) equals the limit of (y( ); Z( )) as ! 0. Let us consider solutions X and (y; Z) on the shifted central path corresponding to a shift T. ( X, y and Z depend on , but we omit the argument.)
As shown in the previous section (see (17) 
For the second derivatives we have on the central path must satisfy a system of equations of the form
where R is a function of (T; X; _ X; X; : : :; X (k?1)
). We now turn to the limiting properties of the rst order derivatives of the central path. As earlier, let ( X; y; Z) be the limit of the central path.
We need the following assumption: Assumption 6.1 i) The primal and dual solutions X and ( y; Z) are strictly complementary; i.e., r + s = n.
ii) The primal solution X is nondegenerate; i.e., the matrices For these and other equivalent de nitions of primal and dual nondegeneracy see Alizadeh, Haeberly, and Overton 3]. They also prove that under Assumption 6.1 the optimal primal-dual solution is unique. Hence if Assumption 6.1 holds it makes sense to say that Problems (P) and (D) are nondegenerate and strictly complementary. For the remainder of this section we shall assume that Assumption 6.1 holds.
To show that the rst order derivatives of the central path converge to nite limits as ! 0, we consider the following system which, as shown in X; Z 0; X; Z 2 S n n : Viewing all symmetric matrices in the above system as vectors in R n(n+1)=2
and di erentiating, we obtain the following system We obtain system similar to (21) , with the same coe cient matrix and the right hand side, which depends on the shift T and on X and is uniformly bounded as ! 0.
Let us consider the derivatives of the eigenvalues of X and Z on theto zero) in linear programming. Complete information on _ X and _ Z can be obtained by solving the system (21).
We can now conclude, that the dual estimates y E = y ? _ y and Z E = Z ? _ Z that appear in (18) converge to the same limits as y and Z, since _ y and _ Z are bounded as ! 0. Remark. To prove the convergence of the derivatives of the central path as ! 0 we assumed primal and dual nondegeneracy and strict complementarity. These assumptions imply the uniqueness of the primal and dual solutions 3]. However, we conjecture that it is su cient to only assume strict complementarity. Note that strict complementarity is necessary 
