Abstract This paper presents a method for the analysis of socio-ecological patterns of vulnerability of people being at risk of losing their livelihoods as a consequence of global environmental change. This method fills a gap in methodologies for vulnerability analysis by providing generalizations of the factors that shape vulnerability in specific socio-ecological systems and showing their spatial occurrence. The proposed method consists of four steps that include both quantitative and qualitative analyses. To start,
. Insight in these mechanisms is important for developing policy responses to reduce vulnerability and facilitate learning across places. In this paper, we present a method for systematically investigating these mechanisms across the globe within a given socioecological system in a quantitative and spatially explicit manner. This method results in the identification of typical patterns of vulnerability on a global spatial scale. We apply the method to analyse the vulnerability of farmers in drylands to show the potential of this method for identifying options to reduce vulnerability.
Although there are differences in the use of terminology (Wolf et al. 2012; Hinkel 2011; Rothman et al. 2014) , most frameworks for vulnerability analysis discussed in the literature distinguish between three components: exposure, sensitivity and coping/adaptive capacity (Birkmann 2013a; Kasperson et al. 2005; Mc Carthy et al. 2001; Parry et al. 2007; Patt et al. 2009; Schröter et al. 2005; Turner et al. 2003) . Factors determining vulnerability to diverse pressures can operate over different temporal and spatial scales and require taking the whole human-environment system into account (Vogel and O'Brien 2004) . To capture these various aspects, vulnerability research applies a wide range of methods, stemming from various disciplinary backgrounds and operating on all scales (from local to global). While this great variety of methods and the lack of unified approaches indeed makes it difficult to compare the results of vulnerability studies between different parts of the world or amongst different groups in society (Alcamo et al. 2008; Hinkel 2009 Hinkel , 2011 , some frameworks have been proposed to facilitate unified analysis (Birkmann 2013a; Carter et al. 2007; Schröter et al. 2005; Polsky et al. 2007; Turner et al. 2003) .
One of the reasons that vulnerability studies are difficult to compare, relates to the different spatial scales on which they operate. Often, vulnerability analyses are local case studies that address the usually complex, context-specific situations that shape vulnerabilities of a particular group in a specific socio-ecological situation (e.g. Eakin 2005; Sietz et al. 2006; Sallu et al. 2010 ). The generalization of case studies and their relevance in similar situations elsewhere is always a difficult question. At the other end of the spectrum, global vulnerability assessments are based on aggregated data and rather crude assumptions about the underlying mechanisms being assessed. Even with increasingly finer spatial resolution of global and regional data sets, the question remains whether local specifics can be adequately represented and understood in a global context (Kasperson et al. 2005) .
We argue in this paper that vulnerability analysis on an intermediate level of complexity and spatial extent, such as is proposed here in the form of patterns of vulnerability, is a useful addition to currently available methods for unifying vulnerability analysis, which range from local (e.g. Eakin 2005) to regional ) and global (Schröter et al. 2005) . Analysing patterns of vulnerability helps to systematize outcomes of case studies with regard to the general, functional processes that shape vulnerability. Furthermore, this analysis does provide both global overviews and sub-national detail on the spatial distribution of these patterns. These insights can be used as entry points for developing policy responses to reduce vulnerability in different locations in which similar vulnerability-creating mechanisms play a role and facilitate learning across places. Furthermore, it renders a useful basis for understanding specific impacts in vulnerable situations, such as the occurrence of conflicts, through for example an overlay analysis (Sterzel et al. 2014) or migration (Neumann et al. 2014) .
This idea of analysing patterns of vulnerability originates from the fourth Global Environmental Outlook: Environment for Development (GEO-4) published by the United Nations Environment Programme (UNEP 2007) . In a response to requests from governments to show how the environment provides challenges and opportunities for human development, UNEP gave the concept of vulnerability a central place. While GEO is a global assessment, its strong regional focus also required going beyond providing coarse global overviews or simple rankings of vulnerability, to find new ways to be sufficiently relevant for countries and regions. From the regional analysis of state and trends in the environment and its impacts on human well-being, seven problem areas were derived in which the vulnerability of people in specific socio-ecological systems was analysed by looking at the main vulnerability-creating processes (Jäger et al. 2007; p. 318; Kok and Jäger 2013) . These problem areas included the urbanization of the coastal fringe, disturbing the fragile equilibrium in drylands and small island developing states. The analysis of the global dryland was further elaborated in a global study by Sietz et al. (2011) , which identified the spatial distribution of different types of dryland vulnerability.
Building on this analysis, as well as on additional work on patterns of vulnerability in various ecological systems (see Kok et al. 2009) , we here present a further elaborated method and apply it to analyse vulnerability of (smallholder) farmers in drylands to show its added value, the methodological issues involved and the insights that can be gained from this type of analysis for policy making. While this paper focuses on the method, related publications apply this method and elaborate in more detail patterns of vulnerability related to forest overexploitation, rapid urbanization in coastal areas (cf. chapter 4 and 6 in Kok et al. 2010) and use the identified patterns of vulnerability to analyse conflict in drylands (Sterzel et al. 2014) .
Rationale for identifying patterns of vulnerability
The above-mentioned three components of vulnerability (exposure, sensitivity and coping/adaptive capacity) vary considerably amongst individuals, different social groups and communities, making human vulnerability to environmental change inherently different for each community or individual. Consequently, vulnerability is the outcome of multiple stressors and multiple actors in multiple contexts that can occur at various spatial and time scales (De Sherbinin et al. 2007; Patt et al. 2009; Schröter et al. 2005; Turner et al. 2003; Vogel and O'Brien 2004) . Vulnerability analysis needs to reflect these complex realities.
Comprehensive vulnerability analysis of specific socioecological systems could be provided either starting from single case studies or from global indicator-based studies or indices. The synthesis of single case studies towards a more comprehensive overview of vulnerability is often hampered by the diversity and incongruency in approaches employed in the case studies and differences in availability and quality of data. Global overviews are typically falling short in including potentially important local specificities. Between these extremes, the approach to identifying patterns of vulnerability on an intermediate level of complexity (of mechanisms and conditions) and spatial resolution is an attempt to find a compromise leading to a more comprehensive picture of the major factors involved. Needless to say, this also has to cope with a limited availability of potentially important placebased information on the scale considered (especially for more complex social indicators such as power, politics and voice).
From a formal point of view, state-of-the-art vulnerability assessments on higher spatial scales commonly have index-based outcomes, in which the detail of study is aggregated to one value for each place (Lonergan et al. 1999; Cutter et al. 2003; Kaly et al. 2004 , Welle et al. 2013 . If vulnerability is reduced to a single composite indicator (index), the richness and complexity of the processes that create and maintain vulnerability is lost, even more so on the large scales of analysis considered (cf. Barnett et al. 2008) . That is why it is argued that disaggregated indices are more useful than a single index, as they provide richer information on the structure of vulnerability (Adger et al. 2004 ). However, this leaves the reader with a multitude of combinations of the disaggregated indices, which are not systematically interpreted by the analyst. The pattern approach, which we suggest in this paper, is the logical next step by asking: Can we identify typical combinations of disaggregated indicators and-in case yes-how can they be interpreted in terms of vulnerability-generating mechanisms? In doing so, we prevent that the resulting vulnerability mapping is obscured by the far-fetched aggregation, which is a consequence of working with indexes (cf. Preston et al. 2011 ).
An existing approach addressing a similar problem of providing generic overviews on an intermediate level is the 'syndrome approach'. This approach looks at nonsustainable patterns of interaction between people and the environment at a global level, and aims to unveil the dynamics behind them (Petschel-Held et al. 1999; Lüdeke et al. 2004; Manuel-Navarrete et al. 2007 ). This approach was based on the hypothesis that it is possible to identify a limited number of typical dynamic causeeffect relationships (syndromes) at an intermediate level of complexity that allows to subsume case studies that address relevant environmental problems all over the globe. Srinivasan et al. (2012) recently present an interesting example of analysing and linking 22 humanwater system case studies over the globe in terms of a limited number of syndrome configurations. The resulting six syndromes can be explained by a limited set of causal factors falling into four categories: demand changes, supply changes, governance systems, and infrastructure and technology.
While the syndrome approach can be used for analysing separate local and regional case studies, it can also be applied to provide a global mapping, as exemplified in Cassel-Gintz et al. (1997) and Lüdeke et al. (2004) who semi-quantitatively assess the presence of non-sustainable development paths by employing fuzzy calculation rules on the basis of globally available indicator-information on factors of interest. This requires a set-up in which the various factors of interest are explicitly hypothesized to affect vulnerability of human well-being towards global and environmental change in a certain prescribed way, as represented by the (semi-quantitative) relationships employed. An interesting example of a related approach that explicitly postulates a framework to express vulnerability from various (disciplinary) viewpoints, and which also uses fuzzy indicators and calculation rules to build the associated inference models, is delivered by Alcamo et al. (2008 Alcamo et al. ( , 2009 .
In our approach, we employ a different way to analyse the vulnerability pattern within a well-defined socio-ecological system (e.g. agriculture in drylands). We do not impose a hypothesized predefined relationship, but let the available data on vulnerability mechanisms tell their own story: exploring the structure in the data-space we hope to (inductively) obtain clues on the underlying vulnerability patterns in a specific socio-ecological system worldwide, which can be presented on a global map. We propose a method to answer these questions in four steps that will be further elaborated below. It follows a similar logic as the framework of Schröter et al. (2005) for place-based studies. To be able to capture the various relevant dimensions of human vulnerability, we stress the need to combine qualitative analysis and quantitative tools in applying this method to identify and describe patterns of vulnerability. This needs to be an iterative process as each step provides knowledge that could require the analysis to go back to previous steps. The method offers also opportunities to involve different stakeholders in the analysis.
Step 1 Defining a relevant and distinct socio-ecological system for vulnerability analysis Question: What are the main exposures, key vulnerable groups, their sensitivities and coping and adaptive capacities in a specific socio-ecological system? There is no unique or objective way to identify relevant problem areas and socio-ecological systems. Different approaches that could be used are as follows: expertbased, like with the syndrome approach (WBGU 1995); user-driven, such as in the GEO process (Kok and Jäger (eds) 2009); or through science-policy workshops (Manuel-Navarrete et al. 2007 ). User-driven approaches will score better in terms of legitimacy of outcomes, while expert-driven identification may be biased, but efficient in terms of covering the present state of scientific knowledge.
The definition of a relevant problem area and a related socio-ecological system includes an identification of possible exposures, sensitivities and coping and/or adaptation mechanisms, and understanding how well-being of the vulnerable populations may be affected.
Step 2 Identification of core dimensions and indicators Question: What are the core dimensions of the patterns of vulnerability occurring in the investigated socioecological system?
To further specify the socio-ecological system, the variety of mechanisms and processes constituting the vulnerability identified in the previous step needs to be reduced to what we label its 'core dimensions'. This can be done either by referring to existing literature on case study generalisations or by own vulnerability study generalisations, using, for example, the results of meta-analyses (Geist and Lambin 2001, 2004; Rudel 2005 Rudel , 2008 or vulnerability scoping diagram (Polsky et al. 2007 ) to facilitate the comparison of assessments.
Next, indicators need to be identified that render information on the most important dimensions of the vulnerability-creating mechanisms. In principle, these indicators can be taken from all kinds of sources, e.g. survey data, model results, maps (Birkmann 2007 (Birkmann , 2013b ). As we want to understand where the patterns of vulnerability are occurring, this requires spatially explicit data as much as possible.
Step 3 Identification of vulnerability profiles and their spatial distribution Question: In which regions do we find similar vulnerability profiles/situations?
To further answer the question in what form and where typical combinations of the vulnerability-creating processes occur, the selected indicators are subjected to formal data analysis. The outcomes of this step characterize the pattern of vulnerability in two components: (1) a functional component, which are specific constellations of indicators that we label 'vulnerability profiles' (see Fig. 1 ); and (2) a spatial component, which is the spatial distribution of the vulnerability profiles (see Fig. 2 ).
Several techniques for spatial data analysis exist (see Locantore et al. 2004 for an overview). When prior information on the inherent structure of data (in this case the indicator data) is absent or minimal as is usually the case with indicators used at a global level, cluster analysis is a suitable statistical technique to explore such data sets. It groups data into classes-groups or clusters-that share similar characteristics. Here, we use cluster analysis to identify specific constellations, or groups, of indicator values that suggest the different forms in which a pattern of vulnerability can manifest itself.
An important issue when carrying out cluster analysis is the decision on the number of clusters to be distinguished and used in the further analysis. To determine the number of clusters which provides an adequate representation of the internal structure of the data, we developed a measure of the stability of the cluster partitions. See Supplementary material for further details on the clustering method applied.
Step 4 Interpretation and verification of vulnerability profiles Question: What do the different vulnerability profiles signify in terms of vulnerability-creating processes?
The distinct vulnerability profiles resulting from step 3 show typical indicator combinations. Relating this information to the core vulnerability dimensions of the considered socio-ecological system identified in step 2, each vulnerability profile has to be interpreted regarding the characteristic vulnerability-generating processes or mechanisms. The spatial distribution of these profiles around the world describes where these different manifestations can be found.
In this interpretation step, we analyse what drives the vulnerability for a specific cluster, what explains the differences between vulnerability profiles and whether the locations where a specific vulnerability profile occurs are also observed in reality. To verify the obtained results and interpretations, our quantitative analysis needs to be complemented with empirical, 'on the ground' information. This step is important to complement the global, quantitative data with local, 'on the ground' qualitative information (to address concerns raised by for example Carr and Kettle (2009) to adequately reflect conditions on the ground in quantitative global approaches). This can be done by comparing these outcomes with a meta-analysis of case studies or with numerous detailed case studies (see Sietz et al. 2011; . We refer to this part of the analysis as 'ground-truthing', that is, relating the global, quantitative analysis to detailed information that is collected on the ground. This step adds meaning and detail to the analysis that cannot be derived directly from the global analysis and in this way helps to link the global analysis to local realities and thus supports the identification and interpretation of the vulnerability profiles.
Patterns of vulnerability amongst farmers in drylands
In this section, we illustrate the suggested general approach by its application to the socio-ecological system of dryland farming. The analysis shown here is a further development of prior studies of this problem area (Jäger et al. 2007; Kok et al. 2009; Sietz et al. 2011 ).
Step 1: Defining a relevant and distinct socio-ecological system for vulnerability analysis Drylands are critical areas with respect to the challenges and trade-offs of improving human development in a fragile environment, with limited natural resources and high risks of overexploitation. Drylands are characterized by low rainfall and high rates of evaporation, occupy 41 % of the Earth's land area and are home to half of all people living in poverty (Dobie 2001 ). Infant mortality rates in drylands in developing countries are relatively high. Most dryland developing countries have a large proportion of their labour force working in the agricultural sector, with smallholder farmers being highly dependent on natural capital and ecosystem services. Land degradation and climate change endanger agricultural production and environmental sustainability.
Step 2: Identification of core dimensions and indicators Current literature (Geist and Lambin 2004; Reynolds et al. 2007; Safriel et al. 2005; Safriel and Adeel 2008) suggests that there are typical and common mechanisms at work that establish the vulnerability of smallholder farmers in dryland areas, especially in developing countries. Their vulnerability is characterized by increasing pressures on the natural resources from a growing population, limited and insecure access to water and fertile soils, and soil degradation resulting from overuse, combined with the breakdown of traditional coping mechanisms, barriers to alternative livelihoods and consequently threatened human. Poor infrastructure impedes market access and, thus, the ability to obtain inputs to enhance agricultural productivity and possibilities for selling products. All these factors may lead to situations in which rural households become enmeshed in poverty traps.
Major vulnerability-generating processes are summarised by Reynolds and colleagues (Reynolds et al. 2007) into five key variables important for the 'Dryland Development Paradigm', comprising high variability in rainfall (typically occurring in low precipitation areas), low soil fertility (small amounts of organic matter imply that tillage and grazing can quickly have major impacts), sparse populations (not in contradiction to high relative population growth), remoteness (e.g. from markets) and distant voice and remote governance (spatial and social distance from the centres and priorities of decision-making). As a result, Reynolds and colleagues show that dryland populations tend to lag behind populations in other parts of the world in terms of a variety of economic and health indicators with higher infant mortality, severe shortages of drinking water and much lower per capita incomes.
The 'Dryland Livelihood Paradigm' (DLP) further refines the 'Dryland Development Paradigm' taking into account specifically the poverty-degradation spiral (Safriel and Adeel 2008) . The DLP suggests two major alternative development paths. The first path encompasses two branches. One branch describes the overuse of natural resources driven by demographic and socio-economic stimuli leading into poverty, conflicts and violence. The other branch shows that even the sustainable use of resources may result in low human well-being due to the inherent marginality, ultimately inducing the same adverse effects on human well-being as shown in the former branch. In contrast, the second path involves also social and technological ingenuity that stimulates innovations and sustainable use of resources and/or transition to alternative, land-independent livelihoods which altogether stimulate sustainable development (see also Mortimore 2009 ).
On the basis of this analysis, we identify five core dimensions that describe the patterns of vulnerability in drylands. In this description of vulnerability human wellbeing is dependent on available natural resources (soils and water), that may be negatively influenced by pressures on resources, and their potential overuse, resulting in degradation (Dregne 2002) . The latter creates a negative feedback on agricultural production and income generation (e.g. Safriel and Adeel 2008) , while connectedness illustrates dependence of income generation on ''soft and hard infrastructure'' (e.g. Shiferaw et al. 2008) , which-together with the available capital-also influences the improvement of agricultural techniques (Thomas 2008; Twomlow et al. 1999) .
To describe these core dimensions, we have selected a set of seven global indicators (see Table 1 ). Pragmatic reasons as availability and quality of information for global (drylands) coverage and sub-national resolution have played a role in the ultimate choice of the indicators. As we intend to develop this method further in future work for the analysis of alternative scenarios, we have opted to use indicators derived from integrated assessment models, i.e. environmental indicators are related to the IMAGE model (MNP 2006; Stehfest et al. 2014) , and indicators on human well-being and development are related to the GISMO model (Hilderink and Lucas 2008) .
As a component of Human Well-being, income allows farmers to fulfil their needs and acquiring production enhancers. As for income no gridded data are available, we use country-level income data for all grid-cells within a specific country, supplemented with the infant mortality rate on the sub-national scale, as a proxy that gives some insight into the distribution of income. In case of a sufficient national average of GDP per capita, a high infant mortality rate suggests a very unequal distribution. With respect to natural resources, soil quality and climate conditions can be directly indicated by measuring agropotential. For this we use productivity of grassland compared to the maximum feasible natural productivity in perfect circumstances as a proxy. Furthermore, water availability is indicated by the water run-off per river basin. Pressure on these natural resources is indicated by the population density. To indicate overuse, we use water erosion, which is the most important cause for soil degradation around the world, represented by the water erosion index, i.e. the sensitivity to water erosion in a qualitative sense. Finally, connectedness or access to soft and hard infrastructures is indicated by infrastructure density, which is total length of roads per square kilometre.
Step 3: Identification of vulnerability profiles and their spatial distribution This step identifies in which areas we find similar vulnerability profiles. Cluster analysis is used to identify typical Water erosion index (Hootsman et al., 2001) indicator value combinations in the multiple indicator dataspace. The optimum number of clusters is determined by investigating the stability of calculated cluster partitions under different initial conditions (see Supplementary material, Figure S1a ). The absolute maximum is for three clusters, which mainly shows a divide between developing countries and developed countries; a plausible result that, however, does not add much new information to our understanding. A richer interpretation comes from the relative maximum at eight clusters, which hints at an inherent property of the structure in the indicator space. However, even not exactly knowing the optimum number of clusters would not be a severe problem in this case, as the 'branching diagram' in Supplementary material ( Figure S1b) shows. This diagram suggests how clusters split up or merge when increasing or decreasing the number of clusters considered. Using a smaller cluster number than eight implies that the picture becomes less differentiated, i.e. clusters are mainly merged by going to smaller cluster numbers. At this point, the question may arise as to whether or not there is a ranking in the importance of single indicators in generating the cluster separation. The 'Fraiman measure' as depicted in Supplementary material ( Figure S1c) shows that the average income is the most important variable for cluster separation, followed by agro-potential and soil erosion; infant mortality and water availability have still some importance. Even though the ranking is led by an economic variable, it is an almost equal mixture of socioeconomic variables, natural conditions and variables that all characterize the intensity of resource usage.
The eight clusters define different typical vulnerability profiles, i.e. combinations of indicator values that characterize specific vulnerabilities in different dryland areas (see Fig. 1 ). Although these vulnerability profiles are characterized by the (normalized) cluster centres, there can be significant variation for specific indicators around these average values that can be helpful in characterizing and interpreting these clusters in terms of specific features of the variables considered. Box-plots serve this purpose as they indicate next to the cluster centres also high and low percentiles of the data (see Supplementary material, Figure S1d) , with a small spread indicating that these indicators are relatively distinctive when comparing various clusters. The spatial distribution of these profiles is provided in Fig. 2 , which clearly shows that six of the vulnerability profiles relate to drylands in developing countries.
Step 4: Interpretation and verification of vulnerability profiles In this step, the vulnerability profiles are interpreted and their plausibility is tested in comparison with other related information, as, for example, independent global maps, single local case studies falling spatially within a specific cluster area and meta-analyses. This leads to better understanding of the processes hypothesized by the profiles and to partial verification of their spatial distribution.
The two developed clusters (dark lilac-marginal and bright lilac-less marginal in Figs. 1 and 2 ) occur in industrialised countries and show high values for average income and very low infant mortalities. The main difference between the two clusters lies in the difference in agropotential (factor 7), which might be linked to higher values of road (factor 3) and population (factor 7) density in the less marginal developed cluster (see bright lilac line in Fig. 1 ). In addition to the better agro-potential, the amount of available water is also higher, both of which could motivate more intensive agriculture that potentially generates significant soil erosion. The dark lilac-marginal cluster with agro-potential and amount of available water worse than the bright lilac-less marginal cluster, has only 14 % of the population density compared with the bright lilac wealthy cluster, and related to that, a lower road density. Nevertheless, it still has a noticeable soil erosion rate, suggesting soil overuse. Both clusters and their separation are rather robust as their box-plots ( Figure S1d) show relatively small variation for most indicators and those indicators that distinguish their partition most show only little overlap when comparing both clusters. With respect to their geographical distribution, these two clusters comprise the arid areas of the OECD countries-according to the dryland definition used here-mainly in the US, Spain, Italy and Australia. Comparison with maps on irrigated cropland (Siebert et al. 2005) and livestock production systems (FAO 2006) shows that the significant soil erosion of the bright lilac cluster correlates with a high percentage of irrigated cropland, whereas the somewhat lower erosion in the dark lilac cluster is mainly associated to overgrazing. Comparison of these cluster results with the meta-analysis study on dryland degradation (desertification) by Geist and Lambin (2004) may serve as an example of verification. From the systematic evaluation of a large number of case studies on desertification processes all over the world, they concluded that for Europe most of the case studies report agricultural activities as proximate cause for dryland degradation (share of cropping: 77 %). For Europe, the cluster analysis identifies almost exclusively the bright lilac cluster where high soil degradation is related to intense crop farming which fits the Geist and Lambin findings. Furthermore they obtain for the USA and Australia that the majority of the case studies report agricultural activities as proximate cause, but here livestock dominates with 83 % over cropping with 17 % (USA) or has an equal share (Australia). The cluster analysis reproduces this observed situation by identifying a mixture of the bright lilac and dark lilac clusters for both countries, the latter indicating the less fertile and overused rangelands. The resource-poor vulnerability profiles (red and yellow in Figs. 1 and 2 ) identify the most resource-constrained and isolated areas of the world, indicated by the lowest renewable water resources and agro-potential. The harsh dryland conditions might explain the still relatively low levels of soil degradation, as agricultural and grazing practices are not favoured. The very limited renewable water resources pose the risk of unreliable supply. The two profiles differ mainly in level of human well-being (income and infant mortality). Also here, both clusters and their separation are rather robust. Their box-plots ( Figure S1d) show very small variation for the indicators, and the infant mortality rate, the most distinct indicator for the two clusters, shows no overlap for the 5th-95th percentiles. Severe poverty occurs in areas dominated by pastoral land use (red cluster: GDP/cap: 11 %, Infant Mortality Rate: factor 4 compared to the yellow cluster). This cluster is, e.g. identified in Somalia, described by a case study of Le Sage and Majid (2002) . In this region, despite some improvements in access to natural resources and security, the ability of people to recover and stabilize their livelihoods is very limited. The poorest people there are not able to benefit from occasionally better rainfall due to the depleted asset base and war-related constraints to access productive resources. Even though better situated people may produce more crops, debt repayment and recurrent droughts continue to exhaust their livelihood assets. In the yellow cluster, mainly located in the old world's dry belt, Mexico and the North of Chile/Argentina more moderate poverty occurs in zones between pastoral and sporadic, sparse forms of agriculture on the desert fringes and in areas where national economies allow for improved living conditions, for example, because of fossil-fuel exploitation in northern Africa and Saudi Arabia.
The poor water, better soils vulnerability profiles (grey and blue in Figs. 1 and 2 ) are less agro-constrained, indicated by medium to high agro-potential, and high soil degradation. The two clusters differ mainly in agricultural conditions and population density which is twice as large for the blue cluster. This is a small absolute difference which, however, is important: more favourable agricultural conditions are combined with proportionally higher population densities, while poverty levels are similar, as expressed by infant mortality levels. For both clusters, the box-plots ( Figure S1d ) show small to medium variation for the indicators (width of 50 %-box around the median from 0.08 to 0.3). Furthermore, except for the agro-potential, the 5-95th percentiles largely overlap for the two clusters. This makes agro-potential the most important single indicator to distinguish these two clusters. The two vulnerability patterns are found in parallel areas, e.g. neighbouring deserts and the less-populated areas close to the desert. The blue cluster is identified for rural areas of East Ethiopia and the Makueni District in Southern Kenia. For both regions, detailed case studies exist which can be used for validation. According to Kassahun et al. (2008) , rangeland degradation in East Ethiopia has increased in severity and magnitude since the 1970s, resulting in widespread erosion, compaction and salinization of soils. Overgrazing and overexploitation of woody plants further accelerate the pace of soil degradation. Water bodies were also affected by agricultural activities. In the past, rivers were increasingly diverted, which resulted in diminished accessibility in water resources for domestic use and livestock production. This ongoing overuse of natural resources induces declining agricultural yields and generates conflicts over grazing areas and water resources. As a result, food insecurity and increased poverty is observed. This case reflects the overuse of an acceptable agro-potential by an increasing population resulting in poor human well-being as described by the blue vulnerability profile. The same holds for Makueni (Southern Kenia) where Ifejika Speranza et al. (2008) report the combination of low human well-being and high soil degradation under population pressures. Croplands in the Makueni district are heavily degraded since soil and water conservation measures are rarely applied. Together with the unreliable rainfall being characteristic for drylands and partly infertile soils, food production is difficult to be secured. The resulting food insecurity translates into a limited human well-being.
The resource rich vulnerability profiles (green and black in Figs. 1 and 2 ) are characterized by better natural conditions. Both vulnerability profiles are least agro-constrained (highest agropotential), while human well-being (average income and infant mortality) is comparable to the poor water, better soils profile. Here, soils have been extremely degraded by a very dense population, also putting future generations under increased pressure. This profile dominates the arid areas of India, but is also found in north-eastern China and on the African Mediterranean coast. A good illustration for the Indian occurrence of this cluster is the case study of Ram et al. (1999) describing the situation in Khabra Kalan (Rajasthan). It shows the relation of increasing population, shrinking land holdings and shortfall of food on small farms which results in the deterioration of the land productivity.
The river vulnerability profile (black) shows moderate agro-constraints and is best endowed with water resources. Furthermore, soil degradation here is moderate compared to the other patterns. This profile combines relatively high income levels with relatively high infant mortality compared to other developing countries, suggesting a very uneven distribution of income opportunities, probably due to differences in access to irrigation and grassland and services such as health and education. This is related to the distribution of income; the on average good natural resources may be distributed unequally amongst the population. For the Balochistan part of the Indus basin belonging to the black cluster, Mustafa and Qazi (2007) results agree with the conclusions drawn from the vulnerability profile by showing how the transition from a sustainable, traditional irrigation system ('karez') to groundwater pumping leads to increasing social disparities and degradation of environmental resources. This profile is found around the lower reaches of the Indus, Euphrates, Tigris and Volga rivers, and in other irrigation areas, such as around the Aral Sea. Both clusters show relatively large variation in their indicator values (Figure S1d) , while for the indicators that are most characteristic for the two clusters (population density in the green cluster and renewable water resources in the black cluster) their 5th to 95th percentiles almost do not overlap with the other clusters.
Potential for using patterns of vulnerability for further analysis and policy applications Logical questions to ask at this point are what the added value of this approach is and how it can serve policy making in addressing and reducing vulnerability. Next to contributing to improved understanding of vulnerability in specific socio-ecological systems, we suggest that patterns of vulnerability can be used in at least three different ways: as a basis for identifying specific responses to reduce vulnerability; to identify opportunities for transferability of local approaches for reducing vulnerability to other places; and as a basis for overlay analysis with information on other issues to obtain novel insights on the possible interrelatedness of these issues with dimensions of vulnerability. We briefly elaborate these below.
Basis for analysing response options
Response options are usually either very place specific or identified at a generic level, see (GTZ 2009; Jäger et al. 2007; Mortimore 2009 ), for example, in drylands. But using the vulnerability profiles identified with the proposed method, specific places and contexts can be further related to response options. As illustration, we here elaborate cluster-specific policy options for some of the vulnerability profiles obtained for the dryland case in Section Patterns of vulnerability amongst farmers in drylands.
In the 'poor-water, better-soil' clusters, the soil degradation rate is relatively high and endangers future yields. This can be avoided by the implementation of more sustainable resource management options. For an extensive list of concrete measures see Dixon et al. (2001) . The cluster results imply that the more critical resource situation in the grey cluster, reflected by almost solely pastoral use, leaves fewer possibilities to improve productivity by innovative agricultural techniques than in the better endowed blue cluster. This makes it less probable to improve human well-being for the existing population in the grey cluster on the basis of agricultural production. As a consequence, either non-agricultural offfarm labour has to be developed and/or provided. In the blue cluster with better agro-potential, the chance of improving quality of life by more sustainable resource management seems an interesting option, together with limited population density growth. In-migration from less endowed regions, such as the grey areas, could endanger this opportunity if the implication from the comparison of the poor water, better soils clusters holds that population density tends to increase until living conditions become unacceptable.
In the two resource-scarce clusters, the opportunities provided by the natural resource base are inherently very weak. Comparison of the red and yellow clusters reveals that, for the present population density, even a somewhat better agro-potential does not contribute to more wealth suggesting that other national economic conditions are much more important. So, assuming the cluster analysis catches the most relevant factors, moving away from agriculture as main source of income seems here to be the only economically and environmentally sustainable solution.
The same is the case for the overuse cluster. The critical state of intensive agricultural overuse that generates only a very small income from relatively good natural resources due to the high population density can hardly be stabilized by new agricultural practices only. At the same time, pressure on productivity here has to be reduced and ecosystem restoration becomes an option. The natural conditions would then turn into an opportunity for sustainable livelihoods.
Transferability
Patterns of vulnerability allow local policymakers to recognize their specific situation within a broader context of similar situations, providing regional perspectives and important connections between regions, as well as the global context. The method can in this way also be used to identify potential for transferability of policy interventions which were successful in one place to another location. This can be assessed on the basis of the vulnerability profiles, as they identify locations of similar context and problem structure suggesting a similar response to a particular intervention. Herwig and Ludi (1999) compared the response of seven agricultural plots in the highlands of Ethiopia and Eritrea regarding their response to five different soil conservations measures. Three of these plots are located within the dryland mask, two belong to the grey cluster (poor water, better soils, less populated) and one to the blue cluster (poor water, better soils, more populated). One conservation measure ('grass strip') was tested in all three locations showing a clear difference in erosion reduction between the 'grey' cases (-77 ± 4 %) and the 'blue' case (-55 %). Three further conservation measures showed significant responses and allowed for pairwise comparison of the two clusters, all resulting in a much stronger reduction in soil erosion rate for the grey cluster locations, in one case even a strong increase in erosion for the blue cluster location was observed. This is a hint that cluster membership is helpful to understand the success of mitigation measures that were helpful in some locations belonging to a specific cluster.
Given the limited amount of resources available to reduce vulnerability, the identification of similarities may provide additional information necessary for ensuring targeted and more effective interventions. In doing so one should, however, take care not to overlook local conditions and contexts which can be essential for improving the well-being for the vulnerable people involved (Tschakert 2007 ).
Overlay analysis
The question arises whether vulnerability profiles and their spatial distribution are useful for analysing other societal outcomes which the vulnerability-creating mechanisms can have implications for, yet are not included in the profiles. This question can be addressed by functionally and spatially relating the profiles to geo-referenced outcomes with established or conceivable links in the literature, such as violent conflicts (Sterzel et al. 2014) . In this way, potential policy-relevant underlying causes or circumstances that support or reduce these outcomes can be identified or verified.
Aiming at testing this approach, Sterzel et al. (2014) investigated to what extent the typical profiles of the natural and socio-economic factors that characterize the vulnerability of drylands population to global environmental change presented in this paper are also relevant for explaining the spatial distribution and proneness of violent conflicts of the respective socio-ecological system. They found that conflict incidence in global drylands is heterogeneously concentrated according to the identified typical profiles of socio-ecological vulnerability. Then they show why this intrinsically nonlinear approach displays measurable added value over commonly used mono-and multivariate regression model-fits for explaining conflict distribution and proneness in a specific area.
Discussion and conclusions
In this paper, we have presented a method for identifying typical patterns of vulnerability within a given socio-ecological system. Furthermore, we have illustrated the use of the method by analysing the patterns of vulnerability of farmers in drylands, providing a global overview and subnational detail. We have also provided how this method could be used for further analysis and policy application.
The core of the method is an indicator-based analysis of a specific socio-ecological system. Cluster analysis is used for analysing indicator data and complemented with verification using (meta-analysis of) available independent case studies and maps. The resulting clusters are distinct and robust combinations of indicator values which are referred to as vulnerability profiles. Vulnerability profiles could be interpreted in terms of the main vulnerabilitycreating processes that make people in specific situations vulnerable. Furthermore, the cluster partitioning algorithm pinpoints these clusters to specific locations (spatial distribution) and thereby shows where specific appearances of a pattern of vulnerability take place. The vulnerability profiles provide an entry point for identifying opportunities to reduce vulnerability and directions for policy making. Positioning our method into the framework suggested by Schröter et al. (2005) , it is clear that for materializing our method, we have to build on insights-concerning core dimensions and vulnerability mechanisms of interestobtained from place-based vulnerability studies performed by others. With a view on furthering the 'public good' of additional insights through cross-study comparisons of research projects designed with common principles, it is clear that the methodological steps in our method are very much aligned to those presented in Schröter et al. (2005) .
As the method is not only used to analyse drylands, but also to analyse patterns of vulnerability in relation to 'rapid urbanization in coastal areas' and other socio-ecological systems such as over-exploitation of tropical forest (see chapter 4 and 6 in Kok et al. 2010) , we suggest that this new method can provide relevant insights to various human-environment systems where 'specific, representative patterns of the interactions between environmental change and human well-being' are occurring. This does not need to be restricted to global overviews, but may also be applied on a regional or country level. This would also increase opportunities to involve stakeholders in the analysis (for a first attempt see Sietz et al. 2012) .
Reflecting scale-dependent opportunities, working at the global level limits verification efforts due to constraints in globally available observational data. Global data sets should therefore be further developed to provide data which reflect well the spatial and temporal differences in vulnerability outcomes in order to support a more rigorous validation for this type of study. In contrast, applying the method at the local level might facilitate to verify outcomebased aspects of the vulnerability profiles due to better data availability. For example, a study of smallholders' vulnerability in the Peruvian Andes shows the clear correlation between the identified patterns of vulnerability and an independent data set of reported differential vulnerability outcomes in a post-event situation. This relation highlights the relevance of the identified clusters for decision-making processes (Sietz et al. 2012 ). This kind of verification complements studies that test the consistency of indices of vulnerability against independent data sets of observed or perceived vulnerability outcomes (e.g. this study, Alcamo et al. 2008; Fekete 2009) .
A number of considerations need, however, to be taken into account in applying and further developing this method:
• Data requirements may form an impediment to applying this method (indicator selection and verification of results), as global indicator data are not always available for all the processes that constitute a pattern of vulnerability. This is especially the case for socioeconomic indicators such as power, politics and voice that are often at the root of communities' vulnerabilities.
• In addition to indicator selection, stakeholder involvement may help explain important causes for differences in underlying processes to support the interpretation and verification of the vulnerability patterns. For example, smallholders reported causes of climate vulnerability, which deliver rich details that verify and improve the understanding of particular mechanisms in the local context of the Peruvian Andes (Sietz et al. 2012 ).
• To be able to link vulnerability profiles to the identification of possible policy responses, further meta-analysis of case studies is necessary that establishes the link between vulnerability profiles and the portfolio of opportunities and policy options, their comparability and the possibilities of transferability in a way that also adequately reflect local to regional heterogeneity. One way forward is to link global vulnerability patterns in a spatially explicit way with regionally relevant processes such as shown by an integrated assessment that refines global insights and related options to reduce smallholder vulnerability in Northeast Brazil by combining cluster-based and dynamic modelling approaches ).
• Application of this method does not directly render information whether certain clusters are more vulnerable than other clusters. Still, to get some insights into how vulnerable a certain cluster is, different rankings of the clusters on single indicator values can provide additional insights on relative risks. Here overlay analysis can be useful, as is indicated by the overlay of the dryland analysis with conflict data by Sterzel et al. (2014) because data with poor spatial coverage can be related in the study afterwards and complement the picture of vulnerability obtained thus far.
• The consequences of alternative policy scenarios for vulnerable groups can be analysed, using global integrated assessment models. This would require extending the cluster analysis into the future by using scenario data from these models (see Lüdeke et al. 2014 for an initial attempt to explore this idea further).
The proposed method for analysing patterns of vulnerability contributes to a better understanding of important processes that constitute risks in similar situations. It shows the spatial distribution of these patterns at the sub-national level, due to the use of geographically explicit indicators. Moreover it can be helpful in strategic thinking about opportunities, responses and policies to reduce vulnerability. Insight into these basic processes that constitute risks can help decision-making to set priorities how to reduce vulnerability and enhance development efforts.
