We show that random walks on a d-dimensional torus by affine expanding maps whose linear parts commute, under a certain condition imposed on their translation parts, have a unique stationary measure. We then use this result to show that given an IFS of contracting similarity maps of R d with a uniform contraction ratio 1 D , where D is some integer > 1, under some suitable condition on the linear parts of the maps in the IFS, almost every point in the attractor (w.r.t. any Bernoulli measure) has an equidistributed orbit under the map x → Dx (mod Z d ) w.r.t. Haar measure on T d . In the 1-dim case, this conclusion amounts to normality to base D. As an example, we obtain that w.r.t. a natural measure, almost every point in an irrational dilation of the middle thirds Cantor set is normal to base 3.
1. Introduction 1.1. Random walks on tori. Informally, a random walk on a torus may be described as follows. Suppose G is a semigroup acting on the torus and µ is some probability measure on G. Given a point x in the torus, the random walk proceeds by sampling a random element g ∈ G according to µ and moving the point x to gx. The process continues indefinitely to obtain an infinite random path in the torus.
More formally, the general setting of random walks on tori is the following. Let G be a second countable locally compact semigroup acting on T d and let µ be some Borel probability measure on G. To this system we associate a Bernoulli shift (B, β, B, T ), where B = G N , β = µ ⊗N is the product measure on B, B is the Borel sigma-algebra on B and T is the left shift.
Recall that given a measure ν on T d , the convolution of µ with ν is the measure on T d which is given by:
for every measurable set A ⊆ T d .
Clearly, every G-invariant measure is µ-stationary, but the converse is usually false. Recently, there have been some new results for the case where G acts on T d by automorphisms. Starting with the work of J. Bourgain, A. Furman, E. Lindenstrauss and S. Mozes [5] which followed by a series of papers by Y. Benoist and J.F. Quint [1, 2, 3] , these results classify the stationary measures for such systems, showing that under certain conditions all the stationary measures are convex combinations of Haar measure and atomic measures.
In what follows, we call an n × n matrix expanding if all of its (complex) eigenvalues have modulus > 1. Theorem 2. Let D 1 , ..., D n be commuting d × d matrices with coefficients in Z. Assume that D 1 , ..., D n are expanding. Let {h 1 , ..., h n } be a collection of maps T d → T d of the form h i (x) = D i x + α i (mod Z d ), where α i ∈ R d for every i. Assume that the set
is not contained in any proper closed subgroup of T d , then for every probability measure whose support is the finite set {h 1 , ..., h n }, Haar measure is a unique stationary measure on T d .
In order to fit the situation in the theorem to the setting of random walks as described above, one may consider G to be the semigroup generated by the maps {h i } i∈Λ and think of µ as a measure on G (which is actually supported on the finite set {h 1 , ..., h n })
Such an information of uniqueness of a stationary measure for a random walk may be very useful in some situations. Indeed, using Breiman's law of large numbers ( [6] , see also [4, section 2.2] ), in the setting of Theorem 2, one may deduce that for every x ∈ T d and every ϕ ∈ C T d , for β -a.e. b ∈ B,
ϕdHaar.
Note that the convergence also takes place in L 1 (B, β), uniformly in x (see [4, section 2.2] ). By separability of the space C T d , we can get the seemingly stronger property that almost every trajectory equidistributes w.r.t. Haar measure. More formally we have the following corollary. 1.2. Normal numbers in self similar sets.
1.2.1. Self similar sets. A similarity IFS is a finite collection of similarity functions {ϕ i } i∈Λ , where for each i ∈ Λ, ϕ i : R d → R d is given by ϕ i (x) = r i · O i (x) + α i , for some r i ∈ (0, 1) which is called the contraction ratio of ϕ i , an orthogonal transformation O i , and some α i ∈ R d . Every such IFS gives rise to a unique compact set K which is called the attractor of the IFS, and satisfies
Attractors of similarity IFSs are called self-similar sets. Every point in the attractor K of an IFS Φ = {ϕ i } i∈Λ has a symbolic coding (possibly more than one), given by the so called coding map π Φ : Λ N → K, which may be defined by
where x 0 is just an arbitrary point which we usually choose to be 0. A good exposition to this topic may be found in Falconer's book [10] . One type of natural measures supported on K is called Bernoulli measures which are given by pushing forward Bernoulli measures on the space Λ N by the coding map π Φ , i.e., these are measures of the form (π Φ ) * P ⊗N , where P is a measure on Λ and P ⊗N is the product measure on Λ N . Throughout this text, we assume that P ({i}) > 0 for every i ∈ Λ (otherwise we can take supp (P ) instead of Λ). Since this definition is tied to the underlying IFS (rather than its attractor), we shall refer to these measures as Φ-Bernoulli measures, where Φ indicates the IFS. This is the type of measures considered in this work (although it would be interesting to consider other natural measures as well).
Normal numbers.
Recall that a number x ∈ R is normal to base D, for some integer D > 1, if for every n ∈ N, every finite word ω ∈ {0, ..., D − 1} n occurs in the base D -digital expansion of x with asymptotic frequency D −n . Equivalently, x ∈ R is normal to base D iff the forward orbit of x under the map x → Dx (mod 1) is equidistributed w.r.t. Lebesgue measure in [0, 1]. A good exposition to the subject of normal numbers, and in particular the equivalence stated above, may be found in [8] . One useful property of normal numbers is that a number x ∈ R is normal to some base D iff for every s, t ∈ Q s.t. s = 0, sx + t is normal to base D (this property was proved by Wall in his PhD thesis [22] ).
Since the map x → Dx (mod 1) is ergodic (w.r.t. Lebesgue measure on [0, 1]), by Birkhoff's ergodic theorem it is evident that a.e. real number is normal to every integer base 1 . Now, focusing our attention to self-similar sets, we may ask questions regarding the size of the set of all numbers within some self similar set that are normal to a given base.
On one-hand it was proved in [7] that the set of real numbers which are not normal to any integer base (these numbers are called absolutely non-normal) is hyperplane absolutely winning. Hence, for every hyperplane diffuse and Ahlfors-regular fractal (in particular, every attractor of a similarity IFS that satisfies the open set condition, which is not contained in an affine hyperplane) K ⊆ R, the intersection of K and the set of absolutely non-normal numbers has the same Hausdorff dimension as K itself 2 . This result extends Schmidt's result ( [20] ), which provides the same conclusion for K = [0, 1], to nice self-similar sets.
On the other hand, in many cases, with respect to natural measures supported on self-similar sets in R, almost every number is normal to a given base D. Of course it is not the case for every self-similar set and every base. For example, no number in the middle-thirds Cantor set is normal to base 3. Several results were obtained for this type of questions ( [9, 19, 11, 13] ), all of them assume some independence between the contraction ratios of the IFS and the base. In the context of self-similar sets, [13] contains the following assertion: Theorem 4. Let K ⊆ R be the attractor of a similarity IFS Φ = {ϕ i } i∈Λ with contraction ratios r i for every i ∈ Λ. Assume that Φ satisfies the open set condition. Then for every Φ-Bernoulli
Note that the theorem stated above is not the result of [13] in its full generality, which refers to possibly non-linear IFSs, a larger variety of measures, and normality w.r.t. Pisot numbers (possibly non-integers). Also note that the results in [13] are stronger than the results obtained in the older papers cited above. Another type of results focuses on measures which are invariant under a map x → αx (mod 1) where α is unrelated to the base D (again, [13] is currently state of the art, in which "unrelated" means log (α) log (D) / ∈ Q, strengthening prior results). This line of results goes through the following papers [18, 15, 14, 17, 13] , and is less relevant for the current discussion.
1.2.3. New results. In this work we deal with an opposite situation to the one treated in Theorem 4. Instead of assuming that at least one contraction ratio of the IFS is multiplicatively independent of the base D, we assume that all the contraction ratios of the IFS are equal to 1 D . Our "independence" condition is imposed on the translation parts of the functions in the IFS. More accurately we prove the following:
Theorem 5. Let K be the attractor of a similarity IFS I :
Assume that the set {t i − t j : i, j ∈ Λ} is not contained in any proper closed subgroup of T d . Then, for every I -Bernoulli measure µ on K, for µ-almost every x ∈ K, {D m x} ∞ m=1 equidistributes in T d with respect to Haar measure.
Note that in the 1-dim case, the assumption about the differences t i −t j is equivalent to assuming that there exists a pair i, j ∈ Λ s.t. t i − t j / ∈ Q, and in case this condition holds, then w.r.t. any I -Bernoulli measure on K, almost every number is normal to base D.
As an example, one may consider the following case. Let C ⊂ [0, 1] be the middle thirds Cantor set. Consider now the set αC, where α is any irrational number. αC is the attractor of the IFS
having a uniform contraction ratio of 3 −1 . While current results do not provide information regarding normality of typical points in αC to base 3, from Theorem 5 one may deduce that w.r.t. any Φ-Bernoulli measure on αC, almost every point is normal to base 3. In this case, Theorem 5 complements the result of [13] , as putting them both together we have the following corollary. Corollary 6. With respect to any Φ-Bernoulli measure on αC, a.e. point is normal to every integer base.
In Section 4 we analyze the case where the assumption about the differences t i − t j in Theorem 5 does not hold, where we treat only the 1-dim case. That is, we assume that t i − t j ∈ Q for every i, j ∈ Λ.
Remark 7. One useful property of normal numbers is that a number x is normal to some integer base D > 1 iff it is normal to base D s for every positive integer s ( [8, Theorem 4.4] ). Using this fact, given an IFS Φ = {f i } i∈Λ in R with a uniform contraction ratio 1 D , for every 1 < n ∈ Z one may consider the IFS Φ n := {f i 1 • · · · • f in : (i 1 , ..., i n ) ∈ Λ n }. Obviously, Φ n and Φ have the same attractor K, and it is not hard to show that Φ satisfies the assumption of Theorem 5 iff Φ n satisfies this assumption. Hence, whenever Φ satisfies the assumption of Theorem 5, it may also be applied to Φ n in order to show that w.r.t. any Φ n -Bernoulli measure on K, almost every number is normal to base D n , and therefore, by the above, normal to base D. Thus Theorem 5 holds for all Φ n -Bernoulli measures, for every positive integer n.
1.3. Some notations. Throughout the paper, whenever we have some product space of the form X N , the following notations will be used. For any element of the product space x ∈ X N , it's coordinates will be denoted by x 1 , x 2 , .... Sometimes (but not always), to avoid confusion, elements of such product spaces will be underlined, as so x = x 1 , x 2 , ... ∈ X N . T will always denote the left shift. Cylinder sets will be denoted by [·] , so that given any finite sequence x = x 1 , ..., x n ∈ X n , [x] = ω ∈ X N : (ω 1 , ..., ω n ) = (x 1 , ..., x n ) .
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Random walks on tori

A key theorem by Furstenberg.
A key ingredient in the proof of Theorem 2 is the following Theorem by H. Furstenberg ([12] , see also [4, Lemmas 1.17, 1.19, 1.21]) which applies in the setting of random walks as described at the beginning of section 1.
Theorem 8. Let ν be a µ-stationary probability measure on T n , then the following hold:
This theorem holds for random walks on any compact metric space and is not restricted to T n .
The expansion property.
Recall that a square matrix is called expanding if all its (complex) eigenvalues have modulus larger than 1. We shall use the following characterization of this property. Lemma 9. Let A be a finite collection of commuting d × d matrices with entries in C, all of them are expanding. Then there exists a norm · on C d and some ρ > 1 s.t. for every A ∈ A and every x ∈ C d , Ax ≥ ρ x .
Proof. Since the matrices commute, then for some basis B ⊂ C d (as a vector space over C), they can all be put in an upper triangular form. Assume all the matrices are in fact upper triangular complex matrices. Denote by λ the smallest modulus of an eigenvalue of all the matrices in A, and denote by a the largest modulus of all entries of the matrices. Let m ∈ R be any number satisfying
and define a norm by   x 1 . . .
Note that for an upper triangular matrix
By definition x = m i−1 |x i | for some i ∈ {1, ..., d}. In case i = d, then for every A ∈ A,
Otherwise, since x = m i−1 |x i |, then for every j > i, |x i | > m |x j |, and hence
Since the function x → Ax is continuous on C d it attains a minimum on the unit circle (w.r.t. · ) which by the above has to be larger than 1 for every A ∈ A. This ensures the existence of ρ as required.
If the matrices are not all upper triangular, we obtain the norm constructed above on A ′ -the collection of the upper triangular forms of the matrices in A relative to the basis B. Denote this norm by · ′ , and now define a new norm by
is the coordinate vector of x relative to the basis B. It is clear that this norm satisfies the requirements of the Lemma.
2.3.
Invariance of the set of accumulation points of random trajectories. The following proposition is a general observation about random walks on a second countable space by continuous functions, which states that for almost every trajectory, the set of accumulation points along the trajectory is mapped to itself by each one of the functions.
Proposition 10. Let X be a second countable space and f 1 , · · · , f k be continuous maps from X to X. Consider a probability measure p 1 δ 1 + · · ·+ p k δ k , where each p i > 0 and p 1 + · · ·+ p k = 1, on the set {1, · · · , k}. Given x 0 ∈ X and i = (i 1 , i 2 , · · · ) ∈ {1, · · · , k} N , we set x n (i) := f in • · · · • f i 1 (x 0 ), for all n ∈ N, and denote the set of all accumulation points of {x n (i)} ∞ n=1 by L(i). Then for P := (p 1 δ 1 + · · · + p k δ k ) N almost all i ∈ {1, · · · , k} N , f 1 (L(i)), · · · , f k (L(i)) ⊆ L(i).
We need the following three lemmas in order to prove the above proposition. Lemma 11. Let the set up be as in Proposition 10. For fixed i ∈ {1, · · · , k} N , N ∈ N and
We first arrange the elements of K N U in an increasing order, say n 1 < n 2 < · · · . For any j ∈ N, let M j stand for the following event
does not depend on the previous entries,
Hence, by induction, one has P(M j ) ≤ (1 − p 1 ) j , for all j ∈ N. The conclusion of the lemma is now immediate.
Denote by B a countable base of the topology of X. It follows at once that
Proof. Assume the contrary. That leads to a subsequence {x n k (i)} ∞ k=1 converging to a such that i n k +1 = 1, for all k ∈ N. This shows that f 1 (x n k ) = x n k +1 for any k and hence, from the continuity of f 1 , one obtains x n k +1 → f (a) as k → ∞. Thus f 1 (a) ∈ L(i) which contradicts our assumption.
Combining Lemmas 12 and 13 we obtain that f 1 (L(i)) ⊆ L(i) for P-almost all i ∈ {1, · · · , k} N . By similar arguments, one can prove the same for any function f r , r = 1, · · · , k, hence Proposition 10 is hereby proved.
Proof of Theorem 2.
Recall the setting of Theorem 2. We have d × d matrices D 1 , ..., D n , with integer entries and we assume the matrices commute with each other, and are all expanding. We then consider the maps h i :
for every i. We are given a probability measure µ on the finite set {h 1 , ..., h n }, considered as a measure on the semigroup generated by this set. We assume that the set
is not contained in any proper closed subgroup of T d , and want to show that Haar measure is the unique µ-stationary probability measure on T d .
In order to prove Theorem 2 we need the following Lemma.
Lemma 14. If a finite set {z 1 , z 2 , · · · , z ℓ } of points in T d is not contained in any proper closed subgroup of T d , then for almost all i = (i 1 , i 2 , · · · ) ∈ {1, · · · , k} N the set of all accumulation points of the set S (i) :
Proof. Assume the contrary and denote the set of i = (i 1 , i 2 , · · · ) ∈ {1, · · · , k} N for which the conclusion of the above lemma does not hold by Λ 0 . For i ∈ Λ 0 , let us denote the closed subgroup generated by all the accumulation points of S (i) by K(i). For the rest of the proof, to simplify the notations, we shall write K instead of K(i). The pullback of K under the natural projection map, denoted by p, from R d to T d is a closed subgroup of R d . Let S stand for the largest subspace contained in p −1 (K). Then p −1 (K)/S is discrete in R d /S. Look at the following commutative diagram, where the vertical maps are the canonical projection maps and the horizontal map at the bottom is given by
The above diagram shows that (
is the covering homomorphism.
Denote by S ′ (i) the set of all accumulation points of S (i), for all i ∈ {1, · · · , k} N . For any
is the set of all accumulation points of the set {D im · · · D i 1 z j ∈ T d : m ∈ N}, for 1 ≤ j ≤ ℓ. It follows from Proposition 10 that, for all 1 ≤ j ≤ ℓ, D 1 (S ′ j (i)), · · · , D k (S ′ j (i)) all are contained in S ′ j (i), for β almost every i ∈ Λ 0 . This yields that, for each such i, D r (K) ⊆ K, for all 1 ≤ r ≤ k and consequently D r (S) = S, for 1 ≤ r ≤ k, as S is the largest subspace contained in p −1 (K) and each D r being invertible preserves the dimensions of subspaces. Therefore, one is allowed to talk about multiplication by D r , for 1 ≤ r ≤ k, in either of T d /K and R d /S for β almost every i ∈ Λ 0 . We are thus led to the following commutative diagram for β almost every i ∈ Λ 0 and any 1 ≤ r ≤ k:
Note that, both the horizontal maps, as given in the above diagram, are indeed surjective endomorphisms. Also, as the map multiplication by D r is immediately seen to be commuting with the natural projection map from T d −→ T d /K, the projection of S (i) on T d /K has 0 = K as the only accumulation point for almost every i ∈ Λ 0 .
Fix an i = (i 1 , i 2 · · · ) ∈ Λ 0 as above. We first observe that, for some j ∈ {1, · · · , ℓ}, z j and D im · · · D i 1 z j = 0 in T d /K for all m ∈ N. Otherwise, there would exist a large M ∈ N such that D i M · · · D i 1 z j = 0, for all j ∈ {1, 2, · · · , ℓ}. We then consider the closed subgroup in T d /K generated by {z i : 1 ≤ i ≤ ℓ}. It is obvious that this subgroup is contained in the kernel of the surjective endomorphism D i M · · · D i 1 : T d −→ T d . Since the kernel is finite, so is the subgroup we considered and hence proper in T d /K. Pulling it back to T d , one obtains a proper closed subgroup that contains both K and all z i 's. This contradicts our hypothesis. Since 0 is the only accumulation point of the sequence {D im · · · D i 1 z i } ∞ m=0 , it follows from compactness that lim
Our next observation is as follows. If we choose a basis of S and then extend it to a basis of R d , then the matrix representation of the linear map given by multiplication by D r 's, for each r, with respect to this new basis, will look like
From our hypothesis, it is evident that all characteristic values of D (r)
S and D (r) have absolute value > 1. Since, choosing an appropriate basis of R d /S, the matrix of the linear operator multiplication by D r , for each r, in R n /S turns out to be D (r) , so the operators have always characteristic values outside the unit circle in C. Using Lemma 9, this enables one to choose an appropriate norm || · || on R d /S such that ρ := inf 1≤r≤k, v∈R d /S, ||v||=1 ||D r v|| > 1.
As a consequence, it turns out that ||D r v|| ≥ ρ||v||, ∀v ∈ R d /S and 1 ≤ r ≤ k, i.e. the map multiplication by D r is expanding on R d /S, for any r = 1, 2, · · · , k. We let ||D r || denote the operator norm of the linear map multiplication by D r , for any r = 1, 2, · · · , k, in R d /S with respect to the norm on R d /S chosen above. Let R := max 1≤r≤k ||D r ||.
As π is a covering homomorphism, we can take a small enough open ball B in R d /S centered at 0 such that π(B) is open in T d /K and π : B −→ π(B) is a homeomorphism. Since lim
We denote the lift of D im · · · D i 1 z j in 1 R B by t m , for all m ≥ N. Note that, t m = 0 for any m ≥ N. Hence, there exists s ∈ N such that D i m+s · · · D i m+1 t N ∈ B\ 1 R B for multiplication by D r map being expanding on R d /S for any r = 1, · · · , k. This yields that π(D i N+s · · · D i N+1 t N ) ∈ π(B) \ π 1 R B . On the other hand, we see that π(D i N+s · · · D i N+1 t N ) = D i N+s · · · D i N+1 π(t N ) is nothing but
This leads to a contradiction as D i N+s · · · D i N+1 D i N · · · D i 1 z j ∈ π 1 R B according to our choice of N. Our lemma is hereby established.
It is now time to start the proof of Theorem 2:
Proof of Theorem 2. Observation 1 : For any finite sequence j 1 , j 2 , · · · , j m ∈ {1, 2, · · · , k},
where we let D j 0 = I. From this, it is clear that, for any finite sequence j 1 , · · · , j m and l, s ∈ {1, 2, · · · , k}, one has
For a given vector a ∈ T d , let R a denote the translation of the T d by a. We also denote
Suppose now that ν is a µ stationary measure on T d . From the definition of µ, it is clear that for β almost every b = (b 1 , b 2 , · · · ), each b i ∈ {h 1 , · · · , h k }. So, in view of (2.4), we can see that, for any l, s ∈ {1, 2, · · · , k}, we have Suppose f ∈ C(T d ). For any ε > 0, we obtain from compactness that
From this, it is easy to see that
In words, the measure ν b is invariant under the translation by any accumulation point of the sequence {a l,t m } ∞ m=0 for β almost every b.
We shall now make use of Lemma 14 which ensures that the accumulation points of the set a l,s m : l, s ∈ {1, ..., k} , m ∈ N generate the entire T d for almost every j = (j 1 , j 2 , · · · ) ∈ {1, · · · k} N . It follows that, for β almost every b, ν b is the Haar measure on T d . The conclusion of Theorem 2 is thus immediate as ν = B ν b dβ.
2.5.
Remarks. We first note that in the 1 dimensional case, a stronger version of Lemma 14 is true, where its conclusion holds for every sequence i = (i 1 , i 2 , · · · ) ∈ {1, · · · , k} N . Lemma 15. Let D 1 , ..., D n be integers larger than 1, and fix some α ∈ T\Q. Given any sequence i 1 , i 2 , ... ∈ {1, ..., n} N , denote x k = D i 1 · · · D i k α (mod 1), and denote by A the set of all accumulation points of the sequence (x k ) k∈N . Then A is infinite.
Proof. Assume that A is finite. For every ε > 0 and a ∈ A, denote M ε,a = {k ∈ N : x k ∈ B ε (a)} and M ε = a∈A M ε,a . Next, we denote for every a ∈ A,
Obviously, N a = ∅ for every a ∈ A. Note that for every j ∈ N a , we have D j a (mod 1) ∈ A. Indeed, j ∈ N a implies that we can form a sequence x k l −→ l→∞ a s.t. for every l, i k l +1 = j. Therefore,
. We also note that for every a ∈ A, there exists some
Since A is finite, for every ε > 0, ∃K ε ∈ N s.t. ∀k > K ε , k ∈ M ε . Hence, for k large enough, we may define ϕ (k) to be the element in A with shortest distance to x k . Note that whenever k is large enough, i k+1 ∈ N ϕ(k) , which implies that D i k+1 ϕ (k) = ϕ (k + 1) ∈ A. Since for every a ∈ A, there are infinitely many k s.t. ϕ (k) = a, there is some finite sequence i t 0 , i t 0 +1 , ..., i t 0 +m s.t. D it 0 · · · D i t 0 +m a = a (mod 1) and hence a ∈ Z 1 D i t 0 ···D i t 0 +m and in particular a ∈ Q. Since α / ∈ Q,
x k / ∈ Q for every k, and therefore x k / ∈ A. Take some ε > 0 so small that ε < min {ε a : a ∈ A}, and s.t. 2D max ε < min {d (a, b) : a, b ∈ A}, where d is the usual metric on T and D max = max {D j : j ∈ {1, ..., n}}. Note that ∀k > K ε , D i k+1 · B ε (ϕ (k)) = B D i k+1 ε (ϕ (k + 1)). Now, pick any k > K ε . As argued above, x k = ϕ (k), so d (x k , ϕ (k)) > 0 and d (x k+1 , ϕ (k + 1)) = D i k+1 · d (x k , ϕ (k)). But since D j > 1 for every j ∈ {1, ..., n}, for some l ∈ N, x k+l ∈ B Dmaxε (ϕ (k + l)) \ B ε (ϕ (k + l)), hence k + l / ∈ M ε , a contradiction.
Looking at the proof of Theorem 2, it may seem like the condition that the set
is not contained in any proper closed subgroup of T d is too strong and even if it doesn't hold it may be possible to find other (longer) words h l 1 · · · h lt , h s 1 · · · h sp whose linear parts are equal, which we can use in equation (2.3) instead of h i h j and h j h i . However, it turns out that the condition in the theorem is in fact optimal, as may be seen in the following proposition for the 1-dim case.
Then there exists a finitely supported µ-stationary measure on T.
Proof. Without loss of generality assume that i 0 = 1. Denote
By assumption β j ∈ Q for every j ∈ Λ. Let q ∈ Z be a common denominator for all the β i , and denote A = 0, 1 q , ..., q−1 q . Denote also x 0 = − α 1 D 1 − 1 (mod 1) , so that h 1 (x 0 ) = x 0 .
We now claim that ∀i ∈ Λ,
Hence A + x 0 supports a µ-stationary measure.
Proposition 17. In the case where D i = 1 for every i ∈ Λ, Haar measure is the unique µstationary probability measure on T ⇐⇒ ∃i ∈ Λ, α i / ∈ Q.
Proof. Assume first (without loss of generality) that α 1 / ∈ Q. Note that since the functions h i are now only rotations, they commute with each other. Hence, if ν is some µ-stationary measure, by Theorem 8, for β-a.e. b ∈ B,
Since h 1 is an irrational rotation, ν b has to be Haar measure and hence ν is Haar measure.
The other implication is trivial.
Application -Normal numbers in fractals
Inspired by ideas of [21] , we will now connect between normal numbers in self-similar sets and random walks on tori. We will then use our results from section 2 to prove Theorem 5. In what follows, we will need the following proposition from [21, Proposition 5.1], which is stated under the setting of random walks on tori as described at the beginning of Section 1.
Proposition 18.
Given any x 0 ∈ T d , assume that for β-a.e. b ∈ B, the random path (b n · · · b 1 x 0 ) n∈N is equidistributed w.r.t. a measure ν on T d . Then for β-a.e. b ∈ B, the sequence
In the proof below we denote Haar measure on T d by λ.
Proof of Theorem 5. Let µ be an I -Bernoulli measure on K given by µ = π * (σ) where σ is a Bernoulli measure on the symbolic space Λ N .
By a routine induction argument, we observe that, for any n, m ∈ N with n < m,
Therefore, for any x ∈ K and n ∈ N, it follows that
D n−(j−1) t i j + π(T n (i)), where x = π(i) for some i = i 1 , i 2 , ... ∈ Λ N .
Define, for each s ∈ Λ, h s :
D n−(j−1) t i j (mod 1).
Note that (h in • · · · • h i 1 (0)) n∈N is in fact a random walk trajectory governed by the probability measure σ on Λ N . Applying Corollary 3, we get that for σ -a.e. i ∈ Λ N , the sequence n j=1 D n−(j−1) t i j equidistributes in T d w.r.t. to λ. Next, we apply Proposition 18 and obtain the equidistribution of the sequence (h in • · · · • h i 1 (0), T n (i)) ∞ n=1 w.r.t. the product measure λ × σ for σ-a.e. i ∈ Λ N . Since the coding map π is continuous, this implies that for σ-a.e. i ∈ Λ N , the joint sequence
is equidistributed in T d × K with respect to the product measure λ × µ.
Consider the function F : T d × K −→ T d given by F (x, y) = x + y (mod 1). We claim that F * (λ × µ) = λ. To see this, consider any measurable f :
The invariance of λ under addition in T d implies at once that the above integral is
Once the claim F * (λ × µ) = λ is established, from (3.1), (3.2) and the equidistribution of (3.3), the equidistribution of (D n x (mod Z d )) ∞ n=1 for µ -almost every x ∈ K is now immediate.
4.
When all the differences are rational.
Here we shall analyze the situation where the condition in Theorem 5 does not hold. We focus on the 1-dim case, so we assume that all the differences t i − t j are rational, in the setting described at the beginning of section 3. We first note the following observation.
Denote ∀i ∈ Λ, δ i = t i − t 1 . Note that by assumption δ i ∈ Q for every i, and δ 1 = 0. Given x ∈ K, suppose that x = π (i) for i ∈ Λ N , i.e.
then by equation (3.1), for every m ∈ N,
For simplicity, denote α m := m j=1 D j t 1 (mod 1) η m (i) := m j=1 D m−(j−1) δ i j (mod 1) so that D m x (mod 1) = α m + η m (i) + π(T m (i)) (mod 1).
Note that η m (i) stays inside the finite set ∆ = 0, 1 q , ..., q−1 q , where q is a common denominator for δ 2 , δ 3 , ..., δ k . Also, note that α m is a deterministic sequence (does not depend on i), and
Lemma 19. η m (i) is an aperiodic, irreducible Markov process with a finite state space.
This process may be represented as follows:
are IIDs, this is indeed a Markov process on the finite state space∆. Since, P η m+q = 0 η m = a > P δ i m+1 = · · · =δ i m+q = 0 > 0 for every a ∈∆, and η m+1 η m = 0 ∼ η 1 , the Markov process is irreducible, and it is also aperiodic since P η m+1 = 0 η m = 0 > 0.
From the Lemma above, it follows that the process η m has a unique stationary measure p.
Theorem 20. Assume that t i − t j ∈ Q for every i, j ∈ Λ. Assume that α m is equidistributed w.r.t. some measure ν on T. Then for µ K -a.e. x ∈ K, the orbit (D m x (mod 1)) ∞ m=0 is equidistributed w.r.t. the measure ν * p * µ K (where µ K is the projection of µ K to T).
In order to prove Theorem 20, we will need the following property of aperiodic, irreducible Markov chains. The proof of the following proposition uses some of the ideas in the proof of Proposition 18, given in [21] . Proposition 21. Let x = (x 1 , x 2 , ...) ∈ Ω N be an aperiodic, irreducible Markov chain with a finite state space Ω and a transition matrix P . Let p be the unique stationary measure for the process and let µ be the corresponding measure on Ω N w.r.t. p as the starting probability for the process (i.e., µ ω ∈ Ω N : ω 1 ∈ A = p (A) for every A ⊆ Ω). Then for every strictly increasing sequence of positive integers (n k ) ∞ k=1 , for µ-a.e. x ∈ Ω N , the sequence (T n k (x)) ∞ k=1 is equidistributed w.r.t. µ. Proof. For the of the paper, given a finite sequence ω = (ω 1 , ..., ω l ) ∈ Ω l , we denote the corresponding cylinder set by [ω] = ξ ∈ Ω N : (ξ 1 , ..., ξ l ) = (ω 1 , ..., ω l ) .
Let B k be the σ-algebra generated by the first n k coordinates of Ω N . Given ω = (ω 1 , ..., ω l ) ∈ Ω l for any l ∈ N, define
ϕ k,m Note the following:
for some constants C > 0, α ∈ (0, 1) (see e.g. [16, Theorem 4.9] ). By the above, ∀m, M m is well defined. Writing M m as
and noting that m k=m−l+1 ϕ k,m ≤ l, we have 
Since the countable family of cylinder sets generates the Borel σ-algebra of subsets of Ω N , we get that a.s., for every function f ∈ C Ω N , 
By the above we can deduce that a.s., for every basic open set I ⊆ X, and ∀l ∈ N, ∀ω ∈ Ω l ,
By linearity of integration and summation, a.s. the same property holds for any linear combination of indicator functions as above, which forms a dense subset in C (X).
Remark 23. Corollary 22 is somewhat similar to Proposition 18. The difference between them is that in Proposition 18 the sequence whose equidistribution is proved is a Cartesian product of two sequences, both of them are random sequences depending on the chosen (random) sequence b ∈ B, where in Corollary 22 the first sequence of the Cartesian product is a deterministic sequence.
Proof of Theorem 20. By Corollary 22, for β-a.e. i ∈ Λ N , the sequence (α m , η m (i)) is equidistributed w.r.t. ν × p, which implies that the sequence α m + η m (i) (mod 1) is equidistributed w.r.t. ν * p. Using Proposition 18 exactly in the same way as in the proof of Theorem 5, we may deduce that for β-a.e. i ∈ Λ N , α m + η m (i) + π(T m (i)) (mod 1) is equidistributed w.r.t. the measure ν * p * µ K .
An immediate corollary of Theorem 20 is the following.
Corollary 24. If t i is normal to base D for some i ∈ Λ, then µ K -a.e. x ∈ K is normal to base D.
Proof. If for some k, j ∈ Λ, t k − t j / ∈ Q, then the conclusion follows from Theorem 5. Otherwise, for all j, k ∈ Λ, t j − t k ∈ Q. Since t 1 is normal to base D, then so is D D − 1 t 1 , and therefore α m is equidistributed w.r.t. Haar measure. The conclusion now follows immediately from Theorem 20.
Remark 25. Note that adding some number α ∈ R to all the translations t i , i ∈ Λ, amounts to translating the attractor of the IFS by D D − 1 α. Hence, Corollary 24 implies for example that w.r.t. any Bernoulli measure on C + α, where C is the middle thirds Cantor set and α is some number which is normal to base 3 (and therefore, so is D D − 1 α), almost every number is normal to base 3. Of course, it is not hard to think of an irrational α such that no number in C + α is normal to base 3.
The opposite direction of Corollary 24 is false, even when all the differences t i − t j are rational. Here is a counter example.
Example 26. Denote f α 1 (x) = 1 4
x + α, f α 2 (x) = 1 4
x + 1 2 + α.
Let K α be the attractor of the IFS {f α 1 , f α 2 } for a given value of α. Note that changing α corresponds to translating the fractal K 0 . More precisely, K α = K 0 + c α where c α = 4 3 α. Let µ α be the 1 2 , 1 2 -Bernoulli measure on K α . Note that ∀n ∈ Z, µ α (n) = e 2πincαμ 0 (n) , henceμ α (n) = 0 ⇐⇒μ 0 (n) = 0.
Denoting ∆ 1 = 0, ∆ 2 = 1 2 and Λ = {1, 2}, the Fourier transform of µ 0 may be calculated as follows (see [8, proof and hence ∀k, m ∈ Z s.t. k ≥ 0, we haveν 4 k 2 (2m + 1) = 0.
Since ν is ergodic for the map ×4 (mod 1), it has generic points. Let t be a generic point for ν, and denotet = 3 4 t. By equation 3.1, we see that for every x ∈ Kt, if x = lim n→∞ ft i 1 • · · · • ft in (0), then for every n ∈ N, 4 n x (mod 1) = n j=1 4 jt + π (T n (i)) (mod 1) = 4 n 4 3t − 4 3t + π (T n (i)) (mod 1) = 4 n t + π (T n (i)) − t (mod 1)
where π is the coding map for the IFS ft 1 , ft 2 . By Corollary 22 and the computation above, we get that for µt-a.e. x ∈ Kt, the orbit (4 n x (mod 1)) ∞ n=1 is equidistributed w.r.t. the measure ν * µt translated by −t.
Claim. ∀0 = w ∈ Z, ∃k ∈ N ∪ {0}, ∃m ∈ Z s.t. w = 4 k (2m + 1) or w = 4 k (4m + 2).
Proof of claim. Clearly, it's enough to prove the statement for the case 4 ∤ w. If w is odd, then w = 4 0 (2m + 1) for some m ∈ Z. Otherwise, w is even, and since we assume 4 ∤ w, then w = 4 0 (4m + 2) for some m ∈ Z.
By the claim and the analysis of the Fourier transforms of ν and µ 0 given above, we get that for every 0 = n ∈ Z, ν * µt (n) =ν (n) ·μt (n) = 0. This implies that ν * µt is Haar measure on T, and ultimately we get that for µt-a.e. x ∈ Kt, the orbit (4 n x (mod 1)) ∞ n=1 is equidistributed w.r.t. Haar measure on T althought is not normal to base 4.
Remark 27. The convolution in the example above may also be viewed in the following way. µ 0 is the law of the random variable ∞ j=1 4 −j ξ j , where the ξ j are IID variables which get the values 0, 2 with probability 1 2 each. ν is the law of the random variable ∞ j=1 4 −j χ j , where the χ j are IID variables which get the values 0, 1 with probability 1 2 each. Hence, ν * µ 0 is the law of the random variable ∞ j=1 4 −j χ j + ∞ j=1 4 −j ξ j . But and since χ j + ξ j are IID random variables that take the values 0, 1, 2, 3 with probability 1 4 each, ν * µ 0 is actually Haar measure on T. Therefore, ν * µt is also Haar measure.
