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Abstract
Understanding the effects of the climate on ecosystems and biodiversity has
been a focus of intense theoretical and empirical research recently. Much less
attention has been paid to the possible feedback that ecosystems and the bio-
sphere more generally can have on the climate. Meanwhile, the is evidence that
such feedbacks do exist: one example is readily given by the dependence of the
ocean albedo on the phytoplankton abundance. In this paper, we consider the
stability of the global climate system by linking a conceptual climate model to a
generic population dynamics model with random parameters. We first show that
the dynamics of the corresponding coupled system possesses multiple timescales
and hence falls into the class of slow-fast dynamics. We then investigate the
properties of a general dynamical system to which our model belongs and prove
that the feedbacks from the population dynamics cannot break the system’s sta-
bility as long as the biodiversity is sufficiently high. That may explain why the
climate is apparently stable over long time intervals. Interestingly, our coupled
climate-biosphere system can lose its stability if biodiversity decreases; in this
case, the evolution of the biosphere under the effect of random factors can lead
to a global climate change.
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1. Introduction
Understanding of the mechanisms and scenarios of climate change as well
its current and potential effects on ecosystems and biodiversity have been a
focus of keen attention and intense research over the last few decades [1, 2,
3]. There is a general consensus that the climate change will likely have an
adverse impact on the ecological systems and population communities resulting
in species extinction a considerable biodiversity loss worldwide. The specific
pathways for the adverse impact to occur have been identified, such as habitat
fragmentation, change in the species ranges, outbreaks of rare diseases, more
frequent biological invasions, etc.
Whilst the top-down effect of climate on ecosystems is thus well established,
relatively little attention has been paid to a possibility of an opposite, bottom-
up effect that ecosystems may have on the climate. The mainstream of research
often tends to consider the ecosystems and population communities as biological
actors on the physical stage [4] often disregarding possible feedback. Meanwhile,
there are several examples where the feedback of ecosystems on climate can
hardly be neglected. In this paper, using a model of coupled climate-biosphere
dynamics, we are aiming to partially close this gap by considering the effect
that the vegetation – in particular, algae – may have on climate by changing
the global energy balance through modifying Earth’s albedo.
Modeling of physical processes in the climate system leads to difficult prob-
lems, involving complicated systems of partial differential equations for bio-
logical and chemical processes [2]. There exist climate models with different
levels of realism; they can include thousands and even millions of equations,
thousands of parameters to adjust. Usually, one investigates these models by
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computer simulations [5]. However, it is difficult to estimate the reliability of
these computations, since it is connected with a difficult mathematical problem
on the structural stability of attractors [6, 7]. The theory of linear response
of climate systems to perturbations [8] is based on the Ruelle theory of linear
response for dynamical systems that holds on the formal hypothesis that the
dynamical system is of the type axiom A one. The last fact implies structural
stability. However, S. Smale’s A-axiom systems [7] seldom appear in practi-
cal applications. The class of structurally stable systems is very narrow; this
mainly includes systems with hyperbolic or almost hyperbolic behavior. One
can expect, therefore, that the attractors of climate systems are not structurally
stable: their topological structure can change under small perturbations. There-
fore, one can expect that they can exhibit complicated bifurcations under small
parameter perturbations. Possibly, an adequate approach is to take into ac-
count random fluctuations and study random dynamical systems. Indeed, the
climate system as a complex system has a large number of interconnected and
interacting subsystems, including the following: the atmosphere, the oceans,
the biosphere etc. Determination of how the dynamics of these subsystems
change to reach equilibria of the entire system is the main problem of so-called
conceptual climate models.
There are different types of conceptual climate models. Many of them may
be classified as the energy balance climate models. Typically, this is an ordinary
differential equation describing energy conservation in the climate system. The
most popular model is a zero-dimensional model (e.g., the well-known Budyko-
Sellers model) [9] based on the theory of blackbody radiation determining global
temperature changes due to the difference in incoming and outgoing solar radia-
tion. This difference may be caused by changing of control parameters: surface
albedo, greenhouse gas emission, and even the solar constant. The equilibria
and the ideas how to find them by the bifurcation theory tools can be found here
[10]. Another type of conceptual climate models is radiative-convective models.
The thermal/radiative balance can be studied through simplified Navier-Stokes
equations for the motion of the planet (oceanic or atmospheric) fluids. The an-
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alytical analysis of equilibria in these models is presented in [11]. If dynamical
variables in conceptual climate models are average values of physical quantities
over some large volumes or boxes, that models are called box models [12].
In the context of results on tipping points [13, 14] here arises a key ques-
tion: Why does climate stays stable over long time intervals (e.g. hundreds
of thousands of years)? To answer this question, we consider conceptual cli-
mate models where the dynamical variables may be decomposed as slow and
fast modes. Then for large times fast mode dynamics is captured by the slow
dynamics on a stable slow manifold of a slow-fast system. The slow variables
determine a long-term climate evolution under external factors whereas the fast
modes may be associated with rapid factors.
The paper is organized as follows. In the next section, we introduce a
climate-biosphere model that arises from coupling between the conceptual the
zero-dimensional global energy balance model of climate dynamics and a generic
ecosystem dynamics model (a multispecific population system living on multiple
food sources). In Section 3, we consider a general class of systems to which our
model belongs and prove a theorem about the structural stability of the system’s
properties. We then show in Section 4 that, in the case of our climate-biosphere
model, the theorem predicts that the climate remains stable with regard to a
variation of the ecosystem model parameters as long as the number of species
in the system is sufficiently large but it can lose stability (hence potentially
resulting in regime shifts and a global climate change) if the number of species
is small. The last section provides a discussion of our findings.
2. The model
The Budyko–Sellers energy balance system is one of simplest climate models.
It is defined by the following equation [10] :
dT
dt
= λ−1
(
−eσT 4 + µ0I0
4
(1−A)
)
, (1)
where λ is thermal inertia, T is the averaged surface temperature, t is time, and
A is the albedo of the surface. The left term characterizes the time-dependent
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behavior of the climate system. On the right hand side, the first term is the
outgoing emission and the second term represents the incoming solar radiation.
Generally, the incoming solar radiation to the Earth’s surface should depend on
the total solar radiation incident on the earth I0, and the solar constant µ0, as
well as surface albedo. On the other side, the outgoing emission depends on the
fourth power of temperature, the effective emissivity e and a Stefan-Boltzmann
constant σ.
This model can be coupled with the ecosystem’s dynamics as follows. The
complete averaged albedo A can depend on the biosphere state. For simplicity,
we mostly focus our analysis on marine ecosystems where the effect of phy-
toplankton on weather is well established [15]. A typical phytoplankton com-
munity consists of many different species (e.g. hundreds) competing between
themselves for several resources (nutrients). Correspondingly, we consider the
following model:
dxi
dt
= xi(−µi + φi(v)− γi xi), i = 1, . . . ,m, (2)
dvk
dt
= Dk(Sk − vk)−
M∑
i=1
bki xi φi(v), k = 1, . . . , n, (3)
cf. [16, 17, 18], where x = (x1, x2, ..., xn) are the species abundances, m 1, and
v = (v1, ..., vn) the resource concentrations. Here µi are the species mortalities,
Dk > 0 are resource turnover rates, and Sk is the supply of the resource vk.
The coefficients γi > 0 define self-limitation effects [19]. We assume that each
of the resources vk, k = 1, . . . , n, is consumed by all species so that bik > 0.
We consider general φj which are bounded, non-negative and Lipshitz con-
tinuous
0 ≤ φj(v) ≤ C+, |φj(v)− φj(v˜)| ≤ Lj |v − v˜|, (4)
and
φk(v) = 0, for all k, v ∈ ∂Rm+ (5)
where ∂Rm+ denotes the boundary of the hyperoctant R
m
+ = {v : vj ≥ 0, ∀j}.
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Moreover, we suppose that
∂φk(v)
∂vj
≥ 0, for all k, j, v ∈ ∂RM+ . (6)
This assumption means that as the amount of the j-th resource increases all the
functions φl also increase.
Conditions eq. (5) and eq. (4) can be interpreted as a generalization of the
well known von Liebig law, where
φk(v) = rk min
{ v1
Kk1 + v1
, ...,
vm
Kkm + vm
}
(7)
(cf. [17]) where rk and Kkj are positive coefficients, and k = 1, ...,M . The
coefficient rk is the maximal level of the resource consumption rate by the k-th
species and coefficients Kki, i = 1, ...,M define the sharpness of the consumption
curve φk(v).
A simple way to couple climate subsystem eq. (1) and the ecosystem model
defined by eq. (2) and eq. (3) is to suppose that the resource supply parameters
Sk depends on the surface temperature T . Moreover, we can suppose the albedo
is a linear function of xi:
A = A(x) = A0 +m
−1
m∑
j=1
cjxj . (8)
Finally, we obtain the following climate-biosphere system
dxi
dt
= xi(−µi + φi(v)− γi xi), i = 1, . . . ,m, (9)
dvk
dt
= Dk(Sk(T )− vk)−
m∑
i=1
bki xi φi(v), k = 1, . . . , n. (10)
dT
dt
= λ−1
−eσT 4 + µ0I0
4
1−A0 +m−1 m∑
j=1
cjxj
 . (11)
As an example, let us consider Arctic region and let the area of whole region
be Sarc, the area occupied by ice and snow be Sice while the free ice area be
Sfree [20], where Sfree = Sarc − Sice. One can suppose that different plankton
6
species coexist in free ice domain and the averaged albedo of this domain is a
linear combination of contributions of different species. Then we obtain
A0 = AiceSiceS
−1
arc, cj ∝ Sfree = Sarc − Sice, (12)
where Aice is the albedo of the ice area. This relation will be useful below.
Suppose that species populations xi and resources vk are fast variables, while
the temperature T evolves slowly. Such a situation arises if, for example, γi >>
1 (see [21]). Then one can show that for large times t xi(t) ≈ Xi(T ), where
Xi(T ) are time averaged equilibrium species populations for fixed T (see section
4). Then we obtain the following equation:
dT
dt
= λ−1
−eσT 4 + µ0I0
4
1−A0 +m−1 m∑
j=1
cjXj(T )
 . (13)
When the system (9), (10) and (13) is regarded as a model of a particular
marine ecosystem, the choice of coefficients ck is determined by the environ-
mental conditions at the given location and the corresponding plankton species
properties. Since we are aiming at building a global model, we want the eqs. (9),
(10) and (13) to be applicable to any part of the world ocean. Thus, we consider
the coefficients unspecified. More precisely, we suppose that coefficients ck are
random numbers described by certain probability distributions.
In the coming section, we will consider a general class of slow-fast system
with random coefficients, which includes the system (13) as a particular case.
3. A general class of systems
In this section, we consider the following class of systems:
dyi
dt
= κgi(y, x), (14)
dxj
dt
=
p∑
l=1
Ajlxl + κ1Fj(y, x), (15)
where i = 1, . . . , n, j = 1, . . . , p, and
Fj(y, x) =
m∑
k=1
bjkfk(y, x).
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In these equations, the unknown vector-valued function y(t) = (y1(t), ..., yn(t))
consists of slow components, the unknown function x = (x1, ..., xp) determines
fast components, κ, κ1 are small positive parameters, gi, fk are given smooth
and uniformly bounded functions, bjk are bounded coefficients, and the square
matrix Ajl defines a linear operator A with the spectrum σ(A) such that
Re σ(A) < −δ0 < 0.
Then for sufficiently small κ, κ1 > 0 the system of equations eq. (14) and eq. (15)
has a locally attracting smooth and locally invariant in an open neighborhood
Uκ,κ1 of x = 0 manifold M defined by
xj = Φj(y, κ, κ1) = κ1
( m∑
k=1
cjkfk(y, 0)) + X˜j(y, κ, κ1)
)
, (16)
where
cik = −
m∑
j=1
(A−1)ijbjk.
Here A−1 stands for a matrix inverse to A and sufficiently smooth functions
X˜j(y, κ, κ1) define small corrections such that
|X˜j(·, κ, κ1)|C1(Uκ,κ1 ) → 0 (κ, κ1 → 0). (17)
Existence of M follows from the known results (for example, [22, 23, 6]).
As a result, we obtain the following system for slow variables:
dyi
dt
= κgi(y,Φ(y, κ, κ1)), (18)
where Φ(y, κ, κ1) = (Φ1(y, κ, κ1), ...,Φp(y, κ, κ1)).
For systems eq. (18) we prove an averaging theorem assuming that cik are
random independent parameters. This theorem asserts the attractor of the
original system is close to the attractor of averaged one with probability Pm,
which is exponentially close to 1 for large m.
So, our main idea in the explanation the relative stability of climate is that
a large number of independent factors can mutually annihilate.
For systems with random parameters we use arguments from dynamical
system theory and the Hoeffding inequality, one of concentration inequalities.
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3.1. Preliminary remarks
Recall the basic concept of structural stability introduced by A. Andronov
and S. Pontryagin in 1937 [24]. Consider a smooth vector field F on compact
domain Dn of Rn with a smooth boundary (or on a compact smooth mani-
fold M of dimension n). Assume that F ∈ C1(Dn) and consider all -small
perturbations F˜ such that
|F˜ |C1(Dn) < . (19)
Consider systems of differential equations dx/dt = F (x) and dx/dt = F (x)+
F˜ (x) and suppose that they define global semiflows StF and S
t
F+F˜
on Dn. The
system dx/dt = F (x) is called structurally stable if there exists an 0 such that
for all positive  < 0 trajectories of semiflows S
t
F and S
t
F+F˜
are orbitally topo-
logically conjugated (there exists a homeomorphism, which maps trajectories
of the first system into trajectories of the second one). Roughly speaking, the
original system is structurally stable if any sufficiently small C1 perturbations
of that system conserve the topological structure of its trajectories, for example,
the equilibrium point stays an equilibrium (maybe, slightly shifted with respect
to the equilibrium of non-perturbed system), or the perturbed cycle is again a
cycle (maybe slightly deformed and shifted). We will refer the number 0(F )
the structural stability constant of the system dx/dt = F (x).
Note that structurally stable dynamics may be, in a sense, ”chaotic”. There
is a rather wide variation in different definitions of ”chaos”. Chaotic (not peri-
odic and no rest point) hyperbolic sets occur in some model systems [6, 24, 25,
26, 27, 28, 29].
3.2. Systems with random parameters
We consider systems eq. (18), which arise, in a natural way, from systems
decomposed in slow and fast variables. We will use the following notation. We
denote by EX the expectation of a random quantity X, and by V ar X its
variance. Moreover, Pr[A] denotes the probability of a random event A. In
this section, we formulate general theorems on averaging with respect to the
parameters that are applicable to fast-slow climate models.
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Consider the following general system of differential equations:
dyi
dt
= gi(y,Φ(y)), (20)
where i = 1, . . . n, y(t) = (y1(t), . . . yn(t)) is a unknown vector-function, and
Φ = (Φ1, ...,Φp), Φl(y) are functions, which will be defined below. Let Bn be
a compact subdomain of Rn with a smooth boundary ∂Bn. We suppose that
gi(y,Φ) are smooth functions uniformly bounded as are the first and second
derivatives with respect to all variables y,Φ:
|gi|C2(Bn×Rp) < Cg, (21)
where Cg is a positive constant.
We assume, moreover, that the functions Φl(y) are linear combinations of
other functions fj(y) with random coefficients cij :
Φi(y) = m
−1
m∑
j=1
cijfj(y), (22)
We suppose that the fj are non-random, fixed functions and they have uni-
formly bounded derivatives
|fj |C2(Bn) < Cf , (23)
where a positive constant Cf is uniform in i, j.
For eq. (20) we set the initial data
y(0) = y(0). (24)
Let the following assumptions hold:
Assumption 1. Let cij be mutually independent random quantities such that
Ecij = c¯, and, moreover, almost surely
cij ∈ (−R0, R0),
where R0 > 0 is a constant uniform in m.
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As a consequence, one has
E(cij − c¯)(ckl − c¯) = δikδjl,
where δik stands for the Kronecker symbol.
Together with system eq. (20) we consider the corresponding averaged sys-
tem:
dy¯i
dt
= g¯i(y), (25)
where
g¯i(y) = gi(y¯, Φ¯1(y), ..., Φ¯p(y)), (26)
where i = 1, . . . , n, and y(t) = (y1(t), . . . yn(t)) is a unknown vector-function,
and Φ¯i(y) are averages of functions Φi(y) over the random parameters cij :
Φ¯i(y) = c¯m
−1
m∑
j=1
fj(y) (27)
We assume that there holds the following condition:
g¯(y) · e(y) < 0 ∀y ∈ ∂Bn, (28)
where e(y) is a normal vector to the boundary ∂Bn at the point y directed
inward on the domain Bn. For the system eq. (25) we set the same initial data
eq. (24). Condition eq. (28) implies that the Cauchy problem eq. (24) and
eq. (25) defines a global semiflow on the domain Bn.
3.3. Main result for systems with random parameters
The main result describes a connection between the attractor of the original
system and its averaged analogue.
Theorem 1. Suppose condition eq. (28) holds and that averaged system eq. (25)
defines a global dissipative semiflow on the domain Bn. Moreover, let us assume
that averaged system eq. (25) is structurally stable with the structural stability
constant 0(g¯) and has an attractor A¯. Then with probability PrA¯ the original
system eq. (20) also defines a global dissipative semiflow on Bn, which has an
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attractor A topologically equivalent to A¯. The probability PrA¯ satisfies the
inequality
PrA¯ > 1− C1n exp
(− C2m20 − n ln 0),
where C1, C2 are positive constants uniform in m.
The structurally stable system are seldom found in real applications (if we
exclude the cases n = 1 and n = 2, where they are generic). According to basic
result of S. Smale [6, 29], for dimensions n > 2 structurally stable systems are
not generic. To overcome this difficulty, we consider an approach, which allows
us to show that solutions of the original system stay in a small neighborhood of
a local attractor of the corresponding averaged system.
Namely, we state the second theorem concerning Lyapunov functions. The
stability of many dynamical regimes can be proved by using such functions.
Recall that L(y) is a Lyapunov function of a system dy/dt = g(y) in a do-
main V ⊂ Rn if L is at least C1 smooth and L(y(t)) does not increases along
trajectories y(t) of the system:
∇L(y) · g(y) ≤ 0, y ∈ V. (29)
For example, if y∗ is a stable rest point of the system, then one can con-
struct a L(y) close to a quadratic form, which is Lyapunov function in a small
neighborhood V of y∗ and
∇L(y) · g(y) ≤ c|y − y∗|2, y ∈ V (30)
for some c > 0.
Let us formulate a theorem.
Theorem 2. Suppose condition eq. (28) holds and that the averaged system
eq. (25) has a Lyapunov function such that
∇L(y) · g¯(y) ≤ −, y ∈ V (31)
where V is an open subdomain of Rn with a compact closure, and moreover,
|L|C2(V) < CL
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for a positive constant CL. Then with the probability PrL, the original system
eq. (20) also has a Lyapunov function such that
∇L(y) · g(y) ≤ −/2, y ∈ V. (32)
The probability PrL, satisfies the inequality
PrL, > 1− C¯1 exp
(− C¯2m2 − ln ),
where C¯1, C¯2 are positive constants uniform in m.
This theorem can be applied to systems (13) as follows. Suppose that the
averaged system is gradient-like (note that (13) enjoys this property). Let A¯ be
an attractor of the original system, which consists of stable equilibria. Suppose
that all equilibria of the averaged system are hyperbolic. Then there exists a
Lyapunov function L(y) such that
Hg¯(y) = ∇L(y) · g¯(y) ≤ −,
for all y ∈ V(A¯) and some  > 0, where V(A¯) is an open subset of the attraction
basins of A¯. This subset contains all points y except for small δ-neighborhoods
of equilibria, where δ → as  → 0. Then With probability Prδ,,m all original
system also has the same Lyapunov function with analogous properties.
4. Stability of the coupled climate-biosphere system
Let us apply theorem 1 and theorem 2 to a system defined by eq. (13).
In the general case this system is complicated. To simplify the problem, we
suppose that the ci are random independent quantities such that Eci = c¯, and,
moreover, we apply the approximation obtained in [18, 30, 31]. We assume that
the turnovers satisfy Dk >> 1. Then
vk = Sk − S˜k, 0 < S˜k < constD−1.
Suppose that all species Xj survive and have positive abundances. Then
Xj(T ) = Uj(T ) +O(D
−1),
13
Uj(T ) := γ
−1
i (φi(S(T ))− µi)+,
where we use notation f+ = max(f, 0). Then eq. eq. (13) take the form (we
remove the terms the order O(D−1))
dT
dt
= λ−1
(− eσT 4 + µ0I0
4
(1−A0 +m−1
m∑
j=1
cjUj(T ))
)
. (33)
We apply theorem 1 and theorem 2, with p = 1 and
Φ1 = m
−1
m∑
j=1
cjUj .
The averaged system takes the form
dT
dt
= λ−1
(
− eσT 4 + µ0I0
4
(
1−A0 + Cw(T )
))
, (34)
where
w(T ) = m−1
m∑
j=1
Uj(T ), C = m
−1
m∑
i=1
Eci = c¯.
Let all φi(S) be uniformly bounded by a constant a, φi(S) < a for all i = 1, ...,m
and S. Then we find that, with a probability exponentially close to 1, there
exists a Lyapunov function defined by
L(T ) = −eσT
5
5
+
µ0I0
4
(
(1−A0)T + CW (T )
)
,
where
W (T ) =
∫ T
0
w(s)ds.
Non-degenerate Local minima of this function are steady states(local attractors)
of the averaged system, and local extrema are saddle points or repellers of that
system. If c¯ is small enough, we have only a single local attractor T = T¯e. Our
theorems imply that the original system then also has (with a probability close
to 1) a single local attractor T = Te(m) and |Te(m)− T¯e| → 0 as m→∞.
The situation dramatically changes if the condition φi < a is violated, say,
one species dominates or if m is small. Then it is impossible to guarantee that
|Te(m) − T¯e| → 0. This means that biodiversity decreases can produce global
climate changes.
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To find possible bifurcations, we consider the simplest case when we are
dealing with a single resource v1 = v and the growth function are identical for
all species, φi(v) = v(Ki + v)
−1. We assume that S(T ) = S0 + S1∆(T ), where
the coefficient S1 defines an influence of temperature on the resource supply and
∆(T ) = exp(−(T − T0)2/2σ2T )
This means that there exist an optimal temperature T0 for plankton species
growth and a characteristic spread of this temperature σT . Then we obtain eq.
(34) with
w(T ) = m−1
m∑
i=1
S0 + S1∆T
Ki + S0 + S1∆T
and the equation for temperature steady state takes then the form
F (T ) = G(T ), (35)
where
F (T ) = eσT 4, G(T ) = µ0
I0
4
(1−A0 + Cw(T )).
Note that for C > 0 the plankton species diminish the averaged ocean albedo.
Moreover, simulations show that for small m variations in the species parame-
ters, for example, in Ki can decrease albedo.
Depending on C we have either a single root of (35), or three, when two
roots give us local attractors and the thidrd root is a saddle point, as it is
shown on Fig. 1. So, we observe here a pitchfork bifurcation. It is interesting to
understand as global warming affects the described bifurcation effect. Consider
the Arctic region and relation (12). We observe that a decrease of the area
occupied by ice increase the coefficient c¯ and decreases A0 thus it reinforces the
bifurcation effect and can lead to climate bifurcation.
5. Discussion and conclusions
Understanding the climate dynamics and identification of factors and pro-
cesses that can affect its stability are problems of significant importance, in
15
particular because of their prominent effect on the ecosystems functioning and
the humankind well-being. There is a growing evidence that the biosphere can
have a variety of feedbacks on the climate and a comprehensive understanding
is only possible based on the analysis of the coupled climate-biosphere system.
Perturbation of the carbon cycle is one such feedback [32], but there are many
more. Here we focus on the feedback that vegetation, in particular algae, may
have on climate and its stability. Indeed, it has long been recognized that phy-
toplankton can affect climate by changing the ocean surface albedo and hence
disturbing the global energy balance [15]; however, the extent of this effect
remained unclear. In this paper, we have endeavoured to address this issue
theoretically by considering a conceptual model of climate-biosphere dynamics
arising from the coupling between the Budyko–Sellers global energy balance
Figure 1: This plot shows possible bifurcations in climate-biosphere system. The equi-
librium temperature values are given by intersections of curves F (T ) and G(T ). We
have a single intersection for C = 0.15 and the three intersections for C = 0.11.
For the ecosystem, we have m = 5 species, where the parameter values are Ki =
0.1, S0 = 0.1, µ = 0, S1 = 0.2, T0 = 280K and σT = 1. For climate system we have
σ = 5.67 · 10−8, A0 = 0.62, µ0 = 1, e = 0.65, I0/4 = 340 and c¯ = 0.2.
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model to a generic multi-specific model of population dynamics.
The climate-biosphere system is an extremely complex system and the cor-
responding mathematical model, even a relatively simple ‘conceptual’ one, is
usually too complicated for a comprehensive analytical study. A possibility of
nontrivial model reduction lays in the observation that different processes often
go with very different rates, i.e. take place on very different timescales. In par-
ticular, many complex systems, including climate models, have slow and fast
components. According to classical results [33], large time dynamics of fast
modes are captured by a dynamics of slow modes on a slow invariant manifold.
It is well known that even low dimensional systems exhibit complex bifurcations
[34, 35, 36]. Moreover, such models exhibit multistationarity, i.e., existence of
many stationary states that, according to [37], provides the climate stability
under variations of insolation.
It is clear, however, that realistic climate models should include thousands of
variables that evolve with different rates. What can be observed in the dynamics
of such systems?
In the first part of the paper, it is shown that systems with a large number
of fast components can exhibit practically arbitrary bifurcations (even if these
systems are quadratic). This fact allows us to show that different scenarios
of climate catastrophes under human impact are possible, even if we restrict
greenhouse gas emission.
Why, however, was the climate system stable over long periods of time in the
past? To answer this question, we assumed that parameters of fast subsystems
are random and mutually independent. Under such assumptions, we prove
a general theorem on connection between attractors of averaged and original
systems. If the attractor A¯ of the averaged system has a low fractal dimension
then, with a probability close to 1, the attractor of the original system is close to
A¯. We think that this result may have applications for many different fields such
as global network systems with unknown parameters, foodwebs, gene networks
etc.
So, the climate stability can be explained by the mutual annihilation of many
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independent factors. For example, if biota has a large diversity, then one can
expect that climate-biota interaction does not lead to a catastrophe. However,
it is obvious that now we are dealing with an entirely different situation.
Our findings are summarized in Fig. 2. Interestingly, our analysis suggests
a possibility of a positive feedback of the ecosystems on the climate change.
Consider a scenario of a slow change in the energy balance resulting, for instance,
in a gradual increase of the mean temperature. Its is well known that such an
increase will eventually results in species extinctions and biodiversity loss (see
Arrow 1 in Fig. 2). Our results predict that, as long as the number of extinctions
is not too large, the biodiversity loss will not have any notable feedback on the
climate dynamics (Arrow 2 in Fig. 2). However, when the biodiversity loss
becomes considerable, i.e. the number of surviving species becomes small, the
 
Biosphere 
(generic multispecies population dynamics) 
Global climate 
(quantified by the mean temperature) 
Potentially destructive, destabilizing 
effects of climate change resulting in 
habitat loss and species extinction  
High biodiversity case: neutral 
feedback preserving stable climate 
Low biodiversity case: potentially 
destabilizing feedback leading to the 
regime shift and global climate change 
2 
1 
3 
Figure 2: Graphical summary of the feedbacks in our model coupled climate-biosphere
system (9, 10 and (11)). Arrow 1 shows the potentially destructive effect of the global
climate change on the population dynamics and ecosystems functioning. Arrow 2
shows the neutral feedback that the population dynamics have on the global climate
in case of high biodiversity, i.e. a large number of coexisting species). Arrow 3 shows
the potentially destabilizing feedback of the population dynamics on the global climate
in case of low biodiversity.
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failing ecosystem will have a positive feedback on the climate resulting in its
destabilization (Arrow 3 in Fig. 2). The global climate change resulting from
this destabilization is likely to have a stringer negative effect on the ecosystems,
hence accelerating the extinctions rate.
In this paper, we on the ecosystems feedback on climate due to a change in
the albedo. For that reason, we mostly focused on marine ecosystems where such
effect is well established [15]. Also, the models of plankton dynamics are well
developed [16, 17] which makes the conceptual coupled climate-biosphere model
readily available (see Section 2). However, it rises a question as to how our
the predictions of our approach can be modified if the effects of the terrestrial
vegetation are included. Although this issue requires a separate, more careful
consideration and hence should become a subject of future research, here we
recall that the ocean covers about 70% of Earth’s surface. One can therefore
argue that the main contribution to the changes in Earth’s albedo is likely to
be determined by the dynamics of marine ecosystems, whilst the contribution
of the terrestrial ecosystems is going to be relatively minor.
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Appendix
In this section, constants c and Ci can depend on system parameters but are
uniform in m for large m. Note that we sometimes denote different constants
by the same index if it does not lead to confusion.
Probabilistic estimates. Let us fix some points y(k) ∈ Bn, where k =
1, 2, ...,M and M is an positive integer, which will be adjusted later. Let us
define the events A,i(k) by
Aout,,i(k) = {|g¯i(y(k))− gi(y(k),Φ(y(k)))| > /4}, (36)
A,i(k) = Not Aout,,i(k), (37)
where Not B denotes the negation of B.
The next auxiliary lemma is elementary but useful.
Lemma 1. One has
Pr
[ M∏
k=1
n∏
i=1
A,i(k)
] ≥ 1− M∑
k=1
n∑
i=1
Pr
[Aout,,i(k)].
Proof. That lemma can be proved by de Morgan’ rule.
Furthermore, we use Chernoff bounds to estimate Pr
[Aout,,i(k))]. Let Cg¯,Φ
be a Lipshitz constant of g¯ with respect to the variables Φ1, ...,Φp, i.e., for all
y ∈ Bn and i = 1, ..., n
|g¯i(y,Φ(1))− g¯i(y,Φ(2)| ≤ Cg¯,Φ|Φ(1))− Φ(2)|, (38)
where |Φ| = maxl ‖Φl|. This constant exists due to assumption (21) to g.
Moreover, an analogous estimate holds for derivatives with respect to y: all i, j:
|∇y g¯i(y,Φ(1)))−∇y g¯i(y,Φ(2))| ≤ C˜g¯,Φ|Φ(1))− Φ(2)|. (39)
Lemma 2. One has
Pr
[Aout,,i(k)] < 2 exp (−m2/(8C2g¯,ΦC2)), ∀i = 1, .., n, k = 1, ...,M,
where
C = R0 max
j,k
(|fj(y(k))|+ |∇yfj(y(k)|).
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Proof. Let us estimate differences Φi(y
(k)) − EΦi(y(k)). To this end, let us fix
an index i and index k and introduce Xj by
Xj = cijfj(y
(k)). (40)
Then
Φi(y
(k)) = m−1
m∑
j=1
Xj . (41)
Due to our Assumption 1 on cij , we have that Xj are independent random
variables. Moreover, taking into account that C1 - norms of fj are uniformly
bounded we have
|Xj | < C. (42)
Let us recall the Hoeffding inequality. Let Xj , j = 1, ...,m be independent
random variables strictly bounded in intervals [aj , bj ], i.e. surely Xi ∈ [ai, bi].
and X¯ = m−1
∑m
j=1Xj is the average of those quantities. Then (see [38])
Pr[|X¯ − EX¯| ≥ t) ≤ 2 exp
(
− 2m
2t∑m
j=1(ai − bi)2
)
.
Therefore, according to Hoeffding’s inequality for each  > 0 we obtain
Pr[|Φl(y(k))− EΦl(y(k))| > ] < 2 exp(−2m2/C2), (43)
where l = 1, ..., p. Consider the events
B,l,k = {|Φl(y(k))− EΦl(y(k))| < }.
Then, due to lemma 1 and equation eq. (43),
Pr
[ p∏
l=1
B,l,k
] ≥ 1− p exp (− 2m2/(C2C2g¯,Φ)).
Now we use conditions eq. (21) to find
Pr[|gi(y(k),Φ(y(k)))− gi(y(k), EΦ(y(k)))| > ] ≥ 1− p exp(−2m2/(C2C2g¯,Φ)).
(44)
That estimate, uniform in i, k, proves the lemma.
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Let us define now the events Aout,,i,j(k) and A,i,j(k) by
Aout,,i,j(k) = {|gij(y(k))− gij(y(k))| > /4n}, (45)
where
g¯ij(y) =
∂g¯i(y)
∂yj
, gij(y) =
∂gi(y,Φ(y))
∂yj
,
and
A,i,j(k) = Not Aout,,i(k). (46)
There holds the following Lemma:
Lemma 3. One has
Pr
[Aout,,i,j(k)] ≤ 2 exp(−m2/(C2C˜2g¯,Φ)), ∀i, j = 1, .., n, k = 1, ...,M,
(47)
where C˜ is defined by (39).
The proof of lemma 3 repeats the same arguments used in the proof of
lemma 2 so do not present it.
Demonstrations of theorem 1 and theorem 2
First we prove theorem 1.
Proof. We use lemma 1, lemma 2 and lemma 3 and the following auxiliary
construction. The domain Bn has the dimension n therefore we can cover it by
N(r) ∼ (r)−n balls Ω,k of the radius  centered at some points y(k) ∈ Bn.
Here r is a positive constant uniform in . We denote the union of all those
balls by U, it is an open neighborhood of Bn.
Let us consider the perturbation g˜(y) = g(y,Φ(y)) − g¯(y) and estimate the
C1 norm of g˜ on U. Suppose that all events A,i(k) and A,i,j(k) defined by
eq. (37) and eq. (46), respectively, take place. Then
|g˜(y(k))|+ |∇y g˜(y(k))| < /2, k = 1, ..., N(). (48)
Then, due to conditions eq. (21) on g, and definition of g¯ we have
|g˜|C2(Bn) < C1,
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where a positive constant C1 is independent of m. Therefore, for each y ∈ Bn
one can find such point y(k) that there hold the estimates
|g˜i(y(k))− g˜i(y)| < r,
|∂g˜i(y
(k))
∂yj
− ∂g˜i(y)
∂yj
| < r.
Those last inequalities and eq. (48) imply
|g˜(y)|+ |∇y g˜(y)| < /2 + C2r, y ∈ U, (49)
where C2 is a positive constant. We set r = 1/2C2. Note that
maxy∈∂Bn g¯(y) · e(y) < −δ0 < 0. (50)
Then by lemma 2, lemma 3, eq. (49) and eq. (50) we see that for sufficiently
small  > 0
maxy∈∂Bng(y,Φ(y)) · e(y) < −δ0/2 < 0. (51)
Therefore, the vector field g with a probability close to 1 is directed towards
interior of Bn that allows us to apply now the definition of structural stability
[29]. Then for positive  < 0(g¯) the attractor of the original system is topolog-
ically equivalent to the attractor of the averaged system. Note that 0 does not
depend on m and it is defined by the averaged system only.
Furthermore, we compute the probability that all the events defined by
eq. (48) take place by lemma 1, lemma 2 and lemma 3. This finishes the
proof.
Proof of theorem 2
Proof. We apply the same idea used in the previous proof. The domain V can
be covered by N(r) ∼ (r)−n balls Ω,k of the radius  centered at some points
y(k) ∈ Bn. Here r is a positive constant uniform in . Let us introduce the
functions
H¯(y) = ∇yL(y) · g¯(y), H(y) = ∇yL(y) · g(y,Φ(y)).
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Consider the events
Hout,(k) = {|H(y(k))− H¯(y(k))| > /4}, (52)
H(k) = Not Hout,(k) = {|H(y(k))− H¯(y(k))| ≤ /4}. (53)
Suppose that all events defined by eq. (53) take place. Then
|H(y(k))− H¯(y(k))| < /4, ∀ k = 1, ..., N(). (54)
Now we use the estimate
|H(y(k))−H(y)| < LipH |y(k) − y|, (55)
where LipH is a Lipshitz constant of H. Let us estimate that constant. By
definition of H one has
∂H
∂yk
= m−1
n∑
i=1
m∑
j=1
cij
∂(Lfj)
∂yk
.
Due to Assumption 1
∣∣ n∑
i=1
m∑
j=1
cij
∂(Lfj)
∂yk
∣∣ < mnc1R0,
where
c1 = max
i,j,y∈V
(|fij(y)||∇L(y)|+ |∇fj(y)||L(y)|).
The same estimate holds for the Lipshitz constant of H¯. Therefore, eq. (54) and
eq. (55) give
sup
y∈V
|H(y)− H¯(y)| < /4 + rC3, (56)
where C3 > 0 is a constant uniform in m. Let us set r = 1/4C3. Then condition
eq. (31) of theorem 2 and equation eq. (56) show that equation eq. (32) is
satisfied. Furthermore, to complete the proof, we compute the probability that
all the events defined by equation eq. (48) take place by estimates analogous to
lemma 1, lemma 2 and lemma 3.
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