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President's Report
It is my pleasure to present my report on my 2nd Term as President of the NZ Agricultural
and Resource Economics Society. It has been a successful year for the society. I am pleased
to see the active involvement of economists addressing issues relating to agriculture,
agribusiness, natural resources and the environment. I draw to your attention the following
matters:
1. The committee has met on 6 occasions - three times by telephone and three times in
person when members were together for other business. Members have made
valuable contributions and I thank them all.
2. The annual conference has had a change in venue and timing. We hope the changes
have been worthwhile and the committee would value your feedback in preparation
for 2006. Thanks to Professor Ross Cullen for taking the heaviest load as primary
conference organiser.
3. The society's graduate awards have been reinstated and awards will be presented at
this conference.
4. Megan Wilcox from Waikato University won the NZ undergraduate award which
was presented at Coffs Harbour in February.
5. The recipient of the award for the best Masters thesis in 2004 was Peter Tait, for his
thesis entitled "Unit-Pricing: Minimising Christchurch Domestic Waste", submitted
by Lincoln University.
6. The Society hosted the successful Frontier in Resource management Symposium in
Auckland in September 2004. My special thanks to Dr Pam Kaval.
7. A significant numbers of members participated in the AARES conference in Coffs
Harbour in February 2005.
8. NZARES has agreed to host the 2007 AARES conference in New Zealand
9. Members should be aware of:
a. AARES Water Symposium and Workshop, hosted by the West
Australian AARES Branch. 22nd and 23rd September, Perth.
b. E-CReW 2005: Environment and Resource Economics Early-Career
Researcher Workshop aimed at doctoral and masters students and early
career researchers involved in environmental and economics research. The
workshop will be held at Charles Sturt University, Bathurst, NSW, 27-28th
October 2005.
c. The AARES 2006 annual conference will be held in Sydney early in
February.
d. The 26th Conference of the International Association of Agricultural
Economists (IAAE) is being held from the 12th to 18th of August 2006 on
the Gold Coast, Queensland, Australia. I am on the organising committee.
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10. I have served as a Federal Councillor of AARES for 2 years and been involved in
nominations committees and the Masters Prize Committee.
11. The Committee has recommendations for changing the committee structure of
NZARES. Whether or not the AGM support a proposed resolution it is important that
the society pay adequate attention to continuity.
12. Dr Geoff Kerr under took a membership survey to help us determine how the
committee best serve the membership.
13. Strategic Research Services has continued to provide secretarial services. It is
important that expectations are sharpened so that better results are achieved.
14. The society continues to run tight budgets but has some reserves. The treasurer will
recommend some modest adjustment to fees for next year.
15. I believe in 2006 it will probably be inappropriate for us to publish a hard copy ofour
proceedings because we will have been able to produce a reliable electronic version
on the web. The committee will do further work before a decision is made.
16. The society is working with AARES to provide funding each year for one AARES
member resident in Australia to obtain a travelling award to the NZARES
conference and for one NZ member of AARES to attend the AARES conference.
17. It is important members identify speakers and themes they would like addressed at
future conferences. Please contact Ross Cullen with your suggestions.
18. It is clear the society has to upgrade its web page.
19. Members should be aware of opportunities to read AARES journals and publish in
them. These include Australian Journal of Agricultural and Resource Economics,
Agribusiness Connections: Farm, Food and Resource Issues, Australasian
Agribusiness Review and Australasian Agribusiness Perspectives.
20. I believe in future it should be the responsibility of the president elect to update a file
of policies and procedures and the immediate past president to update the historical
records of the society.
21. Thank you to the Presidents ofAARES (Jeff Bennet and Deb Petersen) I have served
with and to Waikato University for its support of my role.
22. Thank you for the privilege in serving as your President.
Professor Frank Scrimgoeur
President
NZ Agricultural and Resource Economics Society
26 August 2005
http://come.to/aares
http://www.nzares.org.nz/
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Adoption of Environmental Best Practice Amongst Dairy
Farmers
Denise Bewse1l1 and Geoff Kaine2
1. AgResearch Ltd, Ruakura Research Centre, East Street, Private Bag 3123,
Hamilton, New Zealand
2. Department of Primary Industries Victoria, Private Bag 1, Ferguson Road,
Tatura, Victoria 3616, Australia
Summary
The adoption of environmental management practices is addressed in this paper. The
use of consumer behaviour theory and a market research approach is discussed by
describing how it was used in the study. Qualitative methods were used to gather
data from dairy farmers in four New Zealand catchments. The environmental
practices explored were; excluding stock from waterways, reducing phosphorus use,
improving soil macroporosity, managing effluent and improving the efficiency of
border-dyke irrigation. The findings are discussed, highlighting that farm contextual
factors influenced farmers' decision making in terms ofadopting environmental
management practices. The results suggest that environmental practices need to be
linked to farm context. This should provide practical solutions that farmers' will be
more likely to adopt.
Key Words
Environment, adoption, dairy farms, context
Introduction
Our aim in this project was to identify the factors that influence dairy farmers'
propensity to adopt sustainable management practices, in particular, fencing off
streams. We were also interested in best practices associated with reducing
phosphorus use, improving soil macroporosity, managing border-dyke irrigation
systems and effluent management. The work in this project was carried out in four
catchments where best practices to address environmental issues in dairying are
being evaluated. These catchments were Toenepi, Waiokura, Waikakahi and Bog
Bum.
The approach we took to understanding the adoption ofnew agricultural
technologies and practices draws on consumer behaviour theory and, in particular,
complex decision making. In the next section each best practice is described. The
theoretical framework used for this study is then outlined. After outlining the
methodology, the results are presented and finally conclusions are drawn.
Specific sustainable practices
Excluding stock from streams
Researchers suggest that minimising the access of stock to waterways should help
improve water quality (Quinn and Wilcock 2002). Fencing is the simplest and, in
principal, the easiest means ofexcluding stock from streams. There are
comprehensive guidelines available to farmers such as Environment Waikato's "A
Guide to Managing Waterways on Waikato Farms" (Legg 2002). Unfortunately there
is some disagreement in the literature regarding the impact of fencing off streams on
water quality. Line, Harman et al. (2000) found that water quality improved after
fencing, with the exception of nitrogen levels. However, others have not found a
significant difference in water quality after stream fencing for between two and four
years (Homyack and Giuliano 2002).
Reducing phosphorus use
Reducing use of phosphorus fertiliser on-farm is regarded as a high priority in all
four catchments as Olsen P levels are generally very high. Researchers have
estimated that half the current maintenance rates of phosphorus could be applied
without harming soil fertility (M O'Conner, pers comm., quoted in Monaghan,
Drewry et al. 2003). The recommended best farm practice is to undertake a nutrient
budget to assess what nutrients are needed and then design a fertiliser program based
on this information.
Improving macroporosity
Improving soil macroporosity was also identified as a priority management objective
in all four catchments. This involves minimising wet soil damage through pugging.
Current best practice is to ensure that cows are moved to feedpads when soils are
waterlogged (Monaghan et al. 2003).
Managing effluent
Current best practices for managing effluent are applying effluent at low rates, and
storing effluent when the soil is too wet in order to reduce nutrient leaching
(Monaghan et al. 2003). This may involve reducing the speed of a travelling irrigator
applying effluent, or converting to K-line irrigation. K-line irrigation has a low water
application rate and initial research indicates that nutrient losses are reduced under
this system (R Monaghan pers. comm., 2005).
Improving the efficiency of border-dyke irrigation systems
Improving the efficiency of the border-dyke irrigation systems involves reducing
runoff to below 10% of inflow, using soil mounds at the end of the border (bunding)
to prevent runoff, and making sure that the time between irrigating and fertilising or
grazing is as long as possible (Monaghan et al. 2003). Note that water in the
Waikakahi catchment is quite cheap and this suite of best practices can be very
expensive ifre-engineering of the irrigation system is required. This means there is
little financial incentive to change the system (Monaghan et al. 2003).
Consumer behaviour as a model of adoption behaviour
The approach we have taken to understanding the adoption of new agricultural
technologies and practices draws on the conceptual foundations of consumer
behaviour theory (Assael 1998). This theory proposes that consumers use a variety of
decision processes when purchasing products. The type of decision process they
actually follow depends partly on the importance of the purchase to the consumer,
and partly on how much time and effort consumers can devote to the decision. In this
section we describe the different types of decision processes used by consumers, the
,...
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circumstances in which they are used, and the implications of these for understanding
adoption decisions.
Involvement and purchase decisions
Consumers make purchase decisions in a variety of ways depending on
circumstances. One of the key factors which influences the way in which a purchase
decision is made is the level of consumer involvement in the product. When
involvement is high consumers tend to engage in complex decision making or brand
loyalty depending on the degree of effort they invest in the purchase decision. When
involvement is low consumers tend to engage in variety seeking behaviour or habit
depending on the degree of effort they invest in the purchase decision.
Consumer involvement depends on how important the purchase is to the consumer.
High involvement purchases are purchases that are important to the consumer
(Assael 1998). High involvement products are generally expensive, rarely or
infrequently purchased and closely tied to self-image and ego. High involvement
purchases usually involve some form of risk, such as financial, social or
psychological risk. Where the risks are high the consumer is more likely to devote
time and effort to careful consideration of alternatives before making a purchase.
Typical high involvement purchases are homes, motor vehicles, white goods,
clothing and perfumes.
Low involvement purchases are purchases that are relatively unimportant to the
consumer (AssaelI998). These purchases are commonly inexpensive products that
are routinely purchased and involve little risk. The consumer is unlikely to devote
much, if any, time and effort to consideration of alternatives for low involvement
purchases before making a decision. Typical low involvement purchases are
groceries, toiletries, and laundry products.
We believe that the adoption of most agricultural innovations represent a form of
high involvement purchase for primary producers. Usually the adoption of a new
agricultural practice or technique is high risk. The new technology or practice must
be integrated into the existing mix of technologies, practices and resources that exist
on the farm (Crouch 1981; Kaine and Lees 1994). This means, generally speaking,
the likely outcomes of adopting a particular technology or practice are difficult to
predict. The compatibility of the technology or practice with the existing farm
system, and the resulting benefits, depends on a range of contextual factors that are
specific to the circumstances of each farm enterprise. Consequently, the decision to
adopt an agricultural innovation is often financially risky. As such they entail social
risks and psychological risks in that the outcomes affect the wellbeing of family
members and can influence producers' feelings of achievement and self-fulfilment.
Complex decision making
The second key factor which influences the way in which a purchase decision is
made is the degree of effort the consumer is willing to invest in making a purchase
decision. Consumer behaviour theory suggests that consumers can invest either a
high or low effort in making high involvement purchases (Assael 1998). Complex
decision-making is associated with investing a high level of effort. It is a systematic,
often iterative process in which the consumer learns about the attributes of products
and develops a set of purchase criteria for choosing the most suitable product.
Complex decision making is a decision making process consistent with explanation
based decision theory (Cooksey 1996). Complex decision making is facilitated when
there is adequate time for extensive information search and processing (Beatty and
Smith 1987), adequate information is available on product characteristics and the
consumer has the ability to process the available information (Greenleaf and
Lehmann 1995).
Purchase (or benefit) criteria
Purchase (or benefit) criteria represent the key benefits sought by the consumer and
generally reflect their product usage situation. In the case of consumer goods the
usage situation is often a function of the consumer's past experiences, their lifestyle
and their personality (AssaelI998). For example, economy, dependability and safety
are key purchase criteria for many consumers with families that are buying motor
vehicles that will be used daily to transport family members, especially children.
Having settled on a set of purchase criteria for deciding between products, the
consumer then evaluates the products against the criteria and makes a choice.
Consumers from different usage situations will seek different benefits from products
and therefore will employ different purchase criteria to evaluate products.
Conversely, consumers from similar situations will seek similar benefits and so will
employ similar purchase criteria. Information on the similarities and differences in
the key purchase criteria used by consumers can be used to classifY consumers into
market segments (Assael 1998). This information can also be used to develop and
promote a suite of products with characteristics that are tailored to provide the
benefits sought by consumers in each particular segment.
In the case of agriculture the purchase criteria that producers use to evaluate new
technologies should reflectthe key benefits the technology offers given the
producers' usage situations. In this instance the usage situation is likely to be a
function of the farm context into which a new technology must be integrated.
Broadly speaking, the farm context is the mix of practices and techniques used on the
farm, and the biophysical and financial resources available to the farm business that
influence the benefits and costs of adopting an innovation (Crouch 1981; Kaine and
Lees 1994). Similarities and differences among farm contexts for an agricultural
innovation will translate into similarities and differences in the key purchase criteria
that producers will use to evaluate that innovation.
Given that the usage situation for agricultural innovations is defined by farm
contexts, differences in farm contexts will result in different market segments for an
innovation. Logically, the market for an innovation will be defined by the set of farm
contexts for which the innovation generates a net benefit (see Kaine, Bewsell et al.
(2005) for examples).
As is the case with consumer products, knowledge of similarities and differences in
the key purchase criteria that will be used by producers to evaluate an innovation can
be employed to tailor the innovation to meet the specific needs of producers in a
segment and promote the innovation accordingly.
To the degree that the mix of farm practices, technologies and resources that
influence the benefits and costs of adopting an innovation are different for different
Convergent interviewing is unstructured in terms of the content of the interview. The
interviewer employs laddering techniques to systematically explore the reasoning
underlying the decisions and actions of the interviewee (Grunert and Grunert 1995).
We interviewed dairy farmers from each of the four best practice dairy catchments
selected. AgResearch researchers provided an initial list of dairy farmers to
interview in each catchment. Care was taken to interview farmers operating large and
small scale enterprises, and from a range of educational and occupational
backgrounds. A total of30 interviews were carried out (see Table 1).
Excluding stock from streams - fencing streams
Interviews with farmers revealed that for most, deciding to fence a stream is based on
whether there are issues with controlling stock, as the literature suggests. Based on
the information gathered in interviews we classified farmers into segments based on
why they had fenced part or all of the streams on their property (see Table 2 and
Figure 1).
NoYesNo
30
12
5
5
8
No. of farmers
Results
NoNo
Number ofInterviews in Each Catchment
Segments for Fencing Streams, Rivers, Lakes and Their Banks to
Exclude Stock.
Catchment
Toenepi
Waiokura
Waikakahi
Bog Burn
Table 1:
Total
Wet or boggy
Table 2:
purchaser develops explicit chains of reasoning to guide their decision making. This
is consistent with explanation-based decision theory, where the focus is on
"reasoning about the evidence and how it links together" (Cooksey 1996). This
suggests that there should be shared and complementary patterns of reasoning among
dairy farmers and consistency in the decisions they reach. To identifY the factors
influencing dairy farmers' decisions we followed a convergent interview process
(Dick 1998).
Research into adoption of environmentally sustainable practices
The adoption of sustainable practices has been the subject of many studies. Curry's
(1997) research involved British farmers and he believed that new skills were needed
in order for farmers to successfully operate in an environment that promotes "green"
values and practices. However, he also notes that this could be difficult given that
farmers have been given economic signals to maximise food production for many
years (Curry 1997). Fullen (2003) argues that different approaches to promoting
adoption of conservation practices, particularly soil conservation, are essential to
ensure change. Other studies have found that "environmentally aware" farmers are
more likely to be influenced by conservation considerations, than by farm
management concerns (Beedell and Rehman 2000).
Research methods
innovations, the purchase criteria used to evaluate innovations will change
accordingly. This means purchase criteria are frequently innovation-specific and
often cannot be generalised across innovations.
Complex decision making can be influenced in two ways (AssaeI1998). One is to
persuade consumers to change the purchase criteria they use to evaluate products.
The other is to change their beliefs about the extent to which products meet their
criteria. Both of these changes lead to changes in consumers' evaluations of
products which may subsequently cause changes in product choices.
Studies focussing on adoption of stream fencing found that costs dominated reasons
why farmers were not prepared to fence off streams (Rhodes et al. 2002; Curtis and
Robertson 2003). Other studies have found farm management factors such as stock
management affect farmers decisions with regard to riparian management (parminter
et al. 1998; Habron 2004). However Robinson and Napier (2002) did not find any
predictive factors, such as farm size or farm income, that determined whether a
farmer would adopt a conservation practice. Their conclusion was that more
resources should be allocated to reducing the risk and cost of adoption of
conservation practices by farmers (Robinson and Napier 2002). Interestingly,
concern about the environment or sustainability was not identified as a factor
influencing the adoption of sustainable practices in any of these studies.
We believe our approach based on consumer behaviour theory may explain the
variable and contradictory nature of these findings. We expect that focusing on
understanding the role of the farm context may help explain why predictive factors
such as farm size may not always work. Our approach is based on the idea that
adoption of a practice only occurs in circumstances where adoption provides some
benefit to a dairy farm. Hence, there is no reason to expect a consistent relationship
between adoption of a practice and factors such as farm size, farm income, farmer
education and experience unless, of course, a particular practice exhibits scale
economies or requires a formal education qualification to implement.
The use of complex decision making in high involvement purchasing implies that the
,...
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Figure I: Typology of Segments for Fencing Streams, Rivers, Lakes and Their
Banks to Exclude Stock
side ofthe boundary. "
Segment 3
In contrast, farmers in segment three have had problems with stock getting into
streams and getting stuck. This also seems to apply to maI)aging drains. These
farmers fence off those streams that cause problems for stock. For example, Gavin,
Jeff and Mick:
No Yes
~
N
Is the farm being developed or redesigned?
No Yes
is the stream a boundary?
No Yes
Is a fence needed to
manage stock movement?
No Yes
Is there a
wetland or boggy
area?
I Segment 5 I I Segment4 I I Segment 3 I I Segment 2 I I Segment 1 .
Segment 1
The first segment consisted of farmers who have or are in the process of
redeveloping or redesigning their farms. These farmers have taken the opportunity to
shift paddock boundaries and as part of that process, have fenced off streams. For
some farmers this process has led them to develop a plan for managing stream
fencing. For other farmers it has simply been the best way of managing the
redevelopment process. This has helped them improve the management of their farm
through improving livestock handling.
"Shawn is a dairy farmer in the Waikoura catchment. Recently he bought some land
next door which prompted him to undertake some redevelopment. He did a riparian
plan with the Regional Council. Although he had done afair bit offencing, hefound
the process quite helpful, particularly to help choose appropriate plants. Most ofthe
waterways on his farm are wide and deep gullies. Some have been planted in pines.
During the redevelopment process he was able to realign paddocks andfence
streams off. The streams run the right way with the paddocks which made it easier!"
Segment 2
The second segment consisted of farmers who have streams or water bodies on
property boundaries. These streams are routinely fenced simply because farmers do
not want stock getting into their neighbour's property. For example:
"Terry runs a 115 ha dairy farm milking 360 cows in the Toenepi catchment. Most
ofthe drains and wetlands on his property are on boundaries and are fenced on his
"Gavin share1arms a 55 ha dairy farm milking 187 cows in the Toenepi catchment.
Gavin is planning to fence offthe stream because he is sick ofthe cows getting in.
The Toenepi stream is a problem because ifcows get in you can't get them out. The
banks are steep and muddy. However Gavin also believes he will have problems with
weeds and maintenance ifhe fences out the stream - the blackberries, gorse or
ragwort will take over. "
Segment 4
Farmers in the fourth segment have fenced off areas of their farm because they are
wetter patches that pug easily.
"Dale runs a dairy farm in the Toenepi catchment. He has fenced offmost ofthe
drains and waterways on his place to stop the stock getting into them. He started
with areas on the farm that got boggy in winter. He would clean them out, get the
drains working andfence them out. "
Segment 5
Farmers in the fifth segment have fenced off streams on their properties because of
concerns such as animal health.
"Martin share-farms a 42 ha dairy farm milking 140 cows in the Toenepi catchment.
All the streams and drains on the farm have beenfenced. Martin says that it's
important to keep the cows out ofdrains in particular as they can catch liver jluke.
They have also put in crossings so that cows wouldn't have to even walk through a
drain. Martin also sprays out the drains which decrease the stock's interest and
there is no reason for them to go there. "
We also interviewed farmers who had decided not to fence off streams on their
property. These farmers did not believe that fencing would have any significant
benefit to either their stock or water management. Others did not have any problems
with stock getting into streams and saw no reason to fence. For example:
"Aaron and Sherry manage a 118 ha dairy farm milking 386 cows in the Toenepi
catchment. The Toenepi streamjlows through one part oftheir property but Aaron
and Sherry have no plans to fence it off. They don't have a problem with cows
getting into the stream so they see no reason to fence it off. They only time they see
animals in waterways is in winter when they are breakfeeding. "
We found that farmers were fencing off waterways in order to manage stock.
Interviews with farmers did not reveal that farmers were fencing streams to improve
water quality or for any other environmental reasons. This suggests that
understanding animal management in each catchment is important, in terms of type
of stream bed, amount of sediment and other location specific factors, in order to
promote adoption of waterway fencing.
considered by farmers. However the advice given needs to be trusted. In addition
whole farm recommendations will be considered favourably rather than complicated
fertiliser recommendations.
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Management of the effluent disposal area
One major part of managing nutrients is managing the effluent disposal area.
Interviews with farmers revealed that most were irrigating effluent onto land. Based
on this information we classified farmers into three segments describing farmers'
perceptions of the influence of effluent on these areas (see Table 3 and Figure 2).
Managing effluent
With the exception of the Toenepi catchment, most of the dairy farmers we spoke to
were irrigating effluent onto land. Many had converted from a pond system, usually
when they started to increase cow numbers and, as a consequence, had to either
increase the capacity of their ponds, or install a different effluent treatment system.
We found there were several systems for dealing with effluent. The first was a pond
system. Most of the farmers with this system were located in the Toenepi catchment.
For some farmers, ponds were the only system that would work on their property
because of the proximity of buildings or the presence of drainage.
The second system for managing effluent was irrigating effluent onto land. Farmers
we interviewed had previously managed with a two pond system, but had found that,
due to increasing herd size, or more stringent requirements from their Regional
Council, a two-pond system was no longer effective. These farmers had switched to
irrigating effluent on land. Most were happy with the change. For other farmers a
pond system did not suit the environment.
Table 3: Segments for Managing the Effluent Disposal Area
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Farmers in the Waikakahi catchment were often using their existing irrigation system
to irrigate effluent. It was evident from interviews with farmers that their context
influenced the type of system they used for managing effluent. The topography of the
land, the climate, soil types and farm development issues were key factors
influencing decisions made on effluent systems.
Reducing phosphorus use
Most of the dairy farmers we interviewed used soil tests to determine the mix and
amount of fertiliser required. They also sought advice from their fertiliser rep or farm
consultant and used their own experience to evaluate any recommendations. Some
farmers had been advised that their phosphorus levels were high and they could
gradually cut back on the amount applied. Generally, farmers were inclined to take
this advice when it was given. For example:
Duncan is a sharemilker in the Waikakahi catchment. A rep from Ballance comes in
once a year and does a soil test and a fertiliser recommendation. After this the farm
owner is consulted to see whether or not there can be cut-backs.
Fertiliser management
Although reducing fertiliser use does save money, there can be complicating factors.
Some farmers commented on some of the difficulties involved in trying to fertilise
parts of the property differently to others, for example when some of the property
was high in potassium. Farmers talked about the dangers of cutting back on fertiliser
such as losing pasture growth. Other farmers commented that due to a need to build
up their pastures their fertiliser use was high at present, but would be cut down over
time.
From our interviews it seems that opportunities to reduce fertiliser use will be
Figure 2: Typology of Segments for Managing the Effluent Disposal Area
Yes No
Two pond system?
Yes No
Is the effluent diluted with
irrigation water?
I Segment 1 I I Segment2 I I Segment3 I
Segment 1
Farmers in the first segment were more likely to have two pond treatment systems.
They had the ponds cleaned out once every year or two. The liquid effluent was
pumped onto a paddock, and sludge spread out as well. These farmers indicated that
they did not see any significant difference in grass growth on the paddocks where the
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effluent was spread. This belief influenced their decisions when planning fertiliser
application. They did not believe it was worthwhile making changes to fertiliser
application on that area. For example:
Mick has a two pond effluent system, which then goes into a drain. The ponds are
emptied every year by spraying it on the paddocks. He usually has it spread on three
paddocks one time and a different three the next. He uses the same fertiliser on the
effluent paddocks as for the rest ofthe farm. This is because he hasn't noticed a
difference in the paddocks that have effluent sprayed on them. Mick thinks he would
notice some difference ifhe was pumping effluent directly from the shed onto the
paddock as the water would have an effect on the pasture.
Segment 2
Farmers in segment 2 were diluting the effluent before application. These farmers did
not have a two pond system but were diluting the effluent with fresh irrigation water
coming onto the farm and then irrigating it as normal through the border-dyke
system. We found these farmers did not believe that the effluent made a difference to
grass growth. For example:
Ken and Barb are dairy farmers in the Waikakahi catchment. On their farm, effluent
is collected in a pond. Effluent is pumpedfrom the pond into the head-race while
irrigating and so it is diluted by the fresh water coming onto the farm. Ken does not
believe there is any difference in grass growth because the effluent has been diluted
considerably.
Segment 3
In contrast many of the farmers in the third segment believed there was a
considerable difference in grass growth in the area where effluent was spread. These
farmers were irrigating undiluted effluent directly onto pastures. Some talked about
the difference in grass growth because of the water, rather than the nutrients,
especially when it was a dry summer. For example:
Mario and Susie are dairy farmers in the Toenepi catchment. Mario and Susie
convertedfrom a two pond effluent system to an effluent irrigation system four years
ago. They are really pleased with how this has gone. They have a large holding pond
so they don't have to irrigate every day. Mario is able to irrigate pasture when it is
dry, andpromote growth. He sees lots ofbenefits to the effluent irrigation system.
Differences in perceptions
Other farmers believed that there were significant amounts of nutrient being applied
in the form of effluent and so took care to change their management ofthat area. For
example:
Jed is a dairy farmer in the Waiokura catchment. He irrigates effluent onto pasture.
He is able to store a great deal ofeffluent as he has ponds with large carrying
capacity. This means he doesn't have to pump out everyday. Jed pumps effluent over
26ha, rotating the paddocks. He notices the difference in paddocks with effluent and
doesn't use any fertiliser on paddocks that have effluent sprayed on them. He is
planning to increase the area he irrigates effluent onto as the nutrients are getting
too powerful.
However although several of the farmers we interviewed believed they could see
some difference in grass growth on the effluent paddocks, some did not believe it
was significant enough to change their fertiliser application. For example:
Lex and Kristy are sharemilkers on a dairy farm in the Waikakahi catchment. They
don't see much ofa differe,nce in the grass where the effluent is applied, so they
don't change the fertiliserjapplication on those areas.
Some of these farmers may have had soil tests to confirm this. For example:
Rowan is a dairy farmer in the Bog Burn catchment. He has had soil tests done on
the effluent blocks and they do not really indicate there is much ofa difference.
Rowan doesn't think it is worth changing the fertiliser program for those paddocks.
He thinks that there is a dilution effect as the effluent is being spread widely.
Managing effluent application over tile drainage
Managing effluent over tile drainage was an issue particular to the Bog Bum
catchment. This catchment, like most of Southland, has been extensively drained.
Generally, there were no plans available showing the location of tile drains. Some of
the farmers we interviewed indicated they were not exactly sure where the drains
were. Others were confident they were able to spot them. Generally, share-milkers
were less confident of their ability to spot tile drains, due to the length oftime spent
on the property, whereas owners were more likely to have spent some time working
out where drains were.
Interestingly none of the farmers we interviewed were using K-line irrigation to
apply effluent to land. This is one ofthe best practices being investigated by
researchers. However, the results suggest that the type of system a farmer has for
disposing of effluent effects their perception of the impact of that effluent. The type
of system chosen depends on farm context, such as soil and climate.
Improving macroporosity - management of wet soils
Previous work on wet soils management
Kaine and Niall (1999) investigated the adoption of options for managing
waterlogged soils by dairy farmers in Victoria and Tasmania, Australia. Options for
dairy farmers included installing sub-surface drainage or using on-off grazing in
conjunction with feedpads or stand off areas. Kaine and Niall (1999) conducted
interviews with a range of dairy farmers, and followed this with a mail survey. They
found that a third offarmers in the study area did not have a problem with
waterlogging on their farm. The remaining two thirds offarmers were classified into
six segments based on how severe the waterlogging was on their farm, and when the
waterlogging occurred (Kaine and Niall 1999). There was a strong relationship
between the severity and timing of waterlogging and investment in subsurface
drainage or feedpads.The segments are illustrated in
Figure 3 and
Table 4.
Figure 3: Market Segments for the Management of Waterlogged Soils, from
Kaine and Niall (1999).
Table 4: Market Segments for the Management of Waterlogged Soils, after
Kaine and Niall (1999).
Kaine and Niall (1999) found that farmers in segments one and two experience
considerable economic and lifestyle losses from waterlogging and as such they could
The Waikakahi and Bog Burn catchments
Similarly, farmers in the Waikakahi and Bog Bum catchments had problems with
wet soils in winter. However farmers in these catchments wintered their cows off
farm. Most of the Waikakahi farmers were considered to be similar to the
descriptions for segment four.
Management of wet soils
We used this work by Kaine and Niall (1999) as a starting point for classifying
farmers into segments based on information gathered from interviews in the best
practice dairy catchments.
The Toenepi catchment
The information we gathered during interviews with farmers in each catchment
offered an insight into how much of a problem wet soils were. In the Toenepi
catchment most of the wet soil problems occurred in winter and farmers were used to
dealing with this. Most had well established strategies to ensure that there was
minimal damage to the pasture. Feed pads were used by a few farmers. Most of the
Toenepi farmers were considered to be similar to the descriptions for either segment
four or five (see Table 1 and Figure 1, depending on the severity of the waterlogging
in winter.
Most farmers in the Toenepi catchment had tile drains on part of their properties, put
in as the land had been developed. Some had increased the amount of drainage on the
property as an attempt to manage pugging with mixed results.
The Waiokura catchment
In the Waiokura catchment most of the wet soils problem also occurred in winter.
Once again, all of the farmers interviewed had strategies for dealing with this,
including feedpads or standoff areas. Most of the Waiokura farmers were considered
to be similar to the descriptions for either segment four or five, depending on the
severity of the waterlogging in winter.
However, for farmers in the Bog Bum catchment, wet soils were also a problem in
spring. All farms in this catchment are tile drained. It would not be possible to farm
in the area without tile drains. The farmers in the Bog Bum catchment were
considered to be similar to the descriptions for segments one and two, depending on
the severity ofwaterlogging in spring.
This is consistent with Kaine and Niall's (1999) work, as farmers who experienced
waterlogging in winter were less likely to install subsurface drainage or experience
many benefits from installing subsurface drainage. However those who experienced
severe waterlogging in spring were more likely to install subsurface drainage.
justify the installation of sub-surface drainage. Some farmers in segment three could
also justify sub-surface drainage, but it would depend on the soils and topography of
the farm as well as the farm infrastructure, and the availability oflabour and capital.
Farmers in segments four, five and six, could not justify installing sub-surface
drainage and instead other options such asa stand off area, feedpads and on-off
grazing were of more use.
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Farmers in the first three segments had problems with waterlogging in winter and in
spring. Often a large proportion oftheir farms were affected. Farmers in segment one
could not graze their pasture in spring for very long without causing damage from
pugging. Farmers in segment two could graze their cows for a few hours but only for
one rotation, while farmers in segment three could graze their cows for a few hours
each day.
In contrast Kaine and Niall (1999) found that farmers in segments four, five and six
experience waterlogging in winter, but not in spring. Usually less of the farm was
affected. Farmers in segment four could not graze their pastures very long in winter
and only for one rotation. Farmers in segment five can graze pastures in winter for a
few hours each day, while farmers in segment six could graze all day unless it was
very wet.
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Managing macroporosity
In terms of managing macoporosity of soils, it was clear from interviews with
farmers that they all had rules of thumb for managing pugging. For example, Jeff, as
mentioned before:
" ... it's the flats that have the most problem with pugging. And so he tries to stay off
that area when there is any danger ofpugging. Generally he finds that the ground
there will pug within two hours. So he will put them in the paddockfor two hours
then stand them offin the yard."
And Mario, also from the Toenepi catchment:
" ... it depends on the conditions as to how long it takes before the cows start
damaging the pasture. !fit is very wet it can take a couple ofhours."
Improving border-dyke irrigation
The Waikakahi catchment is the only one of the four catchments covered in this
project where irrigation is required. Farmers in this catchment were using border-
dyke irrigation systems, with limited areas ofK-line irrigation. Generally the K-line
has been installed on land that has been unable to be irrigated via the border-dyke
system. Farmers in the catchment are using bore water or water from the Waikakahi
stream to run their k-line irrigation. For example:
Bevan and Kaylene are dairy farmers in the Waikakahi catchment. They have
border-dyke irrigation across the majority ofthe property. However, 50 ha ofthe
run-offis under K-line. This area had never been irrigated and at the time K-line
irrigation was cheaper to install, and used less water which was important as there
had been some concerns over security ofsupply. Bevan pumps from the Waikakahi
stream for the K-line.
It quickly became apparent from discussions with farmers in the Waikakahi
catchment that their management of irrigation is dictated by the water delivery
system. Farmers are given a roster so that they know when the water will arrive, and
how long they have access to the water. Border-dyke irrigation is better suited to the
roster system, in contrast to K-line systems. K-line systems require flexibility in
water delivery.
One ofthe key practices researchers are studying is bunding at the end of the borders
to control the amount of runoff. Few farmers had installed bunding. Depending on
the location of the farm runoff water went straight into the Waikakahi stream, or into
collection areas, before going into the stream. The farmers we interviewed did not
see any major problems with the system as it was. For example:
Bevan and Kaylene own a dairy farm in the Waikakahi catchment. The border-dyke
irrigation, on most oftheir farm, drains into a soak area at the top ofthe farm. This
water then can drain into the Waikakahi stream, although this only happens if the
property is over-watered but this doesn't happen very often as his system is very
reliable. Bevan has clocks on the gates and he knows that ifone clock doesn't work
there will be another one going offin an hour so not too much water will be wasted.
The main issue discussed was how quickly you could get around the farm once the
water arrived. For one sharemilker, this was the worst part of managing the property.
Lex and Kristy are sharemilkers on a dairy farm in the Waikakahi catchment. They
know that a lot ofwater is wasted, as they see it heading offthe property into the
stream. The farm doesn't water very well because the original conversion wasn't
done correctly. The farm was converted in 1984 and borders were designed
according to the contour ofthe land. The emphasis was on getting the water to the
border, not how well the border watered. They get water for 10 days but often
struggle to get around the property. They often have to get extra water which is an
extra costfor them.
For others, irrigation becomes a constant part of managing the property.
Daryl is a sharemilker on a property in the Waikakahi catchment. Most ofthe
property is watered with a border-dyke system. One third has been rebordered since
it was first converted and those paddocks water quickly. It takes Daryl 12 to 13 days
to water the property, and he gets water every 16 days, so he is irrigating constantly.
The interviews revealed that the amount of labour required for irrigation, and the
timing of irrigations were key factors influencing farmers decisions on management.
In addition, water is relatively inexpensive and so runoff is not of great concern.
There is little incentive for farmers to change the way they manage their irrigation,
unless there are changes the structure of the delivery system in particular.
Discussion and conclusion
Adoption of stream fencing
The farmers we interviewed identified a number of factors that influenced their
decision on whether to fence off streams and other waterways. These factors were
centred on management of stock. Farmers were also likely to fence off streams when
redeveloping their property. This is similar to the results from the study by
Parminter, Tarbotton et al. (1998), In some follow up work, Parminter and Wilson
(2002) found that dairy farmers associated riparian management with increasing the
risk of flooding and reducing nutrient contamination of waterways. We also found
that flooding management was a potential problem raised by farmers. Weed control
was also seen as a problem when fencing off streams.
This suggests that it is important to address these concerns whenever fencing is being
promoted. In addition, demonstration sites could be important for providing practical
examples of dealing with weeds and flooding issues.
Effluent management, phosphorus use, managing wet soils
We found that farmers were choosing an effluent management system based on their
herd requirements and their location. As farmers built up herd numbers an older two-
pond system might no longer be suitable.
Regional Councils have a consent system in place with rules about the size of ponds
per number of cows and the area required for irrigating effluent. Farmers must abide
by these rules. However, when managing the fertiliser requirement for the property
farmers' perceptions of the difference in pasture yield on those areas where effluent
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was irrigated became important. There appeared to be a consistent association
between farmers' perceptions of whether effluent made a difference to grass growth
in a paddock and their management of fertiliser in every catchment.
In the Bog Burn catchment there was an obvious gap in knowledge in terms of
knowing where the tile drains were particularly in relation to managing effluent
irrigation. The Regional Council do not have any plans which show the tile drainage
layout (S Crawford,pers comm, 2004). This makes it difficult for sharemilkers in
particular to manage effluent irrigators effectively in terms ofensuring that nutrients
do not drain into waterways.
The farmers we interviewed did not see phosphorus as a separate issue deserving
special treatment separate from other fertilisers. Phosphorus was part ofthe fertiliser
mix going onto the farm. Some farmers had responded to advice recommending a
reduction in phosphorus application, especially as it saved money. However not all
were getting this advice. Some farmers noted that this was starting to change,
"fertiliser companies are no longer competing on how much fertiliser to sell you, but
on how much they can reduce your fertiliser use," said one farmer from the
Waikakahi catchment.
This suggests that working with the fertiliser companies and farm advisors may have
more effect than working directly with farmers. There is an obvious conflict of
interest - selling fertiliser is a fertiliser company's business and so why would they
recommend less? However the research work - on reducing the application of
phosphorus - and recommendations coming from that work appear to be having
some effect.
Managing wet soils is an issue for all farmers in all catchments. Many however are
only faced with pugging problems in winter and have rules of thumb which work for
their property, depending on the timing and severity of waterlogging. There was
some surprise from farmers in the Toenepi catchment when told the macroporosity
was low, due to pugging. This suggests there is a need to investigate this further,
perhaps developing some trials on-farm to determine how much of an issue it is in
the catchment.
Improving irrigation management
Interviewing farmers in relation to irrigation revealed that they have few problems.
The major issue for some farmers is how quickly they can get around their property
in relation to the roster. For farms that have not been rebordered since converting to
irrigation, this can cause problems. On these farms borders tend to be smaller and
take longer to water. Where farmers have been able to reborder they have found that
irrigating is quicker and easier. Adopting a pressurised irrigation system, such as K-
line, lateral move or pivot, is impractical given the circumstances.
Farmers were less concerned with runoff. Water did not pond on their property, and
generally they felt that excess runoff only occurred occasionally.
Adoption of the environmental best practices
While we found that all the farmers we interviewed agreed that looking after the
environment was important, they were not convinced that some of the best practices
being promoted as environmentally friendly were actually practical. On this evidence
we believe farmers' decisions about the environmental practices they use on their
farm are primarily based on a systematic and pragmatic evaluation of their
production contexts and the management options that are available. These
evaluations appear to be based on a deliberate and systematic process oflearning
about management options by experimenting with these options in the particular
context of their farm. This is consistent with our view that farmers follow a complex
decision making process when considering the adoption of environmental best
practices. This suggests that the choices farmers make in regards to adoption of these
practices are not strongly influenced by their attitudes to sustainability and the
environment. We found that those farmers that had undertaken some of the best
practices outlined in this report had done so to address specific needs. Their context
motivated them to adopt particular practices.
The importance of linking best practices that address environmental issues to farm
context should be seen as critical to the successful adoption of these practices. A
one-size-fits-all approach is inappropriate. Practical solutions are needed that link
strongly with farming context.
Dairy farmers do acknowledge that in the future there may be a need to signal to
others, such as dairy factories and export markets, their diligence in pursuing
environmental sustainability. This suggests that interest in environmental best
practices may increase if external pressures to demonstrate the use of environmental
practices continue to rise, particularly if the use of such practices becomes a
precondition for milk pick-up. However at present this is not the case. Milk is still
being picked up whether or not the dairy company or Regional Council believes that
a farmer is abiding by environmental best practice.
Conclusion
Our aim in this project was to identify the factors which influence dairy farmers'
propensity to adopt sustainable management practices. We were particularly
interested in identifying the factors which influence farmers' propensity to fence off
streams.
Our results suggest that a farmer's decision to adopt management practices depends
on their perception of the benefits of those practices. Our results indicate that these
perceptions are based on the systematic evaluation of practices in terms of salient
characteristics of the production context of the individual farmer. Hence, farmers'
choices in regard to fencing off streams, reducing phosphorus use, managing effluent
and wet soils are the result ofpragmatic considerations in regard to the commercial
and practical realities of dairying. The attitudes of farmers to sustainability and the
environment have, at best, a limited role to play in these choices. As a consequence,
inferences about farmers' attitudes towards the environment and sustainability
cannot be drawn simply from observations of the production techniques they use.
This means that we simply cannot assume that failure of a farmer to adopt a
particular technique or practice is an indication of unfavourable attitudes toward the
environment. Nor can we assume that adoption of these techniques is the outcome of
favourable attitudes towards the environment. Those responsible for promoting
environmental best practice, both inside and outside the dairy industry, should be
cognisant of this. Clearly demonstrating some of the practical benefits of the best
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practices being promoted is critical.
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The adoption of market-based instruments for resource
management: Three case studies
By Jim Sinnerl , Andrew Fenemor2 and James Palmer3
Summary
Market-based instruments (MBIs) for resource management create financial
incentives for people and businesses to use resources more efficiently, within a
regulatory context designed to ensure that ecological, social and cultural objectives
are also met. Three case studies were done to identify factors influencing the
adoption or rejection of market-based instruments in New Zealand. Case studies
included Individual Transferable Quota (ITQ) for New Zealand's inshore fisheries,
Transferable Water Permits (TWPs) in Tasman District and Waikato Region, and
charges for occupation of coastal space at both the national and regional levels in
New Zealand. This paper provides a summary of findings from these case studies.
These include: MBIs are difficult to implement if they threaten the position of
existing users. It is important to have clear objectives. Norms and values can be an
obstacle to MBIs, especially where they help to protect the interests of key
stakeholders, but value-based opposition can be overcome if practical concerns are
addressed.
Key Words: market-based instruments, ITQ, transferable water permits, coastal
occupation charges
1. Introduction and Context
This paper reports some preliminary results from a research project, Institutions for
Sustainable Development, which has as an objective "integrating the cost of natural
resources into the market economy." Market-based instruments (MBIs) for resource
management can help meet this objective, because they create financial incentives
for people and businesses to use resources more efficiently, within a regulatory
context designed to ensure that ecological, social and cultural objectives are also met.
Examples include property rights that are tradeable or transferable in the marketplace
and charges for the 'use' of environmental goods or services.
The research project aims to identify obstacles to the implementation ofMBIs so that
they can be more easily adopted where appropriate. To this end, three New Zealand
case studies were done to explore the implementation of market-based instruments:
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>- Individual Transferable Quota (ITQ) for New Zealand fisheries.
>- Transferable water permits (TWPs) in Tasman District and Waikato Region
(Fenemor and Sinner, 2005).
>- Charges for occupation of coastal space (Palmer et aI, 2005a).
This paper summarizes the findings from these case studies.
As originally envisaged, the focus of these case studies was to be on the information
available to decision-makers when they decided whether to adopt or reject market-
based instruments, the factors that led to the decision for or against and, where
possible, subsequent information on the resulting outcomes from the instruments.
As part of the preparation for these case studies, we explored a number of theories
that might help to explain the behaviour of decision-makers in agencies and
government, in terms of how they could be expected to respond to any comparative
assessment of options. Of particular relevance to the discussion in this paper are
rational choice theory, collective action theory, principal-agent theory and cultural
theory. These and other theories of possible relevance are summarised in Palmer et
al (2005b).
As the case studies proceeded, it became clear that issues concerning political
responses to stakeholder interests, and to a lesser extent instrument design, were
more important than the robustness of the assessment ofMBIs vs other options.
Thus, our findings focus mostly on how the proposed instruments were perceived by
key stakeholders, how they reacted, and how politicians responded in making a
decision whether to proceed with the MBI under consideration. In most cases, there
was little formal comparative assessment conducted by policy advisors on MBI
proposals and policy alternatives.
2. ITQ for New Zealand fisheries4
2.1 Background to the case study
After a period of expansion, fuelled in part by subsidies, New Zealand's fisheries
were in crisis by the late 1970s and early 1980s. There was pressure on the
Government to approve the importation of more deepwater fishing vessels, although
there was limited room for more fishing capacity. Meanwhile, inshore fish stocks
had been depleted by a fleet that was over-capitalised.
The deepwater fishery consisted ofa small number (less than ten) of relatively large
New Zealand companies and their foreign joint venture partners. The Government
resolved the competition to introduce more vessels in 1983 by granting transferable
quotas to each company based on their existing investment in the fishery.
Consultation on the future of the inshore fisheries during 1983 was followed by a
period of indecision by the Government. After a snap election in 1984, the Labour
Government moved quickly to advance the option of ITQs, for which support in the
4 This section summarises findings of Sinner and Fenemor (2005).
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fishing industry had been growing. Both Government and industry leaders saw ITQ
as the best way to restructure the industry and protect fish stocks for the longer term,
By November 1984, a policy package based on ITQ was put to the fishing industry,
and by May 1985 Cabinet had confirmed the decision to proceed. Parliament
enacted the authorising legislation in July 1986 and ITQ commenced for the main
inshore fisheries on 1 October 1986.
2.2 Key factors in the adoption of ITQ
Based on interviews with key players involved in the ITQ decisions, and analysis of
public discussion documents, Cabinet papers, and other material, the following were
identified as key factors that led to the adoption of ITQ as the long-term management
regime for New Zealand's inshore fisheries:
• The presence of a crisis that required a change in management and the
absence of any other viable option to address the crisis
• Instrument design that protected the position of existing fishers, including the
government's willingness to compensate for catch reductions
• Early collaboration between government and industry officials and early
support from key leaders in the fishing industry
• Successful implementation of a precursor to ITQs in the deepwater fishery
• A consultation process that provided ample opportunity for fishers' questions
and concerns to be heard
• The commitment of the Labour Government to reform and its consequent
firmness that compensation would only be provided in conjunction with
structural reform based on ITQ,
Fishing industry leaders supported ITQ, albeit with some reservations, because they
could see it was the only real option that would both enable restructuring of the
industry and protect the stocks on which they relied, while protecting the position of
existing full-time fishers. The status quo was not an attractive option.
ITQ was the only option proposed by Government that provided funding to reduce
the catch effort. The Government-funded restructuring scheme for the inshore
fisheries was to be implemented via ITQ allocations, with effort reduction on a
voluntary basis. Thus, the new management regime did not deny any existingfishers
access to the resource,
Part-time fishers were excluded at the behest of the fishing industry and with the
support of officials, as an interim measure, well before a consensus emerged about
ITQ for the inshore fisheries. They could be excluded because they were not
organised and had little political influence.
Much was made by some interviewees of the significance of the political and
economic context ofthe mid-1980s. While the context of 1984 was obviously
conducive to ITQs, it is not clear that it was either necessary or sufficient for ITQs to
emerge, In our view, the support of the fishing industry was critical, and this was
possible because ITQs did not threaten to displace from the fishery any politically
significant groups, In addition, the early experience of transferable quota in the deep
sea fishery had not raised any significant problems or concerns.
3. Transferable water permits5
3.1 Background to the case study
Administration of water management under the Resource Management Act is largely
devolved to regional councils and unitary authorities which, subject to any national
standards and policy statements from central government, decide how to allocate
water and how to protect water quality. This case study explored decisions on the
transferability of water permits by Environment Waikato (a regional council) and
Tasman'District Council (a unitary authority).
Regional councils and unitary authorities are directly elected from the regions, many
of which, such as Tasman, are quite small. These governance arrangements confer a
relatively high level of influence on user groups affected within each region.
Under the Resource Management Act, consents to take water from rivers or
groundwater reservoirs can be transferred to another site upon application to the
relevant regional council. This is generally equivalent to a new consent application
for a discretionary activity, which typically takes a month or two to process and
possibly considerably longer if there are objections.
However, regional councils can enhance the transferability of water permits by
including rules in their regional plans that make transfers controlled or permitted
activities, subject to conditions, with no or only limited opportunity for other parties
to object. This enables transfers to be confirmed within a matter of weeks or even
days. In this paper, we use the term transferable water permits (TWPs) to describe
permits for which transferability has been enhanced in this way by regional plans.
Both Environment Waikato (EW) and Tasman District Council (TDC) have taken
decisions in the last several years regarding the transferability of permits to take
water. EW included provision for TWPs in the proposed Waikato Regional Plan,
although this provision was appealed by NZ Fish & Game Council and has yet to be
implemented. TDC, in contrast, after a more intensive process of investigation and
consultation, decided against including TWPs in its regional plan. More recently,
however, TDC has approved enhanced transferability of permits in a small catchment
where water supplies are to be augmented via a storage scheme.
3.2 Environment Waikato
In late 1995 and early 1996, EW processed multiple consent applications to take
water from the Waihou River. Transferability ofthese consents was discussed
amongst officials, users and submitters, with various viewpoints discussed, although
the issue was outside the scope of the consent hearings. According to interview
responses, this experience shaped the thinking of key EW staff as the Waikato
Regional Plan (WRP) was being developed.
l This section summarises findings ofFenemor and Sinner (2005).
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Early discussion documents on the WRP indicated a preference for a "modified
status quo" option, with some enhanced transferability of water permits where "there
were no adverse effects". Water users were cautiously supportive, while some
environmental groups expressed scepticism or concern. In meetings with staff,
elected councillors initially asked questions about transferability, but as the actual
text of the WRP took shape, councillors focussed on other issues.
The TWP provision in the proposed WRP drew a number of submissions. A local
environmental group objected on philosophical grounds, while Fish & Game sought
some technical changes. Water users were generally supportive and some users even
sought to extend the scope of the transferability provision, e.g. to groundwater and to
upstream as well as downstream transfers.
At hearings in 2000, we have identified only two submitters that commented on the
TWP provision. One, an agribusiness consultancy, wanted some constraints on
TWPs removed, and a councillor engaged in discussion with the submitter on the
details of this point. An environmental group opposed the provision, but elicited no
comment from councillors.
In deciding submissions, with the benefit of a recent drought to bring issues into
sharper focus, EW confirmed the TWP provision with only minor changes. EW
declined Fish & Game's submission for some further restrictions on transfers, and
Fish & Game appealed to the Environment Court. The appeal has yet to be resolved
as EW has been focussing on resolving appeals on other issues and on rewriting its
water allocation provisions more generally, and hence the transferability provision
remains inoperative.
3.3 Tasman District Council
The Tasman District Council (TDC) has considered the adoption of TWPs on a
number of occasions over the past decade as water bodies in its region became fully
allocated. In response to the enabling provisions of the RMA, TWPs were
considered as a policy option in 1993. After rather polarised response from
submitters (mostly irrigators), the Council indicated in its regional policy statement
only that it would further investigate the matter.
In 1997 the TDC released another discussion paper regarding TWPs. Several public
meetings were held and there was a report back to the Environment and Planning
Committee summarising stakeholders' response. Again, however, in view of
ambivalence of some stakeholders and opposition from others, the Council chose not
to proceed even with a trial that had been suggested.
During the preparation of the Tasman Resource Management Plan (TRMP) the issue
was revisited. In response to a staff paper in June 2000 that outlined pros and cons
ofTWPs (but was less than a full integrated assessment), the Environment and
Planning Committee resolved not to investigate TWPs further. In March 2001, the
draft water chapter of the TRMP retained the status quo under the default provisions
of the RMA.
During this time (I.e. from 2000), the Wai-iti Water Augmentation Committee
(WWAC) was discussing how best to fund and implement a project to store water
that would be used to augment flows to solve chronic over-allocation in the Wai-iti
Valley. The committee, which included irrigators as well as council representatives,
eventually agreed to incorporate TWPs as a controlled activity, and to drop the "use-
it-or-Iose-it" policy, in their proposals for the project area. In this case, TWPs were
seen as an alternative to "use-it-or-Iose-it" for re-allocating existing water usage
rights, and as a mechanism that also provided economic incentives to increase
efficiency of water use.
Corresponding changes to the TRMP were publicly notified by TDC on 24 April
2004; four submissions were received, with only one opposed. A hearing was held
on I September 2004, with the staff recommending no changes to the proposal, and
the changes have since taken effect.
The circumstances in the Wai-iti were different than the Council had previously
considered. In its earlier decisions, TWPs were being considered in the context of
fully allocated or over-allocated resources. But there was no major stakeholder
group pressing for change. Water users were mostly satisfied with the status quo,
and there were no identified potential users seeking new permits. Some users, at
least, realised that TWP could lead to more frequent rationing if unused permits were
transferred and then used more fully.
In the Wai-iti, users could see that the existing situation was not sustainable and that
transferability would not threaten their security of supply because there would be
plenty of water once the augmentation scheme was implemented. Thus, the merits of
TWPs as perceived by irrigators were quite different from the earlier case. The
support from irrigators, and lack of any real opposition, meant that some councillors
did not focus on the details of the proposal. When one councillor was interviewed in
November 2004, she said she did not support TWPs and was not aware that enhanced
transferability was part ofthe Wai-iti proposals the Council had recently approved.
3.4 Key factors influencing adoption of TWPs
In both TDC decisions, it appears that the views of existing water users were of
paramount importance to the political decision-makers. At EW water users did not
take a strong position early on, although their support for the TWP provision post-
notification clearly helped ensure its retention. While EW consulted widely, and
managed to get most stakeholders on side with its proposals, it failed to consult
sufficiently "deeply" with Fish & Game on this provision. This had its price when
Fish & Game appealed, rendering the TWP provision inoperative.
Overall, given the devolved governance arrangements, we can say that TWPs are
unlikely to be implemented without the support of water users, or at their least non-
opposition. Given the lack of other strong reasons or political pressure for using
TWPs, this policy instrument would probably not have been approved in either
Tasman or Waikato if the maj or water users had been opposed. Indeed, TWPs were
initially rejected in Tasman, until new circumstances emerged that led a group of
water users to support implementation of increased transferability.
There were probably some distinct differences in the nature of the two councils as
well, in terms of the degree of involvement of councillors and the amount of
decision-making left to staff. Also, water allocation is much more significant in the
~Tasman local economy than it is in Waikato, and hence the issue has more political
prominence in Tasman. So it is not surprising that some TDC councillors (from
wards where irrigation was particularly important) took a relatively closer interest in
the matter than did EW councillors. Also in the TDC case, the in-depth evaluation of
pros and cons ofTWP may have created the impression that TWPs involved a major
policy shift that, because of the uncertain outcome, heightened the risk aversion by
councillors.
4. Coastal occupation charges6
4.1 Background to the case study
The Resource Management Act 1991 (RMA) attempted to reform what was
previously a regime for coastal management governed by several different statutes.
Among other things, the RMA provided for coastal occupation charges to be set by
regulation, collected by regional councils and paid to the Crown. 'Occupation'
means activities in the coastal marine area, such as marine farming, jetties, and
moorings, which exclude other uses. It appears the practicalities of implementation
were never considered and charging provisions were included in the Act as a matter
of principle.
Attempts to set coastal occupation charges by regulation met with fierce opposition
from boat owners in particular, but also from regional councils, who had to confront
the public opposition to charges yet would have to pass the revenue that they
collected on to the Crown. The Government responded by commissioning a former
MP, Wayne Kimber, to review the issue in 1994. Kimber recommended that the
RMA be amended to allow regional councils to set and collect charges themselves
and retain the revenue. Against the advice of most officials, the Government agreed
and amended the RMA accordingly, although the amendment was not enacted until
December 1997. Councils were also given the option of not collecting coastal
charges, but had to justify their decision one way or the other through their regional
coastal plan.
Since then there has been little progress made by regional councils. Southland
Regional Council had consistently been the only authority to collect the charges for
the Crown during the initial phase under the RMA, on the same basis they had since
the days of the Harbours Act, and so had little problem in continuing under the new
legislation. Other councils, particularly in northern New Zealand with larger
numbers of boat users, who had for so long either not collected rentals or done so in
a haphazard manner, found the new legislative requirements politically difficult.
Faced with the considerable time and cost of developing a mechanism, then notifying
and consulting using the First Schedule process, and then defending it under appeal,
councils have been hesitant. None have notified new provisions for charging (or not
charging) under their regional coastal plans.
4.2 Key factors leading to implementation failure
Going into the interviews, our principle hypothesis was that coastal occupation
charges have never been properly implemented in New Zealand because many users
of New Zealand's coastal space consider the area to be an inalienable 'common'
6 This section summarises findings ofPalmer et al (2005a).
available to all to enjoy. They consider private ownership or charging for occupation
of coastal space (particularly for recreation) to be abhorrent. This culturally inherited
view has made the imposition and collection of rentals for the exclusive occupation
of public space, by the Crown owner, extremely controversial and difficult.
Interviews suggested this is indeed the case, but probably only for the minority of
New Zealanders who actually occupy the coast, such as boat owners. All
interviewees conceded, at least to some extent, that charging was controversial and
politically difficult due to users perceptions of the sanctity of free use arising from
collective ownership. We can use cultural theory to explain some of this, but it can
also be argued that simple rational self-interest drives people's desire to see the coast
as something they can exploit for nothing. However, the significant finding of our
research in this respect is that this is only part of the story.
Failed implementation of coastal charges was also the result of classic principal-
agent problems. The agents, in this case local government, had differing objectives,
as well as an unwillingness and insufficient technical capability to operate a
collection regime. By driving a universal policy from the centre, central government
did not have the flexibility to deal with differing circumstances in varying locations,
further undermining the efficacy of, and support for, the regime.
The Kimber Review's public consultations encouraged typical collective action
processes to derail policy and allowed particular interests to prevail over wider
community interests. The Review served to illustrate, by their absence, the potential
value of allied NGOs, who were insufficiently active in this debate.
Implementation difficulties throughout the last 15 years were exacerbated by
ambiguous and poorly drafted legislation, which created the risk that public policy
would be determined in the courts and therefore hampered implementers.
Furthermore, the charging regime was not well located within the broader policy
context and reinforced by the overall management regime. Rather, it was tacked on
as something of an afterthought in the RMA 1991 and a series of attempts to fix it
have failed to remedy the fundamental problems.
5. Main findings
From the three case studies, several conclusions can be drawn. Most, if not all, of
these conclusions would apply to any type of new policy, not just market-based
instruments.
> Existing users ofa resource tend to dominate political consideration ofMBl
proposals - to alter the status quo policy framework, there must be a clear need
for change or risks to existing users need to be addressed.
ITQ for fisheries and TWPs in the Wai-iti catchment of Tasman District are
examples where the need for change provided the opportunity for market-based
instruments to be considered and adopted. In the case of the failure to implement
coastal charges, the lack of a pressing need for change enabled those with a vested
interest in the status quo to block implementation of the MBI that was perceived as
threatening their interests. Tasman District's earlier decision against TWPs also
~reflects the lack of a clear need for change, as existing users resisted the uncertainty
TWPs entailed and this was communicated to the political decision-makers. In all of
these cases, the wider public took little or no active interest in the outcomes of these
considerations, thereby enabling the interests of existing users to be the dominant
force in the decisions taken, as predicted by the theory of collective action (see
Palmer et ai, 2005).
Environment Waikato included TWPs in its regional plan despite the absence of any
clear need for change. In this case, EW staff considered that TWPs presented clear
benefits (albeit potential benefits, given that there was not a significant unmet
demand for water) and supported this change. The fact that no major stakeholders
raised significant objections enabled the Council to approve it. However, although
Fish & Game had not raised significant objections in the consultation and hearing
process, it appealed the decision, presumably because it concluded its interests were
not fully protected, rendering the TWP provision inoperative pending resolution of
the appeal. The issue has not been a high priority for EW, and the appeal remains
unresolved. In a sense, then, this supports the conclusion that MBIs are difficult to
implement if they threaten the position of existing users, unless there is a clear need
for change.
Complete protection of existing users is not always necessary. In 2003, the Minister
of Fisheries decided to bring tuna and other associated species into the Quota
Management System. Quota was allocated on the basis of catch history in a way that
protected most fishers, but inevitably some got less quota than they considered
necessary to maintain their current fishing practices. In addition, the Minister
decided not to give tuna fishers preferential access to quota for swordfish, which is a
common bycatch species in the longline tuna fishery, nominally a non-commercial
species (not to be targeted) but in reality an important component of tuna fishers'
incomes.
Possible explanations for the Minister's decision include perceptions that some
fishers were targeting swordfish illegally, the financial loss to the government if the
swordfish quota were given away and interest in swordfish from recreational fishers.
Conversely, tuna fishers were concerned that the value oftheir tuna quota could be
lost ifthey are forced to pay high prices for the right to catch swordfish.
Nevertheless, these concerns did not prevent the Minister ofFisheries from bringing
these species into the quota system without accommodating existing users' concerns
on this point. This outcome may reflect the relatively greater political strength of the
Minister as centralised decision-maker in this case, i.e. less vulnerability to criticism
from a group of existing resource users, compared with the position of elected
regional councillors in the water permit cases.
MBIs can also be implemented in a way that protects existing users in the short to
medium term by allocating rights based on historical use, but claws back these rights
over time. For example, in the Hunter River Salinity Trading Scheme in Australia
salinity discharge rights were allocated to existing dischargers for an initial period,
but these expire over time and new rights have to be purchased at auction (Sinner and
Salmon, 2003).
The current debate about allocation of nitrogen discharge credits in the Lake Taupo
catchments could be resolved in a similar way. There, farmers seek protection of
existing farm management practices while forest owners seek an allocation based on
averaging across the catchment that will allow them some scope for development or
at least recognise that they have not contributed to the nutrient accumulation in the
lake. One possible resolution would be to grant farmers discharge rights for an initial
period but for these to expire over time and go into a pool that would be available to
forest owners.
~ Clear objectives are essential.
This conclusion arises primarily from the experience with coastal charging. The
Government was not clear whether it was seeking to charge resource rentals for the
use of public space, to ration coastal space amongst competing users, or to recover
costs associated with coastal management. It blurred this distinction because of legal
uncertainty over ownership of the seabed. The lack of a clear objective led to
problems in instrument design and made it difficult to persuade existing users and the
wider public that charging for coastal space was appropriate. The lack of a clear
objective also makes it difficult to carry out a reasonable assessment of effects-
hence the difficulty in persuading stakeholders of the appropriateness of the
proposal.
The fisheries and water case studies also support this conclusion, which is in fact
closely linked to the first conclusion. A clear need for change helps to provide focus
for the objective of the policy, and this was evident in the cases where MBIs were
successfully implemented.
~ Instrument design does not need to be perfect, but it needs to be sufficiently
advanced to achieve acceptance by stakeholders. Theoretical inspiration must
be accompanied by practicalfeasibility.
The coastal charging study demonstrates the dangers of trying to implement a new
instrument without a sufficiently advanced proposal of how the instrument will
operate in practice (which is of course difficult without clear objectives). Those
potentially affected will oppose the instrument if they perceive that it threatens their
position, so they need at least enough information to judge its likely effects. The
experience with TWPs reinforces this point - the proposals were not sufficiently
detailed or explained in sufficient detail for stakeholders to have confidence in them.
In the Tasman case, irrigators felt threatened, whereas in the Waikato it was Fish &
Game that felt threatened. In the latter case at least, better communication would
probably have resolved the matter, but because the issue was oflesser importance
than other issues in the Waikato Regional Plan, that did not happen.
The fisheries case provides an excellent example of instrument design being
sufficiently advanced to satisfy stakeholders, even though the design was far from
perfect and, indeed, is still being refined twenty years later. The Blue Book
consultation document clearly described the main features ofITQ and the process for
compensating fishers for reductions in quota to achieve sustainable harvest levels.
This document then served as the basis for an intensive round of further consultation
with fishers, who were persuaded by industry leaders and the proposal's own
inherent logic to support ITQ.
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New Zealand's experience with ITQ also demonstrates it is not necessary to have
perfect instrument design from the outset. Indeed, attempting to achieve perfection
could well be fatal to a proposal. The design needs to be sufficiently advanced to
address the key concerns of major stakeholders who could block implementation.
Beyond that, governments must be prepared to take a leap of faith, to make mistakes
and to revise and improve the instrument over time.
It must also be acknowledged, however, that once an instrument has been
implemented, changes often face resistance. The Ministry of Fisheries, for instance,
has been unable to eliminate many obsolete regulations because of opposition from
fishing companies that have made investment decisions based on various gear and
area restrictions. The fact that local authorities in New Zealand have to implement
market-based instruments through the Resource Management Act 1991, with its
time-consuming consultation and appeal provisions, makes it more difficult to refine
an instrument over time.
~ Choice ofinstrument can also be critical to successful implementation.
Economic theory provides guidance on when a given type ofMBI is likely to be
most efficient. To simplify somewhat, a quantity instrument (such as transferable
quotas or water permits) is appropriate when a fixed resource needs to be rationed
amongst competing users, whereas a price instrument (such as a charge for use of a
resource) is appropriate for addressing externalities of resource use where the actual
quantity of resource use is ofless importance.
Political theory and evidence from the three case studies provide somewhat different
guidance. Quantity instruments can be easier to introduce because they can be more
readily designed to accommodate existing users. From a political perspective,
charges are more feasible when there is a very large number of users and hence a
quantity instrument is simply not practical for administrative reasons. Examples
include the price differential imposed on leaded petrol during its phase-out in New
Zealand, local charges for reticulated water supply and for solid waste disposal in
several New Zealand cities, and the proposed carbon charge planned for 2007. Wide
coverage also makes it harder for small groups to plead for protection of existing
uses, though not impossible as the carbon charge proposal has also shown.
~ To get the support ofexisting users and other key groups for implementation of
MBIs, it is important to get sector leaders on board.
The fisheries case again provided the best example of this. Staff of the Fishing
Industry Board, along with a few government officials, were the early promoters of
ITQ as a possible solution to the crisis facing New Zealand's inshore fisheries. Once
the proposals were developed, industry leaders, especially among the large number
of independent owner-operator fishers, were instrumental in obtaining support for
ITQ from fishers.
The Tasman TWP study provides equally compelling evidence of the importance of
key stakeholders. The current system of water user committees and close contact
between those committees and Council staff/councillors means the present system is
widely supported. Potential new users are not represented in those discussions. This
meant the status quo was well entrenched when the Council rejected TWP for the
Waimea Basin. Yet in the Wai-iti, water users saw the benefits of being able to
transfer water allocations within an augmented water supply that they were paying
for, and at the same time get rid of the unpopular 'use it or lose it' policy on water
allocations. In this case the Council, seeing the water user support, confirmed the
Wai-iti TWP proposal with little additional scrutiny.
~ Resource constraints are often closely linked to social and economic issues.
Resource use creates social and economic outcomes, therefore changes to policy for
resource management should account for those social and economic consequences.
In cases where resources have become limited, such as fisheries and water, the
prospect of government action such as clawback with or without compensation can
be a powerful motivator for the acceptance of proposed policy changes. Even where
resources have not yet become limited, as in the coastal occupation example, the
effects of an MBI proposal on the social and economic landscape needs
consideration, alongside the political landscape.
~ It is best to emphasise practical implications ofMBIs rather than their
theoretical elegance.
Growing scepticism in recent years about "market reforms" has led politicians and
stakeholders to be suspicious of "market-based" policies. In Tasman District, we
encountered both councillors and stakeholders who were critical ofNew Zealand's
electricity market reforms and of the corporatisation ofENZA, which had been a
marketing board controlled by producers of apples and other pipfruit.
The ITQ for fisheries possibly provides a counter-example, in that respondents said
that a presentation by an American academic of the theory of ITQs, rather than their
practical implementation, was influential in persuading fishing industry personnel
and government officials to give ITQ serious consideration. The mid-1980s was a
period of much greater receptivity to market-based reforms than today, however. In
any event, when the proposals were put to fishers, the discussion documents focused
on practical details rather than economic theory.
~ Ifimplementation is devolved to another agency or agencies, it is important to
ensure that objectives ofthe implementing agency are aligned with the
authorising agency.
This is a key lesson from principal-agent theory, and was borne out by the coastal
charging case study. Central government decided that it wanted coastal charges
(though was unclear whether these were to be rentals or charges for services
provided) but, when implementation proved politically and administratively difficult,
decided to devolve implementation to regional councils. But councils' interests were
not aligned with the Government's, not least because the councils did not stand to
benefit from any of the revenue collected. Government then tried to address this by
allowing councils to keep the revenue, but councils still faced other costs that
hindered the implementation of coastal charges.
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>- Norms and values can be an obstacle to MBls, especially where they help to
protect the interests ofkey stakeholders, but value-based opposition can be
overcome ifpractical concerns are addressed.
Norms and values are institutions for management of natural resources, just as formal
rules and regulations are. They develop over time to support and control resource
use in a way that meets, at least to a certain extent, society's multiple objectives with
regard to the resource. Examples of such norms include:
o Irrigators should not apply water by overhead spray on hot, windy days.
o New Zealand's coastline and freshwater resources are for everyone to
enjoy and share, free of charge.
o All New Zealanders are entitled to go fishing to get a feed for their
families.
o New users of resources should not undermine existing uses.
Connor (2004) noted that, in the voluminous literature on common pool resources,
there is little recognition that changes in the way resources are managed might
require a change of values. Rather, "social defenders" often argue that property
rights solutions, for example ITQ for fisheries, will lead to social change and should
be resisted for that reason.
However, as technology changes, norms and values do not always adapt quickly
enough, and resources can become stressed. Indeed, some values can come into
conflict as resources become fully or over-allocated, and existing users seek to
prevent new uses from being approved to protect their security of access.
Nonetheless, many people attempt to maintain their value-based positions, which
have in the past served society reasonably well. New institutions, especially if these
are based on seemingly contradictory values, will be resisted until such time as
people are convinced that the new institutional arrangements will work satisfactorily.
And as the new arrangements are seen to work, values and norms gradually adjust to
the new set of institutions.
The Tasman case study provided evidence of this phenomenon. In the mid-1990s,
when TWPs were under consideration for a substantial area of the Waimea Plains,
some of the opposition was couched in "value" terms. Some stakeholders were
opposed to using markets to allocate water because it was a public resource that
should be available to all, and because markets tend to be dominated by people with
money rather than those who would make "best use" of the resource. Yet when
TWPs were proposed as part of the arrangements for funding water storage in the
Wai-iti catchment, and stakeholders were no longer threatened by the change, these
value-based concerns were nowhere in evidence.
One important caveat to this conclusion must be noted. The case studies did not
provide evidence concerning the adaptability of deeply-held cultural values, such as
those held by many Maori, that are part of a religious or spiritual world-view.
An example would be the Maori belief that there is a unique mauri (or life force) in
each distinct water body and the corresponding Maori norm that waters from
different catchments should not be mixed, which probably had a practical function in
traditional Maori life. Concerns arising from these norms could perhaps be
ameliorated if a new institutional arrangement could be shown to achieve the same
function, or if the purpose was no longer relevant to modern life. In such a case, the
traditional norm might gradually give way to the modern institutional arrangements.
However, experience in New Zealand suggests that, at least in the case of mixing
waters, the original practical purpose has become embedded within cultural and
spiritual holistic explanations, and those explanations now have their own
psychological functions, creating continued resistance to change. The pre-conditions
for acceptance of change have not been met, or the change is happening very slowly,
or the hypothesis simply does not hold for norms based on deeply-held spiritual and
religious beliefs. Exploring the adaptability of these deeply-held nortns and values
was beyond the scope of this study, but would warrant investigation in the future.
Solutions may lie within the psychology of change, trust, and community.
>- Well-designed consultation is an important element ofassessment of
alternatives and can assist in successful implementation.
Consultative methods are essential to proper assessments of effects, i.e. there is a link
between good assessment and the use of such insights in marshalling opinions and
managing support or opposition. Assessment procedures are generally most useful
when applied during the design stage of a policy proposal - they provide
stakeholders an opportunity for input to instrument design, and thereby create the
opportunity for informed buy-in and commitment to the proposal. Of the cases we
studied, the MBIs that were successfully implemented, fisheries ITQ and TWPs in
Wai-iti, involved close consultation with stakeholders, not just in the design stage but
earlier as well. The proposal for TWPs in Waikato also involved considerable
consultation with stakeholders, but the lack of consultation at the final stages
contributed to non-implementation.
While consultation in these cases was not undertaken as part of a formal assessment
of the MBI vs. alternatives, the consultation process did assist officials and decision-
makers to identify concerns about the possible effects of the MBI and to address
these concerns in the instrument design.
Because systematic integrated assessment has not been the norm for policy
proposals, particularly at regional and local government levels, the choice of whether
or not to adopt MBls has been more open to influence by the presence/absence of a
crisis and the interests of existing users rather than the wider interests of the public
and potential users. That is not to say that the process of assessment will sideline
political factors - far from it. However, the lack of wider public participation in
debates on the MBIs studied could have been a reflection on the way in which
consultation was done, rather than a true lack of interest by the public.
Assessment processes could make the decision-making process more accessible and
understandable to more people, and enable them to see the links between resource
constraints and social and economic issues. This could then provide the basis for a
well-informed debate that recognises a broad range ofviewpoints and interests and
concludes that a change to some alternative set of arrangements is clearly beneficial
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to most parties - both in terms of overall gains/losses as well as the distribution of
these gains and losses.
6. Efficiency, equity and politics
The three case studies of proposals for MBIs identified a number of factors that
influenced whether the proposals were adopted and implementation was successful.
These range from the critical importance of existing users in the political process to
the importance of clear objectives, including alignment between agencies where
implementation is devolved.
The need to address the interests and concerns of existing users could be seen as
allowing a small group to capture the political process, at the expense of the wider
public interest, resulting in "inequitable" outcomes. Equity, however, tends to be
viewed differently depending on one's situation.
Existing users tend to argue that it would be unfair to exclude them from a resource,
especially where they have made significant investments based on existing policy
arrangements. Public interest groups, on the other hand, tend to argue that users have
no legitimate basis to assume continued access to public resources, that society
creates property rights and therefore can alter them if it deems that a change would
serve society better, and that the public has a right to some return for the private
exclusive use of public resources. These competing claims must be resolved through
the political process.
Economic efficiency, strictly defined as pareto optimality, requires that no one can
be made better off without someone else being made worse off. In a political
context, this corresponds to a requirement for consensus (i.e. if someone would be
worse off as a result of a policy change, they would not grant their consent). The
attempt by political decision-makers to resolve competing interests in natural
resources, e.g. when considering implementation of an MBI, can be seen in a similar
light. For a political decision-maker, a proposal is clearly "good" if it leaves at least
some people better off and no one worse off (see Sinner et aI, 2004).
However, if a proposal would leave a large number of people better off by a small
amount, and a small number of people worse offby a large amount, there is not an
obvious "right" decision about whether the proposal would improve public welfare,
even if the total gains substantially exceed the total losses, because distribution
matters. Collective action theory suggests that politicians will usually reject such a
proposal because the potential losers will be more active politically than the potential
winners, and this was borne out by our case studies.
It is possible, but far from certain, that better assessment of alternatives, including
better consultation with all affected parties, would make such trade-offs more
transparent and thereby facilitate action by public interest groups on behalf of the
wider public interest. The decision would still require political judgement, but
arguably on a more transparent and informed basis. Nevertheless, collective action
theory suggests that politicians will continue to be more concerned about those
subject to potential losses than those who stand to gain, and there is some basis for
this in the concepts of both efficiency and equity. An assessment process that
identifies explicitly the nature and extent of losses, and where the losses lie, also
provides a basis on which to develop mitigation strategies (including compensation)
that might ultimately achieve even broader support for a proposal.
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~Identification Of Important Criteria In Farm Systems
Decisions Around Lake Taupo
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Summary
Nitrogen leaching from agriculture contributes to contamination of Lake Taupo,
Multiple criteria decision making was used to compare fourteen pre-defined farming
systems which reduced, or maintained nitrogen losses. Case study participants
included three to four each of Maori Incorporation representatives, owner-operators,
Environment Waikato employees, and researchers. The total group identified criteria
that were important in choosing between the systems. Profit and nitrogen outputs
were provided for the systems. Individuals weighted criteria and subjectively scored
each system's performance against the remaining criteria. Systems were ranked using
this information, Variation within and between groups was considerable. Key criteria
included: profit; farm sustainability; labour; enjoyment; risk (Maori); lifestyle and
environmental sustainability (owner-operators).
Keywords:
farm systems, decision making, agriculture, environment, nitrogen leaching, multiple
criteria decision making..
Introduction
There is concern that nitrogen contamination of Lake Taupo is leading to slow
deterioration in the lake's water quality. One of the main, manageable sources of
nitrogen impacts to the lake is nitrogen leaching from agricultural land.
Consequently, farmers in the Lake Taupo catchment are faced with specific
legislation from Environment Waikato to stop any further increase in nitrogen
leaching. This has led to research on potential nitrogen leaching from different
farming systems. However, other criteria are also important to farmers in selecting
farm enterprises e.g. profit, lifestyle. Systems will have to be acceptable to farmers if
they are to be adopted. Therefore, it is important to understand what farmers consider
important when developing systems to reduce, or maintain nitrogen outputs. Farms
affected in the catchment are predominantly sheep and beef farms. Some of these
farms are owner-operator properties, and others are owned by Maori trusts and
incorporations. AgResearch has been working with farmer groups evaluating
alternative farming systems. Nitrogen outputs and profitability for a range offarming
systems in the Taupo catchment were modelled (S. Ledgard, D. Smeaton,
unpublished data).
Multiple criteria decision making (MCDM) is a quantitative approach for exploring a
decision and assisting with decision making where there are multiple, conflicting
goals measured in different units. The decision is broken down, resulting in people
being able to better understand the decision from their own, and others' perspectives.
It can also make the decision more transparent to other people, MCDM is
prescriptive rather than descriptive I.e. it does not necessarily predict the intuitive
decision that people will make. Rather, it provides a means of helping decision
makers trade off multiple criteria in making a decision.
The generic MCDM process is similar for all approaches, but these differ in the way
the information on alternatives, criteria and relative significance of the criteria are
elicited, specified and analysed (DTLR, 2001; Belton & Stewart 2002). Generically,
MCDM consists of a series of steps, including:
• identifYing the decision problem, context and those involved;
• identifYing alternatives;
• identifying criteria (what is important in making the decision);
• quantifying the importance ofthe criteria (weights);
• quantifying the performance of the alternatives on the criteria (measures or
scores); and
• ranking the alternatives or identifying the best alternative,
MCDM has been used at all levels of agricultural decision making from farm-level
decision making, agribusiness enterprises and agricultural policy decision making.
Consideration of environmental issues in agricultural and policy decision making has
become increasingly important over the last decade (Beinet 2001). Traditionally,
multiple objectives have been traded-off using cost-benefit analysis, but valuation of
environmental factors can prove difficult and controversial (RAC, 1992; Roy, 1999).
MCDM can trade-off environmental, economic, social and cultural considerations in
agricultural- and environmental-related decision making, without converting all
measures into the same units (RAC, 1992; Beinat, 2001). It has been shown that
MCDM can be effective in increasing the understanding, transparency, acceptability
and robustness of decisions where environmental factors are included. This is
particularly so in applications which often involve long-term implications, with
multiple actors and interests (Beinet, 2001). Although MCDM is increasingly used in
Europe and USA, it has not been widely used for agricultural and environmental
decision making in Australia and New Zealand (RAC, 1992).
MCDM was used in this case study to identify and compare what some Lake Taupo
stakeholders considered important in selecting a farming system in a capped nitrogen
environment. This paper discusses comparisons between individuals and groups in
criteria, criteria importance, scores and farm system rankings.
Method
This research had two stages: a group meeting of stakeholders to identifY criteria;
and individual meetings with participants to score a set of farm systems against the
criteria and then weight the criteria to identify the best systems. A comparative group
approach was taken (Belton & Pictet, 1997). A common set of alternative farm
systems and criteria were used, but weights (relative importance of the criteria) and
scores or measures (how well the systems perform against the criteria) were
individually assessed by the participants. The comparative approach allowed
diversity between decision makers in criteria, weights and scores to b.e identified.
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The multi-attribute value theory approach (MAVT) was used. This approach, which
ranks discrete alternatives and allows criteria to be subjectively scored, is the most
widely used MCDM approach in practice. An additive value function model was
used to combine scores and weights, with weights derived using the swing weighting
method developed by von Winterfeldt and Edwards (1986) in their "simple multi-
attribute rating technique with swings" (Belton and Stewart, 2002). A spreadsheet
model was developed in Microsoft Excel for the individual analyses, including
output graphs to display results. Numbers within the participant groups were small,
limiting the use of statistical evaluation, but trends between and within the groups
will be reported.
Participants
Participants in these case studies were from each of two farming groups (large Maori
Incorporation farms and smaller private farms), Environment Waikato (EW) staff
(policy makers), and researchers. The farmer participants had been involved in some
of the previous Taupo work. EW staff and researchers were asked to consider the
decision from a farmer's perspective as well as their own, highlighting their
understanding of what is important to farmers affected by their research or policy
making.
Participants involved in the research included:
• trustees, managers and a consultant representing 4 Maori Trust or
Incorporation properties (7 people);
• owner-operator sheep and beef farmers (3 people);
• EW staff (3 people); and
• researchers (4 AgResearch, I Dexcel).
Group Meeting
Participants were provided with a description of a base farm and 11 pre-defined farm
systems based on previous research work. The systems were similar to those that
farmer participants are currently considering. The financial performance ($/ha) and
nitrogen outputs (kg/halyr and $/kg N) were provided for each system. These were
calculated using STOCKPOL and OVERSEER®! (Wheeler et a!., 2003),
respectively. Participants were then given the opportunity to suggest other systems.
The decision making process which was to be used was explained using a farming
example without specifying the criteria. Participants then worked in 4 groups (2
farmer groups, EW and researchers). They were asked to identify criteria they
considered important to owner-operator and Maori farm owners in selecting between
the farming systems individually, and then to identify and rank the top 7 criteria
within each group (previous work has found that often only the top 6 or 7 criteria, or
less will affect rankings). An AgResearch facilitator worked with each group. Groups
reported back and individuals were given the opportunity to reassess their own
results. This was followed by discussion on how the top 12 ranked criteria could be
measured (with each group allocated 3 criteria). Results were reported back to the
group.
I OVERSEER® is a registered trademark ofAgResearch
Individual Meetings
After the group meeting, two hour meetings facilitated by an AgResearch researcher
were held with individuals. Information on the base farm description and 14 pre-
defined farm systems was provided (Table 1). These systems included some new, or
modified systems suggested at the previous meeting. Systems had been modified to
ensure the nitrogen output did not exceed 12 kg/halyr (as an example of the intended
"cap" in nitrogen output from that farm). The financial performance (gross margin,
$/ha) and nitrogen outputs (kg/halyr and $/kg N) were provided for each system
(Table 1). A pre-defined set of 14 criteria was provided as a result of the group
meeting. Participants were asked for their intuitive assessment of the systems (Le.
their preferred system(s)) prior to the evaluation.
Table 1: Alternative Farm Systems For An Example Sheep And Beef Farm In The
Taupo Catchment. All systems have 12 kg/halyear nitrogen leached or less.
Farm system description $/ha kgNI
ha/yr
I Base·, no N, 117% lambing 464 II
2 Base, average N (17 kg N/halyr), 117% lambing 482 12
3 Base, N, 136% lambing 532 12
4 Base, N, 136% lambing, buy & finish 3 crops store lambs 519 12
5 Base, N, 117% lambing, no cows, buy weaners April, sell R2 steers 449 II
6 Base, N, 117% lambing, no cows, buy weaners August, sell R2 steers 453 II
7 Base, average N, 117% lambing, sheep only 549 II
8 Base, N, finishing cattle only 386 8
9 Base, N, 117% lambing, DCD (5% productivity response assumed) 380 10
10 Base, average N, 117% lambing, cattle stand off (winter) 460 11
II Grass silage harvesting and sale (no N in winter) 280 4
12 Pine trees, contractors used, no annuity paid 470 3
13 Pine trees, contractors used, annuity paid 400 3
14 Base, average N, 150% lambing, fewer cows, 10% in pine trees 621 12
• Base = 480ha, 9800kg DM/halyr pasture production, no hogget mating, yearling
heifer mating, buy heifer replacements.
Participants were permitted to reduce the number of systems and criteria by
eliminating systems they would not be prepared to consider (with a reason) and
criteria that were not important. This reduced the time required. Researchers and EW
staff were asked to assess the systems from what they considered would be the
perspective of both farmer groups, plus their own perspective. At the group meeting,
farmers were observed to be reluctant or disinterested in speculating on factors that
might influence the other farmer groups' decision making. Therefore, they were
asked to assess the systems from the perspective of their own farm type only (owner-
operator or Maori). This approach also helped to reduce time required.
Participants assigned weights and scores for all non-rejected criteria, except those for
which measures were decided at the group meeting. Gross margin ($/ha) and
nitrogen outputs (kgN/halyear) values were provided (Table 1) as measures of
profitability and environmental sustainability, respectively. Environmental
compliance was the difference between the nitrogen output and the 12 kgN/halyear
cap, with higher values preferred. The remaining criteria were scored subjectively as
suggested at the group meeting, using values between 1 and 5, with 5 preferred.
Participants weighted the importance of the criteria relative to the other criteria, with
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criteria weightings summing to 100%. Scores and weights were combined using an
additive value function to calculate utility values for each of the systems included in
the evaluation. Systems were ranked on these utility values. Participants were given
the opportunity to reassess their scores and weights after rankings were calculated.
Researcher and EW staff results were combined in the group results to represent a
non-farmer group because only two EW staff participated in the individual meetings
and their results were similar to researchers.
Results And Discussion
The results for this farm system selection decision only apply to this set of systems,
or systems that perform in the same range as these systems. Another decision or set
of alternatives may require different criteria and weightings. Differences between
people in their reduced alternative sets assessed (after eliminating alternatives) could
have affected the results. The alternatives evaluated can affect the subjective weights
and scores i.e. the difference between the best and worst possible performing
alternatives on a criterion and therefore, the way all alternatives score for that
criterion relative to each other. Relative weights can also be affected. Greater relative
differences between systems in their scores on a criterion are more likely if a system
with a particularly low or high score is eliminated. This does not appear to have
occurred in this study e.g. scoring for cashflow, in which forestry with no annuity
would score poorly, did not appear to be greatly affected by the inclusion (or
otherwise) of the tree alternatives. Criteria should be considered as stand-alone when
weighting, without taking performance on correlated criteria into account. This was
explained, but questions to check for this were not possible in the time frame.
However, any errors in weighting due to double counting could have occurred across
all participants so weightings across criteria should remain comparable. The scoring
range is accounted for in assessing weights so rankings will be comparable between
participants. Thus, results can be compared between participants and groups.
The numbers in each group in this study were small and it is uncertain how well they
represent their group e.g. Maori trust farmers in the Taupo Catchment. Therefore,
caution is needed in applying results generically across that stakeholder type. It may
be useful to extend this study to include a larger number and wider range of farm or
farmer types.
Criteria Identification And Weighting
Criteria Identification: Group Meeting
Table 2 shows the 7 top ranked criteria considered to be important to the farmers for
their own farm type based on consensus within the farmer groups.
The owner-operators were relatively consistent within their group in what they
considered important in making their farm decisions. The Maori farmers and
researchers identified profit and sustainability as being amongst the owner-operators'
top four. None suggested enjoyment or time as important to owner-operators,
although other quality of life factors were suggested (e.g. family/lifestyle, personal
fit, stress, workload) and could equate to enjoyment or time. All Maori farmers and
one researcher thought equity building, or capital gain would be important to owner-
operators (in the top 4). However, this was not particularly important to the owner-
operators - only one of the three included capital gain as a lower ranked criteria in
his individual rankings. The Maori and researcher groups did not consider skill
requirement/labour would be important to owner-operators, although two of the five
Maori farmers ranked knowledge and innovation (5th and i h) which could equate
with skill requirements. Risk was recognised as being important to the owner-
operators by only two Maori farmers, although two of the three researchers thought
flexibility, which can be associated with risk, would be important.
Table 2: Top Criteria Identified By Farmers ForTh-"ir Own Farm Type.
Rank Owner-operator farms Maori farms
I Profit Dividend
2 Time Profit
3 Sustainability & environmental impact Manageability & flexibility
4 Enjoyment Diversification
5 Capital requirement Capital requirements
6 Skill required/labour
7 Risk
The Maori farmers as a group agreed on their top 5 criteria, but varied in their
opinions on other important criteria. These included: environment and compliance,
being a high performing property (e.g. Maori farmer of the year, top 10%), skill
required/labour, management team ability, knowledge, sustainability, equity building
and business growth. They specified diversification as being important (Le. wanted a
mixed portfolio), which is a risk management strategy. Owner-operators and
researchers believed that risk was important to Maori farmers, but did not identify
diversification. Nor did they identify capital requirements as being important to
Maori farmers. However, they thought environment, compliance or farm suitability
would be important. Maori farmers generally did not include these factors in their top
criteria, although some individuals in the Maori group saw them as important (ranked
5th to i h). However, the Maori farmers noted that there could be environmental
constraints which would rule out farm systems, rather than environmental factors
being traded off. The researcher group thought community impacts (e.g. employment
creation) would be the 5th ranked criteria for Maori farmers.
The EW staff suggested similar factors for owner-operator and Maori farmers.
Financial factors (e.g. profit, costs) and environmental factors (e.g. landscape,
compliance, resource efficiency) were seen as being important, but as a group they
did not identify any of the other factors farmers considered important. One saw local
community impacts as being of importance, and two added personal enjoyment to
their revised individual criteria.
Fourteen criteria were identified from the group results to use in the individual
assessments (Table 3). These included criteria important to both individuals and
groups. Cashflow was added because of the later addition of two pine tree
alternatives to the farm system set for individual assessment.
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Figure 1: Criteria Weightings By Group For Some Of The Criteria. Group Averages
And Ranges Within The Groups Are Shown. R-EW = researcher, EW
group. O-O/R-EW and Maori/R-EW = owner-operator and Maori
perspective as perceived by the researcher/EW group. Number of
assessments shown in brackets.
The six most important criteria for Maori were profit, labour, farm sustainability,
risk, enjoyment and equity (Appendix Table 1). Top criteria for owner-operators
were profit, enjoyment, lifestyle, farm sustainability, environmental sustainability
and labour. The researcher/EW group identified business (profit, risk, farm
sustainability) and environmental (sustainability and compliance) criteria as being
important on average. The remaining criteria were not particularly important to them.
Assessments And Differences Between Groups
A higher proportion of the criteria set were business, rather than environmental
(Table 3) and this would have affected the higher overall proportion of the weighting
on the business criteria (Appendix Table 1). However, this situation reflects the
criteria identified by the groups as being important (Table 2) i.e. more business than
environmental criteria were identified with the exception of the EW group.
Maori farmers were more economically focused than owner-operators, weighting
profit and risk more highly, although profit and farm sustainability were important to
both farmer groups (Table 2, Figure 1). Trustees of Maori farms were accountable to
their shareholders and were motivated by shareholders expectations of a dividend. In
this respect, they are in the same position as any other corporate business. In contrast,
the owner-operators may have more discretion, depending on their financial
situation, to put higher weightings on non-profit criteria such as life~tyle and
environment i.e. make a lifestyle choice.
Three farmers felt knowledge and skills was not important because these could be
acquired or were covered in complexity. General compliance was rejected by 4
farmers as applying to all systems similarly and was just a part of farming. Risk was
rejected by one because systems were considered to be similar in this respect.
Family and lifestyle was rejected as a criterion by 2 Maori trustees because they
thought their managers had a good lifestyle and this was part of the job. Maori
farmers rejected N loss compliance (2 people) and environmental sustainability (1
person) because they already make a significant contribution to this the environment
(e.g. reserves, lakeshore, foregone income). They would farm within the regulations
and there was no difference between the systems in this respect i.e. they all met the
limit.
Table 3: Criteria Important In Se1ectiIlg Between Farm Systems.
1 Profit or dividend ($/ha)
2 Equity building, capital gain
3 Capital requirement, raising additional capital
4 Risk and variability (diversification)
5 Family and lifestyle (includes "time" identified by owner-operators)
6 Labour requirement
7 Enjoyment, motivation, enthusiasm
8 Complexity and flexibility i.e. manageability
9 Knowledge and skills available and required
10 Farm sustainability - ability of farm to continue
11 Environmental sustainability (kg N/ha/yr)
12 Compliance - environmental (N cap less Noutput kg N/ha/yr)
13 Compliance - general
14 Cashflow
Rejected Criteria: Individual Assessments
Farmers rejected between nil and five criteria. The researcher/EW group included all
14 criteria from a farming perspective, except one EW person who excluded equity
because they were uncertain about the weighting. From a personal perspective, 3
people in the researcher/EW group included 14 criteria, one 13 and one EW person
had 5.
No. Criteria description
Criteria Weighting: Individual Assessments
Figure 1 and Appendix Table 1 show the average weighting and range for the criteria
by group from the perspective of owner-operator, Maori farmer and researcher/EW
groups. Rejected criteria were given a weighting of zero. This was assumed to be a
valid value indicating they were of no importance to the decision maker in making
this decision. Some members of the researcher/EW group were uncertain about
weightings and two researchers noted that that it was not easy to decide what the
criteria weightings might be from the farmer perspectives. There was greater
consistency within the owner-operator group in the top weighted criteria for each
person. The range of weights, and variation between people in what they included in
the top 6 criteria for each person was greatest in the researcher/EW group.
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Environmental sustainability and lifestyle was more highly weighted by owner-
operators than Maori (Figure 1). As mentioned, Maori farmers had already made
efforts to preserve sensitive areas and ensure they farm in an environmentally
sustainable manner, and would only consider systems that met an acceptable
environmental standard. They believed that their employees had a good lifestyle.
However, enjoyment and motivation was seen as important to both farmer groups.
The Maori trustees also considered their own enjoyment and motivation in making
the assessment. The importance of enjoyment and motivation contributed to some
members of both farmer groups rejecting the tree alternatives.
Maori farmers were concerned about risk (Figure 1, Appendix Table 1), and
diversification was seen to be one way to manage risk (Table 2). This contributed to
the Maori farmers' rejection of the forestry alternatives which were seen as risky and
they already had investment in trees. Both farmer groups identified capital
requirements as an important criterion, but neither group weighted this highly. This
may have been because they did not perceive capital requirements as being important
as a criterion in this decision, capital requirements may have been considered to be
similar across all criteria, or capital may have rated low in contrast to the importance
of other criteria.
While the Maori farmers did not specifically identify labour as a criterion in the
group meeting (Table 2), this was one of their more highly weighted criteria that
emerged in the individual session (Figure 1, Appendix Table 1). Labour aspects may
initially have been encompassed in their manageability criterion (Table 2) rather than
being seen as a separate criterion. They weighted other manageability criteria less
highly e.g. complexity and flexibility. Labour was also important to owner-operators
who required contract, or casual labour for some activities.
Differences Within Groups
Variation within the groups in their assessment of both weights and scores was
considerable. Differences within groups were generally greater than those between
the groups (Figure 1, Appendix Table 1). There was less variation in weighting and
greater consistency in the top criteria identified for the owner-operator group than the
Maori and researcher/EW groups (Figure 1, Appendix Table 1, Table 2).
Differences in knowledge and perspectives in the researcher/EW group would have
contributed to the wide range of weights and the variation in the top criteria for this
group. Differences in Maori participants' knowledge and roles may have contributed
to their variation in weightings. Representatives of the Maori group included farmer
and non-farmer trustees, a consultant and a manager. These people had different
perspectives and farming knowledge. However, they are representative of those
contributing to strategic decisions for their farming corporations. Role differences
may be illustrated by the weighting on lifestyle which was not important to 3 of the 4
Maori representatives, but was 11 % where a manager worked with the farming
trustee.
Goals and stage of career can also have an effect. Knowledge and skills were slightly
important for one person within each farmer group (Figure I), whereas others argued
that these could be learned or purchased. One of the farmers who weighted this
criterion higher, also considered an "easier" farming operation more enjoyable than a
"challenging" one. Current farm performance could also have influenced the
weightings. The highest weighting for profit was for a property where improvement
was considered necessary for survival.
ResearcherlEW Versus Farmer Assessments
If factors other than legislation are used to try and facilitate change in farming
practices then it is important that stakeholders understand what is important to those
who have to make the change. The criteria identification results indicate that the
groups involved in development and selection of agricultural systems and policy do
not understand each others' perspectives as closely as they could. While obvious
criteria such as profit were identified by all as being important, some criteria were
perceived as being important when they were not, and vice-versa.
Weightings tended to be flatter (more similarity between criteria) in the
researcher/EW group than the corresponding farmer group. This may have been
because all criteria were included, and some participants' uncertainty as to the
relative importance of the criteria to each other from a farmer perspective. Members
of the researcher/EW group with a stronger rural background were more confident in
identifying what was important in farmer decision making..
Researcher/EW participants were more accurate in identifying what was important to
owner-operators than Maori (Figure I). They underestimated considerably the
importance of profit to Maori farmers (Figure 1, Appendix Table 1). They also
underestimated the importance of labour and enjoyment to this group (Figure 1).
They considered environmental sustainability to be as important to Maori as owner-
operator, overestimating one and underestimating the other. This was despite
attending the group meeting where it became apparent that this criterion was more
important to owner-operators. They underestimated the importance of enjoyment to
both farmer groups (Figure 1). The importance of knowledge and skills was
overestimated for both Maori and owner-operators. This suggests people place
greater importance on areas important to their work e.g. knowledge and skills which
most farmers thought could be learned or purchased.
People did not find it easy to identify what was important in making this decision
themselves. Even farmer groups were uncertain and indifferent as to what criteria
might be important to the other farmer group. Therefore, it is even more unlikely the
researcher/EW group would necessarily understand what farmers considered
important. Results showed that there is no such thing as a "typical" farmer
representing a particular group. Therefore, understanding a particular farmer "group"
is not possible, although understanding the key factors important to a particular
group in general should be.
Scoring Of Criteria For The Systems
Average group scores for four subjectively assessed criteria and seven farm systems
are shown by group in Figures 2a to 2d. All but one of the farming participants (non-
farming trustee) was able to subjectively score the performance of the systems
without difficulty. One researcher with farming knowledge was able to do this easily.
The other researchers and EW staff were less certain and two said that they found
this difficult because their knowledge of the farm systems was limited.
Figure 2a: Scoring Of Some Systems For Lifestyle. Group Averages And Ranges
Are Shown. The Number Of Assessments Is Shown In Brackets.
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Figure 2d: Scoring Of Some Systems For Risk.
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Figure 2b: Scoring Of Some Systems For Enjoyment.
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Fot most criteria, there was variation in scoring of systems relative to each other
(Figures 2a to 2d). Systems with which they were less familiar (e.g. trees, stand-off
pad or DCD) and those they were aware of but had no experience with (e.g. no sheep
or cattle) varied more in their scoring relative to other alternatives e.g. Maori scored
the stand off pad alternative scored relatively low for risk while the others scored it
higher than other alternatives (Figure 2d). There was considerable variation between
people and within groups in scoring (Figure 2a to 2d). This was greater for criteria
that may be more subjective such as enjoyment or lifestyle (figures 2a and 2b) than
those which less subjective or which people might be more aware of such as risk
(Figure 2d). Wide ranges were common for the researcherlEW group and some of
this is likely to be because of inexperience in thinking about farming systems.
The Maori group had a wider range of scores than the owner-operators, possibly
because of differences in farming knowledge, and perspectives and roles of the
representatives. Some farming group participants' scores could have differed if the
decision was tailored to their own property and they had more time to consult or
think through their scores. A more detailed description of the systems or more time
to discuss these might also have resulted in more within-group consistency.
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Figure 2c: Scoring Of Some Systems For Farm Sustainability.
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Some differences in scoring were because of peoples' different perspectives. The
stage in their farming career probably has an impact on scoring. One farmer scored
the base systems more highly for enjoyment because this would make life easier,
whereas most others considered more challenging systems would be more enjoyable.
Some considered lifestyle would be better with trees because of more time available
for other activities, but others felt farming was a lifestyle that involved family
activities and living in a forest would not be much of a lifestyle. Some considered
getting contractors more difficult than others and this affected the way they scored
systems that required contract labour. It is important to recognise that the
assessments and decisions people make are based on their environment, experience
and the way they perceive the situation, and are no less valid because they differ
from others' views.
117% 136% 136%,finlsh 117%I,Aprfl 117%,stand off Plnes,annuily 150%,10%
lambs weaners pines
System
[---- Q Owner-operator (3) I!ll Maori (4) II R-EW (6) I
~Differences between people in scoring systems may be more marked with criteria
measured using subjective scores for which no measured or constructed scale can be
agreed on. Attempts to identify constructed scales for the criteria at the group
meeting met with little success, with most groups suggesting an undefined numerical
scale,
Ranking Of The Systems
Preferred Systems
Farm system 14 (high performance sheep, fewer cows, 10% in trees) was favoured
by 5 of the 6 farmers who specified their intuitively preferred system. Most of these
people liked the farming aspects of this system, but only accepted that 10% of the
farms would need to be put into trees when it was explained this would be required
to reduce nitrogen outputs to an acceptable level. All but one of the researcher/EW
group also identified this system as preferred from a farmers' perspectives.
Other systems intuitively preferred by farmers and researchers for farmers included:
136% lambing (2 farmers, 3 researchers), no cows; April or August weaners (3
farmers, 1 researcher); cattle only (an owner-operator who enjoyed farming cattle);
and sheep only (a Maori farmer who liked the idea of pushing the boundaries with a
high gross margin, sheep only system, 2 researchers/EW). 136% lambing was seen as
performing reasonably well and was one that farmers would be familiar with. The
researcher identified August weaners because it offered greater flexibility to change.
Another researcher identified trees with an annuity as a preferred system for farmers.
Personal preferences identified by researchers and EW staff included systems 14 (2
people) and trees, no annuity (I person).
Rejected Farm Systems
In effect, rejected systems failed to meet a threshold on a specific criterion. Farmers
were more likely to reject systems than researchers, or EW staff. None of the farmers
was prepared to consider the forestry alternatives. Reasons given included: they
already had sufficient diversification in forestry (2); they doubted the likely returns
presented to them were correct (1); power lines (1); and they want to be farmers not
foresters (3). Most of the researcher/EW group were prepared to consider trees. An
EW person rejected the no annuity tree alternative because of impracticality and a
researcher rejected trees because of lack of biodiversity, Grass silage was rejected by
all except one farmer and two of the researcher/EW group because of its low gross
margin (5), topography (I) and lack of interest (2). The sheep only or cattle only
systems were rejected by 5 farmers because they wanted a mix of cattle and sheep for
parasite control and to maintain pasture quality, Other systems rejected outright
because of low gross margin included: base, no nitrogen (I), stand-off pad (I), DeD
(4), August weaners (1) and cattle only (3).
Rankings
Appendix Table 2 shows the average ranking for the farm systems by group from the
perspective of owner-operator, Maori farmer and researcher/EW groups. Ranges, and
the number of times a system was included in the evaluations are also shown in
Appendix Table 2. It is the marginal differences between alternatives in their scores
for each criterion, associated with the importance of each criterion, that affects the
differences in rankings between alternatives for a person. The range in weightings
and scores for the alternatives was greater for the researcher/EW and Maori groups
(Figures 1, 2a to 2d) and therefore, the difference in rankings due to scoring and
weighting differences is likely to be greater within these groups.
The top ranked systems were similar for the farmers within their groups although
ranks differed slightly, There was greater consistency in the Maori group where farm
systems 14, 3,4 and 2 ranked well for all Maori farmers. Top systems differed more
for the owner-operators with 2 of the 3 agreeing on most of the top ranked ones (Le.
3, 8, 14, 5, 6, 2). Some systems ranked well but were only considered by one or two
people e.g. 7 for owner-operators and Maori. Even though their weightings were
more similar than Maori farmers, their farm system sets differed more and this would
have influenced their results. Intuitively preferred systems were among the top
ranked for all but one farmer.
Farm system 14, a high performing farming system with some trees to reduce
nitrogen leached, ranked well for both farmer groups. Most participants also
intuitively liked this system, although farmers would have preferred not to have
trees. Farm system 3, the base with a higher lambing percentage (136%) also ranked
well and was intuitively liked by the farmer groups. This had the third highest profit
and was a system people were familiar with. Intuitively preferred systems were
among the top ranked for all but one farmer. In making intuitive decisions people are
only able to trade off a few criteria. These intuitively preferred systems performed
well on some of the participants' top few criteria. Often only a few key criteria are
considered in making an intuitive decision so it is not surprising that these systems
were identified as intuitively the best. Less familiar, low profit systems consistently
performed poorly.
Most researchers and EW staff included the tree alternatives in their evaluations and
the pines with annuity alternative consistently ranked well from all perspectives,
even though none of the farmers were prepared to consider this alternative
(Appendix Table 2). The performance of this alternative is not surprising because it
performed well environmentally (important to some groups), and relatively well for
the highly weighted business criteria. However, it did not meet the farmers required
threshold because ofrisk and lack of diversification, lifestyle and enjoyment factors.
Most of the top ranked systems for farmers ranked. well with the researcher/EW
group from their own perspective, although there was considerable variation between
individuals within the researcher/EW group (Appendix Table 2). Researcher/EW
group differences may also partly be because they included more systems in their
evaluation.
Conclusion
There was considerable variation between and within the two farmer groups and the
researcher/EW group in the criteria weightings and scoring of the systems against the
criteria. The numbers involved in the case studies were small and results cannot be
considered applicable to all farmers within the catchment, although the wide
variation demonstrates the diversity in farmer perspectives. This variation suggests a
range of farm systems will be needed. Any evaluation of farm systems to decide on
the best system(s) for the Taupo catchment in future will need to be tailored to
individual farmers or farming corporations: a generic formula to decide on a system
~
..
which best suits farmers will not be possible. The approach used in this study could
be useful for helping identify the most preferred systems in future. Key criteria that
need to be considered in designing new systems identified in this study include:
profit; farm sustainability; labour requirement; enjoyment; risk and diversity (Maori);
family and lifestyle, and environmental sustainability (owner-operators). Factors
important to some other stakeholders differ from those of the farmers. Researchers'
and policy peoples' understanding of what is important to farmers in selecting
between farm systems could be improved. Improved understanding by researcher and
policy groups of what is important to farmers in selecting between farming systems
could assist in guiding future research on alternative systems and in achieving
effective policy methods and implementation.
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Multiple criteria decision making (MCDM) methods provide people with a
quantitative means to assist with decision making where there are multiple and
conflicting goals measured in different units. Other advantages of MCDM can
include: making a decision more transparent to others, providing a means of problem
structuring and working through the information, providing a focus for discussion,
and helping people better understand a problem from their own and others'
viewpoints. MCDM has been used at all levels of agricultural- and environmental-
related decision making, ranging from farm-level decisions through to agricultural
policy decision making. Environmental, economic, social and cultural considerations
can be traded-off without converting all measures into the same units (RAC, 1992;
Beinat, 2001). Although MCDM is increasingly used in Europe and USA, it has not
been widely used in agricultural and environmental decision making in Australia and
New Zealand (RAC, 1992).
Introduction
Multiple Criteria Decision Making: Method Selection And
Application To Three Contrasting Agricultural Case
Studies
There is considerable literature on MCDM techniques (mathematical analysis).
However there is little on the application of MCDM, how to choose between
approaches or techniques, or why a particular approach was chosen (Belton &
Stewart, 2002; Belton, 2001; French, 2000, 1998). Roy (1999) suggests this lack of
literature on real-life MCDM applications is because of the considerable work
involved in describing a real decision process with all its complications and results
which lack the characteristics required for many scientific journals. Belton and
Stewart (2002) suggest MCDM requires: the development of an integrating
framework for MCDM; greater integration between theory and practice with
implementation research to explore the usefulness of the various processes or
Summary
Agribusiness, farm business and agricultural-environmental decisions which varied
in their characteristics were used to evaluate multiple criteria decision making
(MCDM) in an agricultural context. This paper discusses differences between the
case studies, strengths and weaknesses of the methods used, and the success of the
MCDM process based on participants' expectations and experiences. While MCDM
can help identify the best decision, the main benefits identified in using MCDM
included better understanding of their own and other's perspectives, a means to
explain the decision and a structured way to work through the decision process. Key
problem areas identified included time limitations, understanding and ownership.
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techniques; and methodological research to identify weaknesses in MCDM models
and extensions required to address these.
Method
Case Study Description
Case studies came from the agricultural sector and included:
• an agribusiness decision (meat company technology use - 3 individual, and a
group decision),
• farm business decisions (cattle policy - 2 individual decisions), and
• agricultural-environmental decisions (farm systems for Lake Taupo
catchment - 13 decisions).
Method Selection
MCDM methods were investigated leading to an understanding of the strengths,
weaknesses, potential uses and restrictions associated with the predominant methods.
A descriptive framework was then developed to assist in selecting the most
appropriate MCDM approach and methods for a given problem, taking the problem
attributes, the decision maker's requirements, and the method requirements and
limitations into consideration. Method selection characteristics in the MCDM
method selection framework are shown in Figure 2. The appropriate methods to use
can become increasingly evident throughout the problem structuring and
identification of alternatives and criteria stages. Therefore, method selection can be
an on-going process.
Case study attributes are described in Table 1. The case studies were designed to
work with participants making real decisions, or considering decisions they were
likely to face in the future. These case studies represented combinations of different
problem types and decision maker requirements, individual and group decisions,
decision makers with similar or different objectives, and familiar versus new
technologies.
The multi-attribute value theory (MAVT) approach with swing weightings was used
for all case studies. Methods used for each of the stages are shown in Table 1. Key
characteristics contributing to the selection of this method were similar for all case
studies:
• alternatives in all case studies were discrete and required subjective
judgements;
• there were limitations On time available, and this analysis method is relatively
quick (requiring fewer comparisons than other MAVT methods e.g. AHP );
• it is relatively easy to use and understandable;
• alternatives are ranked, identifYing the best alternative;
• it is transparent, which was an advantage particularly for the AB and AE case
studies, although this was not specified as a requirement beforehand;
software was available (AB) or readily developed (FB and AE).
MAVT is one of the most widely used MCDM approaches. It is also recognised as
being suitable for groups and useful for facilitating learning. Its popularity may
partly be the result of many decision method requirements having some of the above
characteristics. However, the case studies differed in other respects e.g. group versus
individual, understanding of the decision, willingness to be involved, decision maker
objectives, and alternative and criteria identification (Table 1).
Figure 1: The MCDM Process
The MCDM process is generally similar for all approaches, but there are differences
in the way the information on alternatives, criteria and relative significance of the
criteria is elicited, specified and analysed (DTLR, 2001; Belton & Stewart 2002).
The MCDM process consists of a series of stages from defining the problem to
identifYing the best alternatives (Figure 1).
~
1. Define the problem and
identify the decision maker(s),
stakeholder(s) and context to
guide the MCDM approach.
2. Identify the criteria (what is 3. Identify the alternatives.
important) and how these will
be evaluated.
5. Allocate importance weights 4. Measure or score the criteria
to each of the criteria. for each of the alternatives.
6. Apply the decision rules.
7. Rank, or identify the "best
compromise" alternative or set
of alternatives. Sensitivity
analysis.
This research applied a MCDM approach to three different types of agricultural
decisions: an agribusiness (AB) decision, farm business (FB) decisions and
agricultural-environmental (AE) decisions. A descriptive framework was developed
to help select the most appropriate MCDM approach and methods to use for different
problem and decision maker requirements. This framework was then used to select
the MCDM approach and methods for the three case studies. The effectiveness of the
framework for selecting MCDM methods and the usefulness of MCDM for
agricultural decision making was evaluated using these case studies. Other key issues
that need to be considered when implementing MCDM were identified.
W
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Figure 2: MCDM Method Selection Characteristics.
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Method selection characteristics in this framework included:
• the objective of the analysis e.g. best alternative; ranking alternatives; a
pareto-optimal set from a continuous decision space; a subset or grouping
of alternatives, exploration of the problem, learning about others'
judgements, communication between stakeholders, means to explain the
decision, sense of ownership of the decision;
• the presence of a continuous or a discrete set of alternatives.
• whether subjective criteria can be used (discrete alternatives only);
• the requirement for, and availability of, a substantive model (for
alternatives selected from a continuous decision space);
• the information available e.g. criteria and alternatives;
• time required and available (from clients perspective), ease of use,
understandability, and soundness of the methods.
the analytical skills and software available;
• the level of interaction the decision maker is prepared to have with the
analyst e.g. iterative and MADM methods may require more decision
maker-analyst interaction;
• whether decision makers are individuals or groups;
• whether group decision makers have similar/same or differing objectives
e.g. a comparison or a compromise may be required;
• key participants and stakeholders. Stakeholders are those affected by the
decision who may, or may not, be those making the decision. Key
participants include decision makers, experts, facilitators and analysts.
• familiarity with the problem e.g. new technologies;
• whether risk or uncertainty has to be allowed for, and how e.g. as a criteria,
a utility theory approach or sensitivity analysis.
• how the decision maker is most comfortable in defining criteria weights
e.g. targets and constraints, partial-trade-offs, direct, subjective
comparisons, concordance and discordance values. These differ between
methods with some choice within some methods.
Evaluation
The framework was evaluated to identify whether it was effective in selecting the
most appropriate method for the problem. As previously discussed, the MAVT
approach was determined to be the most appropriate for all three cases. Therefore, in
evaluating the framework the suitability of MAVT for the case study problems was
assessed. Some methods within this approach differed for the three case studies e.g.
identification of criteria, weighting.
Evaluation data were collected using written questionnaires (where time was
limited), questioning of participants during the process, observation of the
participants involvement in the process, and interviews (where more time was
available) (Table 1). Written questionnaires required about 15 minutes to complete,
and primarily consisted of questions requiring answers on a likert scale to enable
collection of the maximum amount of data in a limited time.
~
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A few open-ended questions requiring written replies were asked (e.g. least liked
aspect, best liked aspect, what was wanted). Interviews of half an hour to one hour
were conducted with some AB participants, and a FB participant.
The approach selected was assessed relative to the participants' expectations of the
process, or its usefulness in assisting them with their decision. Evaluation methods
and questions asked were similar to those used in other MCDM and decision support
comparisons and evaluations. Participants were asked for their opinions on: the
appropriateness of MCDM for the decision; the importance of some of the benefits of
MCDM methods; how well the process met what they considered important in
evaluating their decision; other benefits they identified; their perceptions of each
stage of the process (e.g. effectiveness, understandability, timeliness, and ease of
use); the weighting methods used; and whether the decision arrived at was what was
intuitively expected (Evans & Riha, 1989; Hobbs et aI, 1992; Gundersen, 1994;
Zapatero et aI, 1997; Qureshi et aI, 1999; Bell et aI, 2001; Lai et aI, 2002). The
evaluation questions were similar to questions for evaluation of extension such as
levels 4 (reactions) and 3 (knowledge, attitudes, skills and aspirations) of Bennett's
hierarchy (Rockwell & Bennett, 2004); and learning aspects of extension (Lawrence
et aI, 2000). The method selected and the way the decision process unfolded guided
some of the questions. Some questions were general to all case studies, others were
method dependent and some were people specific.
Results
Evaluation Of The Process
The problem, technology and process were not clearly understood by the AB
participants. Identification of criteria and alternatives was considered to be more
difficult than the quantification stages of the process. The AB participants had to
identify both the criteria and alternatives, and they disagreed or were neutral as to
whether this was easy to do. The technology was new, and they had less time and
help available to assist with this than the other case study participants. Managers who
had put extra time into this found it easier. Most FB and AE participants found the
information on the problem, process and alternatives (AE) to be adequate. They also
considered identification of criteria and alternatives to be more difficult than the
quantification stages of the process. FB decision makers had the assistance of a
mentor group, an example beef decision with criteria available to work from, and
more familiar technologies to consider. Even so, it still took considerable time and
input to arrive at a set of alternatives and criteria, although one FB participant noted
that it was still quicker than if they had done this themselves. The AE participants
worked in groups to identify criteria, and most were neutral about whether this was
easy to do (relative to agreeing other aspects of the process were easy).
Once participants understood the quantitative stages of the process, they had little
hesitation about allocating weightings and scores and accepting the results. The most
difficult aspect of the quantitative analysis was identified by participants as
understanding the swings weighting method, and once it was explained, most agreed
it was easy to use. The trade-off weighting method was also assessed by an AB
participant but was considered more difficult than swing weighting. Where weighting
and subjective scoring was done by people working together, they largely tended to
agree on weights and scores and did not appear to have any difficulty coming to a
compromise when there was initial disagreement. Questions were not raised about
the methods themselves, although there was discussion about the results and further
analysis in most cases e.g. revision of the weights and scores.
Most case study participants would be prepared to use the process again, and 5 out of
14 AE decision makers said they preferred it to their current decision making process
(8 were neutral and one disagreed). Case study participants felt the process could be
useful for future decision making for themselves and other agricultural decision
makers but commented that it would be necessary to have some guidance the first
time it was used, particularly in weighting criteria. One participant commented that
he thought the process was likely to be considered useful for farm decision making
by about 50% of farmers Le. those who were "strategic managers looking at farming
as a business rather than a lifestyle". Participants who were more willing to be
involved were more positive. Some of the AB participants who had no choice about
participating, and AE participants who were only "doing this to help" perceived it as
being less useful or would not want to use this process to assist in future decision
making.
Expectations And Outcomes
The decisions were regarded as suitable for MCDM Le. participants agreed they had
multiple conflicting goals. The outcomes wanted by the decision makers were varied
(Table 1), and differed both between, and within case study types. These outcomes
were achieved in some cases and most participants were relatively satisfied with the
results. ·The AB case studies had still not reached a final outcome. Some AE
participants had hoped to learn more about possible alternatives than was in the
information provided. Participants identified benefits from working through the
process other than those initially specified (Figure 3).
Figure 3: Benefits Participants Identified From Using The MCDM Process.
Unspecified benefits from working through the process which participants
identified included:
• a greater understanding of their own decision making e.g. what was
important to them in decision making;
• a better understanding of others' perspectives;
• a structured, quantitative means to work through a decision;.
• quantification which contributed to keeping the decision process
objective;
• a means of documenting the decision;
• an objective decision process which provides a more transparent means
to explain the decision or stimulate discussion of alternatives (e.g. to
trustees, mentor group, senior managers);
• changing the way they thought about their decision making;
• validation that it was acceptable to consider non-profit criteria;
• a better understanding of where their area fits in, in the overall picture;
• getting together to discuss the decision, share ideas and come to an
agreement;
• a better understanding of the decision or alternatives, sometimes as a
result of identifying that more information was required and seeking
that information.
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The first three unspecified benefits were objectives for some participants, but were
identified by others as unspecified benefits. The first two and the last one are a form
of learning, and almost all case study participants indicated that they benefited from
some aspect(s) of learning (e.g. the decision, criteria and their importance, others'
perspectives), whether specified as an objective or not. Participants also considered a
means of structuring the problem to be important. A structured decision making
process that allowed them to make more thorough decisions, and identify what was
important in their decision making was specified as a required outcome by some.
Ranking alternatives or identifying the best alternative was specified as an objective
by the AB participants. This was less important in the FB and AE case studies,
particularly the AE case where the decision was more futuristic and less tailored to
their own farms or decisions. No-one appeared to perceive this process simply as a
means to identify the correct decision and they were not concerned if the top ranked
alternative differed from their intuitive expectations. Rather, an unexpected ranking
led them to questioning their thinking on the decision, and exploring further to
ensure whether their inputs really reflected their views Le. decision makers were
more focussed on the inputs (e.g. scores and weights) and how they affected the end
result, rather than challenging the end result. Decision makers in the FB case studies
accepted that the top ranked alternative was not their intuitive preference, agreeing
after further exploration that the rankings and the analysis were correct. This led to
one FB participant re-evaluating his current decision making process.
AB and AE case study participants were surveyed on the importance of possible
benefits of MCDM in the decision being addressed (Table 2). All benefits were
considered important by most people. Understanding which criteria have the biggest
impact was most important for both case study types. AB participants considered
ranking, understanding others' perspectives, understanding which criteria have the
biggest impact and giving participants a sense of ownership of the decision more
highly than the AE participants. AE participants ranked exploring what was
important to them, identification of further information and reducing the chances of a
decision being swayed, more highly. These results were not unexpected considering
their objectives and case study characteristics (reaching a consensus group decision
(AB) versus exploration of a pre-defined futuristic decision (AE») (Table I).
Case Study Contrasts And Similarities
Differences existed between the case studies in the problem and context, and
identification of alternatives and criteria (Table 1). The quantification and analysis
stages of the process were similar for the case studies, particularly the FB and AE.
Differences in planning and implementation, environment or circumstances, and
people factors contributed to the way participants viewed the process. Some
differences and similarities between the case studies which affected the success of
the decision processes used are described in Figure 4. The case study types are
shown in brackets with the case where this situation was more advantageous
presented on the left.
Figure 4: Differences Between The Case Studies.
Environment or context
• there were time limitations for all case studies, although some were less
restrictive than others (FB>AE>AB);
• the case studies were able to be incorporated within or alongside another
project (FB>AE>AB);
• the decision was an "individual" decision rather than a group decision
requiring less co-operation between decision makers (FB=AE>AB);
• greater flexibility was possible e.g. the decision maker was able to decide
on some aspects of the process to best suit their way of thinking
(FB>AE=AB);
• the alternatives were easy for the participants to arrive at (AE>FB>AB);
• the criteria were easy for the participants to arrive at (AE>FB>AB);
People
• participants were willing to be involved, approached the process in a
positive manner and wanted to make a change (FB>AE>AB);
• the participants were easier to relate to (especially initially), making it
easier to determine how best to implement the process (FB=AE>AB);
• the decision makers were quantitative people making it easier for them to
relate to this approach (AB>=FB=AE);
• decision makers were accustomed to making decisions similar to the one
they were evaluating ((FB=AE>AB);
Table 2: The Importance Of Some Benefits Of MCDM (% respondents). NI=not
important, I=important, VI=very important. These may not add to 100%
as some specified "unsure".
Benefit
Ranking
Developing an understanding of others' perspectives
Exploring what is important to you in this decision
Understanding which criteria have the biggest impact
Identifying further information required
Making the decision clearly understood by others
Less chance of a result being swayed by individuals
Participants having a sense of ownership of a decision
AB (n=9)
NI I VI
o 33 67
11 44 44
o 78 22
o 11 89
o 89 11
11 44 33
22 33 33
o 44 56
AE (n=13)
NI I VI
7 64 29
29 36 29
14 29 57
o 29 64
o 71 29
14 57 29
23 23 46
29 21 50
Planning and implementation (some also relate to the context)
• there was good understanding between those facilitating, which
contributed to a more confident and effective delivery overall
(FB=AE>AB);
• the problem was understood by all those involved e.g. decision makers,
facilitators (FB=AE>AB);
• the technologies and alternatives were understood by all those involved
(FB=AE>AB);
• the process was understood by all those involved (FB=AE>AB);
• the analysis process (and software) was interactive, and relatively
straightforward to understand and use to help facilitate the process;
• the outputs were planned to be easy for the decision makers to
understand and included graphics to display the results.
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Discussion
Benefits
Learning And Understanding
MCDM is perceived to be a decision making process or tool. Learning per se, is not
generally seen to be the end purpose of an MCDM analysis, as it is in extension
activities. However, Belton and Stewart (2002) suggest learning is the principal aim
of a MCDM analysis. MCDM helps people understand a decision, and their own or
others perspectives, thereby assisting them in identifying a preferred course of action.
This is reflected in the terminology used by the case study participants and also in the
MCDM literature where words such as learn, explore and understand are all used,
often synonymously.
Learning, rather than the identification of a preferred course of action, can be the
greatest benefit from using MCDM. Participants identified learning through being
able to explore the decision as a key benefit, helping them understand'the decision
and technologies, what was important in making the decision, and factors affecting
this. They were more interested in exploring the problem (e.g. reasons for the
rankings and what criteria, scores or weightings impacted on these) than challenging
the ranking.
Understanding others' perspectives was seen as more important in the AB case
studies (Table 2) where a group consensus was required. The other case studies
involved group comparison or individual decisions. People worked together during
the process (e,g. discussions on technology capability, what was important, criteria
weightings, scores) resulting in a greater understanding of the problem and each
others perspectives. Even in the AE case study where consensus was not a
requirement participants who sometimes worked in groups (to identify criteria, in the
same room as others to complete the analysis) commented on their increased
understanding of what was important to others. They found this stimulated their own
thinking and enjoyed these aspects of the process.
Working through the MCDM process can identify gaps in peoples' knowledge,
thereby prompting learning. This occurred in the AB case studies where the
participants' realisation that they did not understand the technology prompted their
learning about the technology.
The process used and presentation of results can assist with learning. Participants
found the visual presentation of the analysis results (graphs) and the interactive
approach helpful, and this would have contributed to their learning.
A Structured Process
Most participants liked the structured approach, finding it helped them to think
through and understand the decision. The participants preferred a structureq, or semi-
structured decision making process and were accustomed to working with numeric
data and this is likely to have affected their opinion. They found the structured
approach gave the process some objectivity, and quantification (scores and weights)
contributed to this. Belton and Stewart (2002) also considered that structuring a
problem is important, helping to ensure all criteria are accounted for, increasing
confidence in the decision and minimising post-decision regret in complex decisions.
Most decision makers thought using a process that reduces the opportunity for the
decision to be swayed by some individuals was important (Table 2), and some
decision makers commented that the objectivity of the structured process was useful
for this purpose. While still considering this to be important, an AB participant and 2
AE participants noted that sometimes it is necessary for an individual to step in and
make the decision. Thus, while it is important in a group decision to have a decision
making process where all can contribute, leadership is also required.
Complex and strategic decisions are most likely to benefit from a structured decision
making process which provides greater understanding, objectivity and transparency.
These decisions often involve more than one person. This was evident even in the
more "individual" FB and AE farm decision making case studies where participants
included: 3 couples; a manager answerable to a board of trustees; and corporate farm
trustees, managers and consultants working either singly or together on ,the decision,
none of whom would be responsible for making the decision on their own. A
structured decision process can be used at one level of decision making with results
referred to a higher level. Some participants from all case study types recognised this
possibility.
Transparency
The objective and structured decision process provides a potentially transparent way
to explain the decision to others. Participants who were accountable to others (AB
managers, FB manager) and those who were involved in group decisions (some AE)
recognised in hindsight that the process and results would be useful for explaining
the decision to senior managers, trustees or mentor groups. This was not specified as
an objective, probably because they were not aware of the usefulness of a structured
decision process for this purpose initially. One person observed that results could be
useful for documenting a decision.
Implementation Impacts And Difficulties
The problem context, people and implementation will all affect how smoothly any
decision making process is likely to be. The AB case studies were more difficult than
the FB and AE case studies. Key factors affecting this were: greater time pressure to
complete the process; no pre-defined alternatives or criteria; poor understanding of
the technology, problem and process; unfamiliar technology; and unwillingness of
some participants to contribute. Many of these are inter-related. The main difficulties
in the case studies were around time, understanding and ownership.
Time
The process requires a time commitment from decision makers and facilitators, both
before (for planning) and during the decision process. The commitment to the
decision and decision process needs to be not only at the level the decision is being
made at, but also at higher levels within the company. The operation managers in the
AB case study commented that senior managers should have recognised that
operations managers needed more time made available to work on the decision. This
would have resulted in them being more willing to participate and better results. It
would be best not to proceed in facilitating a decision process unless a commitment
~
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to using the process, including sufficient time allowed, is given. Schein (1999)
recommends not getting involved in facilitating a decision unless the decision maker
or their company makes a commitment up front, preferably during a paid meeting to
ensure they are serious.
More time consuming methods may not be required to satisfy client expectations -
and may in fact have the opposite effect. Time limitations were specified for all three
case studies and were a key factor in deciding on the method. Time pressures can
affect what process is used and how well this can be implemented. However, it also
needs to be recognised that to the decision makers, "time is money". More time may
have allowed the MCDM process to have been conducted more thoroughly or more
accurate methods and cross checking to be used. This could have resulted in slightly
more accurate rankings, but other benefits (e.g. learning) which were seen as more
useful outcomes are still likely to have occurred, particularly in the FB and AE case
studies. More time in the AB case studies would have been beneficial.
Lack Of Understanding (Problem, Process, Technology)
It is critical to have sufficient discussion and background information on the problem
and context in method planning and implementation. The problem, process and
technologies need to be adequately explained to the participants. The assumption
should not be made that all participants will understand the decision and
technologies, even when they have been previously provided with information.
Where technologies are new, more time will need to be allowed for discussing the
decision and the alternatives.
Participants in the AB case study had difficulties in understanding the process,
problem and technology. These problems were due in part to lack of time to explain
these factors and the assumption that people understood the technology. The
technology was new and its implementation was likely to have a significant impact
on the system. While some information was available to the participants, not all had
read or understood this, and further information was required. This affected
participants' ability to understand and assess the likely impacts of the technology.
In contrast, the FB and AE case studies were moresuccessful. Factors contributing to
this included: the decision process fitted more closely with on-going work on the
decision; the process was explained more clearly than in the AB case study; more
information and time was available to learn about the context and get to know those
involved; and the participants were familiar with the alternatives, many of which
would have required only incremental changes to the current system.
Differences between people need to be understood and allowed for in planning and
implementing the process. Even working with a company decision such as in the AB
case study where people had similar overall objectives, there were differences in
their understanding, objectives and perspectives because of differing backgrounds,
experiences, responsibility levels and personalities.
Ownership And Commitment
The operation managers in the AB case study were required to take some ownership
of the consensus group decision, but were reluctant to be involved. These were busy
people who were not committed, had no choice in participating, were unaccustomed
to this level of decision making, or saw no reason not to do things the old way. This
made it more difficult getting them to participate in the process initially. The later
realisation that they did not understand the technology sufficiently to make a
decision resulted in these managers taking initiative between formal meetings to
discuss the problem. Thus, the decision process and the need to be accountable acted
as a catalyst, and most managers had a greater sense of ownership and commitment
to the decision at the end of the process. This was an objective specified by senior
management.
Trust And Facilitation
While trust and facilitation was not a problem in the case studies, the need for trust
can affect methods used and facilitation. An outside facilitator, or analyst, may find it
more difficult to understand the problem context in order to decide on the best
decision process and work with the decision makers in implementing this process.
This may be more likely with agribusiness decisions where information may be less
readily available e.g. internal company information, people issues within the
company. Case study identification, understanding of the problem context and the
decision makers' trust was gained through working with AgResearch people who had
established relationships with the company or decision makers. Methods used had to
suit these people as well. However, the case studies would have taken considerably
longer had they needed to be otherwise identified and the relationships with the
decision makers developed.
Evaluation
Evaluation of the decision process and selection framework could be affected by: (I)
whether the problem is suitable for MCDM; (2) the decision process selected; (3) the
way the decision process is conducted; and (4) the personal preferences and
objectives of those evaluating the decision process. The evaluation was further
complicated by the fact that benefits were greater than the initially specified
objectives which were used to assess the decision process selected.
Personal preferences and the willingness of the decision makers to be involved
accounted for some of the variation in the decision makers' opinions of the decision
process. Those who were more willing to participate were more positive. Some ofthe
AB participants who had no choice about being involved and AE participants who
were only "doing this to help" perceived it as being less useful, or would not use this
process for future decision making.
The decision process was judged to be useful by most, but could have been better
implemented. Most would be willing to use it again. This suggests that the MAVT
decision process selected for the case studies was appropriate, and the framework for
method selection could be considered to be useful. The planning and implementation
could have been improved particularly for the AB case studies. As discussed, there
were problems with time, understanding and ownership. These problems occurred in
the initial stages of the process and the opinion was expressed that these were likely
to have occurred with any formal or group decision making process. This concurs
with Schein (1999), who notes that most "mistakes" in consultation tend to occur at
the beginning. Similarly, many of the benefits would have resulted from any formal,
structured decision making process, not just MCDM.
~
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MCDM literature suggests people often raise issues relating to the quantitative
analysis of the decision alternatives. However, this did not occur in these case
studies. Participants found identifying alternatives and criteria more difficult. These
aspects took considerable time which needs to be allowed for in planning.
Considerations For Future MCDM
Most problems encountered in the case studies occurred in the initial stages of the
decision process and could apply to any formal decision process, particularly those
involving groups. These included: insufficient time to complete the decision process
properly; difficulty in understanding the problem, decision process, and technology
(AB); and decision makers unwilling to take responsibility for the decision (AB) or
not committed because they felt they had little to gain from participating (AB, AE).
These problems were inter-related. While these issues are not discussed in much of
the MCDM literature, they have been identified as being important in the wider
decision making and consultancy literature.
Key points to consider in planning and implementing MCDM in future include:
• ensuring that decision makers or their company are prepared to invest time
in a decision, particularly if it is important (which any decision requiring a
structured process will be). Those involved should be informed of the
extent of their involvement and have adequate information before the
decision process commences. More time needs to be allowed if the
technology is unfamiliar.
• understanding the problem context before the decision process is planned.
This may be more difficult with agribusiness decisions where access to
information may be more limited for facilitators or analysts.
• understanding as much as possible about the decision makers (attitudes,
experience, skills, reason for participating) in the planning phase. This will
be more difficult when dealing with groups or companies rather than
individual decision makers.
• making sure at the beginning that the problem, decision process,
technologies and any pre-defined decision alternatives are understood by
all decision makers, and to some extent by facilitators and analysts. Do not
assume these are understood.
• recognising the importance of establishing the trust of the decision makers
(and company if applicable), working with contacts to ensure this if need
be. This may require tradeoffs between working with those trusted by the
decision makers, and the methods used and facilitator skills.
• considerable time and commitment may be required to identify criteria and
alternatives, especially where these are not pre-defined or are dealing with
unfamiliar technologies. Alternative and value focussed methods could be
used to assist with this.
• be prepared to be flexible in implementation and revise the plan if required
or is likely to be advantageous as some factors may not be understood or
arise until the process is underway.
• realising that not everyone will necessarily be happy with the decision
process and possibly the outcome because of differences in personality,
background, objectives and expectations.
Conclusion
The case studies suggest that MCDM Can be helpful for assisting with agricultural
and agribusiness decision making. Most participants were happy with the outcome,
would be prepared to use the process again and believed it would be useful for
agricultural decision making. They identified learning about the decision and
technologies; what was important to them; and others' perspectives as key benefits.
The structured decision process provided an objective means to work through the
problem, and a potentially transparent way to explain their decision to others. The
process contributed to AB managers being more committed to the decision.
Participants recognised many of these benefits only after being involved in the
process.
MCDM is seen as a process or tool to help identify the best decision. It has the
potential to do more than this, and the other benefits need to be promoted in
advocating the use of MCDM. This may be difficult since these benefits may not be
recognised until completion the process. Promotion of MCDM may best be achieved
as part of other extension or consultation activities by someone who has used the
process. The time and commitment required may deter people from considering a
structured decision making process like MCDM. Simpler MCDM approaches are
likely to be as effective in achieving many of the benefits (e.g. learning, stimulating
thinking, objectivity) as more complex ones, and are more likely to be acceptable to
decision makers given time constraints. There has been considerable research on
MCDM methods. However, it is unclear why people use these methods, what would
induce them to consider their use, and how they are best promoted or implemented to
encourage people to use them. The opportunity exists for MCDM research in these
areas.
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Modelling Waikato Farm Nitrogen Discharges for Policy
Analysis
Thiagrajah Ramilan and Frank Scrimgeonr
Department of Economics, Waikato Management School, University of
Waikato
Abstract
This study describes the development of bio economic models examining the
economic and water quality impact ofvarious proposed policy options in the Upper
Waikato catchment. In the first phase nitrogen emissions are determined for
representative farming systems using the Overseer nutrient budget model. These
model components are integrated into an economic model, which predicts producer
responses to various policy options. The second phase determines catchment wide
costs and water quality impacts of riparian buffers by combining geographic
information system, bio economic modelling and experimental data. The results of
the study signals directions for policy initiatives and further analysis exploring
policy design and all costs associated with production adjustment.
Key words: Riparian margins, Non point pollution, Nitrogen, Linear programming,
and Environmental policy.
1. Motivation
1.1 Farming and Environment
The environment is important for the welfare of the people. Intensified agricultural
activities often have a significant harmful effect on the environment. Meanwhile
agriculture still remains as the source of living for many people. Whereas most
governments have by now included the objective of sustainable development in their
political agenda, there is an urgent need to identify concrete policy measures that
permit conservation ofthe environment without significantly affecting the economic
viability of farming systems.
Within the Waikato nitrogen is the most widespread contaminant in water. Excessive
nitrogen in water is a concern for both human health and the environment.
..
..
Excessive nitrogen levels in water are attributed to non point source of pollution
from agricultural activities. According to Environment Waikato, 58% of the region's
land is used for Pastoral farming (Figure I), namely dairy and sheep/ beef farms
Dairying is a significant agricultural land use in the Waikato Region. According to
Dairy statistics 2001, dairying occupies 384,065 ha ofland. Environment Waikato
reported that 30% of nitrogen from dairy farms and 9% from sheep/beef farms,
discharged into water. Vant (1999) found that the nitrogen yield in eight large
Waikato catchments was strongly correlated with the stocking density of dairy cows.
The Waikato Region has multiple lakes and rivers with valuable scenic and aesthetic
attributes, The character ofWaikato's water bodies is reported to be diverse,
reflecting the large variety of water types including the Waikato River, Lake Taupo,
wild rivers, mountain streams and ground water. These water bodies have variety of
uses and values such as domestic and community water supply, irrigation, drainage,
electricity generation, waste assimilation and recreational use and fishing.
Figure 1: Land Use Pattern in the Waikato Region
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1.2 Management of Non point pollution
Recently has been increasing concern regarding the effects of intensive land use on
the quality of water in streams, rivers, lakes and wetlands. Various policy measures
have been proposed to limit the nitrogen pollution namely standards, taxes on inputs
and effluent and tradable emission permits.The current focus is to manage the non
point source discharges in the Waikato region (Ritchie, 1999). Generally tradable
emission permits have become established as the principal alternative to taxes as an
efficient mechanism for pollution control. However empirical studies like
(Weigngarten, 2001) reveal the cost efficiency of tradable emission permits depends
on the institutional design of permit markets, market power and information flow
and transaction cost. In this instance we have not included the tradable emission
permits for analysis. Macdonald et aI, (2004) have sited some examples of the
limited success of tradable emission permit in their report for economic instruments
for managing water quality in New Zealand.
Ritchie (1999) reported on following policy approaches to manage non point source
of pollution; fencing of riparian margins, effluent application methods and efficient
use of nitrogen inputs. Various technological options such as use of nitrate inhibitors,
feeding pads and effluent disposal systems for cattle are being experimented in New
Zealand by scientific research institutes like Agresearch and NIWA. Establishing
riparian'margins is reported to be an effective way to reduce nutrient losses through
runoff (Collier et ai, 1995). A riparian margin is a strip of land of varying width,
adjacent to a waterway and which contributes or may contribute to the maintenance
and enhancement of the natural functioning, quality and character ofthe waterway
and its margins (Operative Waikato Regional Policy Statement, 2000)
The clean stream is a project launched by Environmental Waikato to establish
riparian margins alongside of the rivers and streams in the Waikato region
(Environment Waikato, 2004). Clean stream project intends to pay up to 35% of the
cost of establishing riparian management works in priority areas.
Implementation of these pollution control measures is a costly exercise. It has
economic repercussions on farming in terms of income loss, Meanwhile there is an
administrative cost associated with the implementation. Therefore policies need to
evolve in a way to maximise the net benefit to society.
Recent evidence to the Environment Court with regard to the proposed Waikato
Regional Plan rules for non point discharges and livestock access to water bodies,
shed light into the dimensions of the problem. Draft rules for the regional plan
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~proposed by environmental groups were opposed by various land use groups,
especially forestry owners as the rules impose significant costs on their current and
future operations. There is contentious debate on the spatial dimension when
implementing rules. Therefore tradeoffs associated with agricultural production and
environmental protection needed to be quantified. ShortIe and Horan (2001) revealed
the use of economics to identifY crucial issues of non point pollution control.
Empirical estimation of the impact of alternative environmental policies is important
for effective policy development. In the absence of real world data convey the policy
implications, research need to be based on simulation analysis rather than statistical
analysis. An economic model based on mathematical programming, drawing on
estimates of behavioral parameters from econometric studies, simulation models and
scientific experiment could provide valuable insights.
The objective of this paper is to provide an initial model which allows analysis of
the economic impact of the different Agri environmental policies on typical farming
systems and consequent effect of on water pollution. A bio economic model,
integrating mathematical programming model and nutrient budget simulation model
the Overseer l is applied to estimate the changes in the level of nitrogen discharges
and income on representative farms when different agri environmental policies are
present.
2. Research Pathway
2.1 Linking Agriculture, Environment and Policies.
In examining the relationship between agricultural production and environmental
pollution, there are two main categories of empirical model could be used namely
econometrics and optimization. Optimization models have the advantage of
providing the solution that best achieves the specified objective and allow detail
specification of farm land activities (Weersink, Jeffrey and Pannell, 2002)
In order to investigate the relationship between possible policy intervention, land use
decisions in the catchment and nitrate emissions, a modeling approach is adopted.
This methodology has been widely used to the study of agricultural sources of
pollution (Taylor et aI, 1992 and Brady, 2003). Econometric methods could offer
I Overseer is a decision support model for nutrient budgeting developed by Agresearch
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useful estimations of functional relationship between variables, which could be used
as inputs for optimization models.
Various methods are used to represent the catchment in modeling. Moxey et aI,
(1995) considered the catchment as a single, macro farm and developed a
representative model accordingly. Chalmers and Crabtree, (1999) defined
representative farms and aggregated them to the catchment level through weighting
process. In our study to estimate catchment wide impacts, representative farms are
fitted to the total extent of eachfarm categories.
An economic model is used to investigate the impact of different policies on farm
profitability as well as nitrogen discharge. Cost effective nitrogen abatement
measures are adjustment of production practices that reduce nitrogen discharge to
certain level at the lowest possible cost.
2.2 Biophysical Relationships
The relationship between inputs, output and nitrogen discharge is a biophysical
relationship. Detail of biophysical modelling accurately represents the production
system. The data requirement of detailed biophysical modeling is great. The
availability of biophysical simulators, such as the Overseer and feed budget models,
contributes to data requirements and enhances the analysis.
The methodical approach combining a biophysical simulation model and an
economic model is bio economic modeling. Bennett (2005) described bio-economic
modeling as a mechanism for explaining and predicting the cause effect
relationships in ecosystems and their economic consequences.
2.3 Spatial Dimensions
Agricultural land is heterogeneous in terms of productivity and pollution potential.
A geographical information system (GIS) is an analytical tool that can enhance
analysis, where spatial aspects are of particular importance. A geographic
information system can be used to represent the spatial heterogeneity in terms of
differences in soil type, land slope and production systems by overlaying available
data. Yang and Weersink (2004) used an integrated economic, hydrologic and GIS
modelling frame work to examine the cost effective targeting of land retirement for
establishing riparian buffers in agricultural watershed. By means of GIS the data
requirements for spatial optimization could be generated. By coupling, the results of
GIS generated catchment wide land use information and the results of the
mathematical programming, catchment wide impact of nitrogen discharge as well as
the impact of various policy scenarios were investigated.
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Figure 2: Efficient Level of Pollution AbatementThe cost effective targeting of riparian fencing is of paramount importance in
Waikato context specially in terms of paying subsidies. Rather than paying a fixed
subsidy for lands adjoining water bodies, cost effectiveness can be enhanced by
targeting low cost, high environmental benefit locations. Yang and Weersink (2004)
revealed another potential use of GIS i.e. the abatement cost estimated by an
economic model and the sediment reduction estimated by hydrological model for
riparian buffers could be linked together through a GIS model.
Hydrological models are used to model the biophysical relationship of nutrients and
their transportation from source to water bodies. Hydrological models need to be
integrated with economic models to estimate optimal width of riparian buffers
(Yang and Weersink, 2004). Riparian buffers of various widths could be
incorporated into a linear programming problem as activities. This would permit the
calculation of series marginal cost of sediment abatement by parametrically varying
the nitrogen discharge limit.
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3. Theoretical frame work
A simple static model can theoretically explain the efficient level of non point
source pollution. An efficient level of emission is one that maximises the net
benefits from pollution, where net benefits are defined as pollution benefits minus
pollution costs. Figure.2 shows the marginal abatement cost (MC) and marginal
benefit of pollution control. Marginal abatement cost is positively sloped since the
cost of pollution control increases at increasing rate. Marginal benefit is negatively
sloped to capture the trend that benefits of pollution control increases at decreasing
rate. The socially optimal level of pollution control is where the marginal cost equals
the marginal benefit (Hanley et ai, 1997).
The application ofthis theoretical framework has many challenges because of
difficulties in identifying the damage function and stochastic nature of agricultural
pollution. These difficulties can partially be overcome by use of externally specified
pollution levels. The implications of such specified limits on the level of pollution
and farm income needed to be evaluated in ex ante manner. The limits on pollution
level can be integrated as constraints into farm models to calculate opportunity
costs. The estimate of opportunity cost under various pollution levels and by various
means provide guidance in formulating policies.
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Exogenous specification of pollution levels and the cost efficiency of achieving this
under various policies are graphically illustrated in figure 3. When the level of
emission dwindles the marginal external cost becomes lower. Mean while the
marginal cost of abatement tend to increase at increasing rate at higher levels of
pollution abatement.
Figure 3: Cost Efficiency of Policies
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4. Modeling
The modeling framework is used to evaluate different policies in the Waikato
region. Modeling could be represented as 3 major sub models namely Overseer
model, representative farm and the linear programming model.
4.1 The Overseer Nutrient Budget Model
Technical coefficients representing nitrogen into water for alternative production
practices were derived using the Overseer decision support model for nutrient
budgets. The estimate of nitrogen into water is determined primarily from
calculation of the amount of nitrogen inputs and outputs from farming system.
According to this model nitrogen discharge is calculated based on stocking rate/unit,
animal productivity, slope of the land, soil type, soil nutrient status, fertilizer
application and timing, feeding and effluent administration.
4.3 Linear Programming Model.
The response of agricultural producers to alternative nitrogen policies is simulated in
the economic model. The primary fuD.ction of the economic model is to allocate the
available land area and feed resources among available production alternatives.
The model developed for analysis is a linear programming model, which links
changes in agricultural production practices to changes in nitrogen discharge. The
model for net revenue maximization was formulated as an optimization matrix, the
rows in this matrix were linear mathematical equations representing objective
functions and nitrogen discharge and other production constraints with respect to
livestock production. The columns are the decision variables, representing animal
production activities. These activities are defined as the combination of stocking rate
and nitrogen in order to reflect the biophysical interactions associated with nitrogen
discharge simulated using nutrient budget model. It is assumed that proposed
scenarios would not bring any change in the fixed cost.
4.2 Representative Farm
Environmental economic modeling involves aggregation. The diversity of farms
within the catchment presents a number of problems for modelling the response of
farms to policy initiatives. To achieve the first best solution each individual farm
need to be considered as a separate unit. Since the data availability is problematic
within the time span, representative farms are chosen as a starting point for analysis
in the present study. Representative farms for the Waikato region are selected from
MAF Farm monitoring reports 2004. The representative farm types are Dairy and
SheeplBeef. Pumice is assumed to be the soil type which is a predominant soil type
in the Upper Waikato region. The representative farms are described in the table 1.
The economic impacts of various environmental policies on representative farms are
simulated.
:!:J
Table 1: Generalized Description of Two Representative Farms
Dairy farm' -SheeplBeef farm#
Extent ofland 101 ha Effective area
No of milking cows 272 Breeding ewes
No ofheifers 56 Hoggets
Stocking rate 2.6 Other sheep
Rl yr cattle
R2 yr cattle
Other cattle
Stocking rate
Total stock units
, 2004 Dairy Monitoring, MAF
# 2004 Sheep and Beef Monitoring Report, MAF
300 ha
1215 hd
355 hd
50hd
200 hd
150 hd
80 hd
l1.2/ha
3358 su
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The objective function of the model maximizes net revenue 1t, which is the gross
margin from the production activities. Gross margins of production activities are
derived from the data of MAF farm monitoring reports for 2004. Production variable
Xl. represents the area (number of hectares) of each production activity. The solution
to the problem is the choice ofproduction practices that maximize profits given
exogenous production and environmental variables. It is solved using the Lindo 6.1
modeling software.
The section below provides a mathematical description of the model.
Objective fuD.ction
j
Max 7':= L{Pj -Fj(w+tN)-ajcN}xjj-\
Pj _ Gross margin ofha of/h production activity excluding the cost of nitrogen.
w - Unit cost ofnitrogen fertilizer
Fj - Amount ofnitrogen used in the} Ih production activity
t -Tax on nitrogen fertilizer-
(J,j - Nitrogen discharge from the /h activity
cN_ Charge on nitrogen discharge
Xl -Production activities
/3j - Feed demand for the/h activity
OJ - Feed Supply from the/h activity
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The objective function is maximized subject to following constraints
j
Land constraint LXi ::;; L
j=1
j
Emission constraint L a jXj ::;; Z A
j=1
Feed demand and supply constraint
j j
L(JjXj ::;; Lo)Xj
}:;:I j-I
Feed demand and supply activities are linked through feed transfer activities.
The modelling approach adopted here is aiming to quantify the functional
relationship between the level of emission and the net benefit of the farming system
and find out the least cost policy measure to achieve a set emission target. The
economic and environmental impacts of these policies are determined by comparing
modeling results with the baseline solution. The baseline solution reflects the current
production setting and estimates economic and environmental outcomes in the
absence of new water quality policies. Changes in farm income, stocking rate and
nitrogen use are predicted for each policy scenario.
It is necessary to be cautious when interpreting the financial results from the
analysis. In this preliminary study, cash farm surpluses reported in the MAF farm
monitoring reports 2004, were considered as average to simulate high intensity and
low intensity farms using the information derived from literature regarding the
biophysical relationship between nitrogen and production variables. The base run of
the economic model selected high intensive and high income farming activities.
Therefore the net revenue figures are much higher than the Waikato average. Cash
farm surplus figures could have been replaced with inflation adjusted economic farm
surplus. Similarly, science based livestock and pasture simulation models could
have been used to derive the activities of different intensity.
A tax on nitrogen is incorporated in the model by increasing the variable cost of
each production activity i. e. nitrogen use in each production activity is multiplied
by the sum of the input costs and input tax. The charge on nitrogen into water is
incorporated into the objective function by deducting the nitrogen discharge cost of
each production activity. i. e. nitrogen discharge from each management practice is
multiplied by the charge.
10
Standards are per hectare specific and overall. For overall standards, the nitrogen
constraint is set to be a certain percentage of the base line discharge level. This
would permit exceeding the standard limit in one part of the farm provided the
overall discharge is not exceeded the limit. Per hectare specific standard ensures
uniform nitrogen discharge through out the farm.
Technical coefficients for the LP model were obtained from published experimental
data. The nitrogen discharge coefficients are generated using the nutrient budget
software the Overseer. The Overseer nutrient budget model is used to simulate the
effects of different production activities on nitrogen discharge. Output from the
Overseer is incorporated into the economic model. Solutions to the economic model
specify the profit maximizing combination of production activities under different
restrictions on nitrogen discharge.
4.4 Catchment Wide Impact
An attempt has been made to estimate the catchment wide impacts of riparian
margins in reducing nitrogen into water. Catchment wide impacts of riparian
margins are modeled as follows. We have assumed the filtering potential of 10 m
width of riparian margin is 25% of nitrogen into water, based on the literature
(Parkyn, 2004), in which various experimental studies have been sighted with
varying potential nitrogen reduction ranges from II% to 90%. Study by
Williamson, et aI, (1996) on Riparian margins of Lake Rotorua revealed that the
riparian margins were capable of reducing 26% of particulate nitrogen. A
geographic information system is used to find information of water as bodies
running through the pastoral land and the distribution offarms in the upper Waikato
sub region, specifically the length of water margin under pastoral land.
Estimations for the establishment cost of riparian margin were from Environmental
Waikato. The farms are assumed to be similar to representative farms.
5. Results and Discussion
In the baseline scenario production practices are chosen to maximise the net revenue
without considering nitrogen discharge. The baseline scenario selects the high
intensive farming activity in both farming systems (Tables 2 and 3). In reality
farmer's optimal choice, may differ from the optimal solution because ofcash
constraints, management constraints and risk aversion, farm specific physical
resources and individual preferences. Changes in net revenue as a result of
parametrically restricting the amount of nitrogen into water are presented in figure 4.
It maps out the functional relationship between nitrogen and farm revenue for
11
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different farm activities at different levels of nitrogen into water level. As nitrogen
into water is restricted high stock density and high level nitrogen use activities are
systematically substituted by low stock density and low nitrogen use activities.
The marginal abatement cost is derived from net revenue function, tends to rise
exponentially consistent with the theory in the dairy farm model (Figure 7). This
exponential rise of marginal abatement cost is not observed in sheeplBeef model
beyond 30% reduction of nitrogen into water (Figure 8). The probable reason for this
phenomenon is at lower stocking rates nitrogen discharge is indifferent between 0 N
and 9 kg N per ha fertilizer application. As a result further restriction on nitrogen
discharge beyond 30 % from the unrestricted level leads to shrinkage of farming
activity (Table 3). The results indicate the cost of small reductions in nitrogen level is
relatively low, while drastic reduction is relatively costly. When nitrogen is restricted
more and more pasture land become idle in Beef Sheep farms. Net revenues in the
base scenarios are higher on both types of farms.
In considering the relationship it is important to recognise that the model does not
incorporate the changes in the fixed cost. As a result the marginal cost tends to be
over estimated as the level of abatement increases. Especially this is going to be a
concern in the case of establishing new pastoral farms such as pine to pasture
conversions. In tailor made farms, the fixed cost component could have been
reduced through thoughtful planning. Dairy farms produce the highest nitrate
output.
5.1 Impact of Various policies
The environmental policies were analyzed according to their impacts on total
quantity of nitrogen applied and stocking rates across the farm. Analysis of the effect
of various environmental policies on both farms is listed in table 4 and 5. Standards
applied are hectare specific and overall. Hectare specific standards ensure nearly
uniform discharge of nitrogen across the farm but the cost to farmers is higher than
the overall standards. Overall standards render greater flexibility in choosing
production activities. Overall standards are more cost effective than hectare specific
standards for nitrate emissions.
Even though results show that the emission charges are more cost effective than
input taxes, the efficiency of theses taxes need to be explored in the presence of
compliance and transaction costs. Kampas and White (2002) revealed that the input
tax was more efficient than emission tax in the presence of transaction costs.
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Standards appear to be cost effective when compared to incentive based policies such
as taxes on inputs and effluent charges. In dairy farms up to 450% levels of nitrogen
input tax enterprise mix remained unchanged despite the decline in net revenue as the
tax rises. This result is consistent with many studies. Similar results were found in
the study of (Swinton and Clark, 1994), where the enterprise mix was unchanged
between 121 % to 780% of nitrogen input tax. Apparently, relatively high tax rates
would be required to induce dairy farmers to substantially reduce nitrogen use.
Giraldez and Fox, 1995, estimated the cost of a nitrogen ceiling and a tax on the
reduction of certain level of nitrogen. The cost of a nitrogen tax and ceiling were
$49.7 /ha per year and $1.81/ ha year respectively. Martinez and Albiac (2004)
empirically estimated the effectiveness of environmental policies. In their study
nitrogen standards outperformed nitrogen taxes, 1.20 Euro/kg of nitrogen tax resulted
in 21.5 million euros quasi rent and 990 tons of nitrogen leaching. Meanwhile
nitrogen standard resulted in 23.8 million euros quasi rent and 634 tons of nitrogen
leaching. Empirical studies suggested that fertilizer use is very inelastic to price
changes. Wu et aI, (1995) estimated income loss of 16% under nitrogen standards
and 49% under a tax regime to reduce nitrogen losses by 25%. They found elasticity
of nitrogen losses with respect to nitrogen price ofless than 0.1. Hopkins, et al
(1996) stated standards may be more appropriate to reduce diffuse pollution. A study
by Taylor et al (1992) implied that the elasticity of nitrogen losses with respect to
nitrogen price as 0.034. In case of sheep/beeffarms nitrogen reduction occurs at 350
% nitrogen input tax. Differences in effectiveness between farms partially reflect the
differences in utilization rates of nitrogen.
The relative efficiency of taxes and standards in the presence of spatial heterogeneity
depend on relative slopes ofthe marginal pollution cost and marginal profit and
correlation between marginal pollution costs and marginal profit. A combination of
steep marginal cost of fertilizer and flat marginal profits can favour uniform
standards (Wu and Babcock, 2001). The steeper cost curve is attributed to low
fertilizer use efficiency. This demonstrates the importance of accurate biophysical
modeling in the evaluation of environmental policies. Non effectiveness of lower
nitrogen taxes can be attributed to lower own price elasticity of demand of fertilizers.
Hertlel, et al (1996) estimated the price elasticity of demand for nitrogen fertilizer as
-0.2.
The riparian margin is the low cost policy option in both farm types. The adequacy
of riparian margins alone to curtail the nitrogen discharge is questionable as it is
only capable of limiting surface and sub surface nutrient movements. Estimated
catchment wide impact ofriparian margin at Upper Waikato is given in table 6. The
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cost of establishing riparian margin in Sheep/ Beef farms is assumed to be higher
due to higher material cost and relatively rough terrain,
Table 2: Optimal Solutions under Different Nitrogen Restriction
Scenarios (Dairy model)
Base 10% 20% 30% 40% 50% 60% 70% 80%
Net 161600
153867 146135 137239 127906 114554 99869 82848 55233
Revenue
Nitrogen 6666 5999.4 5332,8 4666.2 3999.6 3333 2666 1999,8 1333.2
into water
Activities
(ha)
SR 3.4 101 56.56 12,12
225N
SR 3,0 44.44 88.88 63.7 12.4
175N
SR 2,6 37.3 88,6 71.29 32
125N
SR 1.8 29,71 69 95 63.4
50N
Table 3: Optimal Solutions under Different Nitrogen Restriction
Scenarios (Sheep/Beef model)
Vl Reduction of nitrogen into water
= Base 10% 20% 30% 40% 50%
Solution
Net revenue 116400 109950 103500 94275 82080 68400
Nitrogen into 4500 4050 3600 3150 2700 2250
water
Activities
(ha)
SRI436N 300 150
SR 12.6 18N 150 300 75
SR 9 11.2 225 270 225
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Figure 4: Impact of Limiting Nitrogen into Water
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Figure 5: Marginal Abatement Cost of Reducing Nitrogen into
Water (Dairy farm model)
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Figure 6: Marginal Abatement Cost of Reducing Nitrogen into
Water (Sheep/ Beeffarm model)
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Table 4: Cost Effectiveness of Policy Instruments
to reduce Nitrogen Discharge (Dairy)
Activity (ha)
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$/KgN
Non 101
Unrestricted 161600 6666 reduction
Charges on Nitrogen discharge
No
$11/kgN 88274 6666 reduction 101
$12/kg N 82214 5151 52.4 101
$20/kg N 48884 3838 39.9 101
$14/kg N 71912 3838 31.7 101
$23/kg N 39087 2121 27.0 101
$24/kg N 39087 2121 27.0 101
$22/kgN 41208 2121 26.5 101
Charges on Nitrogen discharge &
Tax on Nitrogen input
$10 kgN+50% taxlKgN 82416 5151 52.3 101
$8 kgN+IOO% taxlKgN 82820 5151 52.0 101
500% tax 68579 3838 32.9 101
$11 kgN+IOO% taxlKgN 69185 3838 32.7 101
$10 kgN+ I00% taxlKgN 73023 3838 31.3 101
450% tax 75548 3838 30.4 101
Hectare specific N standards
Nitrogen into water; < 33KgN
per ha 106959 3030 15.0 101
Nitrogen into water; < 46KgN
per ha 125644 3838 12.7 101
Land retirement
10% of the land 145440 5999 24.2 90.9
Riparian margin (10 m width)
3 % land + 3000 m water margin
fencing @25% filtering potential 151100 4851 5.8 98
Overall N standards 95
Nitrogen into water- < 19.8 kg 82849 2000 16.9
Nitrogen into water;< 26.4 kg 99869 2666 15.4 32 69
Nitrogen into water;< 33 kg 114554 3333 14.1 71 30
Nitrogen into water;< 39.6 kg 127906 4000 12.6 12 89
Nitrogen into water;< 46.2 kg 137239 4666 12.2 64 37
Nitrogen into water;< 59.4 kg 153867 5999 11.6 57 44
Nitrogen into water;< 52.8 kg 146135 5333 11.6 12 89
16 17
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The potential of offsetting the reduction of farm profitability through the intensive
use of nitrogen rich feed supplements may be possible in face of attractive market
prices for dairy products. Therefore the complex interaction of stocking rate and
individual animal discharge needs to be considered. Regulating the stocking rate may
be a solution to this problem as animal are the major source of nitrogen.
Even though this kind of analysis provides sub optimal solutions, there may be a
desire from policy makers for simple and uniform policy instruments due to lower
administrative cost. Therefore, there is a real need for cost effectiveness analysis of
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different environmental policy schemes at the more aggregate level, especially to
support the choice among uniform policies.
7. Implications for Modeling
The model presented in this study does not incorporate risk of the production
systems. Likewise it has not addressed the issue of spatial heterogeneity. Thus an
important extension of this study is to include these aspects into the regional water
quality policy analysis.
Management decision interact with the agro ecosystem in a dynamic way and effects
may build up over times, thus affecting sustainability of the farm enterprise from
environmental and economic point of view. Therefore dynamics need to be
incorporated into the model.
Various technological options such as use of nitrate inhibitors, feeding pads and
effluent disposal systems for cattle are being experimented in New Zealand by
scientific research institutes like Agresearch and NIWA. Impact of these
technological innovations can be possibly integrated into the analysis.
Inclusion of greater detail of variability in agricultural production technology is
important to reflect the reality (Brady, 2003). This would better equip the model to
capture substitution effects and tradeoffs between the different measures available
for reducing emissions. Since timeliness of agricultural activities and various
management practices have an impact on nitrogen discharge. These factors need to
be modeled (Ekman, 2005).
The estimates of compliance cost and transaction cost ofdifferent policy measures
need to be incorporated into the model. Effect of other policy tools like tradable
emission permits can be included into the model. Damage cost of nitrogen water
pollution need to be estimated and incorporated for the completeness.
8. Conclusion
This paper develops and applies a preliminary analytical frame work to evaluate
alternative environmental policies. The framework integrates a representative farm,
nutrient budget model, the Overseer and an economic model. The Overseer is used to
simulate nitrogen into water under different production practices. The economic
model is used to analyze the response of agricultural producers to alternative
environmental policies. Catchment wide impacts are estimated by integrating
geographic information.
Restricting nitrogen discharge has a significant impact on farm income. The
abatement cost of pollution is high at higher levels of nitrogen discharge reduction.
Analysis indicates standards are preferred to incentive based policies like input taxes
and effluent charges. However this depends on the biophysical relationship between
production and pollution variables. The impact of a nitrogen input tax is not the same
on dairy and sheep/beef farms. Riparian margin is the cost effective solution for both
farms. The transaction costs of these policies, the damage function of pollution and
20
the effectiveness of other potential policy tools such as tradable emission permit need
consideration in future analysis. To account for the spatial heterogeneity, time path
and non linear relationships of production and pollution function, this model need to
be further extended.
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Abstract
Infrastructure systems and services (ISS) are vulnerable to changes in climate. This
paper reports on a study of the impact of gradual climate changes on ISS in Hamilton
City, New Zealand. This study is unique in that it is the first of its kind to be applied
to New Zealand ISS. This study also considers a broader range ofISS than most other
climate change studies recently conducted.
Using historical climate data and four climate change scenarios, we modelled the
impact of climate change on water supply and quality, transport, energy demand,
public health and air quality. Our analysis reveals that many of Hamilton City's
infrastructure sectors demonstrated greater responsiveness to population changes than
changes in gradual climate change. Any future planning decisions should be sensitive
to climate change, but not driven by it (even though that may be fashionable to do so).
We find there is considerable scope for extending this analysis. First, there is a need
for local infrastructure managers to improve the coverage of the data needed for this
kind of study. Second, any future study ofthis kind must focus on daily (rather than
monthly) time steps and extreme (as well as gradual) climate changes.
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Climate change, infrastructure, integrated assessment, adaptation
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1 Introduction
The Earth's climate is changing at unprecedented rates. As a result of higher
greenhouse gas concentrations, global average surface temperature has increased by
about 0.6OC over the 20th century with the 1990s probably the warmest decade in
instrumental record (IPCC 2001). This average global change masks regional
variations. For example, higher latitudes in the northern hemisphere have warmed
more than the equatorial regions (Office of Science and Technology 1997). Recent
climate change in the Southern Hemisphere is marked by a strengthening of the
circumpolar westerlies in both the stratosphere and the troposphere (Gillet and
Thompson 2003)
Climate changes of these proportions will invariably effect human structures and
activity. One impact of particular importance is the effect of climate change on
infrastructure systems and services (ISS). The services provided by infrastructure are
numerous, including flood control, water supply and energy distribution. Their real
value lies in the contribution of such services to economic development and quality of
life.
ISS are very sensitive to climate. While several international researchers have shown
that the possible damages to ISS as a result of climate change are the same or larger
than damages to agriculture (see Ruth et al. 2005), there have been surprisingly few
integrated assessments of the impact of climate change on ISS in New Zealand (see
for example (Cohen 1996, 1997, Huang et al. 1998, Bloomfield et al. 1999,
Rosenzweig et al. 2000, Koteen et al. 2001, Schmandt and Clarkson 2005)).
The primary purpose of this paper is to explore and quantify potential impacts of
gradual climate change on the ISS in Hamilton City, New Zealand.
2 Research background
ISS deserve special attention in the climate-change debate. To date, most of the work
on the impacts of climate change has focussed on individual sectors of an economy,
with particular attention given to the impacts of climate change on agriculture
(Bloomfield et al. 1999). However, the number of studies conducted on regional
impacts of climate change, including impacts on urban areas, is increasing (e.g., the
National Institute of Water and Atmosphere's "Adaptation to Climate Variability and
Change" programme2). Most of these studies are sector specific, concentrating, for
example on implications of climate change for water supply or air quality. Few
studies integrate impacts across sectors to capture possible ripple effects and
interdependencies. Table 1 lists the main studies and compares the areas on which
they focus and the extents to which they address interdependencies.
2 See http://www.niwa.crLnzirc/prog/cOlx0202.
2
and Yaros 1994). As a consequence, analyses that apply a uniform temperature
Table 1: CLINZI and its Predecessors increase over nations may miss important geographic impacts on infrastructure. The
ability to capture and interpret geographical variations in climate change impacts on
(Koteen el (Rosenz (Kirshen el (Amato el al. CLINZI infrastructure systems is particularly important for New Zealand due to its diverse
al.2001) weigel al.2004) 2005) climate.
al.2000)
A second justification for carrying out a local or regional assessment lies in theLocation New York Greater Metropolitan Metropolitan Hamilton,
City, USA Los New York, Boston, USA New differences of infrastructure systems within regions (Lakshmanan and Anderson 1980,
Angeles, USA Zealand Sailor and Munoz 1997). Regional infrastructure systems differ in terms of physical
USA structures, age of assets, institutional structures.
Sectoral Coverage
Water Supply X X X X X A third justification is that different sectors exhibit distinct sensitivities to climate.
Water Quality X X Since sectoral compositions vary across regions, the structure of a region's economy
Water Demand X X significantly influences the sensitivity of that community to climate (Penney 2001).
Sea-level Rise X X X N!A
Transportation X X For these reasons, the current study focuses on Hamilton City - a medium-sized urban
Communication centre in New Zealand.
Energy X X X
Air Quality X X 2.2 The case study area- Hamilton, New ZealandPublic Health
Vector-borne Diseases X Hamilton City is situated in New Zealand's North Island (Figure 1) along the banks of
Food-borne Diseases the Waikato River. A major service centre for the Waikato region, which has a strong
Temperature-related Mortality X X X X agricultural sector, Hamilton is also strategically located 126 Ian from Auckland, New
Temperature-related Morbidity X
Air-quality Related Mortality X X Zealand's largest city.
Air-quality related Morbidity X X X X The City is home to more than 115,000 people and occupies 9,400 hectares.
Other
Ecosystems
Wetlands X X
Other (Wildfires) X
Extent of
VI Quantitative Analysis Low Medium Medium High High
~ Computer-based Modelling None Low Low High High
Scenario Analysis None None Medium High High
Involvement of
Local Planning Agencies None None High High Low
Local Government Agencies None None High High Medium
Private Industry None None None Low Low
Non-profits None None Low High None
Citizen None None None Medium None
Identification of
Adaptation Options X X X X X
Adaptation Cost X X
Extent oflntegration Across None None Low Medium Low!
Sectors Medium
Figure 1: Location map showing Hamilton in the North Island of New Zealand
2.1 The needfor regional/local focus for climate change studies
Studies of infrastructure sensitivities to climate and climate change should be
performed at the local or regional scale for a number of reasons (patterson et al. in
press) First, global climate change is anticipated to have geographically distinct
impacts. For example, global climate models predict the annual average rainfall will
increase in the west ofNew Zealand but decrease in many eastern areas (Boustead
3
Statistics New Zealand project Hamilton City's population to increase over the next
25 years (Statistics New Zealand 2000). Assuming maximum population growth,
Hamilton is expected to reach around 179,000 by 2030 (Table 2),
4
Table 2: Hamilton City population projections from Statistics New Zealand
Low Medium High
Table 4: Modelled Precipitation Change (%) between 1990 and 2030s under four climate change
scenarios at Ruakura station (Mullan pers. comm.)
Population 150,381 164,476 178,891
S1:
CSIROLow
S2: S3: S4:
CSIRO High Hadley Low Hadley High
The bootstrapped projections for temperature and precipitation showed a progressive
increase in temperature (Figure 2) and an increased range of monthly precipitation
(Figure 3) over the 2005-2030 period. The CSIRO High scenario results in the
greatest monthly maximum temperature by 2030, and the Hadley Low scenario in the
lowest monthly minimum temperature (Figure 2), which is still higher than that in the
base-case scenario. Higher monthly precipitation is projected in the Hadley High
scenario, while the lowest monthly precipitation projections occur on the CSIRO Low
scenario (Figure 3).
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3 Climate change for Hamilton City
To explore potential future performance of infrastructure in Hamilton City, we first
collected historical data on temperature, precipitation, humidity, wind speed, and gust
speed from the Ruakura stations for the period 1940-2004 (Vogel and Shallcross
1996). Some of the data are available at hourly, daily and monthly reporting intervals.
From these data, we created monthly time series, standardised to a month length of
365/12 days. From the historical data we sampled observations using moving block
bootstrapping (Houghton et al. 200 I) and created new time series to simulate possible
future climate conditions for the years 2005-2030, such that the new time series
exhibits the same intra-annual statistical properties as the historic data. Repeating the
process 50 times then yields 50 alternative futures.
In a second step of our analysis we applied regional trends from climate scenarios
developed by the National Institute of Water and Atmospheric Research (NIWA),
which in tum are based on the CSIRO and Hadley models (Energy Efficiency and
Conservation Authority 2004) for a total of four climate change projections (Table 3
and Table 4). With these trends, we have five sets of 50 scenarios: a base scenario
assuming future climate to be, in essence, like the past, and four alternative scenarios
consistent with historical patterns and possible future climate change trends as derived
from global circulation models.
According to Mullan (pers. comm.), relative humidity remains fairly unchanged in
most climate modelling scenarios. Also, wind gusts cannot be scaled specifically from
monthly data (Mullanpers. comm.). Humidity and wind gusts were not included in
our climate projections or in our analyses.
Table 3: Modelled Temperature Change ('C) between 1990 and 2030s under four climate change
scenarios at Ruakura station (Mullan pers. comm.)
summer
autumn
winter
spring
-12.7
0.7
-1.8
-2.9
-5.8 -2 -0.9
1.5 -5.8 -2.7
-0.8 5.5 12
·1,4 -12 -5.5
-Base Case
-CSIROLo
-CSIROHI
-HadleyLo
-Hadley HI
Season
summer
autumn
winter
spring
SI:
CSIRO Low
0.38
0.47
0.35
0.29
S2: S3: S4:
CSIRO Hi~Hadley Low Hadley High
0.82 0.23 0.49
1.03 0.24 0.52
0.75 0.4 0.87
0.62 0.3 0.65
5
Figure 2: Projected temperature regimes for Hamilton, 2005-2030, based on historical
temperature (base case) and four climate change scenarios
6
40
Figure 3: Projected precipitation regimes for Hamilton, 2005-2030, based on historical
precipitation (base case) and four climate change scenarios
4 Methods overview
This study focuses on the interrelated performance of water supply, transport, energy,
air quality, and public health under different assumptions about future climate. These
sectors were chosen because they present vital components of the quality of life and
economic activity in Hamilton City, and because at least a minimum amount of
reliable and detailed data was available to establish empirical relationships between
climate variables and system performance. Several other sectors, most notably
communication and flood control, are not analysed here because of a current lack of
access to data at the level and detail needed to carry out statistical analyses and
computer modelling.
On the basis of historical information we estimated the functional relationships
between climate variables (see Appendix A) and observed infrastructure (dependent)
variables. For each of these regression equations, we conducted standard statistical
significance tests and, where necessary, we corrected for autocorrelation (using either
Yule-Walker or Prais-Winsten transformations) and heteroscedasticity. For many of
the models we employed monthly dummy variables for January-November to control
for non-climate-related intra-annual variation in the dependent variables.
The regression results were used to calculate potential future demand on the
infrastructure system for assumed changes in economic activity and population size,
as well as the five different sets of climate scenarios described above. For all models
we ran sensitivity analyses for the functional specifications of each model in which
we sampled parameters from a normal distribution around the mean parameter
estimates in the regression results. Fifty such sensitivity runs were conducted for the
base case and compared with the results (and standard deviations) derived from mean
parameter estimates. The variation of results observed in those 50 sensitivity runs
was within the range of results generated by the 250 model runs.
Due to data and resource limitations, none of the results capture the impacts of
extreme events or reveal impacts experienced at hourly or daily, rather than the
modelled monthly time scale. Our focus on Hamilton City further limited our ability
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to explore the obvious interactions between Hamilton city infrastructure and the
outlying areas.
5 Results and Discussion
The following sections summarise the results for climate impacts on water supply and
quality, transport, energy demand, public health and air quality. In addition, we
discuss the integrated impacts across the range ofISS.
5.1 Water (supply and quality)
Hamilton operates a single water treatment facility with a capacity of 85 ML per day.
Water is drawn from the Waikato River, filtered and treated for drinking and stored in
one of eight water-storage facilities in the city (a total capacity of 90.2 ML) until it is
piped to residential, commercial, and industrial end-users. If climate change produces
conditions that lead to heightened water use, this supply capacity could require
extension to keep pace with demand.
Furthermore, climate changes may make it either harder or easier to clean river water
(increased rainfall might stir up more debris, while shifting temperatures could
increase or decrease biological activity). Using turbidity as a proxy for how difficult
the river water is to process, we also produced a model projecting climate change's
impact on water processing.
Based on the regression analysis described in Appendix B, we found a significant and
positive relationship between per capita water consumption and two temperature
variables (MeanLgtTemp and Streaks26_3day (see Appendix A for a list of variables)
and two measures of rainlessness (MaxRainlessStreak and DaysNoRain). The rainfall
variable, Max3DayRain, exhibits a significant and negative relationship.
For water quality (turbidity) the regression analysis (Appendix B) indicates that every
rainless day and every frost day lowers water turbidity. This is consistent with
expectations because rain tends to wash debris into the river, which increases
turbidity, and frost days retard biological activity, which can cloud waters.
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Figure 4: Hamilton City water usage, 2005-2030
Turbidity, as modelled, was not affected by the differences in population projection. However,
the impact of differences in the climate scenarios was more noticeable than it was for water use.
As
Figure 5 shows, by the end of the projection (2026-2030), monthly turbidity averages
are different - on the order of 1Q...20% - between two climate scenarios and the base
case.3 Scenario 2, the CSIRO high projection, has the largest increases in
temperatures of the four scenarios while exhibiting relatively small changes in
precipitation. During winter months, as frost days are pushed lower, turbidity tends to
be higher in the scenario than the base case, although scenario outcomes are still
relatively close to the base case (SO). For Scenario 3 (S3), the Hadley low projection,
temperature changes are roughly half those of Scenario 2 (S2), but the changes in
precipitation are much more significant. The result of S3, according to the model
simulations, is a general increase in the turbidity ofwater for treatment in Hamilton
City.
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Figure 4). By 2030, peak summer usage is 2800 million litres (ML) under a "high" population
projection, compared with 2350 ML under a "low" population projection. The impact of
different climate scenarios, however, is much smaller. As
Using the functional relationships between water supply and quality and the socioeconomic and
climate scenarios reveals that water usage is likely to increase under every scenario as a result of
population growth
Figure 4 shows, the difference between the base-case scenario (S 0) and one of the
more extreme climate scenarios (S 2) is negligible. Numerically, the difference
amounts to less than I%. Despite the significance of climate variables in water
consumption, the small magnitude of the change during the next 25 years results in an
equally small magnitude of climate-change induced changes in water consumption.
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5.2 Transport
Hamilton City'S transport system is dominated by road4 vehicle transport. Road
length (in kilometres) in Hamilton City has grown on average by 1.7% per annum
since 1991 and vehicle-kilometres travelled increased from 465 million in 1999 to 545
million in 2004.
Our analysis of climate impacts on road transport is based on data for cost of road
repairs of Hamilton City (cfstate-owned) roads collected by the Hamilton City
Figure 5: Turbidity projections, 2005-2030
This analysis offers a number of key insights into the next 25 years of drinking water
supply/demand in Hamilton and possible policy orientations that can address these.
First, changes in water demand (at the monthly aggregate level) are largely driven by
changes in population, and not significantly affected by changes in climate. Policy
makers would be wise to continue to focus on demographics when planning water
system upgrades. These decisions should be sensitive to climate change, but not
driven by it (even though it may be fashionable to do so).
Second, as temperatures warm and rainfall increases, Hamilton should expect the
turbidity of its waters increase. While decreases in water clarity should have
negligible impact on water treatment costs, city planners should keep such changes in
mind when making equipment investment decisions. This thinking also extends
beyond turbidity and water treatment, in that some of the more subtle impacts of
climate change - such as water clarity - may be where the City will face unforeseen
impacts on infrastructure capabilities. Hamilton City would be wise to consider other
factors, beyond turbidity, that may influence the costs and/or effectiveness of water
treatment and ascertain whether changes in climate could lead to changes in these
factors which in tum lead to costly changes in equipment or processes needs.
Overall, Hamilton City'S water system appears well suited for facing the changes in
climate predicted over the next 25 years.
Council's transportation unit. No data for costs of repairs on state roads in the area
could be obtained from Transit New Zealand. Data for the number ofvehicle trips in
Hamilton City come from seven permanent traffic monitoring stations maintained by
the city council's transportation unit.
The estimated relationship between climate and road repairs (see Appendix C) does
not include temperature-related independent variables. This was consistent with
comments made by the Roads and Traffic Unit's Asset Systems Manager that the
major cause of road damage in Hamilton is prolonged periods ofrain (Cantlon,pers.
comm.). Consistent with Cantlon's observations, the amount ofrain above 20mm per
day was significant (at the 10% level) and positive - the more days with more than
20mm ofrain, the more repairs were necessary. Similarly, the rainless streak variable
has a significant and negative coefficient -longer periods with no rain reduce the
costs of road damage in a given month.
The statistical model for trips per capita (see Appendix C) demonstrates that extended
hot weather and heavy rainfall both correspond to depressed driving activity in
Hamilton City. However, variability in driving behavior is rather low to begin with,
reflecting relatively little net climate impact on driving decisions on these roads.
In every scenario, total trips are projected to increase due to population growth. By
2030, total trips peaks over 5.4 million under a "high" population projection,
compared with 4.5 million under a "low" population projection. The impact of
different climate scenarios, however, is much smaller. The difference between the
base case scenario (SO) and one of the more extreme climate scenarios (S3) amounts
to less than 0.2%. Despite the significance of climate variables in explaining the
variation in monthly trips taken, the small magnitude of the change during the next 25
years combined with low variability in monthly trips results in a small magnitude of
climate-change induced changes in the number of trips. Thus, in planning for changes
in transport volumes and patterns, city planners should continue to pay more attention
to issues of economic and population growth than to gradual climate change.
Scenarios showed that road repair costs are tied to population growth. There are
significant differences between repair cost projections under high and low population
growth forecasts. On average, the high population scenarios have roughly 20% more
road repair costs than the low growth cases.
Projected changes in rainfall lead to higher repair costs during the spring for Scenario
2 (37% higher) and during the winter for Scenario 3 (34% higher) (Figure 6).
Decreases in rainfall during the spring and autumn for Scenario 3 balanced some of
these costs increases by decreasing costs during those months relative to the base
case. By 2030 we project 6% and 9% increases in road repair costs under Scenarios I
and 2 respectively, while Scenarios 3 and 4 yield no change in the annual costs of
repairs and a 4% reduction respectively (Table 5). While the changes translate into
only small monetary monthly costs, they do highlight the need to pay attention to the
impact of climate change at finer levels of detail. Clearly, for road repair costs, the
assumptions we make about how Hamilton's climate will change impacts on the
magnitude and direction of the projected changes.
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Table 5: Annual costs of road repairs relative to base case as of 2030
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Regression analysis (see Appendix D) suggests Hamilton City's average daily
electricity consumption per capita is sensitive to changes in the total heating degree
days (HDD) during the month, calculated for 24-hour mean temperatures using 15°C
as the threshold (HDD24_15). Electricity consumption in Hamilton is also influenced
by the number of working days in the month (as a proxy for the economic activity in
that month), a yearly dummy variable to account for changes in demand patterns that
occur over time, monthly dummy variables to account for seasonal changes, and
heating degree days in May and July. The two monthly HDD variables were
dominant in the model, indicating people are more sensitive to changes in temperature
in May and July as they 'acclimatise'.
This model is similar in many ways to the model estimated by Fitzharris and Garr
(Fitzharris and Garr 1996) for New Zealand as a whole. Our model is also similar to
the model developed by Amato et al. (Amato et al. 2005) who find that when
controlling for socioeconomic factors, degree day variables have significant
explanatory power in describing historic changes in electricity demand.
In our modelling framework, climate appears to have limited impact on electricity
demand. Despite the significance of climate variables in explaining the variation in
monthly electricity consumption, the small magnitude of the climate change during
the next 25 years results in limited climate-change induced changes in electricity
consumption. In Figure 7 there appears to be little difference between climate
scenarios. The two 'low climate-change' scenarios, not surprisingly, exhibit the least
difference in electricity consumption to the base case (Table 6). Ofthese two
scenarios, scenario 3 (Hadley Low) suggests the least impact. The mean difference of
this scenario from the base case across the whole period is only 0.08%. As expected,
the variation from the base-case increases over time. The minimum difference in
electricity consumption of scenario 3 from the base case occurred in April 2005, while
the maximum reduction in electricity demand of 0.41% occurred in March 2026.
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5.3 Energy
The CLINZI energy module concentrates on impacts of climate change on electricity
use and distribution assets. This was dictated by three considerations. First,
electricity is one of the largest sources of energy in Hamilton City (Energy Efficiency
and Conservation Authority 2004). Second, electricity use data at the desired level of
temporal (monthly) and spatial (Hamilton City) detail are readily available.
Unfortunately, this is not the case for other sources ofenergy such as natural gas,
petroleum and wood. Third, as with most areas in New Zealand, Hamilton City has a
relatively high temperature-sensitive electricity load (about 17% of total Hamilton
City electricity load (1996».
For our analysis, Hamilton City electricity use data were obtained from New
Zealand's Electricity Commission. Halfhourly electricity distribution data (in kW)
through the Hamilton area substation were available for the period I April 1984 to 31
March 2005. These data were aggregated to provide per capita monthly daily average
electricity data.
With respect to physical distribution infrastructure, Hamilton City is fed by three
substations, each operating 3-phase transformers, totalling 118 MVA theoretical
capacity. However, the network is always operated to allow for one 23 MYA
transformer to fail at anyone time (Blackburn pers. comm.). This means available
capacity is essentially 95 MVA (or an equivalent of 81 ,225 kW/.
Q\
...
5 Assuming a power factor of0.95 and an availability of 0.9 (R. Blackburn, pers. comm.). Figure 7: Electricity use for allIS Scenarios, 2005-2030
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Table 6: Summary statistics from the four sceuarios, Percent difference from the Base Case
Scenario Mean Std Dev Maximum Minimum Range
I -0.12% 0.07% -0.52% -0.003% 0.52%
2 -0.25% 0.13% -0.77% -0.015% 0.76%
3 -0.09% 0.05% -0.42% -0.005% 0.41%
4 -0.17% 0.09% -0.54% -0.013% 0.53%
Analysis of base-case forecasted average daily Hamilton City electricity use
(kWh/day) and scenarios over the calendar year reveals that, on average, base-case
electricity use is forecast to follow the same pattern as historical consumption. That
is, electricity use increases from an average summer minimum of 952,000 kWh/day in
January to an average June maximum of 1,223,000 kWh/day. Note that average
electricity consumption in July tends to be lower than other winter months of June and
August. Monthly electricity use declines after August.
As noted above, Hamilton City's capacity infrastructure is relatively robust.
However, two areas of potential interest are climate's impact on the proximity of
peak-load electricity consumption to supply capacity constraints (see above) and
climate's impact on conductor resistivity. Our analysis suggests Hamilton City is well
endowed with supply capacity. Hamilton's electricity consumption, and its progress
towards the supply constraint, are more affected by the city's population than by
climate, and even in the high population scenario, power consumption in 2030 falls
well below the supply constraint.
The impact of climate changes on conductor performance is also interesting to
investigate because the performance ofthe electricity supply circuit significantly
affects the quantity of electricity that can be supplied to consumers. In general, the
higher the ambient temperature, ceteris paribus, the higher the resistivity of the circuit,
until a design maximum, at which stage system failure is likely. Hamilton City
supply cables are all underground and are designed for the following climate
parameters6:
• ground temperature (summer mean daily maximum) 25°C
• air temperature (summer mean daily maximum) 28°C.
As none of the climate scenarios predict increased summer mean daily maximum air
temperatures exceeding 28°C, we can conclude that mean climate changes are
unlikely to cause ambient-temperature-related failure of the conductor circuit.
However, the climate change scenarios will have an impact on the resistivity of the
circuit. According to our calculations7, the climate scenarios are likely to reduce the
circuit rating (in MVA) by 0.25% - 1% in summer and autumn, 0.3% - 0.7% in winter
and 0.29% - 0.6% in spring. While these are not large changes, they do add additional
restrictions on the circuit over and above those already planned for.
6 Faxed document from R. Blackburn - received 5 March 2005.
7 Using the WEL Networks 33kV line rating calculator.
15
In summary, the Hamilton City electricity infrastructure distribution system appears to
be very robust to mean climate change impacts. The City's physical infrastructure is
well specified and designed to accommodate both growing loads and physical
weather-related events. Hamilton's institutional capability in WEL Networks is also
in excellent shape to address any climate-change related impacts.
5.4 Air quality
Although weather conditions in Hamilton do not encourage extreme air pollution,
future climatic conditions may alter emissions and thus exacerbate health impacts.
Three types of air pollutants are examined in CLINZI: particles less than 10 microns
in size (PM10), which are the main air quality parameter of concern in Hamilton (R.
Jones pers. comm., Wilton 2005), carbon monoxide (CO), and nitrogen oxides (NOx).
Each of these can have adverse impacts on ecosystem and human health. Human
health impacts are assessed in the following section.
Daily time series ofPM IO, CO, NO, and N02 measured in Hamilton were acquired
from Environment Waikato's regional monitoring database (1995). All air pollution
components vary seasonally, with peaks in winter months.
Regression analysis (see Appendix E) suggests PM IO concentrations are a nonlinear,
increasing function of the number of heating degree days (calculated over a 24-hour
period at a balance point temperature of 14°C). PMIO concentrations tend to decrease
with the amount of rainfall in a month. Particulate matter increases in May, as the
cold season sets in, and decreases in August, as the cold season eases. Through all of
its significant variables, this model reflects the increased levels ofPMlo
concentrations during cold weather, when the number of heating degree-days
increases. This points to the well-known primary source ofPMIO: emissions from
heating, especially from wood fuel.
The estimated equation for CO (Appendix E) indicates the level of carbon monoxide
varies positively with the number of cold days (as represented by HDD24_14) and
negatively with the log of average wind speed. No time trend or seasonality have
been detected for CO. However, the model shows increased levels of CO
concentrations during cold weather, when the number of heating degree-days
increases, which most likely implicates heating sources in CO generation.
A model of the influence of climatic variables on NO per capita included variables for
average wind speed, monthly mean maximum temperature, and the autumn season.
Concentrations ofNO vary seasonally (weakly significant), insofar as they are higher
in the autumn.
The PM IO forecasts show the most differentiation of all the air pollution models
between climate change scenarios. Projections ofPMIO under climate scenarios are
similar to the base-case scenario, with no distinguishable temporal trend but strong
seasonal cycles (Figure 8). The highest emissions occur in the base-case scenario,
followed by S I, then, S3, then S2, then 84. In other words, due to increased
temperatures, PMIO emissions decline most under the extreme climate change
scenarios as a result of reduced need for heating. Calls for improved housing
standards, including better insulation and increased use of double-glazed windows,
may contribute to quality improvements of residences in terms of dryer, warmer
homes. This could further reduce the need for heating, regardless of the temperature
and precipitation trends, and thereby decrease the need to use home heating sources.
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5.5 Public Health
Several studies suggest climate change is likely to induce higher incidences of many
human health problems. For example, Elmwood (1995) suggests greater exposure to
ultra-violet radiation will increase the frequency of cataracts, skin cancers, and
sunburn. Also, as temperatures rise, summer smog is likely to cause more respiratory
problems, particularly in the Auckland region (Woodward et al. 2001). Woodward
(Woodward et al. 2001) points out that new health problems mayresult from both
heat waves and the colonisation of mosquitoes that carry diseases like malaria and
dengue fever. Pest eradication programmes are expensive and only partially
There is little differentiation between the different climate scenario projections for the
carbon monoxide emission scenarios, though the degree of differentiation increases
somewhat through time, starting around 2010. CO emissions exhibit a smoother
seasonal cycle than those for PM IO; the same cycle occurs with minima in summer
and maxima in winter. The amplitude remain consistent throughout the 2005-2030
time series, and there is no temporal shift through this period.
Similar to other air pollutants, the amplitude ofNO emissions remains the same under
base case and climate change scenarios, and there is no temporal shift from 2005-
2030. The same seasonal cycle is retained throughout the projection period.
Emissions maxima occur in the autumn and winter, with a primary peak in May and a
secondary one in July.
Overall, changes in average temperature and precipitation may playa small role in
emissions of air pollutants in Hamilton. However, to the extent that climate change
contributes to more weather instability - with greater likelihood of extreme events,
wind gusts, and windier conditions overall- future conditions may result in fewer
opportunities for air pollutants to concentrate over the City. Increasing wind may
actually help curb air quality problems from climate change. From the projections run
in this study, it seems unlikely climate change alone would cause exceedances of any
ofNew Zealand's ambient air-quality standards.
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Figure 8: Projections of fine particulate matter (PM,,), 2005-2030
successful, with many people reporting health complications from spraying. Warmer
winters are expected to reduce the incidence of winter-related illnesses such as colds
and flu and the need for open fires for heating, which contribute to air pollution.
Indirect health impacts are likely to occur as a result of floods and droughts. Heavy
rain may disperse pathogens such as cryptosporidiosis by washing animal excreta
containing the organism into water supplies (Ministry for the Environment 200 I,
p29). Drought periods will require the extraction ofwater from poorer quality sources
with the resultant health risks.
To what extent are these suggested health impacts seen in recent morbidity and
mortality data for Hamilton City? How will possible future climates exacerbate or
ameliorate health conditions of the local population?
The data used to quantify relationships between climate and morbidity and mortality
rates have been supplied by the New Zealand Health Information Service. The data
consist of admissions to the regional hospital, and are classified by the primary cause
of admission. Because only a fraction of people with health problems seek medical
help, and only a fraction ofthese do so at the general hospital, the analysis is clearly
underreporting morbidity rates in the region. Furthermore, not all admissions to the
regional hospital are ofpeople from Hamilton, so the results are biased to the extent
that visitors seek medical help in Hamilton and residents seek help elsewhere. The
lack of data prevents correction for this possible bias.
We grouped the morbidity data into five major classes: injuries, circulatory problems,
respiratory problems, infections, and skin ailments. For mortality rates, the statistical
analysis did not support treating causes of mortality separately from each other.
Consequently, we report only on aggregate mortality rates here.
Morbidity
For each morbidity variable we estimated separate equations (Appendix F). Of
particular note in these regression equations are the results for per capita injuries,
respiratory health problems per capita, and mortality. Regression results for per
capita injuries show that over time, the number of per capita injuries increases, though
at a low rate, and increases with the number ofrainless days. These results are
consistent with observations that the tendency for people to seek medical attention for
injuries is increasing and that the number of injuries increases with more opportunities
for outdoor activities (as inferred from an increase in rainless days).
The results for the respiratory illness equations have been derived in a two-stage least
squares regression, because one of the explanatory variables of the model- the air
quality indicator PM 10 - is present in the regression equation in squared form, and
PMIO is itself a function of climatic variables and seasonal change. Particulate matter
(PM IO) concentrations are a nonlinear, increasing function of the number ofheating
degree days (calculated over a 24-hour period at a balance point temperature of 14°C).
PMIO concentrations tend to decrease with the amount of rainfall in a month.
Hospitalisation for respiratory ailments per capita increase over time and increase
nonlinearly with increases in PMIO.
For all morbidity indicators climate change scenarios makes no difference. That is,
under the assumption that the future climate is like the past and that past trends in
hospitalisation for injuries persist, then morbidity rates will continue to fluctuate
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Figure 9: Projected respiratory morbidity rate for the base-case scenario, 2005-2030
seasonally and to increase slightly over the simulated 30-year time horizon.
Furthermore, comparisons for selected years between the base case and scenarios
reveal virtually indistinguishable dynamics. Results suggest that morbidity will
predominantly be affected by past trends and seasonal fluctuations, but not by climate
change.
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8 In this hypothetical extreme case the deviations from past climate are assessed as a gradual increase in
temperatures by 5°C between 1990 and 2030, which is uniformly applied across the seasons.
Additionally, we assume precipitation will decline between 1990 and 2030 by 24% on average in
summer months, by 10% in autumn, and by 5% in spring, while precipitation in winter is assumed to
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Figure 10: Projected mortality rates for the base-case scenario, 2005-2030
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For the purposes of this section, we compare the usual suite of scenarios with a
hypothetical "extremes" climate change case8• The assumptions for this hypothetical
case are well outside the extremes reported for C8IRO and Hadley Centre climate
models and were chosen to explore the implications of unprecedented variation in
climate conditions.
The morbidity rates discussed above all show notable seasonal fluctuations and long-
term increases. In contrast, mortality rates - though also exhibiting marked seasonal
fluctuations - tend to decline slightly over time (Figure 10). The differences in the
behaviour of these two sets of health indicators may largely be attributable to a
combination of changes in behaviours and health care provision. While
improvements in care tend to induce demand for care, they tend also to reduce
mortality rates. However, even though mortality rates do decline, the extent of that
decline is rather small (compared with the extent by which some of the morbidity
rates increase).
In summary, the results indicate that seasonal fluctuations and annual trends are likely
to be far more relevant in explaining possible future variations in morbidity and
mortality than are climate parameters. However, the annual trend embeds information
about changes in behaviours, improvements in healthcare (such as early detection,
education, patient care), and improvements in and diffusion of technology (from
ointments for protection of skin against UV radiation to inhalers for treatment of
asthma or proliferation of air conditioning to reduce impacts ofheat), all of which
counteract any of the adverse health impacts associated with longer term climatic
conditions. Reducing vulnerability to climate change will require maintaining the
changes in behaviours and improvements in health care and technology at rates
comparable to those observed in the past.
Amplitude of seasonal fluctuations also remains largely unchanged over time - if
there is no climate change or even if the more extreme climate change scenarios
postulated above (82 or 84) eventuates.
Except for circulatory morbidity, all results show increasing trends. Similar to the
findings about changes in injuries, circulatory morbidity demonstrates clear seasonal
fluctuations. However, circulatory morbidity rates show no discernable trend and
remain, in the long term, around three cases per 1000. That pattern remains virtually
unaffected by climate change.
Mortality
Our regression model for mortality finds an overall decline of mortality rates through
time, but a persistent, statistically significant seasonal signal (Appendix F).
Seasonality by itself explains nearly 30% of the variation in the data. Consistent with
the literature, there are nonlinear relationships between increases in mean
temperatures and increases in mortality rates. However, no impacts of daily extreme
temperatures on mortality rates were found. The absence of clearly discernible heat
or cold thresholds from our analysis is in large part due to the small number oflow or
high temperatures on record, none of which are sufficiently extreme to trigger
increases in mortality rates. Nonetheless, regression results indicate that prolonged
cold spells (events with three or more days below O°C) do tend to increase mortality
rates.
0' 8
o
~ 7
~
"e 6
2
~ 5
J:'
't; 4
:e
E 3
<=' 2E
"';' 1
'"
"a: 0
~~b~m~~~~~~~~~~~~~~~~~~~~g~~~~~~~~~~~~~~~~~~~~~~~~~~
Year
~
~
19 20
Table 7: Integration of infrastructure impacts
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5.6 Integration ofimpacts
The emphasis of this project was on the integration of climate and demographic
changes on infrastructure in Hamilton City and on examining these impacts with a
common framework.
Using the results of this research, it is possible to speculate how impacts in one sector
could influence another sector. Table 7 shows the impacts of gradual climate change
across sectors. Reading the table horizontally shows the impacts of one sector on
another. Reading the table vertically shows possible impacts on that sector from all
the systems analysed.
As can be seen, the impacts of one infrastructure system in many cases could also
negatively impact on the performance of other infrastructure systems. The energy
infrastructure systems appear to impact the widest range of other infrastructure
sectors, followed by transport. That is, these two infrastructure systems have the
largest number of impacts cutting across sectors.
Reading the table vertically indicates that public health followed by air quality are the
sectors most effected by other sectors. These interactions are important because they
have the potential to magnify any negative impacts caused by climate change alone in
a sector. For example, the water consumption analysis found that climate change
generally has limited impact on water use. If this analysis, however, had the resources
to examine conjunctive impacts due to water quality, energy supply and other
impacts, negative impacts of climate change may have been found. Unfortunately, it
was not possible under the time, budget and data constraints of this project to quantify
all of these interactions.
8i
6 Recommendations and conclusions
As a result of this study, we are able to make several recommendations relating to
sectoral policies as well as data requirements and areas for future research.
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6.1 Policies
6,1,1 General
Across all infrastructure systems, policy makers would be wise to continue to focus
on demographics when planning for system upgrades. Many of the infrastructure
sectors we investigated demonstrated greater responsiveness to population changes
than changes in gradual climate change. Any future planning decisions should be
sensitive to climate change, but not driven by it.
6.1.2 Water treatment
With respect to water treatment, while modest decreases in water clarity would have
negligible impact on water-treatment costs, city planners should keep such changes in
mind when making equipment investment decisions, This thinking also extends
beyond turbidity and water treatment, in that some of the more subtle impacts of
climate change - such as water clarity - may occur where cities face unforeseen
impacts on infrastructure capabilities. Hamilton City would be wise to consider what
other factors, beyond turbidity, influence the costs and/or effectiveness of water
treatment and ascertain whether changes in climate could lead to changes in these
factors, which in tum could lead to costly changes in equipment or process needs.
6.1.3 Electricity use
In addition to planning for changes in Hamilton City demographics, electricity
distribution and retail companies need to consider the impact of changes in ambient
temperatures on circuit resistivity. The New Zealand electricity market is highly
competitive, Changes in operating costs - even small increases - could impact on the
company's profitability and competitiveness.
6.1.4 Air quality
Adaptation to changes in air quality, especially in terms of public health, can occur on
several fronts including:
• Legislative options: emission controls, traffic restrictions
• Technical options: improved public transport, improved insulation, higher energy
efficiency, catalytic converters, smoke stacks
• Educational/advisory: pollution warning
• Cultural and behavioural; carpooling.
All these strategies are important in Hamilton. In addition, the local context requires
a shift in requirements and attitudes to standards for housing construction and the
approach to home heating.
6,1,5 Public health
Reducing vulnerability to climate change will require both the public and health
providers to maintain the changes in behaviours and improvements in health care and
technology at rates comparable to those observed in the past.
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6.2 Data needs andfuture research
As with all research projects, the scope of CLINZI has been dictated to a large extent
by the availability ofdata. More extensive collection oftime series data for each of
the relevant infrastructure systems and services would enable research expansion in
three aspects: temporal detail, spatial scope, and climate extremes. Rather than
modelling climate changes and impacts on infrastructure using a monthly time step, it
is necessary to conduct future research at a daily level. This will allow greater
connection .among climate events, infrastructure impacts, and infrastructure
management.
The spatial scope of this study was limited because of resource constraints. However,
future research needs to expand the study boundary to include the wider infrastructure
systems that feed Hamilton City. For example, it is important to consider not only the
electricity distribution system within Hamilton City, but also the electricity generation
and supply systems that feed the city. These physical structures, which lie outside the
city boundary, are also vulnerable to changes in climate, and this vulnerability needs
to be considered an integral part of any future research on climate change impacts on
Hamilton City.
The relevance of this study has also been limited by investigating only gradual climate
changes. Many infrastructure systems are designed on the basis of accommodating
extreme events and future research on climate change impacts on infrastructure must
include an allowance for changes in the frequency and intensity of extreme weather
events.
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Variable
AvgWindSpd
CDD24 X
HDD24 X
HDDLX
MaxMean
MaxRainlessStk
Mean24Temp
MeanLgtTemp
MinMean
MontbRain
MaxXDayRain
maxtemp
mintemp
streakabove26
streakbelowO
streaks26_3day
streaksO_3day
MMrain20
Table 8: Monthly Climate Variables used in regression analysis
Description
Monthly average wind speed (mps)
Total cooling degree days during month based on 24hr mean temps, using
XOC as the threshold temp.
Total cooling degree days during month based on daylight mean temps, using
XOC as the threshold temp.
Number of days during the month with max temp above 26°C
Number ofdays during the month with min temp below O°C
Number of days during the month with no rainfall
Number ofdays during month with rainfall above 20mm
Total heating degree days during month based on 24hr mean temps, using
XOC as the threshold temp,
Total heating degree days during month based on daylight mean temps, using
XOC as the threshold temp.
Monthly mean maximum dally temperature (0C)
length, In days, of the longest period with no rainfall (counting streaks that
begin before the month in question)
Monthly mean of daily mean 24hr temps (calculated as a daylight-dependent
weighted average ofmin and max temps for each day) (0C)
Monthly mean of dally mean daylight temps (calculated as ,7 I*maxtemp +
.29*mlntemp for each day) (0C)
Monthly mean minimum daily temperature (0C)
Total monthly rainfall (mm)
Maximum total rainfall during a X-day period during the month (values
generated for X= 1, 3, 7, and 10)
Maximum max temp during month
Minimum min temp during month
Longest streak ofdays at or above 26 degrees C
Longest streak of days at or below 0 degrees C
Number of 3-day streaks at or above 26 degrees C
Number of3-day streaks at or below 0 degrees C
Total number ofmillimetres of rain above 20 per day during the month
(similar to heating/cooling degree days)
26
Table 9: Regression results for the water consumption model
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108 F(l6,9l) 437.63
1.313540 Root MSE .04147
2.002040 Rho .4220185
Prais-Winsten AR(l)
Observations
Durbin-Watson (original)
Durbin-Watson (trans)
Source
Model
Residual
Total
SS df
12.0427384 16
.156508331 91
12.1992467 107
R2 0.9872
Adjusted R2 0.9849
MS
.752671149
.001719872
.114011652
Parameter Coefficient Std. Err. t P>lt/ [95% Conf. interval)
Inorain -2.29 .71 -3.21 0.003 -3.747766 -.8395709
daysbelowO -.351 .11 -3.13 0.004 -.5798261 -.1223972
January .71 .58 1.23 0.226 -.4639498 1.889535
February 1.00 .57 1.76 0.088 -.1576345 2.148719
March .56 .60 0.94 0.356 -.659519 1.780505
April .69 .62 1.11 0.275 -.5721525 1.946249
May .0065 .54 0.01 0.991 -1.099788 1.112819
June 1.86 .61 3.05 0.005 .617918 3.106892
July 2.29 .83 2.75 0.010 .5954796 3.982343
August 1.01 .73 1.38 0.178 -.4847506 2.505499
September .86 .54 1.59 0.122 -.243922 1.968222
October -.14 .54 -0.26 0.797 -1.246565 .9653507
November -.128 .48 -0.27 0.792 -1.102655 .8474743
constant 9.26 2.05 4.52 0.000 5.084173 13.43767
Table 10 Regression results for the turbidity model (water quality proxy)
Parameter Coefficient Std. Err t P>ltl [95% Conf. Interval)
January .027 .020 1.31 0.192 -.0137327 .0674616
February .052 .024 2.17 0.033 .0043646 .0987913
March -.024 .022 -1.10 0.273 -.0674249 .0192857
April -.16 .022 -7.10 0.000 -.2041987 -.1149456
May -.17 .026 -6.60 0.000 -.2251367 -.1210215
June -.13 .032 -4.25 0.000 -.1975199 -.0716417
July -.16 .034 -4.62 0.000 -.2256852 -.0899886
August -.13 .032 -4.07 0.000 -.1916858 -.0658601
September -.13 .027 -4.89 0.000 -.1826185 -.0770603
October -.11 .022 -5.13 0.000 -.1560153 -.0689511
November -.017 .018 -0.95 0.346 -.0517488 .0183305
streaks26_-y .0026 2.48 0,015 .001277 .0114784
max3dayrain -.00082 .00024 -3.41 0.001 -.0013038 -.0003439
meanlgttemp .011 .0036 3.24 0.002 .0044371 .0185449
0'\ maxrainles-k .00076 5.46 0.000 .0026223 .0056256
OQ daysnorain .0075 .0014 5.35 0.000 .0046864 .0102221
cons 9.11 .078 116.71 0.000 8.952278 9.262295
46 F(13,32) 4.15
1.543525 RootMSE .73017
1.832980 Rho .2282434
Table 11: Regression results for the model of trips per capita
R2 0.9945
Adjusted R2 0.9900
P>ltl [95% Conf. Interval]
0.002 -1.175007 -.3239249
0.028 -.0260909 -.0016578
0.684 -2.091838 1.408226
0.047 .0136781 1.964481
0,038 .0577767 1.800827
0.350 -1.330324 .4994569
0.286 -.4276125 1.358376
0.763 -1.039342 .7761736
0.674 -.7184751 1.082397
0.395 -.5172248 1.244125
0.539 -.6000006 1.104174
0.119 -.1651166 1.318777
0.000 .792538 1.995675
0.000 28.12808 29.54399
-3.73
-2.41
-0.41
2.15
2.26
-0.96
1.10
-0.31
0.43
0.87
0.63
1.65
4.91
86.35
.20
.0058
.83
.46
.41
.43
.42
.43
.42
.42
.40
.35
.28
.33
Std. Err.
-.75
-.014
-.34
.99
.93
-.42
.47
-.13
.18
.36
.25
.58
1.39
28.84
CoefficientParameter
Streaks26_-y
mmrain20
January
February
March
April
May
June
July
August
September
October
November
constant
Model 444.836235 13 34.2181719
Residual 2.47250402 16 .154531501
Total 447.308739 29 15.4244393
Prais-Winsten AR(l)
Observations 30 F(I3,16) 221.43
Durbin-Watson (original) 0.644665 Root MSE .3931
Durbin-Watson (trans) 2.420853 Rho .7513345
Source SS df MS
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R2 0.6275
Adjusted R2 0.4762
MSdfSSSource
Prais-Winsten AR( I)
Observations
Durbin-Watson (original)
Durbin-Watson (trans)
Model
Residual
Total
28.745592
17.0606772
45.8062692
13
32
45
2.21119938
.533146164
1.01791709
Table 12: Regression results for the model of cost of repairs per capita
Prais~Winsten AR(l)
Observations
Durbin-Watson (original)
Durbin-Watson (trans)
61 F(I3,47) 2.39
1.716062 Root MSE 0.00868
1.893188 Rho 0.1840489
R2 0.3982
Adjusted R2 0.2317
27 28
Table 16: Regression results for the nitric oxide (NO) per capita
Table 14: Regression results for the fine particulate matter (PM IO) model, using the square of
PM IO as the independent variable
Parameter DF Coefficient Standard Error t Value Approx
Pr> ItI
Intercept 1 0.0010 0.00014 7.2 <.0001
MaxMean 1 -0.000029 0.0000073 -3.93 0.0008
logWind 1 -0.00032 0.000099 -3.24 0.0039
summer 1 0.000080 0.000068 1.19 0.25
fall 1 0.00011 0.000054 1.93 0.067
winter 1 0.000018 0.000044 0.4 0.69
Parameter Coefficient Std. Error Z Pr>z 95% Confidence Interval
HDD24_14_sq .0067 .0011 6.29 0.000 .0045905 .0087466
Monthrain -.49 .15 -3.17 0.002 -.791543 -.1868466
January -38.20 31.97 -1.19 0.232 -100.8648 24.45763
February -18.64 32.75 -0.57 0.569 -82.82886 45.54969
March 23.73 31.95 0.74 0.458 -38.88171 86.34554
April -1.55 34.13 -0.05 0.964 -68.43341 65.33646
May 73.40 32.50 2.26 0.024 9.691753 137.1001
June -2.23 38.04 -0.06 0.953 -76.79599 72.3301
July -30.35 44.49 -0.68 0.495 -117.5529 56.86247
August -120.17 39.19 -3.07 0.002 -196.9828 -43.36266
September -24.22 31.15 -0.78 0.437 -85.27051 36.82164
October -16.01 30.69 -0.52 0.602 -76.15195 44.13746
November 8.21 30.09 0.27 0.785 -50.75271 67.17702
Constant 245.33 27.17 9.03 0.000 192.0733 298.5906
Table 15: Regression results for the carbon monoxide (CO) model
Yule-Walker
Observations 86 R' 0.7141
Durbin-Watson (original) 0.8642 RootMSE 0.12280 AdjustedR2 0.5106
Durbin-Watson (trans) 1.995
Parameter OF Coefficient Standard Error t Value Approx
Pr> ItI
Intercept 1 0.43 0.089 4.77 <.0001
LogAvWindSpd I -0.42 0.20 -2.10 0.0385
HOD24 14 1 0.0025 0.00032 8.02 <.0001
28 R2 0.84
1.94 Root MSE 0.000064 Adjusted R2 0.82
1.91
Observations
Durbin-Watson (original)
Durbin-Watson (trans)
Yule-Walker
AppendixF
Source SS df MS
Model .002345061 13 .000180389
Residual .003544374 47 .000075412
Total .005889435 60 .000098157
Parameter Coefficient Std. Err. t P>t [95% Conf. Interval]
mmrain20 .00014 .000076 1.81 0.076 -.000015 .0002886
maxrainles-k -.00046 .00019 -2.44 0.019 -.0008336 -.0000795
January -.013 .0060 -2.13 0.039 -.024851 -.000694
February -.021 .0071 -2.95 0.005 -.0350643 -.0066113
March -.020 .0059 -3.43 0.001 -.0319831 -.0083478
April -.014 .0066 -2.14 0.038 -.0275562 -.0008431
May -.025 .0066 -3.71 0.001 -.0380165 -.0112809
June -.013 .0061 -2.07 0.044 -.025038 -.0003466
July -.019 .0062 -3.03 0.004 -.031383 -.0063328
August -.013 .0077 -1.66 0.104 -.0283091 .0027321
September -.017 .0066 -2.59 0.013 -.0304666 -.0038045
October -.011 .0056 -1.94 0.059 -.0222095 .0004135
November -.015 .0062 -2.50 0.016 -.0279485 -.0030477
--££.ns .032 .0056 5.71 0.000 .0205848 .0429813
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Table 13: Electricity demand regression results
Yule-Walker Estimates
SSE 1.48247472 DFE 161
MSE 0.00921 RootMSE 0.09596
SBC -255.13812 AIC -312.51107
Adj R-Square 0.9508 R-Squared 0.9846
Q\ Log Likelihood -847.93452 Observations 179
\C Durbin-Watson 1.8297
Parameter OF Coefficient Standard Error tValue Approx
Pr> ItI
Intercept I 2.56 0.12 21.54 <.0001
HDD24 IS 1 0.0021 0.00038 5.41 <.0001
Workday_Percent I 1.01 0.18 5.73 <.0001
year_dummy 1 0.0099 0.00032 31.40 <.0001
January 1 -0.15 0.030 -5.03 <.0001
February 1 0.20 0.036 5.45 <.0001
March 1 0.25 0.041 6.15 <.0001
April 1 0.24 0.045 5.37 <.0001
May I 0.23 0.14 1.61 0.1097
June 1 0.89 0.084 10.65 <.0001
July 1 0.54 0.13 4.03 <.0001
August 1 0.84 0.078 10.77 <.0001
September I 0.52 0.060 8.69 <.0001
October 1 0.28 0.043 6.62 <.0001
November 1 0.21 0.031 6.78 <.0001
HOD_IS_May 1 0.0026 0.0011 2.40 0.0177
HOD IS July 1 0.0021 0.00068 3.12 0.0022
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Prais-Winsten AR(l)
Observations 192 F(14,178) 449.97 R' 0.7278 Table 22: Regression results for mortality per capitaDurbin-Watson (original) 1.509966 RootMSE 9.4e-05
Durbin-Watson (trans) 2.045048 Rho 0.2444574
Prais-Winsten AR(I)
Observations 168 F(15,153) 1790.70 R' 0.5561
Parameter Coefficient Std.Err. t P>t [95% Durbin-Watson (original) 1.778329 RootMSE 0.00016
Conf. Durbin-Watson (trans) 1.929921 Rho 0.0862144
Interval
Maxtemp .0000105 5.10e-06 2.05 0.041 4.0ge-07 .0000205
Time 3.36e-06 1.68e-07 20.05 0.000 3.03e-06 3.6ge-06 Parameter Coefficient Std. Err. t P>t [95%
January .0000335 .0000229 1.46 0.145 -.0000116 .0000787 Conf.
February .0001333 .0000359 3.71 0.000 .0000625 .0002041 Interval]
March .0001136 .0000314 3.62 0.000 .0000517 .0001755 Time -1.02e-06 2.72e-07 -3.77 0.000 -1.56e-06 -4.87e-07
April .0001016 .0000253 4.02 0.000 .0000517 .0001515 streaksO_3-y .0000273 .0000159 1.72 0.087 -4.0Ie-06 .0000586
May .0001014 .0000383 2.65 0.009 .0000258 .000177 cdd2422sq 1.30e-06 3.38e-07 3.84 0.000 6.2ge-07 1.96e-06
June .0001121 .0000505 2.22 0.028 .0000124 .0002117 January .0000182 .000064 0.28 0.777 -.0001084 .0001447
July .0001041 .0000516 2.02 0.045 2.25e-06 .0002059 February -.0000173 .0000601 -0.29 0.774 -.000136 .0001014
August .0000728 .0000522 1.40 0.165 -.0000301 .0001757 March .0000389 .0000663 0.59 0.558 -.0000921 .0001699
September .0000632 .0000442 1.43 0.154 -.000024 .0001504 April .0001171 .0000665 1.76 0.080 -.0000143 .0002486
October 1.00e-05 .0000385 0.26 0.796 -.000066 .000086 May .0001773 .0000625 2.84 0.005 .0000539 .0003007
November .0000133 .0000278 0.48 0.634 -.0000415 .0000681 June .0003713 .0000792 4.69 0.000 .0002148 .0005278
cons 2.05e-06 .0001326 0.02 0.988 -.0002597 .0002638 July .0004535 .000076 5.97 0.000 .0003034 .0006036
August .0003996 .000089 4.49 0.000 .0002237 .0005755
September .0003582 .0000642 5.58 0.000 .0002313 .000485
October .0001498 .0000659 2.27 0.024 .0000196 .0002801
November .000102 .0000629 1.62 0.107 -.0000222 .0002262
constant .0016359 .0000563 29.07 0.000 .0015247 .0017471
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Summary
Three axioms underpin consumer choice in neoclassical theory: weak order,
independence, and continuity, Two of these axioms may not hold, however, for
consumers' choices regarding genetically modified (GM) food. Consumers may
evaluate product attributes differently depending on whether the food is GM or not,
violating attribute independence. Some consumers may not want GM food at all,
violating continuity. The axioms were empirically investigated with a choice
experiment survey. The paper discusses evidence of violations of both independence
and continuity, as well as a non-neoclassical approach to modelling consumer choice.
Key words: genetically modified food; neoclassical; bounded rationality; choice
modelling
Introduction
The research reported in this paper addresses two issues. The first is whether
consumers consider the specific attributes of genetically modified food (GMF)
products, or instead react generally to the process of genetic modification (GM) in
food. Some research has found that consumers make judgements about specific GM
products offered (Burton & Pearse, 2002; Frewer, Howard, & Shepherd, 1997).
Other research has found a strong correlation between general attitudes to GM and
product-specific reactions, concluding that consumer reactions are driven by these
general attitudes (Bredahl, 2001). The second issue addressed is whether some
consumers demonstrate non-compensatory preferences. Public opinion research
suggests that a significant minority of consumers are categorically opposed to GMF:
they do not want it at all (Bredahl, 2001; Gaskell et aI., 2003; Heller, 2003). Because
these consumers do not appear willing to accept compensation in return for
consuming GMF, their preferences may be considered non-compensatory.
Research on demand for GMF is important because consumer reactions to GMF are
creating difficulties and uncertainties in the agri-food complex. The introduction of
GM crops has affected world commodity trade, both commodity prices and
quantities traded. A price premium for non-GM commodities has developed,
although it has been suggested that there is sufficient supply of non-GM crops so that
large premiums are not required (Parcell, 2001; USDA, 2001). The impact on trade
volumes is more difficult to assess, and evidence is largely anecdotal. Some reported
impacts are: Canada no longer exports canola to the EU, US maize exports to the EU
have nearly disappeared, and Brazil has gained ground in the world soybean market,
possibly as a result of its non-GM soybeans (Foster, Berry, & Hogan, 2003). These
trade impacts are due, in part, to retailers and processors avoiding GM foods and
ingredients in New Zealand and other countries (CEC, 2000; Chapple, 2001;
Robertson, 2002).
Consumer reactions to GMF have also hindered the introduction of new GM crops.
For example, biotechnology company Monsanto has abandoned plans to grow GM
canola in Australia (Black, 2004) and decided not to pursue GM wheat, a new
biotech crop, at all (BBC News, 2004). Consumer reactions even seem to be
important enough to retard scientific research and development in agriculture
(Huffman, Rousu, Shogren, & Tegene, 2003). Thus, research on demand for GMF is
important for understanding the current market and for assessing the potential
demand for any future GMF products.
Theory
One theoretical basis for an investigation of consumer demand for GMF is the
neoclassical model of consumer choice. Individuals are held to consume goods, in
this case food, because the goods provide satisfaction or enjoyment, i,e" utility. The
goods they choose to consume out of all possible goods are the ones that provide the
most utility, subj ect to constraints such as budgets and time.
Three axioms underpin the neoclassical theory (Fishburn, 1988):
I. Every good in the market belongs to a weak order. This order makes it
possible to say whether each good is preferred or not preferred to each other
good. Because it is a weak order, there may be goods about which a
consumer is indifferent: they are neither preferred nor not preferred to each
other. This can be expressed as follows: the relationship ~ is a weak order
(where ~ expresses the relationship 'is preferred to'), such that for any two
alternatives either x ~ y, y ~ x, or x ~ y (where - indicates indifference).
2. The ordering of any two goods is independent of the other goods available.
The following expression indicates that the preference relationship between
two goods is independent of other alternatives: x ~ y => 'Ax + (1 - f...)z ~ f...y +
(1 - f...)z.
3, Preferences are considered to be continuous. Thus, it is possible to add a little
of something 'bad' to something preferred without affecting that preference,
For example, given the preference pairs x ~ y and y ~ z, then there are
values for a and fJ in the open set (0, I) such that ox + (l - a)z ~ y and y ~
fJx + (l - fJ)z.
The first two axioms are fundamental to the rationality of consumer choice (Arrow,
1963). It is the existence of a stable, irreversible order that rules out the possibility of
circular preferences and economic irrationalities (Rabin, 2002). The third axiom,
continuity, guarantees the existence of trade-offs between items in the choice set
(Fishburn, 1988). The following discussion looks more closely at the last two
axioms, independence and continuity.
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The independence axiom is often applied to whole goods, as described above. After
Lancaster (1966), it is also applied to the attributes of goods. His insight was that
goods could be considered bundles of attributes. The attributes of goods entered into
the consumption process, and the task of the consumer was to maximise utility from
these attributes. The same choice axioms hold, whereby preferences for attributes are
weakly ordered, independent and continuous. Lancaster's insight is core to the issue
of GMF, because whether food is GM or not can be viewed as a discrete attribute,
separate from taste, nutrition, price, etc.
When consumers make their choices with respect to GMF, the fact that a product is
GM could affect their utility calculations in two ways. First, the process of OM could
be a discrete product attribute, evaluated separately from other attributes. For some
consumers, OM may make no difference to a food's utility. For others, it may
decrease a food's utility, even to the point that they will not choose to consume
GMF. Either way, the value of GM does not vary according to the product offered;
its value is independent.
The second possibility is that GM could affect utility in more complex ways. For
example, GM has been found more acceptable when it is used to reduce pesticides
than when it is used to reduce prices (Pew Initiative, 2003). It is commonly asserted
that second-generation GMF, that will have consumer-oriented benefits as opposed
to production-oriented benefits, will be more positively viewed by consumers (e.g.,
Rousu, Monchuk, Shogren, & Kosa, 2003). This assertion suggests that the specific
benefit produced through GM affects the perception of the technology, that the value
of GM is not discrete but the result of an interaction with the offered benefit. If this is
true, then the value of GM is not independent of other attributes.
The continuity axiom is reflected in the saying, 'everyone has a price'. The
mathematical representation of continuity presented above, ax + (1 - a)z ~ y and y ~
fJx + (I - fJ)z (Fishburn, 1988), suggests that the consumer may prefer not to have z,
but if z is added in sufficiently small quantities to x (and reducing x by that amount)
the consumer will still choose the composite basket over y. Once the proportion
grows above a certain threshold, y becomes preferred over the combination ofx and
z.
This threshold amount is particularly important, because it establishes the
indifference relation. This relation forms the basis of neoclassical consumer theory
(Earl, 1983). The relative price of two goods is the (reciprocal of the) ratio at which a
consumer is willing to trade one for the other. At the equilibrium price, the market is
indifferent between a little more of one good and a little less of the other.
Using Lancaster's model, this relationship has been extended from baskets of goods
to collections of attributes. By comparing the willingness to pay for different
configurations of attributes, it is possible to impute prices for each attribute
(McFadden, 2001). For GMF, it is possible to compare different potential
configurations of GMF and non-GMF to determine when consumers are indifferent
between, for example, a low-priced GM product and a higher-price non-GM product.
This establishes the WTP for the food attribute 'GM' (Burton, Rigby, Young, &
James, 2001).
If public opinion research is accurately describing consumer reactions to OMF,
however, then some consumers do not have a price at which they are indifferent
between GMF and non-GMF. That is, any amount of GM-ness (z) at all renders the
other food attributes (x) inferior to the non-GM food (y without z). This type of
preference is discontinuous (Earl, 1983) and poses a problem for neoclassical
analysis. Without continuity, there is no trade-off between two different attributes
(Fishburn, 1988), and without a trade-off, there is no relative price for the attributes
(Earl, 1983).
If the independence and continuity axioms are violated, then a neoclassical analysis
the demand for OMF has a weak theoretical foundation. An alternative model of
consumer choice behaviour can be found in the economic theory called bounded
rationality (Conlisk, 1996; Simon, 1955, 1956). Although the term is variously
defined, one stream of bounded rationality research rejects the possibility or
necessity of an optimum (Todd & Gigerenzer, 2003). Instead, decision makers
attempt to make 'good-enough' decisions that allow them to survive in their
environments (Simon, 1956).
Bounded rationality has two components: the limitations of the human mind and the
structure of the environment (Gigerenzer & Se1ten, 2001; Gigerenzer, Todd, & the
ABC Research Group, 1999). Decision makers can exploit regularities and structure
in their choice environments to make better decisions, given that they have limited
cognitive capacity (Gigerenzer et al., 1999; Simon, 1956). Research in this vein has
thus examined both possible heuristics and the choice situations in which they would
be appropriate. Some ofthese specific decision strategies have been investigated as
part of a research programme on 'fast and frugal heuristics' (Gigerenzer & Selten,
2001; Gigerenzer et aI., 1999), which includes several non-compensatory decision
strategies
The reactions of some consumers to GMF may conform to a bounded1y rational,
non-compensatory model of decision-making. As mentioned above, some consumers
seem to be categorically opposed to GMF and will refuse it at every turn (Gaskell et
al., 2003; Heller, 2003). Bredahl (1999) found that many consumers have non-
compensatory objections to genetic modification, so that other attributes ofGMF are
not examined. These findings suggest that consumers may not be examining all of
the attributes of food products and then comparing the relative values of GMF and
non-GMF. Instead, they may be deciding on GMF by using simple heuristics - GM
either is or is not acceptable - as theorised by bounded rationality research.
Methodology
The Choice Models
Neoclassical theory posits that people choose a good from a choice set because it is
preferred in some way (McFadden, 2001). MCFadden (1974) showed that such a
choice can be modelled probabilistically with a conditional or multinomia110git
(MNL). The derivation of this model is presented by various authors (e.g., Louviere,
Hensher, & Swait, 2000; Madda1a, 1983; McFadden, 1974), and the equation for a
MNLis:
exp(v.)
Pr(a.) = I
I ~exP(vj)
}
where ai represents the chosen alternative from a choice set withj alternatives and V
represents the observed value of the alternatives to the decision-maker.
There are three expansions to make to this basic equation. First, the alternatives can
be decomposed into their constituent attributes (Burton et aI., 2001; Lancaster, 1966).
Secondly, the impact of personal characteristics may be added to the model by a term
that accounts for the interaction of individuals' characteristics with the attributes in
the choice set (Louviere, 2001). These first two changes lead to the following:
For research on GMF, an important property of the MNL is that it assumes
continuity. Each attribute enters the utility function linearly and the resulting sum of
weighted attributes for one food product is compared against the sum for another.
Thus, the economic valuation problem is to fmd the price such that:
V(GM +discount)+8i = V(nonGM)+8 j .
If data are collected from a group of respondents and some of them choose the GM
alternative and some do not, then it is possible to estimate a sample-wide discount for
OM. This average price discount is held to compensate consumers in general for the
use of OM.
where X is the k-element vector of attributes, j3 is the k-element vector of weights that
respondents attach to the different attributes, Z is a p-element vector of personal
characteristics, and ¢kp is a matrix of weights attached to different attributes by
people with different characteristics.
The third change to this equation is to expand the vector of attributes to include
interaction terms. As above, each attribute can enter the equation individually,
representing its independent impact on choice probability. In addition, interaction
terms can be included in this attribute vector, to account for any two-way interactions
between the attribute 'OM' and other attributes. The expanded vectors X and j3
include k + r elements: the k attributes and the r interactions. If the interaction terms
significantly affect choice probability, then the attributes are not independent of each
other in the choice process.
MNL models have been used to analyse data from a specific type of surveys: choice
experiment or choice modelling surveys. These surveys ask respondents to choose
one of a set of alternatives or products, which are described by several attributes.
Theoretically, the chosen alternative is the one with the greatest utility. In the
surveys, the attributes of the products are systematically varied to examine the
impact of changes in attribute levels on choices of products. These surveys are useful
for assessing consumer responses to OMF because they efficiently gauge reactions to
many different combinations of product attributes (Bateman et aI., 2002). They are
also appealing because they highlight the trade-offs that consumers might face
between different product attributes, such as between taste and price. If price is one
of the product attributes, the estimated model also allows calculation of implicit
prices, or 'partworths' (Bennett & Blamey, 2001).
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When there are consumers who categorically refuse OMF, this average discount
cannot compensate them for having to consume OMF. What seems to apply at the
sample level because of the assumption of continuity does not apply to these
consumers. In theory, they would be infinitely harmed were OMF thrust upon them;
no price discount would compensate them sufficiently.
Bounded rationality is an alternative to help explain non-compensatory choices. The
theory views choices as the outcome ofprocesses or decision protocols (Augier,
2001). This area of research has thus focussed on understanding the protocols that
people actually use in decision situations. In modelling these decisions, researchers
have focussed on decision protocols or decision heuristics (Oigerenzer & Selten,
2001; Oigerenzer et aI., 1999). As McFadden (1986) showed, decision protocols
translate a given set of inputs - e.g., the attributes of food - to a set of outputs - the
decision about which product to buy.
For the present research, a simplified choice model is hypothesised. The model has
two parts, a screening procedure and a simple additive compensatory component
(Bettman, Luce, & Payne, 1998; Coombs, 1964; Payne & Bettman, 2001). The
screening procedure is a lexicographic or non-compensatory rule that eliminates all
OM options. If an alternative is OM, no amount of other attributes compensates for
this fact. Some consumers may make non-compensatory choices regarding OMF,
while others may not. To accommodate these differences, three different responses to
OM are incorporated. One response is complete refusal of GM alternatives. The
second response is wariness towards OM, so that OM is a negative attribute but is
given no more consideration than any other attribute. The third response is complete
indifference to OM: the attribute is not considered in the decision-making process.
The second part of this choice model is compensatory, as in the MNL. All of the
remaining attributes enter into the evaluation of each option. However, in keeping
with the idea of limited cognitive ability that is central to bounded rationality, the
attributes are unweighted. This has been called an equal weight strategy (Payne &
Bettman, 2001), and is similar to the (1,0,-1) weighting Simon (1955) proposed.
Consumers thus examine the products on offer and determine whether they are better
or worse on each attribute. However, there is no attempt to compute a universally
valid 'score' for each alternative. As a result, no trade-off price or partworth is
implied over the different attributes.
The final semi-lexicographic choice model expresses the value assigned to each
alternative as a linear model of compensatory and non-compensatory weights:
K -1
VU) = L: xk ' -lOxGM j,zl-xGM,/2'k =1 g ,
where x designates whether the alternative is best, worst, or neither for attribute k in a
specific choice set, Zl is equal to one if a consumer refuses GMF, and Z2 is equal to
one if a consumer is wary of GMF (Z), indifference, is the omitted base case).
process increased the variety of non-GM alternatives over that used in prior research.
The choice set was further modified to account for the binary attribute for flavour
and for the six levels of prices, The final design was nearly orthogonal, i.e., the
attributes were nearly uncorrelated. The design was somewhat inefficient (D-
efficiency = 45 (Kuhfeld, Tobias, & Garratt, 1994», due to the imbalance in the
number of levels, but the design was retained in order to have a practical, realistic
choice survey design.
Table 1: Apple attributes for choice experiment
Attribute
This semi-lexicographic choice model assigns a different set of attribute values to
those estimated by the MNL. It is important to note that the MNL estimates
parameters for the attributes, while the alternative model uses the theory of bounded
rationality and consumer research regarding GMF to develop a likely set of
parameters. These parameters are then used to create the choice model.
There seems to be little use of heuristic models in analysing choice experiment data.
One the one hand, researchers in discrete choice analysis have suggested
investigating heuristic strategies (Ben-Akiva et aI., 2001), while at the same time
suggesting that they are probably unnecessary (Bolduc & McFadden, 2001). On the
other hand, researchers investigating bounded rationality do not seem to have
employed choice experiment surveys in gathering data, although they have used
experimental methods that appear similar (Broder, 2000; Newell & Shanks, 2003).
Price ($ per kg)
(Price)
Genetic
modification
(GM)
Level of chemical
insecticide use
(Chern)
Level of
antioxidants
(Health)
Flavour
(Flavr)
1.50, 2.40, 2.70, 3.00,
3.30, 3.60, 4.50
non-GM, GM
30% less, current level,
10% more
Current level, 50% more,
100% more
Current, improved
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Comparing the models is difficult because the underlying theories approach choice
behaviour differently. For the MNL model, the preferred goodness-of-fit statistics are
a likelihood ratio and a pseudo-R2 (Maddala, 1983; McFadden, 2001). The fit of both
models can be assessed with a prediction success index (Louviere et aI., 2000;
McFadden, 1978). Although this is weaker measure of goodness of fit for theMNL
model, it allows the two models to be compared.
The Survey
A choice experiment survey was developed to collect data to test the two models. To
add realism to the research, the survey focused on a specific food product, apples.
The attributes included in the choice experiment and the levels or values they took
are shown in Table 1.
Examples of choice surveying on GMF in the literature have used main effects
designs to create the choice questions (Burton & Pearse, 2002; Burton et aI., 2001;
James & Burton, 2003; Onyango et aI., 2004). This design has the benefit of
achieving orthogonality amongst the attributes of the choice sets with the smallest
number of choice alternatives. However, by expanding the choice set, the present
research could examine the independence and continuity axioms.
To expand the choice set, the present research first set aside the GM attribute and
created an orthogonal, main effects design on the remaining attributes. The resulting
choice set was then doubled (Hahn & Shapiro, 1966; Louviere et aI., 2000), so that
each combination of attributes was available in both non-GM and GM versions. This
This expanded choice set allowed the assumptions of independence and continuity to
be tested, Independence could be tested, because the design allowed two-way
interactions between GM and each other attribute to be statistically estimated (Hahn
& Shapiro, 1966). A main effects design would only allow the independent impact of
each individual attribute to be estimated (Louviere et aI., 2000). The continuity
axiom could be assessed because the design allowed respondents a wide choice of
GM and non-GM alternatives. If respondents always avoided GM alternatives, then
their choices would be discontinuous, suggesting preference discontinuity. Prior
research has often used smaller choice sets with limited choices of non-GM
alternatives. In extreme cases, the only non-GMF alternative was the status quo
(Burton & Pearse, 2002; Onyango, Govindasamy, & Nayga Jr., 2004). Respondents
who wished to avoid GM alternatives would thus always choose the status quo
alternative. This type of response is considered a 'protest response', and is usually
removed from the dataset before model estimation (Burton et aI., 2001; James &
Burton, 2003). The present research designed allowed respondents to choose non-
status quo alternative but still avoid GM alternatives.
Results
The survey was conducted in November 2003 at supermarkets in Christchurch, New
Zealand. Shoppers were approached at random and asked if they would participate in
a survey on preferences for apples. In addition to the choice experiment data,
demographic and attitudinal information were collected. For ethnic identification,
age, and household income, the sample (n = 353) is not statistically different from
New Zealand national figures at a probability of 0.1 0, as confirmed by i tests. The
sample is significantly different from national educational attainment statistics, with
the sample being more highly educated than average.
lack of significance is that over half (55.3%) of the male respondents were main
household shoppers. These respondents are thus a non-random sample ofthe male
population (Johnson, 2004).
The parameters for the semi-lexicographic model are also included in Table 2. These
parameters were not estimated, but were developed from a priori expectations to
create a model whose fit was then compared to the observed choices.
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Respondents' attitudes towards GMF were captured by the responses to the statement
'Producing genetically modified food is too risky to be acceptable to me'. Only those
respondents who used the 5-point Likert scale were included in the modelling; those
who did not answer or responded 'Don't know' were excluded.
The data were analysed using Microsoft Excel, Maple, and Biogeme (Bierlaire,
2003). The MNL was solved via maximum likelihood with the donlp2 algorithm,
while the semi-lexicographic choice model was analysed with Excel. The models
were estimated using 2378 choice observations, three-quarters of the dataset. An
additional 782 observations were excluded as a holdout sample in order to assess
how well the estimated MNL performed on data not used to estimate the model.
Parameter estimates for the MNL are presented in Table 2. One parameter is
estimated for the independent impact of each attribute, with the exception of
insecticide use. Two parameters were estimated for insecticide use, corresponding to
either an increase or decrease from current levels. This specification is consistent
with Burton et al. (2001) and was used because the data exhibited strong non-
linearity. Overall, the model performs well, with a pseudo-R2 of 0.208. The
parameters generally have the expected signs and levels of significance. There is a
bias towards the status quo, or the apples currently available. Amongst the product
attributes, increases in antioxidants, improvement in flavour, and decreases in
insecticide use all increase choice probability, indicating that respondents value these
improvements. By contrast, increased insecticide use and increased price both
decrease choice probability. The signs of these parameters are all as expected.
Finally, although GM apples are less likely to be selected, the parameter is not
significant at the 5% level.
The impact of the GM attribute on choice probability is complex. The GM attribute
by itself, estimated by the parameter GM, is not significant. This result suggests that
there is no average impact across all products and consumers. All of the parameters
estimating the impact for attitudinal groups are significant at the 10% level, and three
are significant at the 1% level. They all have the expected magnitudes and signs.
Those who strongly disagreed that GMF was too risky (that is, those who find the
risk acceptable) were the base case. All other respondents were less likely to choose
a GM apple. The more they agreed with the statement, the less likely they were to
choose such an apple.
The results of the interactions are mixed. GM technology does not seem to interact
with two of the four other product characteristics: the parameters for GM-Flavr and
the two insecticide variables are not significant. The parameter for GM-Health is
significant at the 10% level (and ve~y nearly at the 5% level) and negative. The
parameter for the interaction of GM with price is highly significant and positive.
Table 2: Model parameters
Variable
Status quo constant
Product attributes
Antioxidants
Flavour
GM
30% less insecticide
10% more insecticide
Price
'GM food is risky'
Strongly agree
Agree
Neutral
Disagree
Strongly disagree
Gender - respondent male
Interaction terms
GM-Antioxidants
GM-Flavour
GM-30% less insecticide
GM-I0% more insecticide
GM-Price
Log-likelihood at convergence
Likelihood ratio test
pseudo-R2
*significant at the 10% level
tsignificant at the 5% level
~significant at the 1% level
Estimated MNL
parameters
0.258 (0.1 11)t
0.428 (0.114) ~
0.389 (0.102) ~
-0.566 (0.414)
0.495 (0.113) ~
-0.766 (0.131) ~
-0.755 (0.053) ~
-3.055 (0.342) ~
-1.882 (0.243) ~
-0.872 (0.216) ~
-0.358 (0.211) *
(base)
0.001 (0.144)
-0.363 (0.189) *
0.135 (0.169)
0.089 (0.185)
0.262 (0.210)
0.263 (0.085) ~
-2070.07
1084.86
0.208
Assigned Semi-
lexicographic
parameters
1, 0, -1
1,0, -1
1
-1
1, 0, -I
-10
-10
-I
o
o
One unexpected result is that the estimated parameter for gender was essentially
zero. In most research on attitudes towards GM, men and women are found to react
differently; an exception is Rigby and Burton (2003). One possible reason for this
The fit of the two models is compared in Table 3. The first statistic in the table is the
prediction success index for both models. This index compares predicted choices to
observed choices, adjusted for the proportion of choices for each alternative. It
represents the success of a model over one that is based only the observed percentage
Table 4. Partworths for MNL modelchosen of each alternative. The prediction success index was computed both for the
estimation set and for the holdout sample. This statistic suggests that the MNL model
performs better than the semi-lexicographic choice model, but that both are a definite
improvement over a random model. The MNL also fits the holdout sample nearly as
well as the in-sample data, indicating that the model does not overfit the data.
Attribute
Partworths Partworths for OM alternatives
for non-OM (NZ$/kg)
alternatives Interaction
(NZ$/kg) Main effects effect Total
A These are probability-based statistics, so they are incompatible with a heuristic
framework. The values reported for the semi-lexicographic choice model are the
model fit statistics for a RUM model with parameters that mimic the semi-
lexicographic choice model.
0.567 0.869 -0.737 0.132
0.516 0.792 0.275 1.066
-1.150 -1.150
0.656 1.006 0.181 1.187
-1.015 -1.557 0.532 -1.025
-6.210 -6.210
-3.825 -3.825
-1.772 -1.772
-0.727 -0.727
0.342
OM
30% less insecticide
10% more insecticide
'OM food is risky'
Strongly agree
Agree
Neutral
Disagree
Strongly disagree
Status quo constant
Product attributes
Antioxidants
Flavour.202
.186
Semi-lexicographicMNL
0.237
0.222
Statistic
Table 3: Comparison of model fit statistics
Prediction success index, all choices
In-sample data
Holdout sample
Percent of OM choices correctly modelled
In-sample data 29.7 36.7
Holdout sample 28.6 37.9
Likelihood ratio test A 1085 -909
Pseudo-R2 A 0.208 -0.177
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The second statistic is the percentage of OM choices correctly predicted by the
models. The data are limited to those choice questions in which a respondent chose a
OM alternative. For this subset of the data, the MNL does not perform as well as the
semi-lexicographic choice model. However, both models are worse at predicting OM
choices than they are on average. The MNL predicted 58 per cent ofin-sample and
holdout choice correctly, while the semi-lexicographic model predicted 55 per cent
ofin-sample choices and 54 per cent of holdout choices correctly. By contrast, the
MNL predicted 30 per cent of the in-sample OM choices and the semi-lexicographic
model predicted 37 per cent.
The last two statistics in Table 3 are the likelihood ratio test and pseudo-R2. These
are probability-based statistics calculated from the likelihoods of an intercept-only
model and the final estimated model. They are standard statistics for MNL models,
but the semi-lexicographic choice model does not generate its own probability
statistics. However, it is possible to use the parameters from the semi-lexicographic
model to calculate probability-based fit statistics that would be generated from a
MNL model that mimics the semi-lexicographic choice model. While this is not an
exact measure of the semi-lexicographic model nor is it an exact comparison of the
goodness of fit of the two models, it can provide some suggestion of the relative fit
of the different models. As the results demonstrate, only a suggestion is required,
because these statistics suggest that a MNL model estimated with this dataset would
never generate the parameters associated with the semi-lexicographic model. The
semi-lexicographic parameters create a model that fits the data worse than an
intercept-only model. Thus, the likelihood ratio and the pseudo-R2 are negative,
where these statistics are positive for the MNL model.
Calculations of the partworths or WTP for product attributes are presented in Table
4. Partworths for non-OM and OM alternatives are calculated separately. The
significance of the OM-Price parameter signals that the partworths for the two types
of apples must be calculated with different denominators. The denominator for non-
OM alternatives is the parameter for Price; the denominator for OM alternatives is
the sum of the parameters for Price and the OM-Price interaction. The WTP for non-
OM apple attributes is straightforward: respondents would pay a premium for more
antioxidants, better flavour, or less insecticide use. The WTP for OM apples is not as
straightforward. The main effects follow the same pattern as the non-OM apples
(they are calculated with the same numerators but a different denominator). The
interaction terms show different effects, however. The OM-Antioxidant interaction
nullifies nearly the entire WTP for more antioxidants. The WTP for that attribute is
$0.567 for non-OM apples, but only $0.132 when the antioxidants are in a OM apple.
The interaction between the two attributes suggests that greater antioxidants are not
viewed positively when achieved through OM. The WTP for greater flavour and less
insecticide are, on the other hand, increased by the interaction effects. That is,
respondents prefer apples with greater flavour and have negative WTP for OM
apples. Adding just the main effects together, however, overstates respondents'
reluctance to purchase these OM apples. The positive interaction suggests that
respondents are willing to set aside some of their aversion to OM apples when
presented with apples with better flavour or less insecticide.
Table 4 also contains partworths for respondents' attitudes. Their magnitudes relative
to apple attributes indicate that respondents who view OM food as risky would on
average not purchase OM apples. Other respondents, however, are less negatively
disposed and would choose OM apples given the right incentives. Respondents who
agreed or strongly agreed that OM food is risky apply total discounts to the OM
apples greater than the base price for status quo apples, which was $3.00. The
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partworths associated with other attitudinal groups are not as large, and suggest that
GM apples would have a market, given the right prices and product enhancements.
The survey successfully recorded non-compensatory choices for non-GM apples
without classifying them as 'protest responses'. Only 5% of respondents could be
classified as protestors. The other 95% of respondents chose an alternative other than
the status quo apple at least once from the nine choice questions. Furthermore,
responses to follow-up questioning suggested that 'protest response' choice patterns
arose for valid reasons, rather than protest reasons. The respondents simply found
that the status quo apple was always preferable.
Although 95% of respondents varied their choices in response to the attributes in the
choice questions, still almost one-half (48.2%) of respondents never chose a GM
apple. These respondents were clearly willing to consider changes to apples' price,
flavour, antioxidant level and/or chemical use, but they were never led to choose a
GMapple.
Two groups of respondents, those who chose GM alternatives and those who did not,
were compared using their responses to the attitudinal statements and demographic
questions in the survey. On nearly every attitudinal statement, the two groups
responded significantly differently, as tested with a X2 test. In their attitudes to food,
to GM, and to the environment, the two groups were measurably different.
Demographically, however, the two groups were nearly identical. Gender, age,
income, education, and ethnic identification were all statistically similar.
Discussion
The results of this survey allow the neoclassical axioms of independence and
continuity to be assessed empirically. The MNL suggests that some respondents'
choices do not conform to the assumption of attribute independence. The
significance of the interaction parameters indicates that the assumption of attribute
independence does not hold for GMF. The presence of the GM attribute can change
preferences regarding other attributes. The specific example evident in the present
research is the preference relationship between antioxidants and improved flavour.
The model results suggest that greater antioxidants are preferred to (are more highly
valued than) improvements in flavour for non-GM apples, but the opposite is true for
GM apples. Thus, the presence or absence of GM affects the preference relationship
between two other attributes, in violation of the independence axiom.
The results also suggest that some respondents' choices are inconsistent with the
continuity axiom. Nearly one-half of respondents did not ever choose GM
alternatives. Their choices therefore do not indicate what compensation would be
necessary for them to choose GMF - they have not indicated the compensation that
would make them indifferent. Nor can their compensation be deduced from the
choices of the other respondents. The two groups of respondents, those who chose
GMF and those who did not, have significant differences in their attitudes towards
food and GM. Thus, the two groups do not seem to have been drawn from the same
population and their willingness to pay for GMF is not likely to be similarly
distributed.
One positive result of this research was that the survey design led to a low proportion
of protest responses. Reducing the proportion of 'protest responses' to 5%, when
other GM choice experiment surveys have recorded protest rates of 30% or more,
means that many more observations can be retained in the dataset. Thus, this design
gives a clearer picture of non-compensatory refusal of GMF. Nearly one-half of
respondents never chose a GM alternative on any choice question, and all these
responses could be included in the analysis. An important group of consumers -
those who want to refuse GM apples - are not excluded from the analysis.
Because the survey results are inconsistent with the axioms underpinning the MNL
model, it is interesting to compare those results with the non-neoclassical semi-
lexicographic choice model. First, the boundedly rational model does not fit the data
as well as the MNL. Although the semi-lexicographic model was designed to mimic
the actual choice behaviour that a large group of consumers profess - non-
compensatory refusal of GMF - the MNL has more predictive success. One possible
interpretation is that by assuming categorical behaviour, the semi-lexicographic
model does not capture the nuances of choice behaviour. The MNL model, by
estimating less extreme parameters for each attribute and parameters for some
interactions, avoids this problem. Another interpretation is that attitudes towards
riskiness of GMF may be imperfectly correlated with GMF choice. Nearly one-half
ofrespondents never chose a GM apple, so some categorical behaviour could be
occurring. The error may be in linking such behaviour to risk attitudes.
The difference between the results of the MNL and the semi-lexicographic models
can be likened to the difference between type I and type II errors. Given a null
hypothesis, a type I error is defined as rejection of the hypothesis when it is in fact
true, while a type Herror is defined as non-rejection of the null hypothesis when it is
false (Geng & Hills, 1989). This research in essence assessed the following
hypothesis for each respondent: 'This respondent would choose a GM apple'. The
semi-lexicographic choice model, with its categorical treatment of the GM attribute,
tended to reject the hypothesis when it was in fact true, a type I error. Thus,
respondents who agreed that GMF was too risky were never expected to choose a
GM apple. In fact, some of them did, which reduced the fit of the model. The MNL
model tended toward the type II error; in which it accepted that respondents would
choose GM apples when in fact they do not. This error is tied up in the issue of
continuity: the MNL model assumes that all respondents would choose GMF at some
price level, when in fact some respondents have rejected GMF at every opportunity.
Conclusions
This research demonstrates the value of investigating possible respondent reactions
when designing choice experiment surveys. Prior research has suggested that some
consumers might employ complex evaluations of GMF that depend on the specific
types of benefits offered, which led to the investigation of the independence axiom.
Research has also suggested that some respondents are not at all willing to purchase
GMF, which led to consideration of a design and model for non-compensatory
choice.
The results suggest that a neoclassical model does not fully describe consumer
reactions to GMF. Specifically, the willingness to pay for GMF is in part determined
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by the type of consumer benefit offered, in violation of attribute independence. In
addition, other consumers appear to avoid all GM alternatives, so that the data is
discontinuous for the GM attribute.
The results further demonstrate that it is possible to develop a heuristic model that is
theoretically consistent with bounded rationality, that mimics consumers' expressed
reactions to GMF, and that has a reasonable goodness of fit to the data.
Unfortunately, the results also indicate that the heuristic model did not fit the data as
well as the neoclassical model. In particular, it predicted refusal of GMF for
consumers who in fact chose GM alternatives, and also failed to account for attribute
interactions.
There are opportunities for the research to be extended. First, respondents'
knowledge or awareness of antioxidants was not tested. It is therefore not clear that
respondents were fully informed about the health benefits associated with higher
levels of antioxidants. Reactions to antioxidants might have been affected by
ignorance and would therefore not be representative of demand for healthier food.
Secondly, this research did not address the issue of the type of genetic modification.
Other research has shown that consumers react differently to plant-only GM versus
inter-kingdom transgenic GM (Burton et aI., 2001). The generic designation 'GM' in
this survey could be masking such a differential response.
A third possible extension of the research is a model of consumer choice in which
respondents choose how to make choices regarding GMF. In the present research, all
respondents were modelled with the same decision process, either a fully
compensatory model or a boundedly rational model. Better understanding of
consumer decision processes and better model fit might be achieved by allowing
some respondents to decide with a MNL-type process and other to use a boundedly
rational process.
This research contributes to existing literature and knowledge regarding GMF by
demonstrating both categorical behaviour with regard to GMF and complex
assessment of the specific consumer benefits on offer. The main effects in the MNL
showed that increased antioxidants, improved flavour and less insecticide use are
valuable to consumers. The interaction terms in the model further show that the
implied price for these attributes cannot simply be added to the discount on GM
food; they in fact interact differently. It also found evidence of discontinuous
preferences regarding GMF and demonstrated a heuristic model to account for non-
compensatory demand. Finally, the success of these models depended on the original
design of the choice experiment, which allowed investigation of these choice
behaviours.
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The influence of cultural identity on willingness to pay values
in contingent valuation surveys
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Abstract
Current New Zealand resource management legislation requires local government
actively recognise and take into account Maori values in resource management planning.
This means the decision process and participants must interact with evidence based on
Maori epistemologies. The Maori world-view is holistic in nature in that it embodies
historical, environmental, and spiritual values, as well as modem experiences. Concerns
arise for Maori communities when planners and developers utilise economic tools such
as willingness to pay surveys to determine the total value of a proposed project. Other
concerns are caused by surveys that ask a participant "are you Maori" and fail to
recognise the diverse realities that exist for Maori. This paper draws from a survey of
700 respondents to identify the extent to which current conventional Contingent
Valuation methodologies can measure changes in the environment where the response is
culturally influenced. The influence of culture on willingness to pay decisions will be
investigated using a measure of Maori identity. These cultural indicators involve
assessing an individual's commitment and involvement in Maori cultural issues
including: Te Reo (Maori language), whanau, other Maori, whakapapa (genealogy) and
tikanga (Maori world view).
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Introduction
Indigenous nations recognise the inter-relatedness, the interdependence of all living
things in the natural world. Whakapapa (genealogy) is an important concept within the
Maori worldview. That is, the worldview ofthe indigenous people of AotearoalNew
Zealand. Whakapapa explains the relationship that Maori have with each other, natural
resources, the environment, the world and the universe. Every living organism is
connected through a common bond. Based on this belief a large number of
responsibilities and obligations were conferred on Maori to sustain and maintain the
well-being of people, communities and natural resources (Marsden, 1989; Marsden &
Henare, 1992; Mead, 2003).
Negative externalities caused by unsustainable practices such as sewage outfalls
adversely affect the ability of Maori to provide for their whanau (family) and manuhiri
(guests), and hence lead to a loss of mana (prestige). From a Maori perspective, this loss
of mana is totally unacceptable (Waitangi Tribunal, 1989; Waitangi Tribunal, 1992).
Maori feel they are not able to exercise Kaitiekitanga (natural resource management)
within Aotearoa.
Maori perceive their value systems have been marginalised and the role ofkaitieki
(natural resource managers) has been diminished. Little weight has been given to Maori
perspective and customs for conservation matters and for the management of natural
resources (Awatere, Ihaka, & Harrison, 2000). There is a growing realisation by local
govemment that understanding Maori views and beliefs isessential for resource
management decisions. There is an inadequacy in the Maori values information
currently used by resource management agencies in New Zealand, which has resulted in
very low participation rates by iwi and hapii in local government resource management
processes (Whangaparita, Awatere, & Nikora, 2003; Blackhurst, Day, Warren, Ericksen,
Crawford, Chapman, Jefferies, Laurian, Berke, & Mason, 2003).
Solutions for incorporating Maori values into iwi and local government decision-making
processes are required. There are two types of approaches for assessing the impact a
potential development project has on Maori values: a qualitative approach and
quantitative approach. Quantitative tools such as non-market valuation are used by local
government to help guide decision-making (Maddison & Mourato, 2002; Boxall, Englin,
and Adamowicz, 2002; Kerr & Sharp, 2003). Basing decisions on a quantitative
approach such as non-market valuation makes the decision-making task easier compared
to reviewing for example the testimony of five to six iwi or hapu groups. There is a
temptation for resource managers to place more emphasis on a quantitative assessment.
The danger however is that Maori values are seen from within the framework of
economic valuation - a western knowledge system. Incorporating Maori values into
resource management should be seen as an opportunity for iwi and hapu to define the
foundations of their knowledge systems. The challenge for both Maori and local
government is to understand the application of these values within contemporary
environmental management (Royal, 1996).
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This paper investigates the relationship between ethnicity and willingness to pay for
improving the environment. Establishing a relationship between these two factors would
suggest that the non-market methodology has the potential to value Matauranga Maori -
Maori knowledge and beliefs. Whether the methodology is measuring economic or
metaphysical concepts is not pursued in this paper. This paper provides an initial
exploration of this relationship. Furthermore the link between cultural identity and
willingness to pay is explored. Identifying key profiles of Maori would help to
streamline resource management processes. A clear relationship for example between
identity and willingness to pay would indicate that diverse profiles of Maori have
varying preferences for environmental change. Policies can be developed by local
government to meet these diverse needs.
This paper presents the topic of Matauranga Maori with a brief description of indigenous
knowledge followed by an introduction to some key concepts of Maori natural resource
management. The paper then analyses the willingness to pay to improve the environment
of Maori and non-Maori participants in a contingent valuation survey.
What is Indigenous Knowledge?
Indigenous knowledge is intertwined with people, their history, culture and ecosystems.
It is a knowledge system that is diverse, dynamic and holistic in nature. While
similarities in knowledge exist between different indigenous peoples through a shared
relationship with the natural environment, knowledge varies on national and even local
scales. Furthermore, indigenous knowledge continually grows and changes as ecological
pressures influence its development (Johnson, 1992; Grenier, 1998; Battiste &
Henderson, 2000; Sillitoe, 2002).
Battiste and Henderson (2000) have recognised that indigenous ways of knowing share a
similar structure based on the following concepts:
(1) Knowledge ofand beliefin unseen powers in the ecosystem; (2) Knowledge that
all things in the ecosystem are dependent on each other; (3) Knowledge that reality
is structured according to most ofthe linguistic concepts by which Indigenous
describe it; (4) Knowledge that personal relationships reinforce the bond between
persons, communities, and ecosystems; (5) Knowledge that sacred traditions and
persons who know these traditions are responsiblefor teaching 'morals' and 'ethics'
to practitioners who are then given responsibility for this specialised knowledge and
dissemination; (6) Knowledge that an extended kinship passes on teachings and
social practices from generation to generation(2000, p.42).
Indigenous knowledge (IK) is defined by Grenier (1998) as the unique, traditional, local
knowledge existing within and developed around the specific conditions of people
indigenous to a particular ecosystem. The development of indigenous knowledge
systems, covering all aspects of life, including management of the ecosystem, has been a
matter of survival to the peoples who generated these systems. Such knowledge systems
are cumulative, representing generations of experiences, careful observations, and trial
and error experiments. Indigenous knowledge does not exist in a vacuum. It belongs to a
community, and access to this knowledge is gained through contact with that community
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(Semali & Kincheloe, 1999). No one person, authority or social group is the single
repository for this knowledge or can claim to know the entire body of knowledge. It is
more widely shared locally on the whole than specialised scientific knowledge (Sillitoe,
2002).
A fallacy associated with indigenous knowledge is its alleged timelessness (Battiste et
aI., 2000). This concept centres on the belief that any change in traditional practices is an
erosion of the very fabric it comprises. Mead (2003) believes that tikanga (the act of
interpreting and practising Maori knowledge) is a rich heritage that requires nurturing,
awakening sometimes, and adapting to the contemporary world for the development of
generations to come. Matauranga Maori embodies the philosophy of the indigenous
people of AotearoalNew Zealand. It is a body of knowledge closely linked with the
natural environment.
Matauranga Maori
The natural environment is an important component of Maori society. For Maori, the
natural world is interrelated through whakapapa (genealogy). Every living organism is
connected through a common bond. Maori view themselves as an integral component of
the natural world (Marsden, 1989; Harmsworth, Warmenhoven, Pohatu, & Page, 2002),
and maintain a continuing relationship with the land, environment, and people and with
related spiritual and cosmological entities. Land, mountains, valleys, rocks, water and
seaways are viewed not only as resources, but also more importantly, as the primary
sources of collective identity. They are the essential roots that entwine the component
parts of what it means to be Maori. Such resources are vital taonga to be protected. The
role ofkaitieki reflects the individual and collective role to safeguard nga taonga tuku
iho (those treasures that have been passed down) for present and future generations
(Minhinnick, 1989; Crengle, 1993; James, 1993; Tomas, 1994).
Matauranga Maori encompasses all aspects of Maori knowledge from philosophy to
cosmology. It is a dynamic and evolving knowledge system (Mead, 2003). Some key
concepts of Matauranga Maori are: mauri (life force), tikanga (customs and practices),
tapu (sacred, set apart), wabi tapu (sacred place), rahui (prohibition), noa (ordinary), ahi
kaa (right of occupation and use), and kaitieki (natural resource manager). These
concepts are central to understanding the natural environment from a Maori
epistemology.
Ethnicity
There has been a move from a biological definition of ethnicity to one of self-
identification. New Zealand censuses since 1986 have used the method of self-
identification to determine ethnic identity. The New Zealand Health Service (1996)
states that:
Ethnicity is not the same as nationality, race or place ofbirth. Ethnic groups are
... people who have culture, language, history or traditions in common. These
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~people have a 'sense ofbelonging' to the group, which may not be based on birth.
It is possible to belong to more than one ethnic group. At different times oftheir
life people may wish to identifY with other groups (New Zealand Health
Information Service, 1996).
Te Hoe Nuku Roa (1996) has built on the concept of Maori ethnicity with their work in
developing Maori cultural identity. The central theorem ofTe Hoe Nuku Roa is that
cultural identity is an amalgam of not only self-identification of an ethnic group but also
personal attitudes, cultural knowledge, and participation in Maori society.
Te Hoe Nuku Roa (THNR) is a longitudinal study that tracks the progress, problems,
aspirations and circumstances of Maori people from a diverse range oflivelihoods and
over a ten-fifteen year time period. It explores the realities of Maori lives based on an
integrated approach of analysing and synthesising results from social, economic and
cultural indicators. The study is based on a multi-axial framework made up of four
interacting dimensions - paihere tangata (human relationships), Te Ao Maori (Maori
culture and identity), nga ahuatanga noho-a-tangata (socio-economic circumstances),
nga whakanekeneketanga (change over time) (Durie, 1998).
Maori cultural identity is an important component ofTe Hoe Nuku Roa's research. The
THNR research team set about defining Maori cultural identity based upon seven
cultural indicators:
• self-identification as Maori,
• whakapapa (ancestry),
• marae participation,
• whanau associations (extended family),
• whenua tipu (ancestral land),
• contacts with Maori people, and
• te reo Maori.
Using responses from a detailed questionnaire THNR identified four cultural identity
profiles from a sample of 650 adult Maori. These profiles include:
• Compromised - Respondents fail to identify as Maori even though there is
evidence to suggest that they participate in Maori society, institutions and Te Ao
Maori.
• Notional- Positive self identification as Maori but little or no involvement in
Maori institutions, society and Te Ao Maori.
• Positive - Positive self identification as Maori, not as much involvement in Maori
institutions, society and Te Ao Maori compared to those with a secure identity.
• Secure - Positive self identification as Maori and greater access to and
participation in Maori, institutions, society and Te Ao Maori.
These profiles and cultural indicators have been used in a number of studies to date (Te
Hoe Nuku Roa (Ed.), 1996; Hirini & Flett, 1999; Ministry of Social Development, 2002;
Stevenson, 2004). The current study is interested in investigating the potential link
between cultural identity and general concern for the environment. It is hypothesised
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that those respondents that have a greater access to Te Ao Maori (those with a secure
cultural identity) are more likely to be environmentally concerned. Access to Te Ao
Maori provides people with a knowledge and understanding of the values and principles
of Maori resource management, particularly kaitiekitanga. Indeed, those with a secure
identity are more likely to be part of Maori institutions and society and are therefore
more likely to partake in the act ofkaitiekitanga.
This type of analysis may provide insight in to the type of people that should be
consulted or involved in the resource management processes. It could be pointed out that
those with a secure identity are the most likely people to present the best opinion of the
Maori perspective of a potential development.
There are concerns however about how a measure of Maori cultural identity is used and
by whom. Of most concern is the promotion of archetypical stereotypes of Maori such as
good and bad Maori along with hierarchical categories of authenticity (Robson & Reid,
2001).
Questions ofwho is a 'real indigenous' person, what counts as a 'real indigenous'
leader, which person displays 'real cultural values' and the criteria used to assess
the characteristics ofauthenticity are frequently the topic ofconversation and
political debate. These debates are designed to fragment and marginalize those
who speakfor, or in support of, indigenous issues. They frequently have the effect
also ofsilencing and making invisible the presence ofother groups within the
indigenous society like women, the urban non-status tribal person and those
whose ancestry ofblood quantum is too 'white' (Smith, 1999, 72).
THNR's framework is an ideal starting point. Concrete numbers can provide decision-
makers with solid evidence to make their judgement. Stevenson (2004) warns that
cultural identity is much more complex than an ordinal number. He points out that a
person's cultural identity is a cumulative process, and reflects a history of personal
choice and social influences which will be reflected in their cultural identity but may not
be explained,
The Role of Mlitauranga in the Resource Management Act
The Resource Management Act 1991 (RMA) is an important piece of legislation for
AotearoalNew Zealand that aims to protect natural and physical resources and manage
them sustainably (Ministry for the Environment, 1992). It is important for Maori who
have a close affinity with the natural environment. On the other hand, elements of the
business sector view the act as a barrier to economic development (Graham, 2004). In
contrast, other commentators believe that urban development in Auckland city has been
driven by a market economy and guided by a laissez-faire planning regime (Dixon,
2005). Other sectors of the community, including Maori, believe economic development
is a positive step in our development, when undertaken ecologically sustainably
(Fitzsimons, 2004). The recent reviews of the RMA by central govemment aim to
promote a balance between economic development and environmental protection. The
focus is on enhancing the RMA through a review of processes and procedures rather
6
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than re-defining the principles of the Act (Office of the Associate Minister for the
Environment, 2004).
The RMA includes provisions to recognise and take into account iwi environmental
interests under sections 6(e), 7(a) and 8. In practice, iwi perspectives of the RMA have
differed from their counterparts in local government. A bone of contention for Maori
(Minhinnick, 1989; Crengle, 1993; Kawharu, 2000) is that the Act defines kaitiekitanga
from an English Common law perspective. Section 7(a) of the Act defines kaitiekitanga
as the act of stewardship. Stewardship is derived from the Old English word stigweard
and means one who manages another's property, finances or other affairs. Kaitiekitanga
on the other hand is a concept that is inherently Maori, and derived from hundreds of
years of close association with the natural environment. Kaitieki and the exercise of
kaitiekitanga as used in the RMA is taken out of context. A holistic approach needs to be
taken to understand kaitiekitanga from the perspective of tangata whenua. The
traditional institution of kaitieki does not stand alone. It is part of a complex social,
cultural, economic, and spiritual system that has been established through long tribal
associations with the environment. Kaitieki and kaitiekitanga cannot be understood
without reference to the values inherent in the belief system (Minhinnick, 1989; Crengle,
1993; Tomas, 1994).
Methodology
Survey Design & Implementation
The "Improvements to the Road Surface and Roadside Survey" was pre-tested with a
wide cross-section of the community. It was important the survey was pre-tested with a
diverse range of Maori participants. As a section ofthe survey had been written
specifically for Maori participants, feedback from these participants was essential to
make the survey clear and to provide information participants want and need to make
willingness to pay decisions (Mitchell & Carson, 1989). The principle of "equal
explanatory power" guided the selection of the sample. Maori participants were
deliberately over-sampled to produce reliable statistics of willingness to pay estimates
for Maori. A random sample of the New Zealand population could approximately
produce a sample distribution of 15% Maori and 85% non-Maori. As a result, the
findings of the survey would predominantly reflect a New Zealand European perspective
(Te Ropu Rangahau Hauora a Eru Pomare, 2002). Two thirds (2000) of the sample were
randomly selected from the Tamaki Makaurau electoral roll database. Another 1000
participants were randomly selected from observations of vehicle licence plates in three
locations in Auckland: Central City, Pakuranga and Manukau City. Heavy vehicles,
campervans, motorcycles, buses, and company vehicles were excluded. Licence plate
numbers were recorded by Dictaphone and transcribed. Contact details of participants
were obtained from the Motocheck database after supplying the licence plate numbers to
the Land Transport Safety Authority. The Motocheck database is a record of registered
vehicles in New Zealand. A total of700 respondents answered the mail-out survey with
more than half the respondents (377) identifying themselves as Maori. The response rate
for the survey was 23%.
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The design of the survey followed as close as possible the guidelines set out by the
NOAA panel (Portney, 1994). Two contingent valuation scenarios were included in the
survey. The first scenario described how better construction techniques can produce
better road surfaces. The advantages described included: increased braking capacity by
10%; decreased noise by 5 decibels; and a decrease in fuel costs of 10% (Dravitzki &
Wood, 2000). The second scenario described the benefits of planting indigenous
vegetation on roadsides. These benefits included: biodiversity, scenery, ecosystem
support for fauna, and stabilising the roadside against erosion (Simcock & Smale, 2003).
The reference levels for Scenario 1 were quite clearly defined in terms of fuel costs,
braking capacity and noise levels. Scenario 2, however, explained that planting costs
would be more expensive. This implied the construction of roads in general would be
more expensive if native vegetation was included in the road construction regime. As a
result this cost might be borne by the participant in the form of rates or fuel price
increases.
The referendum model was used to fraine the willingness to pay (WTP) or bid questions.
Mitchell and Carson (1989) prefer the referendum model for public goods as it invokes
the correct payment context and the full range of appropriate values. They also
recommend the "Take-it-or-leave-it approach" as the elicitation method for mail-out
surveys. The main advantages of the Take-it-or-Ieave-it approach is that the participant
only has to make a decision based on one price, an action similar to the respondent
acting in a private market and other voting referenda. Starting point bias was minimised
by basing the predetermined prices on a study by Opus Consultants that looked at the
willingness to pay for road surface improvements (Walton, Thomas, & Cenek, 2002).
The Opus study used the open-ended format to frame the WTP questions. The range of
bids for the "Improvements to the Road Surface and Roadside Survey" centred on the
average WTP from the Opus study. Bids ranging from $1.00 to $5.50 with increments of
$0.50 were framed for the "Improvements to the Road Surface and Roadside Survey."
Each bid had a discrete sub-sample of participants who were asked if they were willing
to pay for the proposed good or service.
Econometrics
A logistic regression model was applied to investigate the relationship between
willingness to pay and ethnicity. The key difference between a logistic regression model
and a linear regression model is that the response variable in the logistic model is binary
or dichotomous, here 'willing to pay' or 'not willing to pay', and the prediction given is
of the probability of an individual being willing to pay.
As with the linear regression model, the explanatory variables are combined linearly.
Here the linear models are:
g(x) = Po + PI x Bid + P2 x Ethnicity + P3 x GEC+ P4 x Income + Ps x Age (1.1)
g(x) = Po + PI x Bid + P2 x MCI + P3 x GEC+ P4 x Income + Ps x Age (1.2)
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Results
The logistic regression model (Hosmer & Lemeshow, 2000) links g(x) to the predicted
probability n(x) by the logit transformation, or the log of the odds of an individual being
willing to pay. Importantly g(x) can range from -ex) to +ex) while n(x) ranges between 0
and 1. Also although an individual's response is measured as 0 or 1, n(x) for that
individual will rarely be exactly 0 or I, so problems of -ex) to +ex) are avoided.
Transformation of the logit model results in similar properties as a linear regression
model. The intercept, Po, is the value of the g(x) if each x = O. As with the linear
regression model this rarely has any interest. The other estimated coefficients can be
interpreted as marginal influences of the corresponding explanatory variable on the
probability of accepting offered bids, but the influence is not a simple slope. Given x,
the probability of paying for an environmental improvement can be estimated from the
model (Hosmer et aI., 2000).
Here x stands for the multiple observations made on the individual. These were:
Ethnicity - a dummy variable of I if the participant identified themselves as Maori, and 0
otherwise; Bid, the different "bid" values that respondents were asked to reply to by
either yes or no; GEC or general environmental concern; Income - interval level data of
personal income; Age - interval level data ofa participant's age and the categorical
variable MCI (Maori Cultural Identity). MCI was included in to the model to investigate
the relationship between cultural identity and WTP and consists oftwo categories;
Positive Identity and Secure Identity. The Notional Identity category was dropped from
the model due to a low sample size.
Non-Maori
87.4 (11.4)
90.9 (11.8)
326
Maori
96.4 (11.2)
378
GEC (Original) 91.9 (10.9)
Variable
GEC(New)
n
Table 1: General Environmental Concern
General Environmental Concern
A General Environmental Concern scale (GEC) was included with the survey. The scale
consists of 31 items and is designed to measure participants' concern for the
environment. This scale was a composite of five previously reported scales (Walton,
Thomas, & Dravitzki, 2004). The scale of GEC was appended for the current survey
with the addition ofa question on cultural heritage. Participants were asked whether
"Cultural and historical resources such as archaeological and pa sites should be
protected from development." The majority of questions focused on participants'
perceptions ofpollution, property rights and environmental policies. The GEC scale
from Walton et al. (2004) and the new GEC scale were collated and are presented in
Table 1. The mean GEC for two sub-samples, Maori and non-Maori are compared, with
the standard deviation presented in parentheses.
percent of the fourth income group (those receiving $36,000 - $45,000). In contrast, non-
Maori are concentrated more in the higher income groups with seventy two percent of
the loth income group (those receiving more than $96,000). The important finding to
note is that there is a gap between Maori and non-Maori income. A t-test for equality of
means supported the fact that the two sample groups have significantly different
incomes.
(1.3)g(x)=ln~1- n(x)
Q()
U1
Demographic Profile
Participants were asked to identify the ethnic group or groups they belonged to. Multiple
responses were expected for this question. The ethnicity groups used were based on
those used by Statistics New Zealand for the 1996 Census (Statistics New Zealand,
1996). A direct result of the over-sampling was the majority of participants identifying
as Maori (46.3%). Other significant groupings included: New Zealand European
(35.9%), Chinese (3.2%), Samoan (2.4%) and Other (12.2%). It is important to note that
a number of participants identified with more than one ethnic group. Independent
samples t-tests were therefore essential to determine whether there were significant
differences between Maori and non-Maori mean scores in key dependent variables.
Nearly half of the Maori group are located within the first three income groups used in
this survey (under $16,000; $16-25,000; and $26-35,000). In comparison, most of the
non-Maori group falls within the first four income groups (under $16,000; $16-25,000;
$26-35,000; and $36-45,000). It is significant to note that Maori make up sixty seven
The statistics in Table 1 illustrate that the mean for Maori is higher than that for non-
Maori for both GEC scales. On average, Maori have a greater concern for the
environment. The variability of the two samples were compared using Levene's test,
which showed the difference was not significant. A t test for equality of means (6.11 and
5.30 with 688 degrees of freedom) indicated there is a significant difference between the
two groups for GEC (Original) and GEC (New) scales at the 0.05 level. That is, there is
a significant difference between Maori and non-Maori in terms of environmental
concern, although the difference is small relative to the range within the two groups.
This difference may be explained by the differing worldviews, where Matauranga Maori
is an epistemology founded on a close relationship with the natural environment, but if
so differences within the ethnic groups are much larger than the differences between
them. These differences within the Maori sample are likely to be caused by the differing
degrees of cultural identity. This issue is investigated in the following section.
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Maori Cultural Identity
Six questions were included in the "Improvements to the Road Surface and Roadside
Survey" that investigated the cultural identity of Maori participants. Only participants
who indicated that their ethnicity included Maori in Question 50 of the survey (Which
ethnic group do you belong to?) were invited to answer this last set of questions.
Participants who identified with more than one ethnicity including New Zealand Maori
were open to answer the Maori Identity section of the "Improvements to the Road
Surface and Roadside Survey".
The questions used in the Maori Identity section of the survey were based on the seven
cultural indicators used by Te Hoe Nuku Roa (1996). These cultural indicators examined
a participant's knowledge ofTe Ao Maori, Te Reo Maori and participation within Maori
institutions and society. Responses from the seven sub-scales were combined to form a
single measure of Maori cultural identity (MCI).
Question 51 of the survey explored whakapapa. Participants were asked: How many
generations of your Maori ancestry can you name? Responses ranged from 0-5 and
participants were assigned a rank based upon how much ancestry they knew. The basis
of Question 51 is to extend the self-identity process to that of a collective identity. Other
key markers in Maori cultural identity included in the survey focused on access to and
participation in Maori institutions and society. Questions asked participants how often
they visited marae (Question 52), how much interaction they had with Maori
communities (Question 55), the level of interest in whenua tipu - ancestral land
(Question 54), and the importance ofwhanau (Question 53). Te Reo Maori is an
important marker within the Maori cultural identity framework. Question 56 sought to
determine a participant's level and place of usage print and broadcasting media fluency.
The idea of a secure identity is based upon self-identification as Maori along with high
scoring in the cultural indicators. Those participants identifying as a positive identity
have lower levels of participation in Maori society, Te Ao Maori and the Notional
Identity has no access apart from self-identifying as Maori.
Table 2 presents a breakdown of the participants grouped into each identity profile for
the current study and Te Hoe Nuku Roa's (1996) study.
Table 2: Maori Cultural Identity Profiles
Study Compromised Notional Positive Secure
Identity Identity identity Identity
THNR 6.0% 6.0% 53.0% 35.0%
(n=134)
Awatere 4.1% 55.5% 40.4%
(n=336)
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The most common profile of the participants is a Positive Identity (55.5%) followed by a
Secure Identity (40.4%) and a Notional Identity (4.1%). Comparable results were
obtained from the Te Hoe Nuku Roa Study: Secure Identity (35%), Positive Identity
(53%) and Notional Identity (6%). Note that the Te Hoe Nuku Roa Study also included a
fourth grouping of Compromised Identity (6%) that consisted of participants who failed
to identify as Maori even when there was evidence of participation in cultural
institutions and knowledge of whakapapa and te reo Maori. The current study did not
analyse the Compromised Identity because participants who self-identified as Maori
through the ethnicity question were asked to answer the questions in the Maori Identity
section of the survey. Some participants who identified as New Zealand European and
answered the questions in the Maori Identity section were omitted from the study. It was
believed that these participants had failed to read or fully comprehend the instructions on
answering the questions in the Maori Identity section.
Maori Cultural Identity and General Environmental Concern
It is hypothesised that there is a positive relationship between Maori cultural identity
(MCI) and general environmental concern (GEC). The more secure a participant's Maori
cultural identity the greater their concern for the environment. This reasoning is based
on the concept ofkaitiekitanga - the notion of safeguarding natural resources for the
benefit of future generations. It is assumed that having an understanding ofkaitiekitanga
is part and parcel of having a secure Maori cultural identity. Indeed, this argument is
supported in part by the relatively higher GEC scores from Maori participants compared
to Non-Maori. Higher average GEC scores suggest that Maori participants have an
understanding of basic Maori resource management values and principles such as
kaitiekitanga. To understand these values and principles requires someone who is secure
in their cultural identity.
A Kruskal-Wallis one-way ANOVA test was used to test the significance ofdata ranked
buy ordinal attributes using the chi-square distribution. In this case both the GEC scores
and MCI scores have been derived from scale data. The chi square statistic (3.945 with 2
degrees of freedom) was not significant at the p < .05 level. A pearson correlation test
was also carried out to test whether MCI can predict GEe. The test statistic was not
significant at the p < .05 level. We accept the null hypothesis; Maori that are more
secure in their cultural identity are not more concerned for the environment compared to
those that are less secure in their identity.
What are the reasons for this result? One possible reason is that the MCI measure is not
an accurate reflection of Maori cultural values. Potential scenarios that are highlighted
next support this statement. It is possible to have Maori who are environmentally aware
and have a good understanding ofTe Ao Maori not rank highly in the MCI scale for
diverse reasons. Some of these reasons include the lack ofte reo Maori ability and the
difficulty of visiting their marae especially if they are based in an urban area. Te reo
Maori and association with cultural institutions are two indicators that have a high
weighting and as a result these participant's identity is under-stated. Another scenario
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can potentially over-state a participant's Maori cultural identity. This may occur in the
case of participants that have excellent te reo Maori skills or are fluent, have greater
access to Maori society and institutions but do not practice kaitiekitanga.
expectations that as age and income increase at the margin participants are more likely
to pay for road improvement. The coefficient for GEC is positive and is statistically
significant at the p < ,01 level. This statistic suggests that a marginal increase in GEC
would result in an increase in the likelihood of paying for road surface improvement.
Scenario 1: Improvement to the Road Surface
Prior expectations were realised with a negative coefficient for the variable Bid. The
variable Bid is also statistically significant at the p < .01 level. As the bid level increases
the probability that a participant is willing to pay decreases. The dummy variable
Ethnicity also had a negative coefficient and is statistically significant at the p < .01 level
for Modell. This variable explains that in comparison with non-Maori, Maori are less
likely to pay for improvements to the road surface. The coefficients for the variables Age
and Income have a positive relationship with WTP. These outcomes satisfy prior
Modell Model 2 Model 3 Model 4
Constant 1.086** 0.903 -0.588 -2.502*
Bid
-0.310** -0.268** -0.170** -0.151
Ql:l Ethnicity -0.881 ** 0.076
-..J
Income 0.031 0,004 0.025 -0.001
Age 0.116 0.053 0.026 -0.001
GEC 0.080** 0.040 0.158** 0,095*
MCI
-0.267 -0.163
Number of 585 283 590 287
observations
-2 log likelihood 728,915 369.970 770.246 384,862
Note: ** p<.Ol and * p<.05
Statistical Analysis of Willingness to Pay
Results from the logistic regression are presented in Table 3. These indicate the type of
relationship between the explanatory variables, Bid, Ethnicity, GEC, Income, Age, MCl
and the response variable, likelihood of paying for road surface or roadside
improvement. Four models were investigated, two for each scenario. The variable
Ethnicity was included in a separate model to the variable MCl for both scenarios. The
Ethnicity dummy variable was redundant for models with the MCl variable, Those
participants that had a MCI score were the same participants who identified themselves
as Maori for the ethnicity question. The working sample that could be analysed with the
MCl variable was effectively 40% of the total sample. A reduction in the sample size
helps to explain why few explanatory variables could explain the variance in Models 2
and 4, A further reduction in the working sample was caused by the inclusion of the
Income variable. One hundred participants failed to answer the question: Please indicate
your personal annual income.
Table 3: Logistic Regression Results: Dependent variable is WTP
Scenario 2: Improvements to the Roadside
The coefficient for the Ethnicity variable is positive for Model 3; in contrast to Modell
where the coefficient was positive. It could be suggested that Maori are more likely to
pay for "Roadside" improvements in the form of native vegetation, compared with non-
Maori. The Ethnicity variable however is not statistically significant. There is significant
correlation however between the variable GEC and the variable Ethnicity at the p < .01
level. Table 1 demonstrated that on average Maori are more concerned for the
environment than non-Maori. This means that Maori are prepared to pay more for
environmental improvement compared to non-Maori given that Maori tend to score
higher on the GEC scale. This leads to the next question of: Which groups of Maori are
more willing to pay more for environmental improvement?
Model 2 investigated the relationship between cultural identity and the willingness to
pay for road surface improvement. The only statistically significant coefficient for
Model 2 is for the Bid variable. Like Modell the coefficient for Bid is negative and is
statistically significant at the p < ,01 level. The dummy variable MCl was added to
Model 2 and has two categories; Positive Identity and Secure Identity. Positive Identity
was used as the reference group. Model 2 suggests that there is no statistically
significant relationship between cultural identity and the willingness to pay for road
surface improvement. This result is consistent with prior expectations.
It is hypothesised that Maori who have a higher score of MCI are more likely to pay for
environmental improvement. The more secure a participant's Maori cultural identity the
greater their willingness to pay for environmental improvement. Table 3 shows that the
coefficient for MCl is negative suggesting that participants with a Secure Identity are
less likely to pay for environmental improvement compared to those with a Positive
Identity. The coefficient however is not statistically significant. Maori are willing to pay
for environmental improvement regardless of cultural identity profiles.
Conclusion
Valuing the environment in monetary terms can cause some consternation among people
who have a close affinity with the natural environment. They may ask "how can you
place a dollar value on something that is so intangible such as the life giving force of
mauri?" My response would be that it is very difficult to value indigenous concepts in an
economic framework. Non-market valuation captures values that are defined in the
economic framework, i.e. the neoclassical approach is to "value" an environmental good
or service by asking potential consumers their willingness to pay to get the good. This
willingness to pay for environmental improvementby Maori consumers is believed to be
derived in part from Maori cultural values and beliefs - Matauranga Maori.
Improvement to road-side
scenario
Improvement to road surface
scenarioVariable
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From a Matauranga Maori perspective, natural resources are imbued with mauri, an
intangible and intrinsic value. Tangata whenua derive satisfaction from ensuring the
mauri of natural resources including waterways are maintained. A guiding principle for
this, is the concept ofkaitiekitanga, which is captured in the following statement:
1have always believed thattangata whenua play the most important role in ensuring
that the mauri ofthe water is protected and looked after because we are ofthe
whenua (land) (Awatere et al" 2000, p.19).
Colonised people live their lives within a dual perspective of the indigenous worldview
and that of the coloniser. Economic decisions by indigenous people, therefore, will be
based on this duality. The findings from the logistic regression reveal that within an
economic valuation framework, Maori are more likely to pay for environmental
improvement based on a greater concern for the environment. The GEC scale shows that
on average Maori are more concerned with the environment than non-Maori. The WTP
statistics show that people who are more concerned for the environment are more likely
to pay for environmental improvements. Qualitative analysis also supports these
findings. The Matauranga Maori section showed that Maori have a close relationship
with the natural environment through whakapapa and kaitiekitanga.
How many times have you visited your marae? This question does not take into
involvement with other Maori institutions such as trusts, incorporations, training
institutes, wiinanga or urban marae. Broadening the scope of this question is
recommended for further investigations.
Indigenous knowledge (IK) has an important role to play in resource management
systems. On a local government level, IK can inform decision-making. A basic
understanding of indigenous epistemologies enables policy analysts to promote resource
management strategies consistent with the values of the community as a whole. Where
there is ignorance on the part of an analyst about IK, the proposed resource management
path will prove inefficient. In cases where indigenous perspectives are not taken into
account, the result is most likely litigation. It then becomes an expensive ordeal for the
parties involved and an unnecessary burden on ratepayers.
Recognition by government agencies that IK has a valid role in resource management
can empower communities to become more active in local government decision-making.
As a result, policies that truly reflect our diverse communities can be created.
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The implication for policy is: how can this WTP be "captured"? Indigenous knowledge
is a shared system where no individual can obtain or store the entire knowledge system.
As a result, resource management decisions are based on the collective knowledge of the
community. "Capturing" WTP for environmental improvement from Maori communities
may require adjusting the payment vehicle. Options for alternative payment vehicles
could include labour or knowledge contributions. This issue requires further
investigation.
It was also hypothesised that Maori with a more secure cultural identity are more likely
to pay for environmental improvement compared to those Maori with a less secure
cultural identity. The more secure a participant's Maori cultural identity the greater their
concem for the environment (GEC), and the more likely they are to pay for
environmental improvement. This reasoning is based on the concept ofkaitiekitanga-
the notion ofsafeguarding natural resources for the benefit of future generations. It is
assumed that having an understanding ofkaitiekitanga is part and parcel of having a
secure Maori cultural identity. The logistic regression results however, show that Maori
are willing to pay for environmental improvement regardless of cultural identity profiles.
It is suggested that the MCI variable does not measure Maori environmental values well
(correlation tests between MCI and GEC were not statistically significant). The sample
size may also have played a part in the lack of significant model coefficients.
Further work is required to develop the MCI framework to take into account Maori
environmental values. It is recommended that the addition of a question pertaining to
Maori environmental values is included within the MCI framework. The inclusion of
such a question may enhance the MCI framework with regard to measuring a
participant's knowledge of Maori cultural values and beliefs. A change to the wording of
the question concerning marae visits is also recommended. Currently the question states:
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Abstract
Stated preference approaches are widely used in non-market valuation. However,
their potential uses extend far beyond valuation. In particular they can be used to
assess efficiency of resource allocations and to design optimal resource allocations.
Changes to the government budget were evaluated using a choice experiment.
Results indicate potential efficiency gains from reallocation of the budget to items
with higher marginal utility. In particular, New Zealand residents Want more
spending on health, education and the environment, with health spending
consistently having the highest marginal benefits. People want less government
money spent on income support. The choice experiment was able to identify the
impacts of demographic factors. Young people rated spending on the environment
and education more highly than other respondents.
Key words: Choice experiment, public preferences, government budget
Introduction
The median voter theorem states that political parties pursue policies that maximize
the net benefit of the median voter (parkin, 1993). Public choice theory espouses the
view that in a representative democracy competition among politicians ensures that
the public sector bureaucracy responds efficiently to voters' desires (Turnbull &
Chang, 1998). Yet public rallies and intense debates in the media suggest that
allocations might diverge from public preferences. Investigation of such potential
divergences requires adoption of appropriate research methods. The purpose of this
paper is to report on an initial application of a method that addresses some of the
limitations in existing methods.
Ideally, a budget evaluation method needs to satisfy several evaluative criteria. It
should register strength of preference in order to indicate the relative magnitude of
benefits from allocating additional budget to specific items, or transferring budget
between items. The approach also should be capable of identifying how much money
to allocate to individual budget items, how big the total budget should be, and the
optimal allocation over all items in the budget. Furthermore, evaluation methods
should minimise response biases.
Three broad approaches have been used to study central government budget
allocations. Some authors have used an approach that asks survey respondents to
indicate whether it is desirable for the government to spend more, the same or less
money (MSL) on particular budget items (Ferris, 1983; Lewis & Jackson, 1985). A
similar approach asks survey participants to playa budget game either to design a
government budget (de Groot & Pommer, 1989; Kemp, 2003), or to allocate changes
in the government budget, within a given set of specified constraints (Blomquist et
aI., 2000, 2003; de Groot & Pommer, 1989; Israelsson & Kristrom, 2001).
Psychological approaches have used either magnitude estimation or category rating
to evaluate benefits of public spending. Kemp, who pioneered these approaches,
prefers category rating (Kemp, 2002). Category rating asks survey participants to
score item benefits on a zero to ten scale, with a score of zero indicating no benefits
whatsoever. Psychological approaches can be applied to measure total benefits
provided by a service, or to measure marginal benefits from small changes in budget
allocations (Kemp, 1998,2003; Kemp & Burt, 2001; Kemp, Lee & Fussell, 1995;
Kemp & Willetts, 1995a).
The MSL approach has the advantage of simplicity, both in survey design and for
survey participants when constructing their responses. Its main limitations are that it
does not convey strength of preference nor does it indicate the amount of change
wanted by the public. It can neither identify the optimal size of the government
budget, nor the optimal allocation of that budget between competing items.
Budget games yield more information than MSL, but are more difficult for
respondents - particularly if they are required to maintain a balanced budget. It is
always possible to infer MSL results from unconstrained budget game outcomes.
Marginal budget games provide some information on strength of preference, but do
not identify the optimal total budget or the best allocation of that budget. Budget
games that identify optimal budgets do not provide policy guidance for marginal
changes. Consequently, budget games are useful within the specified rules of the
game, but may offer little useful information for other proposed changes. For
example, a game that allows the total budget to vary and does not place constraints
on the magnitudes of changes in particular items may be of little use in evaluating
how to disburse (say) a $10 million budget increase in which spending on any single
item is not permitted to decrease.
Category rating is not able to identify optimal budget allocations. In evaluating
marginal changes, category rating can be used to rank benefits from alternative
expenditure categories, but it does not provide cardinal estimates of marginal rates of
substitution because of the different ways that individuals use the evaluative scale.
It is possible that spending on some items is viewed negatively, at least by some
people. For example, pacifists may view defence spending as undesirable. Even
when government provision of a particular service is valued positively in total, it
could still be valued negatively at the margin. MSL and unconstrained budget
allocation games allow these situations to be signalled. In applications to date,
category ratings have been undertaken using a scale that is anchored at the bottom
end by zero, with the instruction that a score of zero indicates no value. Registering a
negative value is not permitted by this scale.
In reallocating their budgets, governments can choose either to make small changes
designed to move towards better outcomes, or to make large scale reallocations
designed to deliver an optimal allocation that equates marginal utilities for all items.
Evaluating these two types of changes requires different information. The latter
process is best served by budget games that do not restrict allocations to particular
categories, but it cannot be informed adequately by MSL or category rating. Small
budget changes can be evaluated by any of these approaches, but are best informed
by budget games and category rating, which rank marginal benefits.
None of the existing methods meets all evaluative criteria, suggesting the desirability
of developing new methods. Choice experiments have been widely applied in the
marketing, transport and enviromnental arenas. They belong to the family of conjoint
methods, also known as attribute based methods, that present alternative products or
policies that differ on a number of attributes and ask people to reveal their
preferences by ranking or scoring alternatives. Choice experiments make the lowest
cognitive demands of the conjoint-based approaches because they entail revelation
only of the single most preferred alternative.
The stated preference question provided survey participants with three options for the
allocation of government expenditure between the four budget items. Information
was provided on public spending on these items in 2001. The levels of spending on
each item defined the options. For any item, spending could be unchanged, could
increase by $50 million per year, or could decrease by $50 million per year. There
was no requirement to balance the budget, so it was possible to have options that
entailed total budget changes across the range ±$200 million. In order to allocate
alternatives to treatments, nine trials were identified (following Hahn and Shapiro,
1966) for the case of 4 variables taking 3 levels each. These trials were used as
starting points in a shifted-triple design to obtain sets of three alternatives. Each
participant faced only one choice question. Survey participants were asked to
identify the single option that they preferred, signalling the combination of budget
items that yielded the highest expected utility. The status quo was not an option.
Figure 1 illustrates a representative choice question.
The New Zealand government spends about $36 billion each year on a range of public services.
Figure 1: Choice question
Diminishing marginal utilities imply that utility functions are not linear. Indeed,
internal solutions to the budget allocation exercise require a non-linear utility .
function. However, over small changes in the levels of budget items it is possible to
approximate the utility function using a linear form. The range over which the
I like option 1 best
I like option 2 best
I like option 3 best
D
D
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Suppose the government were thinking about changing the amount it spent on health, education, income
support and conservation and environmental management. Any increase in total spending on these
items would result in a tax increase, but reduced spending could lower taxes. You are asked for your
opinion on the following options. You might think there are better options than these ones, but they are
the only options you can choose from for now. Which option do you prefer?
Choice experiments produce utility functions that allow measurement of marginal
rates of substitution. Marginal utilities are not constrained to be positive. Because
choice experiment utility functions need not be linear, choice experiments have the
potential to inform decisions both at the margin and about optimal budget allocations
based on the results ofa single study. The purpose of the study reported here was to
use a simple choice experiment to investigate whether the outcomes of the political
process for central government budget allocation in New Zealand diverge
significantly from community values. The choice experiment sought to identify
public preferences for the allocation ofNew Zealand government monies and to
address the efficiency of taxing citizens more (or less) to accommodate changed
provision of government services.
Choice Experiment Method
Choice modelling can be thought of as mimicking a political process. Participants are
given several options (alternatives) from which they must pick a single best
alternative. Based on the tenets of random utility theory, the chosen option is
assumed to have higher expected utility for the respondent than any other option
presented to them. If sufficient information is available on people's choices, it is
possible to use statistical methods to derive estimates of coefficients in a utility or
preference function that describes how people made those choices (Bennett and
Blamey, 2001; Louviere et al., 2000). Once the utility function has been estimated it
is a straightforward matter to estimate the rate at which people are willing to trade off
attributes.
In March 2002 a self-completed survey seeking perceptions of the state of the New
Zealand enviromnent was mailed to 2000 randomly selected people registered on the
New Zealand electoral roll (Hughey et aI., 2002). After accounting for known non-
delivered surveys, a 45% response rate (n=836) was obtained. A choice experiment
was included in this omnibus survey. The four items addressed in the choice
experiment were health, education, income support, and conservation &
environmental management. The total budget for these four items could vary, which
would directly influence taxes, as could the allocation ofthe budget between items.
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proposed budget changes deviate from the current budget allocations is small (10%
for conservation and less than I % for the other items), indicating the appropriateness
oflinear approximations to the utility function.
The vector ~ identifies marginal utilities. Because tax is a linear function of the other
parameters, it is redundant in the utility function (2).
U = (~1+~5)Xl + (~2+~5)X2 + (~3+~5)X3 + (~4+~5)~ (2)
TAX is the total cost of spending on the four items included in the choice
experiment. Items other than those addressed in equation (1) also influence utility,
but since expenditures on other budget items and their influence on taxes do not vary,
they are suppressed in (1).
-6.996 E·3*** ·7.385 E-3***
6.859 E·Z*** I.Z90 E-Z***
Modele ModelD
1.159 E-Z*** 1.163 E·Z***
Z.ZOO E-Z*** Z.ZZZ E-Z***
-Z.472 E-Z*** -Z.460 E·Z***
1.749 E-Z*** Z.137E-Z***
-Z.585 E·4*** ·Z.635 E-4***
3.361 E-4*** 3.353 E-4***
·Z.734 E·4*** ·Z.78Z E-4***
4.801 E·3*
0.134 0.130
Model B
8.348 E·3***
1.104 E-Z***
·Z.005 E·4***
5.Z37 E·3**
0.096 0.110
Model A
1.088 E-Z***
8.Z59 E·3***
Table 1: Estimated models
Health
Education
Support
Environment
Age*Education
Age*Support
Age*Environment
NZ Born*Environment
McFadden's R'
(1)
The underlying linear utility function is:
U = ~lXl + ~2X2 + ~3X3+ ~4~ + ~5TAX = ~X
Where TAX = X1+X2+X3+X4
Consequently, it is not possible to identify (1), or to retrieve ~' Because parameter
estimates from the multinomiallogit model are unique only up to a scale factor,
fixing the marginal utility of money at unity (Le. ~5 = ·1) does not solve this
identification problem. However, it is possible to identify (3).
U = a1X1+ a2X2 + a3X3 + a4X4 = aX (3)
Where aj = ~i+~5
Marginal utility from health spending appears to be relatively uniform across all
ages, whereas the relative benefits from spending on income support increase with
age and benefits from spending on education and the environment decline with age,
and at similar rates. New Zealand born respondents perceive greater value from
environmental spending than do others, although this effect is of marginal
significance.
~
Each aj is net marginal utility of spending on item i, which includes the benefits
obtained from spending on the item, as well as the disutility ofpaying higher taxes
required to fund that additional spending. This is the model fitted to the data.
Results
Results for linear utility functions estimated with the multinomiallogit model are
reported in Table 1. Model A is the simplest model, incorporating only the direct
effects of the individual budget items. The remaining models relax this restriction,
incorporating individual-specific attributes in the utility function.
These models have moderate predictive ability, and the core independent variables
are highly significant. The coefficients on income support in Models A and Bare
negative and highly significant, indicating that people prefer reduced spending on
income support. Coefficients on the other three budget items are all significantly
positive, indicating a desire for increased spending on those items.
Economic modelling
The ultimate benefit of developing models of utility dependent on government
spending is that alternative policies may be evaluated. This section considers two
policy options for funding additional expenditure on any budget item are:
1) Raise taxes to pay for additional spending on item i, leaving other spending
unaffected.
2) Hold total taxes constant and pay for increased spending on item i by
reducing spending on itemj (or on several items) by an equivalent amount.
Raise taxes to pay for extra spending on item i (ceteris paribus)
Whenever marginal utility net of tax (ai =~i+~5) is positive taxes should be increased
to allow additional spending on item LHowever, because the ~s are independent of
expenditure levels, the linear utility function approximation cannot be used to
identify how much additional tax should be raised to provide for increased spending
on any item.
Balanced Budget
When spending on one item (Xj) is reduced to allow increased spending on another
(Xi) with a balanced budget (dXj = -dXj), the change in utility is [From (1)]:
dU=~idXj+~jdXj
dU
dX
i
=~j-~j
'¢
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In this case utility is maximized when spending is reallocated from the item with the
smallest P to the item(s) with the largest p. The same result is obtained when (3) is
estimated.
dU = (j3i +Ps)dX i +~j+PS ~Xj
:~. =(j3i+PS)-~j+PS)=~i-Pj)
I
All spending should be transferred to the item with the largest marginal utility net of
tax (Ui). Inability to estimate (1) is not problematic for Policy 2.
Table 2 provides estimates of differences in marginal utilities, along with
significance tests derived using 10,000 replications in a Monte Carlo procedure
described by Krinsky and Robb (1986).
Table 2: Marginal utility differences
Age Health· Health - Education - Environment· Health· Education·
Environment Education Environment Support Support Support
Model A
n.a. 0.0040'" 0.0026"--0.0014 _nn ().014'" O.oIS"'_·· 0.015'"
ModelD
20 -0.0042' -0.0053" 0.0011 ().034'''---0.030'''--- 0.035'"
30 -0.0014 -0.0027 0,0013 0.028'" 0.026'" 0.029'"
40 0.0014 0,0000 0.0014 0.021'" 0.023'" 0,023'"
50 0.0041'" 0.0026' 0.0016 0.015'" 0.019'" 0.017'"
60 0.0070'" 0.0052'" 0.0017 0,0092'" 0.016'" 0.011'"
70 0.0097'" 0.0079'" 0,0019 0.0030 0.013'" 0.0049"
Significance levels: '(10%)," (5%), .,. (1%)
The coefficient differences (Pi' Pj) allow the items to be ranked. A positive
difference indicates that spending on item i provides more utility at the margin than
spending on itemj. Welfare would be improved by transferring spending from itemj
to item i in such cases. Three coefficient differences in Model D are not significantly
different from zero at the 95% confidence level, meaning that Model D is unable to
rank reliably health, education and environment for a 50 year old, although it does
indicate that marginal spending on any of these items provides more utility than
spending on income support.
For Model A it is possible to conclude that health spending provides more benefits
than do either environment or education spending. The following hierarchy applies
with better than 95% confidence:
Net MUHealth > {Net MUEducation, Net MUEnvironment} > 0 > Net MUlncome Support
While the marginal utility difference between education and the environment is not
significantly different from zero, the models consistently rank MUEducation >
MUEnvironment.
The predictions from Model D vary significantly with respondent age (Table 2).
Marginal utilities for health, education and the environment are larger than for
income support for all age groups, except for 70 year olds who no longer have a clear
preference for environmental spending over income support. There are no significant
differences in marginal utility for spending on the environment and on education for
any age group. However, younger respondents were more likely to value
environmental and educational spending more highly than health spending. This
outcome is consistent with Kemp & Burt (2001).
Model B provides the opportunity to identify differences between people born in
New Zealand and others (Table 3). Within these groups, relative willingness to spend
on health and education in preference to the environment increases with age. This
result is consistent with earlier models. New Zealand born respondents place a higher
relative value on the environment than do those who were born overseas, with
overseas born 70 year olds obtaining negative net benefits from additional
environmental spending.
Table 3: Model B expected marginal utility differences
Health· Education· Environment·
Age Born Environment Environment Support
30 NZ -0.00108 -0.00377' 0.0195'"
NotNZ 0.00416 0.00147 0.0143'"
50 NZ 0.00293" 0.000238 0.0155'"
Not NZ 0.00817'" 0.00548" 0.0103'"
NZ 000694'" 0 00425" 0.0115'"70 . .
Not NZ 0.0122'" 0.00948'" 0.00625"
Significance levels • (10%), .. (5%), '" (1%)
Health -Support 0.0184" , Health - Education 0.00269", Education - Support 0.0157'''
Discussion
An initial convergent validity test of choice experiment results is provided by
comparison with Kemp's findings. The highest marginal value ratings in New
Zealand category rating studies are achieved by health, education and police (Kemp
& Willetts, 1995a; Kemp, 1998,2003; Kemp & Burt, 2001). These category rating
studies rank the environment in the middle range, whereas spending on income
support is always rated lowly. While the present study addresses a much narrower
range of government services than the category rating studies, it indicates similar
perceptions about the value of government services. Choice experiment results
indicate preferences for reduced spending on income support, with the community
signalling a strong desire to spend more on health, and being willing to support
additional spending on education and the environment. Education and environment
spending provide lower marginal benefits than health spending. The choice
experiment and category rating studies are consistent in indicating a strong
community preference for spending on health, education and the environment rather
than on social security.
A further test of convergent validity is provided by a budget game undertaken
concurrently with the choice experiment (Hughey et a!., 2002). Survey participants
were informed of current government spending on six items and asked to identify
their preferred budget allocation over those items, given that total expenditure could
not change from the initial total of $30 billion per year. The budget items were
slightly different to those in the choice experiment. Whereas the choice experiment
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addressed Income Support, the bUdget game contained a composite item
Superannuation and Income Support, and referred to Conservation and the
Environment rather than Conservation and Environmental Management that was
addressed in the choice experiment. The budget game included the items defence and
crime prevention which did not appear in the choice experiment. Balanced budget
responses to the budget game question were provided by 564 respondents (67.5%).
Table 4 summarises responses.
Table 4: Preferred budget allocation changes
Item 2001 Preferred CHANGE in spending
spending Minimum Maximum Median Mean SE Mean!
($b) ($b) ($b) ($b) ($b) SE
Defence 1 -1.0 14.0 0 0.141 0.049 2.88
Education 7 -7.0 6.0 0 0.457 0.063 7.25
Crime Prevention 1.5 -1.5 13.5 0 0.378 0.052 7.27
Health 7 -7.0 13.0 0.5 0.892 0.076 11.74
Superannuation 13 -13.0 2.0 -2.5 -2.903 0.135 -21.50
& Income
Support
Conservation & 0.5 -0.5 29.5 0.5 1.035 0.098 10.56
Environment
Total 30 0.0000
Preferred levels of spending in the budget game were all significantly different from
actual expenditures at the time of the survey. Respondents wanted a substantial
decrease in spending on superannuation and income support (95% confidence
interval: $2.6 billion - $3.2 billion decrease). Increased spending was desired in all
other categories, with the largest desired increase in spending being on conservation
and the environment (95% confidence interval: $0.84 billion - $1.23 billion
increase). Budget game participants also preferred a substantial increase in health
spending.
The choice model identifies marginal net benefits, whereas the budget game
identifies the optimal budget allocation. Consequently, the magnitudes of preferred
budget changes in the budget game cannot be directly compared with marginal
benefit ranks from the choice model. However, the direction of preferred changes
from the two approaches is consistent, with both signalling preferences for increased
spending on health, education and the environment, and reduced spending on income
support.
Choice experiments have the potential to identify optimal budget allocations when
non-linear utility functions are utilised. Results then could be compared directly with
budget game outcomes. In this case, a second-order polynomial utility function was
estimated, but showed no improvement over the simple linear model. This outcome
may have arisen because of the relatively small changes in individual budget items in
the choice sets.
Initial tests of a logarithmic utility function show some promise (Kerr et aI., 2003).
Because of high correlations, the logarithmic model does not resolve the
identification problem inherent in the linear and polynomial models for the case
study. However, logarithmic utility function results mirrored those ofthe linear
model - indicating efficiency benefits from transferring budget from income support
to health, education and environment, with the bulk of reallocated funds going to
health spending. The logarithmic utility function model has the ability to account for
costs of service provision and illustrates that the community is willing to increase
taxes to increase spending on health, education, and the environment.
The collinearity problem may be surmountable by including additional spending
items in the choice sets or increasing the number of attributes in the experimental
design. In particular, the income support item used in the choice experiment may be
too poorly defined because it incorporates a large number of sub-categories which
may be judged quite differently. Disaggregation of income support may remove the
high correlation between taxes and income support that precluded inclusion of both
variables in the models. An alternative solution may rest in utilisation of alternative
functional forms, which deserve further research investigation.
Conclusions
The choice experiment approach to identification of efficient budget allocation is
novel. This application has been successful in that marginal utility differences
between individual budget categories have been estimated within relatively narrow
confidence intervals. The model has been less successful at measuring the marginal
utility of spending on particular items. However, in theory, this can be done using
non-linear utility functions.
Choice experiment results pass initial convergent validity checks. The results
obtained in the choice experiment, the budget game and the extensive evidence
presented by Kemp and associates are in agreement. This weight of evidence
suggests that the community would prefer less government spending on income
support and increased spending on health, education and the environment.
The potential to use choice experiments to identify marginal benefits as well as
optimal budget allocations gives the choice experiment approach a theoretical
advantage over category rating and budget games. Choice experiments have the
ability to apply mathematical models of preference, which provides opportunities to
statistically test the importance of demographic factors on preferences. Age and
country of birth were shown to be significant in the case study. Choice experiments
may have benefits in reducing response biases, although these have not been
investigated in the current study.
This initial trial of the choice approach to modelling community preferences, along
with the potential advantages the approach offers, indicates the method has strong
potential and suggests that further research into design improvements, advantages
and limitations is warranted.
'l:)
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Abstract:
Nationwide mail surveys implemented in November 2004 report New Zealand
residents' willingness to pay for improvement in ecosystem services and support for
organic fanning on arable land. The surveys were split into two subsets: Canterbury,
which is the region with most arable fanning in the nation, and the other New
Zealand regions. Analysis of the data reveals that Canterbury residents' willingness
to pay for reduction in greenhouse gas emissions from arable farming is greater than
their willingness to pay for improvement in water quality, while it is the opposite for
residents in other regions. In addition, residents' willingness to fund an organic
farming project that enhances certain ecosystem services is analyzed. The results
provide insights for management of arable lands to deliver selected ecosystem
services in New Zealand.
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1. Introduction
Fanners use a variety of inputs including human and manufactured capital to produce
food, fibre or raw materials. As well as these inputs, they also make use of natural
capital inputs such as soil fertility, pollination, bio-protection, and groundwater.
These latter inputs are examples of ecosystem services (ES). Some ecologists and
biologists have classified ecosystem services into four categories: regulating,
supporting, provisioning, and cultural services [12]. Food, fibre and raw materials
are examples of provisioning ES. Several authors have noted that ecosystem services
play major roles supporting or contributing directly to economic output including
output from agriculture [3, 4, 7]. It is clear that agriculture both benefits from and
produces ES.
Income generation is a key objective for the majority of New Zealand farmers.
Production of food, fibre and raw material generates revenue for landowners because
most of these outputs can be sold in the market place. However, many ecosystem
services delivered by arable farms have public good characteristics, there are no
markets for them and hence no prices to users or revenue for producers of those ES.
The absence of property rights for ES can result in their importance being overlooked
by decision makers. When that occurs, profit maximizing behaviour may not lead to
welfare maximization. Under these conditions, farmers may apply high amounts of
external inputs such as synthetic fertilizer, pesticides, irrigated water and other inputs
if they focus on food or fibre production to achieve short tenn profit maximization.
This focus on profit maximization may have harmful consequences for natural
capital stocks such as soil fertility, soil quality, and future productivity of the land.
Little attention may be focused by landowners on aesthetic qualities of the landscape,
or recreation possibilities if these ES are not readily marketed.
In many high income countries, agriculture has become more intensive in the last
few decades [15]. In New Zealand the intensification of agriculture has raised
concerns about some of the harmful effects it can have including high nitrate levels
in groundwater, degradation of lowland streams and lakes, effects on fish availability
and effects on greenhouse gas emissions [9, 14]. These concerns have focused
particularly upon dairy fanning but other types of farming including arable farming
have come in for attention. Arable farming in New Zealand has made increased use
of nitrogenous fertilizers during the past decade and this external input intensification
has lead to increased greenhouse gas emissions and leaching of nitrates into the
groundwater. Moreover, conventional arable farming practices lead to losses of soil
through wind and water erosion and tends to mine soil organic matter. There are few
recreation opportunities on conventional arable farms and arable farming landscapes
may provide little aesthetic interest ifthey are dominated by treeless monocultures.
Researchers have estimated the total economic value of ecosystem services (ES)
provided globally by 16 biomes [3]. Average, but not marginal values per hectare,
of each ecosystem service have been estimated in these studies and the average
values per hectare are applied irrespective of location. Patterson and Cole [16, 17]
replicated the Constanza et al. [3] study and estimated values for Waikato and
New Zealand ecosystem services. The land cover classes used in the Waikato and
New Zealand studies include horticulture, agriculture and cropping land.
Patterson and Cole [16, 17] report that on arable land only five ecosystem services
have positive economic values.
To estimate the welfare impacts, i.e., willingness-to-pay, for a change from the status
quo state of the world to the chosen state, the following formula is used:
a, and a j are assumed to be equal [6] if marginal utility of income for a respondent
is constant. The welfare change is estimated by:
where Ii; and Vj represent utility before and after the change and CV is
compensating variation, the amount of money that makes the respondent indifferent
between the status quo and the proposed scenario.
A multinomial logit model or conditional logit model can be applied to estimate the
welfare measure in equation (4). With the multinomiallogit model, the effects of the
attribute variables are allowed to differ for each outcome. Equation (4) can be
restated as:
We contend that arable farming can provide a range of ecosystem services and
benefits to society as New Zealand farmers seek to maximize commercial gain from
food, fibre and fuel production. Finding ways to more accurately measure the value
of non-marketed ecosystem services associated with arable farming is a challenge
addressed in this paper. We report how we have used discrete choice modeling to
estimate the welfare value of selected ecosystem services provided on New Zealand
arable land. Our paper estimates the welfare values associated with four key
ecosystem services: climate regulation, water regulation, soil retention and scenic
views associated with New Zealand arable farming. Based on data collected in a
nationwide mail survey, our study reveals New Zealand resident's willingness to pay
for improvements in these ecosystem services. Furthermore respondents' social
characteristics are analyzed to identify correlates with support for organic farming as
an alternative way to deliver the four ecosystem services. This study reports
willingness to support organic farming and comments on the benefit of improving
ecosystem services associated with arable land for a variety of social groups in New
Zealand.
2. Choice Modeling Theory
Ii;(X"y)+s, =~(Xj,y-CV)+Sj
fJ,Xki +a,Y+s, = fJjXkj +a/y-CV)+Sj
CV = -~[(fJ,Xk' - fJjX kj )+(s,-sJ]
(4)
(5)
(6)
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In this study, our primary aim is to assess marginal economic values of ecosystem
services; hence we employ two stated preference techniques - CVM and choice
modeling. CVM and choice modeling are increasingly being formulated in a random
utility framework, which allows measurement of the values of non-market goods and
services. The utility function (U) is composed of an observable component (indirect
utility function) and an unobservable error component,
For the multinomiallogit model, the coefficient vector of k attribute variables differ
for each alternative, andfJ.;6 fJj • Alternatively, in the conditional logit model,
coefficients of k attributes across the all alternatives are the same [5], and fJ, = fJj ;
only the attribute levels differ across the alternatives. Under this condition, welfare
change is estimated by the following:
where V is the indirect utility function and e is the stochastic error term. We assume
that the indirect utility is a linear form,
In this paper, the conditional logit model (equation 7) is used to estimate welfare
changes in ecosystem services, since the impact of the attributes of ecosystem
services is assumed to remain the same across all choice alternatives.
u=V+s
Vi = fJ,Xki + a y = fJI + fJ2 x2' + fJ3 x3i + ... + fJkXki +a,y,
(I)
(2)
CV = -~[fJ(Xk' - X kj )+(S, -Sj)] (7)
where p is a positive scale parameter, and C is the choice set for an individual. For
convenience we generally make the assumptionp =1 [1].
where X kl (= {Xl, X2, ... ,Xk}) is a vector ofk attributes associated with alternative i, ~
is a coefficient vector, Y, is income for a respondent choosing the alternative i
bundle, and a is the coefficient vector of income. If the stochastic error term is
logistically Gumbel distributed (Type I extreme value distributed), the choice
probability for alternative i is given by,
Pr(i) = exp(pVi)
L:;EC exp(pVi) (3)
3. Survey Experiment Methodology
In September 2004, pilot surveys were tested on students at Lincoln University and
on randomly selected residents in both the South and North Island. In November
2004 a pre-survey card, survey booklet and cover letter, and a reminder post-survey
card were sent to 2052 individuals selected from the New Zealand electoral roll using
a random stratified sampling design. The sample was divided into two strata: 1026
persons were randomly selected from the Canterbury region (which contains the
largest area of arable farming in New Zealand) and 1026 from the rest of New
Zealand.
\0
\0
The response rates for the surveys are shown in Table 1. The overall effective
response rate for the survey experiment was 36%. The response rate to the survey in
Canterbury was 39%. For the rest of New Zealand it was 34%.
Both the CVM and choice modeling surveys contained four sections: (1) general
questions about the environment in New Zealand; (2) general questions about New
Zealand farming; (3) specific questions about alternative management scenarios for
cropping farming and additional specific questions about organic farming; and (4)
questions about respondent's social characteristics and backgrounds. Except for the
section on alternative scenarios for cropping faming, all questions were held constant
between the two formats. Social characteristic questions asked respondents about
their age (AGE), education (EDU), income (INC), residence in rural or urban area
(UEB), the number of people in household (NHH), the number of children (NCHI),
and occupation. The questions relating to the environment and farming are
summarised in Table 2 with the relevant variable names.
ES characteristics and attributes
The attributes of selected ES provided by cropping farming in New Zealand were
explained to all survey respondents at the beginning of the section on alternative
scenarios. Attributes discussed were greenhouse gas emissions, nitrate leaching, soil
retention, and scenic views of cropping farms. Each attribute was presented to
respondents as several discrete levels of delivery (see Table 3). For example, the
attribute of greenhouse gas emissions from cropping farms was presented as having
three discrete levels: 'big reduction' (50% reduction from the current emission level);
'small reduction' (20% reduction from the current emission level); and 'no change'
from current emission levels. For the nitrate leaching from cropping farms, there
were three levels presented to respondents: 'big reduction' (50% reduction in nitrate
leaching to streams); 'small reduction' (20% reduction in nitrate leaching to
streams); and 'no change' from current level of nitrate leaching to streams. The
attribute of soil quality of cropping farms was limited to two levels: 'small change'
(soils retain their organic matter and structure over 25 years) and 'no change'
(continuation of the current slow rate of soil degradation). The fourth attribute,
scenic views of cropping farms was also limited to two levels; 'more variety' (more
trees, hedgerows and birds and a greater variety of crops on cropping farms) and 'no
change' (maintain the current cropping farming landscape).
Choice modeling formats
The choice modeling surveys were designed to contain multiple choice questions
(choice sets) about alternative policies for improving four ecosystem services on
cropping land. In the surveys, before the choice set questions, respondents were
briefed about the four attributes of ecosystem services and associated cost to the
household. The cost to the household, the payment vehicle, was defined as an
additional annual payment to the regional council responsible for management of the
environment over the next five years. The discrete range of cost alternatives given to
respondents was NZ$IO, $30, $60, and $100. In the choice questions, respondents
were asked to select an option they favored the most out of the three alternatives
provided (See Appendix 2). Each option contained the four attributes and the cost to
the household with various levels of attribute combinations. The cost to the
household in option A was designed higher than in option B, and option C was set as
the status quo across all choice sets. Respondents were asked to answer similar types
of choice questions sets multiple times. As there are three levels for the greenhouse
gas emission and nitrate leaching attributes, two levels in the soil and scenic view
attributes, and four levels in the cost to household, there are 22x32x4 factorial designs
[II]. For statistically efficient choice designs, a D-efficient design excluding
unrealistic cases was adapted to each of the choice questions [8, 20].
Following the choice set questions, respondents were asked about their ideal policies,
which are ideal levels of each attribute, and the ideal cost to their households for
their ideal combinations. In addition, there were questions about organic farming
associated with cropping land. Respondents were asked whether they would like to
support organic farming for improving the ecosystem services and their willingness
to pay for supporting organic farming if quality of the ecosystem services rose to
their ideal level which they answered in the previous question. If respondents
answered that they would like to contribute all their ideal cost of improving
ecosystem services via organic farming, they were categorized as fully organic
supporters. If they answered that they would like to contribute part of the cost, they
were defined as partially organic supporters. If they chose not to support organic
farming at all, they were classified as non-organic supporters.
4. Survey Analysis and Results
4.1 General Analysis
The descriptive statistics of the three sample strata (Canterbury, the rest of New
Zealand, and the pooled data) are presented in Table 4. Chi-square tests indicate
there are no significant differences in the social characteristics across the three
samples.
Choice modeling results were analyzed with the conditionallogit model using effect
codes [11] rather than dummy variables for the four ecosystem service attributes.
Definitions of the effect codes for attribute variables are presented in Table 5. The
advantage of using effect codes over dummy variables is the ability to observe a
respondent's comparison of one level with other levels in an attribute [19].
For simplicity of analysis, no social characteristic variables were included in the first
model (Modell). This model did not include an alternative specific constant which
represents unobserved factor on respondent's choice between option A, Band C [13]
because our interest was to estimate individual choice differences between option C
and other options, not between option A and B. In the result of both sample strata,
coefficients of COST are negative, which suggests that people are likely to accept the
policy with lower cost to households.
The results of choice modeling for both areas are shown under columns of Model I
in Table 6. All variables are significant at the 0.05 level. Coefficients of large
reductions in greenhouse gas emissions and nitrate leaching show relatively large
magnitudes in both Canterbury and the rest of New Zealand. On the other hand for
both sample strata, the coefficients of scenic views are relatively lower than for the
other variables.
4.2 Analysis Using Support for Organic Farming and Social Characteristics
[Fully, Partially, or Non-Organic supporter]
=1 [AGE, EDU, INC, URG, NHH, NCHL RESO, MANUO, EDUCO, LElO,
GOVO, COMO]
Large reductions of nitrate leaching from cropping farms
Large reductions of greenhouse gas emissions from cropping farms
Small reduction of nitrate leaching from cropping farms
Small reduction of greenhouse gas emissions from cropping farms
Soil quality change on cropping farms
Scenic view change of cropping farms
This result indicates that for residents in Canterbury reduction of greenhouse gas
emissions is more important than improvement in water quality, but vice versa for
residents in the rest of New Zealand. Attributes of soil and scenic view are also
considered as valuable ecosystem services in both regions although those values are
lower compared to greenhouse gas emissions and water attributes.
To estimate the values of each ecosystem service attribute for the organic/non-
organic supporter groups, interaction terms of each organic group are included in the
conditional logit model (Table 6). Model 2 contains an interaction term of non-
partially organic group (NPO), which is comprised of the fully and non-organic
group. This model allows us to easily and precisely estimate values of each
ecosystem service for the partially organic group because the interaction term plays a
role like a dummy variable. Model 3 and Model 4 are also constructed in the same
manner. For estimation of values for the fully organic support group, an interaction
term with partially and non organic support group (NFO) are contained in Model 3.
For estimation of non-organic support group, interaction terms of fully and partially
organic group (POR) are contained in Model 4. The three models are separately
regressed for Canterbury, the rest of New Zealand, and the pooled data.
The results of the conditionallogit model (Model 2, 3, and 4) are shown in Table 6.
All coefficients of the attribute variables and interaction terms are significant at the
0.01 or 0.05 level across the three models except for small reduction of greenhouse
gas emissions (OOS) and scenic view (SV) in Model 4.
The results are shown in Table 8. In both Canterbury and other regions, people who
have larger numbers in their household but fewer children, or work in education,
manufacturing, or leisure sector are more likely to be a fully organic supporter. A
difference between the two regions is that in Canterbury a person working in a
resource based sector is less likely to be an organic supporter, but the correlation is
insignificant in the rest of New Zealand. Moreover, people working in the human
health or government sectors are more likely to be fully organic supporters in the rest
of New Zealand region, but the same tendency cannot be seen in Canterbury
respondents. Analysis of non-organic supporters also can be completed. In both
regions, the larger number of children in a household increases likelihood of being a
non-organic supporter. In the rest of New Zealand region, people working in the
communication sector are likely to be in the non-organic supporter.
Estimated mean willingness to pay for each attribute are presented in Table 7. In
Canterbury the fully and partially organic group valued a large reduction of
greenhouse gas emissions the highest among all attributes, at $139.84 and $142.13
per household per year respectively. However, non-organic supporters' willingness
to pay for a large reduction of greenhouse gas emissions and willingness to pay for
nitrate leaching are nearly equal, and the values are approximately $55, which is less
than half of the willingness to pay for those attributes by organic support groups.
Values of soil quality and scenic views for non-organic supporters are also much
lower compared to their willingness to pay by organic supporters. Values of soil
quality and scenic views are about one third and one fifth of the values for other
groups.
In the rest of New Zealand, unlike Canterbury, a large reduction of nitrate leaching is
valued the highest among the selected ecosystem services for all three organic/non-
organic groups. However, the lowest value among all attributes for non-organic
supporters was again scenic views. The values of change in greenhouse gas
emissions, nitrate leaching, soil, or scenic views for the non-organic group were
approximately 30, 50, 30, and 25 percent, respectively, of the values of other organic
supporters.
are ordered asIn the rest of New Zealand, willingness to pay for these policies
follow:
1.
2.
3.
4.
5.
6.
Mean welfare values of improvements in all four ecosystem services (ALL) are
similar between Canterbury and the rest of New Zealand, which are around $250 per
household. However, people in the two regions weight values of each attribute
differently. In the results for Canterbury respondents, the value of large reductions
of greenhouse gas emissions is greater than it is for reduction in nitrate leaching. For
Canterbury respondents, willingness to pay for six alternative polices are ordered
from the highest to lowest:
1. Large reductions of greenhouse gas emissions from cropping farms
2. Large reductions of nitrate leaching from cropping farms
3. Small reduction of greenhouse gas emissions from farms
4. Small reduction of nitrate leaching from farms
5. Soil quality change on cropping farms
6. Scenic view change of cropping farms
Mean welfare values for the various policy alternatives described in the survey are
estimated by using equation (7) and the results are shown in rows of Model 1, "for all
respondents", in each strata in Table 7. The choice modeling results, on the other
hand, elicit economic values for six policy alternatives, since the model is capable of
estimating multiple policies simultaneously from multiple choice sets.
Individuals' willingness to pay for improvements in ecosystem services are
examined depending on their social characteristics and support for organic farming.
In Canterbury, 31, 36, and 34 % of the respondents are categorized as fully, partially,
or non organic supporters, respectively. Similarly 31, 41, and 29 % of respondents in
the rest of New Zealand are categorized as fully, partially, or non organic supporters.
To determine the characteristic of each organic/non-organic group, the following
logit models were regressed separately for Canterbury, the rest of NZ, and pooled
data:
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Total WTP for these ecosystem service attributes can be calculated from the mean
values. According to Statistics New Zealand [18], there are about 1.5 million
households are in New Zealand, of which 0.184 million households are in
Canterbury. Based on these numbers, the estimated mean WTP, and the ratio of the
organic supporter groups, the total WTP for ecosystem services are estimated and
shown in Table 9. The results show that for all New Zealand the value of controlling
nitrate leaching is $173.24 million and in the highest among the four attributes. The
value of reductions of greenhouse gas emissions is $159.13 million. Values of
improved soil quality and scenic view qualities for New Zealand are approximately
45 and 20 percent of the value of controlling nitrate leaching respectively. The
results also reveal that almost half of willingness to pay for enhancing each
ecosystem service is attributable by partially organic supporters. More than 85
percent of the total values of improving ecosystem services are attributable by
organic supporters when fully and partially organic supporters are grouped together.
Analysis has been conducted to determine what social characteristics in each
organic/non-organic group are significantly related to individual willingness to pay
for improving ecosystem services. Interaction terms which are combined social
characteristics variables with the organic support groups were included in the
conditional logit model (Model 5), as shown in Table 6. From the results,
coefficients of interactions combining fully organic supporters and education or
income are positive and significant in both Canterbury and rest of New Zealand
regions. On the other hand, interactions combining partially organic supporters and
number of children are negative and significant in the regions. This can be
interpreted as people who are fully organic supporters and have higher education or
income are more likely to pay for improving ecosystem services; however, people
who are partially organic supporters and have more children are less likely to pay.
These results are summarized in Table 10. There are three columns for fully,
partially or non organic support groups. The vertical axis shows the degree of
willingness to pay from low to high. It is noticeable that some people categorized as
fully organic farming supporters are less willing to pay for enhancement of
ecosystem services. They are people working in manufacturing, education, or
resource based sectors in Canterbury or working in leisure or communication sectors
in the rest of New Zealand. Another interesting fact is that non-organic supporters in
the rest of New Zealand are more likely to pay for improvement in ecosystem
services if they are young, have a large family, work in the communication sector, or
live in urban areas.
5. Summary
The choice modeling study allows us to estimate welfare values for changes in levels
of four ecosystem services (significant reductions of greenhouse gas emissions and
nitrate leaching and improvement of soil quality and scenic views) associated with
arable land for people living in Canterbury (the region with most cropping farming in
New Zealand) and for people in the rest of the nation. Estimated mean willingness to
pay for each attribute reveals that individuals' concern for greenhouse gas emissions
is greater than their concern for water quality in Canterbury while it is the opposite in
the rest of New Zealand. In addition, this study finds that the values of scenic views
of arable farms are the lowest among the four studied ecosystem services. This
ecosystem service, which is not directly related to ecosystem functioning and is a
public good, is likely to be ignored in management decisions on cropping farms.
However the results show that on average people in· New Zealand enjoy seeing
cropping farm landscapes and consider that ecosystem service as a valuable service.
Mean willingness to pay for the ecosystem services varies depending on the level of
support for organic farming. The mean values of each ecosystem service attribute
for the fully organic supporter or partially organic supporter is respectively 43 or 34
percent higher than for the total nations' average. When fully and partially organic
supporters are combined, these groups contain around 70 percent of the nation's
population and share 87 percent of the nation's willingness to pay for improvement
in the four ecosystem services.
Analysis of the social characteristics of the organic supporter groups and their
willingness to pay for improved ecosystem services presents some interesting
insights. The results indicate that social values of improving ecosystem services
associated with cropping land in New Zealand depends on respondents' social
characteristics. One finding is that willingness to pay for enhancement of ecosystem
services is significantly higher among fully or partially organic farming supporters.
Currently New Zealand is targeting $1 billion sales from the organic farming sector
by 2013, which is seven times more than the 2001/2002 level [14]. Switching from
conventional to organic farming, which is one of methods to improve ecosystem
services on arable land, may meet social demand and increase social utility.
However, further analysis reveals that people working in manufacturing, education,
or leisure sector who are fully organic supporters are less willing to pay for
improvement in ecosystem services. Although fully organic supporters are generally
considered to be people favoring better quality of environment and life, they are not
always equivalent to people who obtain higher welfare values for improvements in
these ecosystem services. On the other hand, the study also shows that some people
in the non-organic group, such as people working in the communication sector or
living in urban areas, have higher willingness to pay for selected ecosystem services.
The values of improved ecosystem services for people working in resource based
sectors in Canterbury or people living in rural areas in non-Canterbury regions, who
may be engaging in farming, are relatively low.
Individuals in New Zealand are willing to pay significant amounts for improvement
in selected ecosystem services associated with arable land. Nearly half of the
estimated national willingness to pay for enhancements of ecosystem services from
arable land is attributable to people who partially support organic farming. Further
investigation is required to determine organic farming's ability to deliver
improvements in ecosystem services. The information reported in this paper should
be considered together with cost estimation to verify whether new policies or
strategies of arable land management are efficient and capable of increasing social
wellbeing in New Zealand.
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Table 3. Definitions of Selected Ecosystem Service Attributes on Arable FarmsAppendix 1
Table 1. Response Rates
Canterbury Rest ofNZ Total
Surveys 1026 1026 2052
Undelivered 20 31 51
Responded 391 334 725
Response Rate 0.39 0.34 0.36
Attributes
Greenhouse Gas Emissions
Nitrate Leaching
Soil Quality
Scenic Views
Levels Definitions
Big Reduction 50% reduction from the current emission level
Small Reduction 20% reduction from the current emission level
No Change Maintain current emission level
Big Reduction 20% reduction in nitrate leaching to streams
Small Reduction 20% reduction in nitrate leaching to streams
No Change Maintain current nitrate leaching to streams
Small Change Soil organic matter and structure are retained over 25
vears
No Change Maintain current slow rate ofsoil degradation
More Variety More trees, hedgerows and birds and a greater variety of
crops on cropping farms
No change Maintain the current cropping farm landscape
Table 2. Definitions ofVariables
Cost to Household 10; 30; 60; 100 Annual payment to a regional council for the next 5 years
(NZ$)
Table 4. Descriptive Statistics
Canterbury RestofNZ Pooled
Mean Std.Dev. Mean Std.Dev. --Mean Std.Dev.
AGE 52.02 15.85 53.69 15.59 52.79 15.75
BDU 4.00 1.57 3.97 1.64 3.99 1.60
INC 55.81 33.09 60.51 35.20 58.Q2 34.18
URB 0.74 0.44 0.68 0.47 0.71 0.45
NHH 2.78 1.34 2.70 1.35 2.74 1.34
NCHI 0.59 1.01 0.53 0.95 0.56 0,98
RESO 0.11 0.32 0.12 0.33 0.12 0.32
MANUO 0.21 0.41 0.17 0.37 0.19 0.39
EDUCO 0.15 0.36 0.15 0.36 0.15 0.36
HSO 0.11 0.32 0.10 0.30 0.11 0.31
LElO 0.13 0.34 0.10 0.29 0.11 0.32
GOVO 0.05 0.21 0.06 0.24 0.05 0.23
COMO 0.09 0.29 0.13 0.33 0.11 0.31
ICOST 55.25 59.71 63.04 101.15 59.42 84.55
ORGCOST 31.08 60.65 35.07 80.91 33.18 72.06
FORG 0.31 0.46 0.31 0.46 0.31 0.46
LPORG2 0.36 0.48 0.41 0.49 0.39 0.49
NONOR 0.34 0.47 0.29 0.45 0.31 0.46
Ideal cost for respondent's ideal policy program
Ideal cost for supporting organic fanning
I if fully organic supporter; otherwise 0
1if partially organic supporter; otherwise 0
I ifnon-organic supporter; otherwise 0
I if non-fully organic supporter; otherwise 0
if non-partially organic supporter; otherwise 0
INC
URB
NHH
NCHI
RESO
MANUO
EDUCO
HSO
LEIO
GOVO
COMO
Variables Definition
~ Age
I if primary school; 2 if high school without qualifications; 3 ifhigh school wit qualifications; 4 trade/technical
EDU qualification; 5 undergraduate diploma; 6 bachelors degree; 7 postgraduate
5 ifless than $10.001; 15 if$IO,OOI to $20,000; 25 if$20,001 to $30.000; 35 if $30,001 to $40,000; 45 if$40,001 to
$50,000; 55 if$50,001 to $60,000; 65 if$60.00 I to $70,000
I if residence in urban area; otherwise 0
Number of household
Number ofchildren
1 ifwork in resource based industry; otherwise 0
1if work in manufacturing and transport industry; otherwise 0
I if work in education sector; otherwise 0
I if work in health service industry; otherwise 0
I if accommodation, retail, and leisure service industry; otherwise 0
I if work in government sector; otherwise 0
I if work in communication and financial service industry; otherwise 0
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ORGCOST
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Table 7. Mean WTP per household per year (NZ$)
Canterbury GGL GGS NLL NLS ~. SV ALL
Model I for all respondents 100.91 62.42 89.70 78.77 45.68 18.99 255.28
0.'10 0.35 0.18 0.07 '.00
Model 2 for fully organic 139.84 86.98 121.17 106.17 64.89 27.61 35151
DAD 0.34 0./8 0.08 /,00
Model 3 for partially organic 142.13 78.82 109.69 99.23 60.23 27.76 325.12
0.44 0.34 0.19 0,09 1.00
Model 4 for non-organic 54.47 34.68 54.93 42.91 22.06 5.28 136.74
0,40 0,40 0.16 0,04 1.00
Rest ofNZ
Model I for all respondents 87.09 67.98 99.99 74.32 44.17 20.91 252.15
0.35 0.40 0./8 0.08 1.00
Model 2 for fully organic 131.84 99.10 142.03 109.32 68.33 32.53 374.74
0.35 0.38 0./8 0.09 1.00
Model 3 for partially organic 124.70 96.93 136.56 101.40 64.80 29.70 355.75
0.35 0.38 0.18 0.08 1.00
Model 4 for non-organic 43.21 36.85 60.84 39.57 20.63 6.83 131.52
0.33 0.46 0.16 0.05 1.00
Pooled
Model I for all respondents 94.28 65.20 94.67 76.75 45.02 19.81 253.79
0.37 0.37 0./8 0.08 1.00
Model 2 for fully organic 135.97 92.93 13J.l3 107.72 66.57 29.86 36153
0,37 0.36 0.18 0.08 1.00
Model 3 for partially organic 126.01 86.49 121.28 100.36 62.11 28.42 337.82
0.37 0.36 0.18 0,08 1.00
Model 4 for non-organic 48.85 35.81 57.75 41.25 2UI 5.93 133.85
0.36 0.27 0.43 0.31 0.16 0.04 1.00
GGL -large reductions ofgreenhouse gas emissions
GGS • small reductions of greenhouse gas emissions
NLL -large reductions ofnitrate leaching
NLS - small reductions of nitrate leaching
SOIL - improvement in soil quality
SV· improvement in scenic views
ALL - improvement in all four ecosystem service attributes
Afigure in italic indicates percentage share ofALL value for each model in each strata.
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Appendix 2
A sample question in a Choice Modeling Survey
Please tick the option that you most prefer:
Livestock in China: Commodity-specific
Total Factor Productivity Decomposition Using New Panel
Data
....
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Introduction
China's agricultural output has expanded rapidly since the economic reforms of the
late 1970s, reflecting both productivity growth and mobilisation of inputs. Among
livestock products, output of poultry has increased tenfold, egg output has increased
sixfold and that of pork by three times. Over the same period China's rapid economic
growth and urbanisation have pushed consumption patterns towards increased
consumption of high-value foodstuffs including livestock products (Wu, Li and
Samual; Ma et al.). These developments have spurred debate over whether or not
China will be able to feed itself, and if not what might be the consequences for global
markets? China has been a net exporter (in value terms) of pigmeat and poultry, a net
importer of beef, and overall a net exporter of fresh and prepared meats. Is this likely
to continue? Rutherford has projected continuing Chinese self-sufficiency in meats,
and Delgado et al. projected a decline in pork net exports but an increase in the case
of poultry by 2020. Both Ehui et al. and Rae and Hertel projected China remaining a
net exporter of non-ruminant meat in 2005 while Nin-Pratt et al. projected a trade
deficit in non-ruminant meats by 2010.
Given possible policy and resource constraints, achievement of the Chinese
government's goal of grain self-sufficiency and continued growth of the livestock
sector may have to rely on continuing improvements in agricultural productivity. It
follows that the measurement of agricultural productivity will become crucial for
estimating the future supply of domestic agricultural commodities and in tum for
predictions of the livestock sector's demand for feedgrains and future grain and meat
trade balances. However, the estimation of China's past productivity groWth as well
as the formulation of future projections have also been controversial due in part to
considerable doubt over the reliability of the underlying agricultural statistics. Only
recently have some researchers made efforts to adjust for discrepancies in existing
data series or to access alternative data sources, as do we in this article.
None of the above projections of meats trade for China explicitly incorporate
estimates of total factor productivity (TFP) growth in livestock production. Some,
instead, used partial measures such as output per animal and livestock feed
conversion efficiencies. Such partial productivity measures may be misleading
indicators of more general productivity growth. While several studies have examined
China's aggregate agricultural TFP (see Mead for a summary) to the best of our
knowledge the literature does not contain any comprehensive TFP studies of the
livestock sector for China. We are aware only of Somwaru, Zhang and Tuan's
analysis of hog technical efficiency in selected provinces of China, and the work of
Jones and Arnade, and Nin et al. that make separate TFP estimates for the aggregate
crops and livestock sectors for several countries including China. Therefore one
objective of this article is to produce TFP growth estimates for several sub-sectors of
the Chinese livestock industry.
A feature of China's livestock sector is rapid structural change towards larger and
more commercial and intensive production systems. As specialisation has developed
over the last two decades, the share of backyard livestock production has declined
and the shares of specialised households and commercial enterprises have increased.
For example, according to the China Agricultural Yearbooks, backyard hog
')
production accounted for more than 91 percent of output in 1980, but its share
declined to 76 percent in 1999. Meanwhile the share of specialised households and
commercial enterprises rose from less than 9 percent in 1980 to 24 percent in 1999.
To the extent that feeding and management practices vary across production
structures, we can combine this information with information on structural change
patterns when making projections of China's livestock production and feed demands.
Therefore we derive separate TFP estimates for several important farm types.
In addition to having precise estimates of TFP growth, from a policy point of view it
also is useful to know whether growth in productivity has been due to technical
progress (outward shifts of the production frontier) or improved technical efficiency
(producers making more efficient use of available technologies). These two TFP
components are analytically distinct, can change at different rates, and likely will
have quite different policy implications. For example, should policies be designed to
encourage innovation, or the diffusion of existing technologies? Our second
objective, therefore, is to provide such a decomposition oflivestock TFP in China.
In the following sections we first present a brief review of our methodology. Next,
we discuss some problems with China's official livestock production and input data
and the adjustments we make to the data. TFP growth results and their
decomposition are then presented for four livestock sub-sectors-hogs, eggs, milk
and beef cattle. We find productivity growth varies across time periods, sectors and
farm types; our data revisions also affect substantially a number ofkey results.
Methodology
Traditional studies of productivity growth in agriculture have tended to compute
productivity as a residual after accounting for input growth, and to interpret the
growth in productivity as the contribution of technical progress. Such an
interpretation implies that improvements in productivity can arise only from
technical progress. However this assumption is valid only if firms are technically
efficient, thus operating on their production frontiers and realising the full potential
of the technology. The fact is that for various reasons firms do not operate on their
frontiers but somewhere below them, and TFP measured in this way can reflect both
technological innovation and changes in efficiency. Therefore technical progress
may not be the only source of total productivity growth, and it will be possible to
increase factor productivity through improving the method of application of the
given technology - that is, by improving technical efficiency.
To study production efficiency, the stochastic frontier production function (Aigner,
Lovell and Schmidt; Meeusen and van den Broeck) has been the subject of
considerable recent research with regard to both extensions and applications (Battese
and Coelli 1995). Stochastic production function analysis postulates the existence of
technical inefficiency of production of firms involved in producing a particular
output, which reflects the fact that many firms do not operate on their frontiers but
somewhere below them. Many theoretical and empirical studies on production
efficiency/inefficiency have used stochastic frontier production analysis (e.g., Coelli,
Rao and Battese; Kumbhakar and Lovell).
~
As panel data permit a richer specification of technical change and obviously contain
more information about a particular firm than does a cross-section of the data, recent
development of techniques for measuring productive efficiency over time has
focused on the use of panel data (Kumbhakar, Heshmati and Hjalmarsson;
Henderson). Panel data also allow the relaxation of some of the strong assumptions
that are related to efficiency measurement in the cross-sectional framework (Schmidt
and Sickles). In the rest of the article, we adopt a panel data approach to measure and
decompose TFP for several key sub-sectors of China's livestock economy.
where the random variable wit is defined by the truncation of the normal distribution
with zero mean and variance a 2 , such that the point of truncation is - z;/S, i.e.,
wit ;:: -ZitS. As a result, Uit is obtained by truncation at zero of the normal
distribution with mean zitS and variance a 2 • The normal assumption that the uits
and VitS are independently distributed for all i =1, 2,A ,N and t =1, 2,A,T is
obviously a simplifying but restrictive condition.
As in Kumbhakar, the stochastic frontier production function for panel data can be
expressed as:
We also needed to make an important methodological decision regarding whether to
use a single- or multi-product function. In making the decision, this primarily was an
issue only for our models of backyard livestock production, since specialised
households and commercial operations tend to concentrate on a single livestock type.
To understand the importance of modelling two or more livestock types
simultaneously, we used the Rural China 2000 Survey, a survey that covers six
provinces in China (Hebei, Shaanxi, Liaoning, Zhejiang, Sichuan and Hubei) and
1,199 rural households. 1 The survey data includes detailed, household-level
beginning, ending and sales information for various livestock types such as hogs,
hens, dairy and beef cattle, sheep and goats. Of the 719 households that had at least
one farm animal of any kind at the beginning of the year, nearly two-thirds (64%)
raised only a single animal type. Another 30% of those 719 livestock-rearing
households raised only hogs and chickens, and 51 % of these owned only one or two
hogs compared with the average of 4.6 hogs for all households owning hogs. Of the
519 households that farmed hogs with or without other animals, 53% raised only
hogs. With so few households truly engaged in intensive production of more than
one type of animal, we chose to use separate production functions for each livestock
type. where Sjit is the cost-share ofthejth input for the ith firm at time t. Kumbhakar has
shown that the overall productivity change can be decomposed by differentiating
equation (1) totally and using the definition of TFP change in equation (5). This
results in a decomposition of the TFP change into 4 components: a scale effect, pure
technical change, technical efficiency change and the input price allocative effect.
Technical inefficiency, Uit ' measures the proportion by which actual output, Yit, falls
short of maximum possible output or frontier output f(x,t). Therefore technical
efficiency (TE) can be defined by:
TE it = Y" / f(xit,t) = exp(-u it )::; 1 (3)
Time is included as a regressor in the frontier production function and used to
capture trends in productivity change - popularly known as exogenous technical
change and is measured by the log derivative of the stochastic frontier production
function with respect to time (Kumbhakar). That is, technical change (TC) is defined
as:
(4)
(5)
TC
it
= olnf(x;"t)
ot
TFP;, = Yit- I JSjit ~j"
Productivity change can be measured by the change in TFP and is defined as:
(1)Yit = f(xit,t)exp(v it -uit )
,...
=~
1 Conducted in November and December 2000 by a team compnsmg the Centre for Chinese
Agricultural Policy of the Chinese Academy of Sciences, the Department of Agricultural and
Resource Economics of the University of California, Davis, and the Department of Economics of the
University ofToronto.
2 See Kumbhakar and Lovell (chapter 7), and Cuesta for a review of recent approaches to the
incorporation of exogenous influences on technical inefficiency.
where Yit is the output of the ith firm (i = 1, 2,A ,N) in period t (t = 1, 2,A ,T);
fO is the production technology; x is a vector of J inputs; t is the time trend
variable; V it is assumed to be an iid N(O,a;) random variable, independently
distributed of the uit ; and uit is a non-negative random variable and output-oriented
technical inefficiency term. There are several specifications that make the technical
inefficiency term U it time-varying, but most of them have not explicitly formulated a
model for these technical inefficiency effects in terms of appropriate explanatory
variables. 2 Battese and Coelli (1995) proposed a specification for the technical
inefficiency effect in the stochastic frontier production function as:
Uit=ZitS+Wit (2)
Data
An ongoing problem for the study of livestock productivity in China is obtaining
relevant and accurate data. The majority of published studies of Chinese agricultural
productivity have used data published in China's Statistical Yearbook (ZGTJNJ).
While this source disaggregates gross value of agricultural output into crops, animal
husbandry, forestry, fishing and sideline activities, input use is not disaggregated by
sector. A major improvement we introduce is to utilise additional data collected at
the farm level that will allow the construction of time-series of input use by livestock
farm type. 3 A further problem with livestock data from the official statistical
yearbooks is the apparent over-reporting of both livestock product output and
livestock numbers (Fuller, Hayes and Smith; ERS). This problem also needs to be
3 Carter, Chen and Chu, in studying aggregate agricultural TFP growth in Jiangsu province, compared
results based on provincial aggregate data with sectorally-disaggregated household data. They found
that use of the former provided implausibly high TFP growth over the 1988-96 period.
....
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addressed if the possibility of biased livestock productivity estimates is to be
avoided.
We specify four inputs to livestock production - breeding animal inventories, labour,
feed and non-livestock capital. We describe below the construction of data series for
these livestock production inputs, as well as our approach to overcoming the over-
reporting of animal numbers and outputs.4
Livestock Commodity Outputs
Concerns over the accuracy of official published livestock data include an increasing
discrepancy over time between supply and consumption figures and a lack of
consistency between livestock output data and that on feed availability. Ma, Huang
and Rozelle have provided adjusted series for livestock production (and
consumption) that are internally consistent by recognising that the published data do
contain valid, albeit somewhat distorted information. In order to adjust the published
series, new information from several sources is introduced. Specifically, Ma, Huang
and Rozelle use the 1997 national census of agriculture (National Agricultural
Census Office) as a baseline to provide an accurate estimate of the size of China's
livestock economy in at least one time period. The census is assumed to provide the
most accurate measure of the livestock economy since it covers all rural households
and non-household agricultural enterprises. The census also collected information on
the number of animal slaughterings (by type of livestock) during the 1996 calendar
year. A second source of additional information is the official annual survey of rural
household income and expenditure (HIES) that is run by the China National Bureau
of Statistics. Information collected in that survey includes the number of livestock
slaughtered and the quantity of meat produced for swine, poultry, beef cattle, sheep
and goats, and egg production. Ma, Huang and Rozelle assume the production data
as published in the Statistical Yearbook to be accurate from 1980-1986. Beyond this
date, that data are adjusted to both reflect the annual variation as found in the HIES
data and to agree with the Census data for 1996. Further details of the adjustment
procedure can be found in Ma, Huang and Rozelle. The adjusted series include
provincial data on livestock production, animal inventories and slaughterings. Since
dairy cattle are not included in that study, we use a similarapproach to adjust data on
milk output and dairy cattle inventories.
Animals as Capital Inputs
Following Jarvis we recognise the inventory of breeding animals as a major capital
input to livestock production. Thus opening inventories of sows, milking cows,
laying hens and female yellow cattle are used as capital inputs in the production
functions for pork, milk, eggs and beef respectively. Provincial inventory data for
sows, milking cows and female yellow cattle are taken from official sources and
adjusted for possible over-reporting as described above.
Additional problems exist with poultry inventories. China's yearbooks and other
statistical publications contain poultry inventories aggregated over both layers and
broilers. No official statistical sources publish separate data for layers. Ma, Huang
and Rozelle, however, provide adjusted data on egg production, and the State
4 Our complete adjusted data set can be downloaded from the website http://econ.massey.ac.nz/caps.
h
Development Planning Commission's agricultural commodity cost and return survey
provides estimates of egg yields per hundred birds. Thus layer inventories, at both
the national and provincial levels, are calculated by dividing output by yield.5 A
simple test shows that the sum across provinces of our provincial layer inventories is
close to our estimate of the national layer inventory in each year.6
Feed, Labour and Non-livestock Capital Inputs
Provincial data for these production inputs are obtained directly from the
Agricultural Commodity Cost and Return Survey. 7 Thought to be the most
comprehensive source of information for agricultural production in China, the data
have been used in several other studies (e.g., Huang and Rozelle; Tian and Wan; Jin
et al.). Within each province a three-stage random sampling procedure is used to
select sample counties, villages and finally individual production units. Samples are
stratified by income levels at each stage. The cost and return data collected from
individual farms (including traditional backyard households, specialised households,
state- and collective-owned farms and other larger commercial operations) are
aggregated to the provincial and national level datasets that are published by the
State Development Planning Commission.
The survey provides detailed cost items for all major animal commodities, including
those covered in this article. These data include labour inputs (days), feed
consumption (grain equivalent) and fixed asset depreciation on a 'per animal unit'
basis. We deflate the depreciation data using a fixed asset price index. We calculate
total feed, labour and non-livestock capital inputs by multiplying the input per animal
by animal numbers. For the latter, we use our slaughter numbers for hogs and beef
cattle, and the opening inventories for milking cows and layers since these are the
'animal units' used in the cost survey.
Livestock Production Structures
China's livestock sector is experiencing a rapid evolution in production structure,
with potentially large performance differences across farm types. For example,
traditional backyard producers utilise readily available low-cost feedstuffs, while
specialised households and commercial enterprises feed more grain and protein meal.
The trend from traditional backyard to specialised household and commercial
enterprises in livestock production systems therefore implies an increasing demand
for grain feed (Fuller, Tuan and Wailes). To estimate productivity growth by farm
type, our data must be disaggregated to that level. This is not a problem for the feed,
labour and non-livestock capital variables, since they are recorded by production
structure in the cost surveys. However, complete data series on livestock output and
animal inventories by farm type do not exist.
5 The cost and return survey did not contain egg yields for every province for each of the years in our
sample. Provincial trend regressions were used to estimate yields in such cases.
6 Data on inventories of breeding broilers are available only from 1998, and we could not discover any
way of deriving earlier data from the available poultry statistics. This severely limited our ability to
analyse productivity developments in this sector.
'This survey is conducted through a joint effort of the State Development Planning Commission, the
State Economic and Trade Commission, the Ministry of Agriculture, the State Forestry
Administration, the State Light Industry Administration, the State Tobacco Administration and the
State Supply and Marketing Incorporation.
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our sample sizes are given in table 1. Only for hogs does the data cover both the
1980s and 1990s. Our dataset for backyard egg production include just five years in
the 1980s, and the period 1992-96. Even over the latter period, the number of
provinces within each year's data are in the range of three to five, and the cost survey
stops collecting data for backyard egg production after 1996. While some beef data
are available prior to 1989, data on all variables are available only from that date. In
contrast to the other livestock types, beef production costs are not available by farm
type. Data on milk production covers the 1992-2001 period. The number of
provinces for which complete data sets are obtained vary across years, livestock
sectors and farm types (table 1).
(7)
(6)
We define the stochastic frontier production function in translog form:
1
InYiI = a o+ L if3i Inxilt + f3,t +2L i L kf3ik Inxi " Inxkil
1 2"+2 f3ut + L.... i f3jt Inxi,,t - u" + Vii
where In denotes the natural logarithm, i = 1,2,1\,N indexes the provinces,
t = 1,2:1\ ,T indexes the annual observations over time; Yil is total output as defined
previously;j indicates inputs and t is a time trend. The technical inefficiency function
Uil is defined as:
Uil =00 +Olt + LouD,
where D are provincial dummies.
Since there are serious econometric problems with two-stage formulation estimation
(Kumbhakar and Lovell, p.264), our study simultaneously estimates the parameters
of the stochastic frontier function (6) and the model for the technical inefficiency
effects (7). The likelihood function of the model is presented in the appendix of
Battese and Coelli (1993). The likelihood function is expressed in terms of the
variance parameters (1"2 = (1"~ + (1"; and r '" (1"~ / (1"2 , and r is an unknown parameter
to be estimated. The stochastic frontier function may not be significantly different
from the deterministic model if r is close to 1 (Coelli, Rao and Battese, p.215). On
the other hand, if the null hypothesis r = 0 is accepted, this would indicate that (1"~
is zero and thus the term u il should be removed from the model, leaving a
specification with parameters that can be consistently estimated by ordinary least
squares. We use the FRONTIER 4.1 computer program developed by Coelli to
estimate the stochastic frontier function and technical inefficiency models
simultaneously and this program also permits the use of our unbalanced panel data.
Our approach to generating output data by farm type is to first construct provincial
'share sheets' that contain time series data on the share of animal inventories (dairy
cows and layers) and slaughterings (hogs) by each farm category (backyard,
specialised and commercial).8 Inventories of sows by farm type are then generated by
multiplying the aggregate totals (see earlier section) by the relevant farm-type hog
slaughter share. We note that this assumes a constant slaughterings-to-inventory
share across farm types for hog production, and therefore assumes away a possible
cause of productivity differences in this dimension across farm types. However, it
proved impossible to gather further data to address this concern.
To disaggregate our adjusted livestock output data by farm type, it is important to
take into account yield differences across production structures. From the cost
surveys we obtained provincial time-series data on average production levels per
animal (eggs per layer, milk per cow and mean slaughter liveweights for hogs). Such
information is then combined with the farm-type data on cow and layer inventories
and hog slaughterings to produce total output estimates by farm type that were
subject to further adjustment so as to be consistent with the aggregate adjusted output
data.
Information that allows us to estimate the inventory and slaughter shares by farm
type and by province over time comes from a wide variety of sources. These include
the 1997 China Agricultural Census, China's Livestock Statistics, a range of
published materials (such as annual reports, authority speeches and specific livestock
surveys) from various published sources, and provincial statistical websites. The
census publications provide an accurate picture of the livestock production structure
in 1996 (Somwaru, Zhang and Tuan). However, the census defines just two types of
livestock farms - rural households and agricultural enterprises (including state- and
collective-owned farms). We interpret the latter as 'commercial' units, but additional
information is used to disaggregate the rural households into backyard and
specialised units. Agricultural Statistical Yearbooks of China and China's Livestock
Husbandry Statistics (Ministry of Agriculture) provide data on livestock production
structure during the early 1980s, when backyard production and state farms were
prevalent. These sources, plus the Animal Husbandry Yearbooks (Ministry of
Agriculture) and provincial statistical websites also provide estimates of livestock
shares for various livestock types, provinces and years. When all these data are
combined with 1996 values from the census, many missing values still exist. On the
assumption that declining backyard production and increasing shares of specialised
and commercial operations are gradual processes that evolved over the study period,
linear interpolations are made to estimate missing values.9
Sample Size
Our panel data are unbalanced since for any livestock and farm type, not all
provinces may be present for any year. Selected descriptive statistics that describe
i-'
i-'
i-'
8 We did not disaggregate beef data by farm type, since the cost survey presented beef information for
just a single category - rural households.
9 The share sheets may be downloaded from. the website
http://econ.massey.ac.nz/caps.
To test the appropriateness of our model specification, we conducted various
hypothesis tests before the final stochastic frontier function was chosen. The
hypothesis tests show that in each case the translog stochastic frontier production
function was an appropriate functional form and that livestock production
demonstrates significant technological change and factor input biases (Appendix 1).
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Results
Due to the unbalanced nature of our panel data, some explanation is required as to
the procedures used in constructing tables of results. First, while average productivity
growth rates are presented for all livestock types over the 1990s, those over the
1980s could be computed only for hog production. Second, provincial growth rates
are averaged to the regional level using output shares as weights. Third, results for
any individual province are included in such growth rate calculations provided that at
least six observations are available for that province within the relevant time period.
Finally, overall average productivity results are obtained by averaging the regional
results again using output shares as weights. To encourage appropriate caution in
interpreting the latter as national averages, we also indicate the share of national
output that is accounted for by such provincial selections.
In the TFP decompositions we do not present the scale effects as they are minor
compared with the technical change and efficiency components, and we do not
calculate the allocative inefficiency components due to incomplete price data. To
save space, we do not report the stochastic frontier production parameter estimates. 10
Pork Production
Pork production in China increased rapidly during the past 20 years, due to increases
in both input levels and TFP (table 2). The rate of increase in both outputs and inputs
was smaller over the 1990s compared with the earlier decade for backyard and
specialised farms, but increased in the case of commercial farms. For all categories
of hog farms, mean TFP growth was slower over the 1990s than over the previous
decade. The same can be said for mean TC and TE growth on backyard and
commercial farms. TE growth was on average negative on specialist farms over both
decades, and was more negative in the 1990s. Improvements in technical efficiency
make a relatively small contribution to overall productivity change on each farm
type, especially in specialist and commercial production. Hence by 1998-2001, the
mean level of technical efficiency was 54% for specialist hog farms and 58% for
commercial units compared with 89% for backyard farms. II Backyard production of
hogs still predominates in China (its share was 66% in 1998-2001). Annual growth in
TFP declined from 4.8% in the 1980s to 3.7% in the 1990s. Over the latter decade,
TE growth averaged 1.0% annually compared with 2.7% annual growth in TC.
The changes in hog farming output and TFP also vary by farm type and region. For
backyard farms, TFP and TC growth were also more rapid over the earlier decade on
average within each of the regions. Over both decades, the West region showed
fastest growth in TC and TFP. The sharpest between-decade declines in both TC and
TFP growth occurred in the South and Southwest. Growth in TE was fastest over
both decades in the West, North and Central regions, but only in the North was TE
growth noticeably faster over the latter decade. In all regions, technical change is the
major contributor to TFP growth. On specialist hog farms, growth in both TFP and
IOThey are available upon request to the authors.
11 The complete set of estimated technical efficiency levels are not presented here, but may be
obtained from the authors.
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TC was slower in the 1990s than previously in all regions except for the South. In
contrast to backyard operations, TE growth on specialist farms was zero or negative
in all regions over both decades.. During the I990s, TFP growth was slower on
backyard hog farms than on specialist hog farms in each region, and the West region
showed the most rapid growth in TFP for all types of hog farms. The lack of
observations for commercial hog farms in the 1980s hinders comparisons across
decades, but productivity growth for the North and South regions slowed down over
the 1990s.
Egg Production
Egg production on both specialised and commercial farms increased by over 9% per
year during the 1990s; the growth in input use was around 50% that rate (table 3).
Growth in TC averaged close to 3.5% on both farm types. However, growth in TE
was more rapid on commercial farms, resulting in a somewhat higher rate of TFP
growth (4.8%) compared with 3.5% for specialist egg production. By 1998-2001,
technical efficiency had reached 98% for commercial farms, and 91 % for specialist
production. Some departures from these average results are revealed by the regional
disaggregation. On specialist farms in the Southwest, annual growth in TE was
particularly rapid, but farms in this region were still producing well below the
frontier as the average level of technical efficiency reached only 45% by 1998-200 I.
Technical change, however, was almost stagnant on specialist farms in this region.
Commercial egg farms in the North region showed poor productivity performance
over the 1990s. Growth in both TE and TC averaged less than I% annually, well
below that of commercial farms in the other regions. Growth in TC for these farms
was also well below that achieved by specialised egg producers in the same region.
Milk Production
Annual growth in milk production over the 1990s on specialised and commercial
farms was around 9% and 5% per year, but was dominated by growth in input use
rather than TfP growth (table 4). Compared with other livestock production, that of
milk showed the highest growth rates of TC but the lowest growth in TFP. Annual
growth in TC averaged around 6.5% and 4.5% on specialised and commercial farms.
TC growth was particularly rapid in the South and Southwest, and slowest in the
West. However within many provinces, productivity improvements have not kept up
with these technical advances, and averaged results for each region revealed
declining growth in technical efficiency in all cases. Average levels of technical
efficiency by 1998-2001 were 68% and 78% on specialised and commercial farms
respectively. Hence on average there appeared to be very little improvement in TFP
on specialised milk production farms during the 1990s, and only a 1.3% annual
growth in TFP in commercial production. However due to rapid TC growth on
commercial farms, and a relatively slow decline in technical efficiency, TFP growth
averaged in excess of 6% on these farms in the South and Southwest.
Beef Production
As in the case of milk production, growth in beef output over the 1990s (almost 10%
annually) was due primarily to increased input use (table 5). Our averaged results
indicate annual growth in beefTFP of 2.2% over the 1990s, made up from a 3.9%
annual growth in TC but a decline of 1.7% per year in TE. Technical change appears
to have been particularly rapid in the West, but less than 1% per year in the Central
region. As we found with milk production, average regional results indicate that
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production has been increasingly falling below potential in each region. By 1998-
2001, average technical efficiency was 82%, but only 36% and 43% in the South and
West respectively. Despite TFP growth in excess of 4% annually in the North,
Southwest and West, the poor productivity performance in the Central region (the
two provinces of which accounted for 29% of national production in 1998-2001)
dragged down the overall average growth in beef TFP.
In summary, positive technical progress occurred over the 1990s for all livestock
sectors studied. Such progress was on average slowest on backyard hog farms at just
under 3% per year, and ranged up to over 6% per year on specialist hog and milk
farms. In comparison, growth in technical efficiency has been slow or negative.
Based on the mean results, production has been falling further behind the advancing
production frontier especially in milk production, but also on beef farms and all but
backyard hog farms. Consequently, average growth in TFP was fastest in hog and
egg production, at between 3% and 5% per year, and slowest in milk production.
Growth in TFP was poor in the Central region for both beef and milk production and
in the case of milk we estimated a large performance difference between the North
and Central regions (low or negative growth in TFP) and the higher-performing
South and Southwest regions. Differences in productivity growth across regions were
less obvious in hog and egg production.
Comparison with TFP Growth Estimated Using Official Data
Having made considerable efforts to adjust the official data on livestock production
and animal numbers, to what extent is this reflected in our results? Ma, Huang and
Rozelle have already shown significant differences between their production data
series and the official production statistics, so here we restrict attention to the
differences in TFP and its decomposition. We recalculated all our data series using
the official series on output, animal inventories and slaughterings in place of our
adjusted data. Note that this also changed our feed, labour and non-livestock capital
input series since these were computed as the products of inputs per animal and total
animal numbers or slaughterings.
The period since 1990 is of particular interest, since our adjustments to official data
were made from the late 1980s onwards. Over-reporting of output and animal
numbers in the official statistics could result in over-reporting of output growth
and/or input growth. Thus TFP growth could be biased in either direction. We found
that output growth over the 1990s was overestimated for all products based on
official data, and that use of the latter data provided overestimates of input growth
for hogs and eggs but underestimates for beef. TFP growth rates over the 1990s
were biased upwards for all farm types producing eggs, milk and beef, but were
biased downwards in the case of hogs, when official data were used. For example,
the mean TFP annual growth rates for hogs, based on official data, were 10%, 41 %
and 103% below those based on our adjusted data for backyard, specialised and
commercial farms respectively. For eggs the overestimations were 49% and 83% for
specialised and commercial farms, respectively.
Discussion and Conclusions
In this article we described our efforts to incorporate recently-revised data with other
data that have been little-used in studies of China's agricultural productivity. The
resulting panel data are viewed as an improvement on previously-existing data series.
The core of the article uses the data within the stochastic production frontier
framework to measure and decompose productivity growth in China's major
livestock sectors.
When comparing the results of our TFP analysis across commodities, farm types and
regions, there are some regularities that demonstrate the nature of China's livestock
economy. Results for hog production revealed a slowing down of TFP growth over
the 1990s compared with the earlier decade. This is a similar trend to that found in
several other studies (including those summarised in Mead) of a slowing down in
aggregate agricultural TFP growth since the immediate post-reform period of the
late-1970s to the mid-1980s. Despite the slowing of growth in hog sector
productivity, it should be noted that for all livestock sectors mean growth in TFP was
still positive. Despite differences in the rate of growth of the source of TFP (that is,
either TC or TE) for the various commodities in our study, the rate ofTFP growth is
fairly healthy for all of the major livestock activities, except for milk. Over the
1990s we found that average growth in TFP was fastest in hog and egg production, at
between 3% and 5% per year. TFP growth in the beef sector was estimated at around
2% per year. It was slowest in the milk production (less than 1% on specialised
household farms). Thus the growth rates of TFP for hogs, beef and eggs are all
greater than 2 percent and about 4 percent on average. The differences among these
major commodities vary little. Only in the case milk, is TFP growth low (in fact, it is
negative in some regions). It also should be noted that in many respects these rates
of TFP growth are not considered too poor. At a weighted average of around 3-4%,
livestock TFP growth is far above the rate of ropulation growth. Moreover,
internationally, a 4% rate ofTFP growth is not low. 1
The low TFP of milk almost certainly is due to the fact that milk production, while
still relatively small, has been expanding rapidly in recent years. Certainly in such
an environment where there is the emergence of new production bases (and the use
of inputs may be rising fast), a lot of experimentation in the search by producers for
new technologies (so there may be mistakes being made) and some slow-adopters of
new technologies, wide regional discrepancies among TFP, TC and TE growth rates
and slow overall TFP growth should not be too surprising.
Decomposition of TFP growth into its technical efficiency and technical progress
components revealed differences among livestock types. One of our major findings is
that technical progress occurred over the 1990s for all livestock sectors. Annual
growth rates varied from under 3% on backyard hog farms to over 6% per year on
specialist hog and milk farms. Although this rate of growth is far above the growth of
China's population, it is considerably less than the demand growth for livestock
products. Overall livestock demand in China in the coming decade will rise by
12 For example livestock and crop TFP growth; averaged over the 51 countries in Nin et ai's study,
were 0.5% and 0.6% respectively during 1965-94, while Nin, Arndt and Preckel estimate mean
agricultural TFP growth of around 1% for their sample of20 developing countries during 1961-1994.
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around 5% annually (Huang, Rozelle and Rosegrant). While the rate of technical
change is high, there appears to be room for growth. Of China's total investment
into research in the agricultural sector in 1999, only 9% is directed to livestock
(Huang et a!.), a rate far below its sectoral share of output value for the same year
(nearly 30% -ZGNYNJ, 2000). Hence, ifleaders want the technology to continue to
drive increases in output that can help meet the rising demand of the sector, they
should expand research investment into livestock. There is also room to reduce
technical barriers to importing technology (CCICED).
There appears to be even more room for improving the livestock sector's
performance by improving the efficiency of producers. One of the most regular
findings of the empirical work is that growth in technical efficiency, or the rate of
'catching-up' to best practice, has in comparison been relatively slow or even
negative. Mean technical efficiency levels by 1998-2001 were around 90% for egg
production and backyard hog production. Over the same time period, production of
milk was less than 80% of potential output given input levels, and was just over 80%
in the case of beef. Mean technical efficiency was lowest in specialist and
commercial hog production, at between 54% and 58%. Therefore attention to the use
of best practice techniques for given technologies, and diffusion of existing
technology, would appear to be high priorities in Chinese livestock management.
Although further research is needed to pinpoint the source of efficiency decline,
almost certainly a big part of the fall is due to the deterioration of the extension
system (CCICED; Nyberg and Rozelle). There is a great need to radically reform the
system and invest large sums of money into its revival. But, the low levels of
efficiency of traditional sectors may be due to other, more structural factors. It is
probably inevitable that as farm households increasingly focus their attention on the
off-farm sector they will pay less attention and have less time to carefully manage
their small-scale livestock operations. Instead of trying to revive the traditional sector
that will eventually disappear, as it has in all modem societies (Chen), it may be
better to develop a set of policies that will allow specialised households and large
commercial units to operate more efficiently. Policies, such as measures to create an
extension system that focuses on large operators and legal changes that will allow
specialised households to organise into cooperatives and farmer associations, can
advance the sector and could lead to gains of efficiency in the coming years.
Although modest, there are systematic differences among farm types for the major
commodities (ignoring milk due to the recent nature of its expansion). In particular,
in the case of backyard hogs, household-based egg production and beef production
(which is produced mostly by backyard/household-level producers), the levels of
TFP increase are relatively low (around 2 percent). In contrast, the TFP growth of
commercial hog producers and commercial egg producers is higher - more than 4
percent. Clearly, the productivity of those enterprises with access to more financial
resources and information is expanding relatively fast. The one exception is hog
production by specialised households where the rise of TFP rivals that of commercial
operations. This exception is almost certainly due to several breakthroughs in small-
scale hog production that have been pushed by public extension agents and private
salesmen/technicians associated with the hog feed industry.
Another observation from our analysis is the relative homogeneity of TFP growth
rates for hog production across regions of the country. While not being able to
1.1
identify the exact reason for such a finding, it could be that the rise of nationwide
firms supplying feed and other inputs may be making similar technologies available
for most producers. In such competitive markets as those that characterise China's
agricultural economy (Chen), producers in all regions are being forced to search for
the best available technology and their actions are resulting in similar rates of growth
of TFP across China.
Because of the paucity of previous studies of livestock productivity in China,
comparisons with other findings are limited. However, when we compare our results
with the other studies that do exist (and if we compare estimates with those using
similar methods but with unadjusted data), our results show the importance of
working with data only after care has been taken to ensure their quality. For
example, Mead's results for the aggregate of grains, other crops and livestock imply
average armual TFP growth rates of 1.9% during 1989-96, and 0.2% during 1996-99.
Both Nin et a!. and Jones and Amade used FAa data (which draws on official
national sources) to compute both crop and aggregate livestock TFP for many
countries. In each study, China's TFP growth over the 1990s was estimated as more
rapid in the livestock than the crops sector. For livestock, Jones and Amade
calculated TFP growth at 10.8% during 1991-99, while Nin et al.'s graphed results
imply armual growth in livestock TFP of around 8.5% over the 1989-94 period. We
have shown in the results section of the paper that both of these growth rates for the
aggregate livestock sector are well above our own estimates and quite possibly these
are over-estimates that have been caused by the use of official, unadjusted data. If
the use of official data does lead to systematically incorrect results, sectoral officials
who certainly need accurate information on the state of their sector should begin to
take steps to overhaul the system that collects livestock data.
1 ~
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Table 1. Sample Sizes 
Hogs 
Time periods 
covered 
Backyard 1980-2001 
households 
Specialised 1980-2001 
Households 
Commercial 1980-2001 
Layers 
Specialised 1991-2001 
Households 
Commercial 1991-2001 
Beef 
Rural 1989-2001 
Households 
Milk 
Specialised 
Households 
Commercial 
1992-2001 
1992-2001 
Minimum no. 
of provinces 
Maximum no. 
of provinces 
per year per year 
15 27 
3 25 
2 25 
10 22 
8 16 
4 10 
5 16 
10 23 
19 
Total sample 
size 
491 
285 
224 
160 
132 
88 
91 
155 
Table 2. Annual Growth (%) of Hog Total Factor Productivity (TFP) and Decomposition into Technical Efficiency (TE) and 
Technical Change (TC) 
Region a Backyard Production Srecialised Households Commercial 0rerations 
Output TFP TE TC Output TFP TE TC OU!Eut TFP TE TC 
In the 
1990s: 
North 0.80 4.52 1.97 2.55 10.14 5.35 -0.96 6.31 12.30 4.08 -0.67 4.75 
Central -0.34 4.55 1.60 2.95 4.90 5.80 -0.67 6.47 2.34 4.73 -0.01 4.74 
South 0.46 3.12 0.52 2.60 9.79 5.46 -0.57 6.03 12.72 4.16 -0.60 4.75 
Southwest 1.28 3.44 0.82 2.62 8.21 4.57 -0.78 5.36 20.32 4.46 -0.43 4.89 
West 3.04 5.28 1.84 3.44 -1.11 5.99 -1.22 7.21 22.95 6.81 2.19 4.62 
Mean 0.70 3.72 1.01 2.72 8.30 5.35 -0.72 6.07 11.97 4.40 -0.38 4.78 
In the 
1980s: 
North 1.54 4.75 1.71 3.04 20.48 7.83 -0.10 7.94 -5.82 6.31 0.68 5.63 
Central 7.99 5.26 1.86 3.41 27.74 6.41 -1.10 7.51 n.a. n.a. n.a. n.a. 
South 7.39 4.63 1.08 3.54 7.69 3.24 0.00 3.24 7.88 4.94 -0.58 5.52 
Southwest 7.18 4.47 0.76 3.71 21.41 7.35 0.00 7.35 n.a. n.a. n.a. n.a. 
West 6.69 5.90 2.03 3.87 n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 
Mean 7.02 4.80 1.26 3.54 15.98 5.58 -0.14 5.72 0.63 5.67 0.09 5.58 
a North: Beijing, Tianjin, Shanxi, Mongolia, Liaoning, Jilin, and Heilongjiang; Central: Hebei, Shandong, Henan, and Hubei; South: Jiangsu, 
Zhejiang, Anhui, Fujian, Jiangxi, Hunan and Guangdong; Southwest: Guangxi, Sichuan, Guizhou, and Yunnan; West: Shaanxi, Gansu, 
Qinghai, Ningxia, and Xinjiang. 
In total, these provinces accounted for 95%,95% and 81% of backyard, specialised household and commercial output in 1999-2001. 
n.a. = data unavailable. 
In Tables 2-5, input growth can be calculated as output growth - TFP growth. 
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Table 3. Annual Growth (%) in Egg Total Factor Productivity (TFP) and Decomposition into Technical Efficiency (TE) 
and Technical Change (TC) 
Region a Srecialised Households Conunercial 0rerations 
OutEut TFP TE TC OutEut TFP TE TC 
1990s: 
North 11.29 3.20 -0.03 3.66 12.47 1.56 0.77 0.80 
Central 9.01 4.51 1.05 3.72 10.47 6.79 1.96 4.88 
South 2.68 2.19 -0.87 2.79 4.11 4.38 1.07 3.32 
Southwest 0.85 5.62 5.28 0.42 n.a. n.a. n.a. n.a. 
West 11.63 2.69 0.22 2.93 0.82 5.76 2.44 3.21 
Mean 9.15 3.51 0.32 3.46 9.47 4.80 1.44 3.39 
a For specialised households: North: Beijing, Shanxi, Mongolia, Liaoning, Jilin and Heilongjiang; Central: Hebei, Shandong and 
Henan; South: Shanghai, Anhui, Jiangxi, Hunan, Fujian, Guangdong and Hainan; Southwest: Yunnan; West: Shaanxi, Qinghai and 
Ningxia. 
For commercial operations: North: Tianjin, Mongolia, Liaoning, Jilin and Heilongjiang; Central: Hebei and Hubei; South: Zhejiang, 
Anhui, Jiangxi, Hunan, Fujian, Guangdong and Hainan; West: Shaanxi and Ningxia. 
In total, these provinces accounted for 87% and 75% of specialised households and conunercial operations output in 1999-2001. 
n.a. = data unavailable. 
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Table 4. Annual Growth (%) in Milk Total Factor Productivity (TFP) and Decomposition into Technical Efficiency 
(TE) and Technical Change (TC) 
Region a 
1990s: 
North 
Central 
South 
Southwest 
West 
Mean 
Output 
4.75 
14.82 
-4.55 
n.a. 
11.48 
8.81 
S2ecialised Households 
TFP TE 
----_._------
2.87 -5.25 
0.02 -7.31 
8.93 -7.99 
n.a. n.a. 
-2.50 -6.45 
0.48 -6.09 
Commercial 02erations 
TC 
.... <:>ll!Eut TFP TE TC 
8.13 2.84 -0.60 -5.60 5.01 
7.33 12.18 -0.87 -6.99 6.12 
16.92 -1.99 6.37 -0.58 6.96 
n.a. -2.73 9.05 -8.83 17.88 
3.95 10.47 1.15 -0.35 1.50 
6.58 5.25 1.31 -3.26 4.57 
a For specialised households: North: Tianjin, Mongolia, Liaoning, Jilin and Heilongjiang; Central: Hebei, Shandong and Henan; 
South: Anhui and Fujian; 
West: Shaanxi and Xinjiang. 
For commercial operations: North: Beijing, Tianjin, Mongolia, Liaoning and Jilin; Central: Hebei, Shandong, Henan and Hubei; 
South: Shanghai, Jiangsu, Anhui, Fujian, Hunan, Guangdong; Southwest: Guangxi and Chongqing; West: Shaanxi, Gansu and . 
Xinjiang. 
In total, these provinces accounted for 59% and 57% of specialised household and commercial farm output in 1999-2001. 
n.a. = data unavailable. 
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Appendix 1. Maximum Likelihood Ratio Tests for Stochastic Frontier 
Production Function Using Adjusted Datasets 
Restricted Function Likelihood Function # of X 2 Statistics 
Restricted Unrestricted Restrictions 
Hog Production: 
Backyard: 
1. C-D function 281.2 395.0 15 227.7'" 
2. No factor bias 370.5 395.0 4 49.0'" 
3. No technical change 369.6 395.0 6 50.7''' 
Specialised Household: 
1. C-D function 131.9 190.6 15 117.4'" 
2. No factor bias 152.3 190.6 4 76.6'" 
3. No technical change 101.0 190.6 6 179.3'" 
Commercial: 
1. C-D function 92.7 140.5 15 95.6'" 
2. No factor bias 109.1 140.5 4 62.8'" 
3. No technical change 117.0 140.5 6 46.9'" 
Eggs Production: 
Specialised Household: 
1. C-D function 205.4 232.9 15 55.0'" 
2. No factor bias 222.0 232.9 4 21.8'" 
3. No technical change 205.8 232.9 6 54.2'" 
Commercial: 
..... 1. C-D function 151.0 186.9 15 71.7'" 
..... 2. No factor bias 180.3 186.9 4 13.1" \C 
3. No technical change 163.2 186.9 6 47.2**' 
Milk Production: 
Specialised Household: 
I. C-D function 105.2 160.9 15 111.4'" 
2. No factor bias 1l6.7 160.9 4 88.3'" 
3. No technical change 96.3 160.9 6 129.3'" 
Commercial: 
1. C-D function 109.3 174.3 15 130.0'*' 
2. No factor bias 149.0 174.3 4 50.6'" 
3. No technical change 122.4 174.3 6 103.8*" 
Beef Production: 
1. C-D function 19.2 78.5 15 118.5*" 
2. No factor bias 69.7 78.5 4 17.7'" 
3. No technical change 47.2 78.5 6 62.7'" 
Note: The unrestricted function is translog stochastic frontier production function; 
Critical values at 1 % significant level are 30.6, 16.8 and 13.3 for the hypotheses ofC-
D function, no technical change and no factor biases; '" and" stand for 1 % and 5% 
significant levels. 
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An analysis of agricultural trade policy reforms and their 
impact on the ED, China and New Zealand 
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As a consequence of global changes to trade policy, there are likely to be significant 
impacts on international agricultural trade. Clearly producers in the European Union 
(EU) will experience considerable changes to the structure of their industry, and for a 
country such as New Zealand, heavily dependent on agricultural exports, changes to 
policy and markets have the potential to significantly affect the economy. The 
potential competition from China in terms of agricultural commodities as well as its 
potential as an export destination for NZ are also important considerations. This 
paper presents an analysis of the impact of both World Trade Organisation (WTO) 
and Common Agricultural Policy (CAP) reform in the agricultural sectors of the EU, 
New Zealand, and China. The analysis covers the livestock sectors of these 
countries. The model used for this analysis is the L TEM (Lincoln Trade and 
Environment Model). . 
Keywords: Trade policy reform, agriculture, trade modelling. 
Introduction 
Agricultural trade policy is undergoing a series of changes in recent years, and 
European Union (EU) agriculture in particular. Continuing from the Uruguay Round 
of reforms, Article 20 of the Agriculture Agreement committed members to begin 
negotiations on continuing the reform at the end of 1999. The World Trade 
Organisation (WTO) reforms are now well under way, using Article 20 as their basis. 
The November 2001 Doha Ministerial Declaration sets a new mandate by making the 
objectives more explicit, building on the work carried out so far, and setting 
deadlines (WTO 2004). 
The negotiations are in the "modalities" phase at present, from November 2001, at 
the fourth WTO Ministerial Conference held in Doha, Qatar. The declaration 
reconfirms the long~term objective already agreed in Article 20: to establish a fair 
and market-oriented trading system through a programme of fundamental reform. 
Members have committed themselves to negotiations aimed at improving market 
access; reductions of, with a view to phasing out, all forms of exports subsidies; and 
substantial reductions of trade distorting domestic support. 
Additionally, the Common Agricultural Policy (CAP) in Europe is and will be 
undergoing a number of reforms, particularly regarding dairy quotas and intervention 
prices of dairy products (OECD 2004). Another important change occurring in the 
area of international trade is China's accession to the WTO. This is likely to have 
impacts on markets around the world, as well as China itself. 
This paper reviews the current WTO round of negotiations, the CAP reforms, and a 
background of China's accession to the WTO. Following this review, the impact of 
current proposed changes in EU policy, as well as broad WTO commitments in both 
the EU and China, are simulated using the L TEM (Lincoln Trade and Environment 
Model). The impact of these changes on the EU, China and New Zealand (NZ) are 
then discussed. 
Developments in EU agriculture and environmental policy have both direct and 
indirect implications for NZ. Although the importance of the EU as a market for NZ 
produce has diminished, it is still significant, accounting for 15 per cent ofNZ's 
exports, particularly in high value products and commodities such as sheep meat and 
dairy products (MF AT 2002). Direct impacts of changes in trade policy may affect 
NZ's access into the EU, particularly under preferential arrangements. Indirect 
impacts include the influence the EU has on the outcome ofWTO negotiations, 
particularly in relation to agriCUlture. Policy and market changes in the EU also 
affect NZ indirectly by impacting on other potential export markets. Additionally, 
China has recently become a member of the WTO, which may also change the 
dynamics of agricultural trade. The potential competition from China in terms of 
agricultural commodities as well as its potential as an export destination for NZ is an 
important consideration. 
.... 
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Trade Policy Reform 
WTO Negotiations 
The current WTO round of negotiations was relaunched at Doha in November 2001. 
These negotiations covered a number of important factors, especially in relation to 
the reduction in export subsidies, the improving of market access, the rules for 
domestic subsidies as well as the technical grounds for restricting trade. The further 
removal/reduction in export subsides and improving market access will not be 
without controversy and negotiation, however both the EU and the US have agreed 
to this in principle and began the process under the last round and subsequent policy 
changes. The rules governing compensation payments as well as the technical 
barriers to trade which are expected to be the most controversial areas of negotiation 
between the EU and the US. However, the EU/uS trade pact, announced in August 
2003, shows willingness to negotiate despite the criticism from other countries that 
this pact contains little detail and may not meet demands of certain groups, notably 
the Cairns group (Agra Europe 2003). 
Negotiations towards achieving the objectives of trade liberalisation under the Doha 
Declaration of November 2001 are still underway. The final deadline for completing 
the negotiations under the Doha declaration was January 1 st, 2005, however this 
deadline has been postponed, without a new date being set. 
The Doha Declaration builds on work already undertaken in the previous agriculture 
negotiations, confirms and elaborates the objectives, as well as sets a timetable. As 
mentioned above, member states have committed themselves to comprehensive 
negotiations aimed at: 
• Market access: substantial reductions 
• 
• 
Export subsidies: reductions of, with a view to phasing out, all forms ofthese 
Domestic support: substantial reductions for support that distorts trade (WTO 
2004). 
The modalities programme aims to set targets for achieving the objectives set out in 
the Doha Ministerial Declaration. Members failed to achieve the 31 March 2003 
deadline for these modalities, but agreed on a framework in the decision of July 
2004, now officially document WTfL/579. Annex A, the '.'Framework for 
Establishing Modalities in Agriculture" outlines the key features of the modalities, 
without going into detail. This agreement is now the working document before the 
negotiators. The main features of the agreement, for the three "pillars" of the Doha 
Round, are described below: 
Export subsidies 
There were a number of proposals for dealing with export subsidies, with some 
countries proposing the total elimination of all forms of export subsidies, while 
others were prepared to negotiate further progressive reductions without total 
elimination. One proposal involved a 50 percent reduction as an immediate down-
payment, followed by an elimination of subsidies completely in three years (for 
developed countries) or six years (for developing countries). Another proposal was 
similar, however included greater flexibility for developing countries. An alternative 
to this type of proposal had more moderate reductions in some products, balanced by 
steeper reductions on other products, without eliminating export subsidies. 
The draft modalities decision on export subsidies, agreed on by the WTO in July 
2004, is based on the proposals from different countries and proposes an elimination 
at two speeds: in five years (ten years for developing countries) for one set of 
products, and nine years (12 years for developing countries) for the remaining 
products (WTO 2004). 
Market Access 
Since the Uruguay Round (UR), discussion on market access has tended to focus on 
two main issues: the high levels oftariffs outside quotas, and the quotas themselves. 
The discussions in the modalities phase cover six main areas: tariffs; tariff quotas; 
tariff quota administration; special safeguards; importing state trading enterprises, 
and other issues. The two areas of interest for this paper are tariffs and tariff quotas. 
Two general proposals have emerged for tariff reductions. The first is known as the 
"Uruguay Round approach" and would follow the formula of the UR negotiations, 
which used an average linear reduction over all products, allowing some variation 
within this, providing a minimum reduction was met. Supporters of this approach 
claim it is simple and flexible, while opponents doubt it would produce significant 
improvement in market access, and would not deal with tariff peaks and escalation. 
The "Swiss formula" approach envisages a flat rate percentage reduction for all 
products, with additional "non-linear" reductions on higher tariffs, expanding quotas 
and special treatment for developing countries. This would produce much steeper 
cuts on higher tariffs. Critics of this approach claim it would be too ambitious, 
would require too much adjustment, would be too complicated and could be 
inequitable. 
The draft modalities approach suggests a compromise between the two approaches 
described above. The proposal for developed countries is shown in table I below: 
Table 1: Developed Countries: Three Bands of Tariff Rates, Cut Over 5 Years 
Tariff Rate Average cut minimum cut for any product 
90%+ 60% 45% 
15 -90% 50% 35% 
0-15 % 40% 25% 
Source: WTO 2004 
The revised first draft modalities on tariff quotas proposes expanding the tariff quota 
volumes to 10 percent of domestic consumption for developed countries over five 
years, with no obligation to reduce in-quota duties (with some exceptions). The 
draft also proposes some flexibility, in that one quarter of total tariff quota is allowed 
to increase to only eight percent, providing another quarter is increased to 12 percent. 
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Domestic Support 
The Amber Box consists of those measures which are considered to distort 
production and trade. The revised first draft modalities on aggregate measurement of 
support (AMS) would be reduced from final bound levels by 60 percent over five 
years. Developed countries de minimus levels of support would be halved from five 
percent of agricultural production to 2.5 percent over five years. 
Green Box subsides are those which cause minimal trade distortion, and must not 
involve price support. They include environmental protection and regional 
development programmes. It was proposed that the Green Box would be maintained, 
with possible amendments such as adding fixed or unchanging reference periods, 
tightening rules on criteria for compensation that is allowed in the Green Box, and 
allowing compensation for increased costs of protecting animal welfare. 
The blue box is an exemption from the general rule that all subsidies linked to 
production must be reduced or kept within de minimis levels, such as payments 
directly linked to animal numbers or acreage. Under the current first draft on the 
Blue Box, current payments would be capped and bound. They would then either be 
halved over five years, or merged into the Amber Box (WTO 2004). The new 
agreement would cap Blue Box payments at five percent of the total value of each 
country's agricultural production (Agra Europe August 13, 2004). 
It was agreed that overall domestic support ceilings (AMS plus Blue Box and de 
minimus subsidies, would be reduced by 20 percent in the fust year of the agreement 
(Agra Europe August 6, 2004). 
A reasonable outcome is expected for export subsidies (i.e. their elimination in the 
not-too-distant future). The outcome on domestic subsidies may also be reasonable, 
depending on the definitions and loopholes countries negotiate. However there is 
unlikely to be any movement on market access, which is where the greatest 
economic and welfare gains are to be made (Anderson and Martin 2005). 
CAP Reform 
Alongside WTO reform, the EU is continuing with the reform of the CAP. There 
were various reforms to the CAP, on a piece meal basis, over the 1980s. 
However, it was the McSharry reforms in 1992 which formed the base for future 
reform. Whilst these left the basic price structure in place they reduced fixed 
prices for cereals to, or closer to, world market levels and compensated producers 
with direct payments, as illustrated in table 2. 
The next set of reforms was Agenda 2000. This was radical in that it not only 
dealt with price cuts and detailed CAP policy but also the future financing of the 
CAP, the structure of funds, EU enlargement; and most importantly it replaced 
the original objectives of the CAP with a set of objectives for a rural policy. 
Table 2: EU Prices and Subsidies in the Cereal, Dairy, and Beef Regimes under 
the McSharry and Agenda 2000 reforms 
Mc Sharry Agenda 2000 
Reforms 
Cereal prices 119.19 ecu/t 101.31 ecu/t 
Arable area payments 54.34 ecu/t 63 ecu/t 
Beef prices 2780 ecu/t 2224 ecu/t 
Suckler cow premium 145 ecu/head 200 ecu/head 
Special beef premium 
Bulls 13 5 ecu/head 210 ecu/head 
Steers 109 ecu/head 150 ecu/head 
Cattle Slaughter premium 80 ecu/ head 
>8months 
< 8 months old 50 ecu/head 
Dairy 
Intervention price - butter 2789.7 ecu/tonne 
-SMP 1746.9 ecu/tonne 
Dairy cow premium 17.24 ecu 
Production Quota Quota increase 
by 2.39% 
Source: Agra Europe: varIous Issues. 
As shown in table 2, the Agenda 2000 reform built on the McSharry reforms, with 
further cuts in price and increases in direct payments. The new initiatives 
introduced under Agenda 2000, which provided the foundation for more radical 
reform, included the introduction of a rural policy under the agriculture 
directorate. 
The most radical change in Agenda 2000 reforms was the removal of the 
production-oriented objectives of agricultural policy established in the Treaty of 
Rome and their replacement with objectives for a rural policy. 
The Agenda 2000 reforms were then followed by the Mid-Term Review of the 
CAP in 2002. Under the Mid-Term Review, cereal and dairy prices were cut 
further, with a corresponding increase in direct payments, building again upon the 
principle of the McSharry reforms. However, the Mid-Term Review (MTR) also 
included other changes, such as entitlement to direct payments being conditional 
on cross compliance, including needing to meet legislative obligations as well as 
good farming practice. The Mid-Term Review also strengthened policies 
encouraging food quality and animal welfare. 
The latest changes to the MTR are the Luxembourg, or Fischler reforms of2003. 
These reforms do reinforce, and in some cases increase, the price cuts agreed 
initially in the MTR. Thus it was proposed to further reduce cereal prices by 5 
per cent, however this proposal was not adopted. Skim Milk Powder prices are to 
be cut by 15 per cent and butter by 25 per cent and there is to be an increase in the 
milk production quota of 1.5 per cent per year in 2004, 2005 and 2006. 
,.... 
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The major part of the Fischler reforms is the introduction of a Single Farm 
Payment Scheme (SPS), to replace all the direct hectarage and headage payments. 
This is predicted to involve a transfer of funds of 9 billion ecu between 2005 and 
2013. Whilst the details of how this will be achieved are yet to be determined, and 
will also vary across countries, it does potentially decouple support even further. 
The degree of decoupling will vary across countries, and the SFP does depend 
upon certain environmental, food safety, animal and plant health and welfare 
standards being met. 
The actual implementation of the SFP is very complex, with each country 
choosing its own implementation. It seems that no two states will apply the same 
scheme and in the case of the UK, the four countries may adopt different schemes 
(Swinbank 2005). There are two main ways the SPS can vary. This first is 
partial decoupling to avoid desertification. Thus in France and Spain 25 per cent 
of payment are attached to arable aid, in Austria, Belgium, France, Portugal and 
Spain 100 per cent of suckler cow premiums and in Denmark, Finland, France, 
Greece, Spain and Portugal 50 per cent of ewe premiums paid are tied to 
production (Agra Europe 2004). Secondly, the payments can be regionalised so 
the amount of money which the farms in a region could be entitled to can be 
pooled at regional level and a flat rate payment paid across all the land. Or, some 
combination of the two can apply, for example in England 10 per cent is to be 
regional, rising to 100 per cent in 2012; in Northern Ireland, Sweden, Denmark 
and Luxembourg there will be a combination of the two schemes with no 
transition (Agra Europe 2004). 
The impact of all these reforms, and changes elsewhere in the EU, has reduced 
the importance of the CAP in the EU. The CAP now only takes around 45 per 
cent of the EU budget, compared to 90 per cent in 1970. However, the level of 
taxpayer support given to agricultural commodities is still considerable at a 
proposed 43.613 billion ecu in 2005, with an additional 6.841 on rural 
development and transitional arrangements, although the extra cost to consumers 
has been reduced (Agra Europe 2003). Market support has thus fallen from 91 
per cent of the total in 1986 - 88 to 61 per cent in 2000 - 02, while arealheadage 
payments rose from 2.8 per cent in 1986-88 to 27.3 per cent in 2000 - 02, (Agra 
Europe 2004). 
How these changes affect and are affected by the current WTO negotiations has 
yet to be seen. As stated in section 2.1, the current WTO negotiations propose a 
ceiling on domestic support. It will be controversial whether the single farm 
payment is blue or green box, with the EU arguing that the change in systems 
shifts the payments from the blue box into the green box. However, the details 
have yet to be worked through. In addition, there are calls from Australia and the 
G-20 countries for the definition of the green box to be challenged to ensure 
payments are genuinely decoupled and do not encourage farmers to produce more 
(Agra Europe 2004). 
Table 3:EU support levels for selected products 1986-88 and 2001102 billion ecu 
1986-88 base AMS 2001102 Blue Box 
EU 12 EU 15 2001102 
15 
Cereals 20117 3659 13648 
Sugar 5266 5732 
Dairy 8145 5814 
Beef 18485 9709 5028 
Sheepmeat 918 
The framework agreement between the EU and the US commits members to blue 
box payments of no more than five per cent of the value of farm production (this 
would restrict EU blue box payments to around 12 billion ecu). Under current 
proposals if the SFP is defined as green box this should not be an issue for the 
EU, with the EU claiming it will transfer close to 90 per cent of blue box 
payments into the green box, (Agra Europe 2004). Also the agreement included a 
reduction in the Aggregate measure of Support by 60 per cent over 5 years, with 
specific ceilings on support for specific products. Again, given the base year, this 
is not anticipated to be a problem for the EU, for example in 200112 the AMS was 
39.3 billion ecu which was well under the ceiling of 63.1 billion ecu (Agra 
Europe 2005). However, this will become more problematic if the commitment 
on the framework agreement is held that product specific AMSs are capped at 
their respective average levels. This will certainly affect the EU sugar regime. 
The total budget for the CAP is to be a maximum 42.293 billion ecu in 2013 with 
only 3.6 billion ecu for market support (Agra Europe 2004) 
Table 4: The EU's level of support broken down into its commitment, declared 
and blue and green boxes. (Million ecus) 
EU 
AMS AMS Blue Green Blue 
Commitment Declared Box Box as % 
box 
of 
agricultural 
jJl'oduction 
1995/6 78672 50026 20845 18779 10.1 
1996/7 76369 51009 21520 22130 9.8 
1997/8 74067 50194 20442 18166 9.4 
1998/9 71765 46683 20503 19168 9.6 
1999/0 69463 47885 19792 19930 8.5 
2000/1 67159 43654 22222 21844 9.1 
200112 67159 39281 23725 20661 9.6 
Source: Swinbank (2005) 
The other pressures for reform that the EU faces are of course its commitments 
under WTO export constraints. In general these are not seen to be constraining 
for most commodities, with the exception of rice, sugar, wine, and fresh fruit and 
vegetables. The problems with sugar and rice regimes are being addressed under 
current reforms, with proposed cuts in the sugar intervention price from 632 ecu 
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to 421 ecu equivalent to a 50 per cent cut in MFN (Most Favoured Nation) tariff 
(Swinbank 2005). In the case of rice, again a 50 per cent cut in intervention price 
is proposed. . 
It must be emphasized that EU agriculture will receive some form of assistance 
for the foreseeable future. The direct payments seem to be the most likely form 
this will take. However how these will be designed to meet green box 
requirements will be a matter of considerable interest. 
Under the Uruguay agreement the most likely justification for these, over the 
long-term, are as direct payments for environmental reasons, as defined in Annex 
2 of the agreement. That is, payments to farmers must be based upon extra costs, 
or loss of income involved, from environmentally friendly farming methods, the 
current basis for payments under the agri-environmental schemes. This would 
meet a number ofEU policy objectives such as helping to maintain farm incomes, 
reducing environmental damage and increasing positive externalities from 
agriculture, as well as meeting international obligations. 
China's WTO Accession 
China's trade policy has typically been characterised by promoting exports while 
protecting its domestic market and China has historically maintained tight state 
control over agricultural trade to control the flow of imports. However, in 1986 
China applied to join GATT (General Agreement on Tariffs and Trade), (GATT was 
replaced by the WTO in 1995), and from 1995-1997 cut import duties on many 
goods l but maintained high tariffs on others, particularly agricultural products. 
After 13 years of negotiations, the US and China agreed to the terms for China's 
entry into the WTO in Beijing on 15 November 1999 (Agricultural Outlook 2000). 
The US and China also agreed on a bilateral trade deal under which China was to 
reduce trade-distorting barriers and practices that fell into three main categories: non-
tariff trade barriers, domestic agricultural support, and export subsidies (Tuan and 
Hsu 2001). In addition, China committed to establish tariff-rate-quotas (TRQs) for 
wheat, rice, com, cotton and soybean oil with gradually increasing quota levels, 
mostly over the same period. 
China joined the WTO in 2001 with commitments to further reduce trade distorting 
support, especially in the case of agriculture. As a consequence, China agreed to 
eliminate export subsidies for farm products and to cap trade-distorting domestic 
farm subsidies. China also agreed to eliminate sanitary and phytosanitary barriers to 
agricultural imports not based on scientific evidence (Tuan and Hsu 2001). The 
commitments on market access are to lower tariffs of all agricultural products, 
remove quantitative restrictions on commodities and increase access to China's 
markets through tariff rate quotas (TRQs) for some commodities. 
Various sectors are predicted to benefit from China's WTO membership, especially 
the textiles-apparel sector in China. Some food and agricultural industries are also 
1 Prior to WTO accession, China never published complete import quota regulations or a description 
of its import quota system (Tuan and Hsu 2001). 
predicted to benefit from the fall in the agricultural import costs. The sectors 
predicted to lose are the producers of cereals and other major crops, due to the strong 
expansion of imports, together with most mechanical industries (CEPII 2000). The 
expansion of trade between 1999-2005 is likely to be faster under accession than 
with no accession (50 percent growth versus 25 percent). 
Literature Review 
There are a number of relatively recent studies analysing the impact of either CAP 
reform or WTO proposed reforms, or both, on the agricultural sectors of countries 
and regions around the world. These will be reviewed here briefly in order to provide 
comparison with the analysis in this paper. Few of the studies include NZ 
specifically, and if they do, the agricultural sector is generally at a high level of 
aggregation. Rae and Strutt (2004) simulate some Doha Round proposals and do look 
at the effect on NZ, however the focus of the paper is on environmental results and 
they do not provide a detailed analysis of the trade impacts on NZ. 
Anderson and Martin (2005) examine the extent to which the world as a whole, and 
various regions, could gain from multilateral trade reform over the next decade. 
They use the GE model GT AP' s database, amended to account for key protection 
changes to early 2005, integrated with the World Bank's economy-wide Linkage 
model. Anderson and Martin (2005) address a number of questions, relating to the 
Doha round and the consequences of alternative proposals. 
The authors find that the potential gains from further global trade reform are huge in 
terms of global welfare, with developing countries gaining disproportionately from 
further global trade reform. They also state that agriculture is where the cuts are 
needed the most, because of the high rates of assistance in that sector relative to 
others. Subsidy disciplines are important, but Anderson and Martin (2005) find that 
increased market access in agriculture is crucial. They also state that outlawing 
agricultural export subsidies is the obvious first step, in order to bring agriculture 
into line with the basic GATT rule against such measures. Domestic support 
bindings must be cut substantially, and agricultural tariff bindings must be cut so that 
genuine market opening can occur. Anderson and Martin (2005) claim that the July 
Framework Agreement does not guarantee major gains from the Doha Development 
Agenda. Even if an agreement is ultimately reached, it may only be very modest. 
Moreddu et al. (2004) evaluate the potential impact of the CAP reform on land use, 
extensification, welfare, market developments and the level and composition of 
support, using the OECD's AGLINK model. Moreddu et al. (2004) find pastureland 
for beef cows increases by 16 percent by 2008, due to significant extensification. 
Dairy production increases with the increase in quota (the quota continues to bind), 
while the domestic butter price decreases by around seven percent. Cheese prices are 
predicted to fall by around two percent, while cheese production would increase by 
about one percent. Milk producer prices would fall by 2.6 percent. 
Binfield et al. (2004) analyse the Luxembourg reforms of the CAP, and the European 
proposal for agriculture under the WTO. The Luxembourg reform introduces a SFP, 
with the associated significant decoupling of payments from production. The authors 
use a dynamic partial eqUilibrium model of the agricultural sector, focusing on the 
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EU-I5. The results from this analysis indicate that even if countries were to opt for 
the fullest possible degree of re-coupling, the EU would still be able to agree to 
reductions in domestic support outlined in their submission on modalities, or in the 
joint US-EU proposal with little or no further reform ofthe CAP. They find that the 
reforms are less likely to have an impact on export subsidy levels or market access. 
The reform is likely to further decrease the beef surplus, as beef cow numbers drop, 
and little impact on the dairy sector as the dairy quota remains in place. The EU 
does remain vulnerable to changes in export subsidy limits in the dairy sector. 
Francois et al. (2003) explore the likely economic effects of the Doha WTO round 
for Europe and major developing regions, using a CGE model. They simulate a 
linear liberalisation, where all trade instruments are reduced by 50 percent; a "Swiss 
formula" scenario, where the maximum import tariffs in agriculture and 
manufacturing are reduced by 25 percent; and finally a full elimination of all trade 
barriers. The results show positive results globally and regionally for Europe, Africa 
and most of Asia, and particularly for Australia and New Zealand. Imports in the EU 
increase slightly faster than exports. 
Langley et al. (2003) examine the effects of policy changes on international dairy 
markets. Their overall results indicate that liberalisation would reduce supplies, 
increase dairy trade, and raise world prices. They use a PE model, adjusted to 
include the 2002 Farm Bill, and China's WTO accession. The analysis consists ofa 
totalliberalisation scenario for dairy products only, and then a complete 
liberalisation of all agricultural products in their model. They find that raw milk 
production increases in Australia and NZ by about 5-6 percent, with prices in those 
countries increasing by between 22 - 29 percent from the base in both scenarios. 
Dairy product prices decrease in the EU, by around 25 percent in both scenarios for 
butter and around six percent for cheese. 
Boumamra- Mechemache et al. (2002) use a spatial equilibrium model of the EU 
dairy sector to analyse the economic and welfare impacts of various liberalisation 
scenarios, all of which lead to sharp decreases in milk prices. 
In another analysis, Bureau et al. (2000) take the Uruguay Round Agreement on 
Agriculture as a starting point and measure the liberalisation in agriculture that will 
take place by the EU and US by the end of the implementation period. They 
compare the actual UR commitments with alternative schemes such as the "Swiss 
formula" and a uniform reduction in tariffs. 
Mechemache and Requillart (2000) analyse the effects of dairy policy in the EU 
using a PE model taking into account the supply of milk, the processing stage, and 
the demand for processed products. They compare the impact of Agenda 2000 with 
a reform involving a cut in export subsidies. The authors claim that if the objective 
of the EU is to reduce the difference between EU and world prices, it is a better 
alternative to cut export subsidies rather than to increase the quota. Their particular 
model is unable to evaluate the impact of quota liberalisation unfortunately. 
Shaw and Love (2001) examine the economic effects of two types of reform -
increasing market access and reducing export subsidies, on world dairy trade. They 
use the OECD's AGLINK partial equilibrium model. Cox et al. (1999) and Zhu et 
al. (1999) investigate the impact of the UR Agreement on world dairy prices, using a 
spatial eqUilibrium trade model. 
Methodology 
The Lincoln Trade and Environment Model (L TEM) is a partial equilibrium (PE) 
model based upon VORSIM (Roningen, 1986; Roningen et al., 1991), and focusing 
on the agricultural sector. A detailed description of the L TEM and its characteristics 
are presented in Saunders and Cagatay (2003). The L TEM includes 19 agricultural 
(7 crop and 12 livestock products) commodities and 17 countries. The commodities 
included in the model are treated as homogeneous with respect to the country of 
origin and destination and to the physical characteristics of the product. Therefore 
commodities are perfect substitutes in consumption in international markets. Based 
on these assumptions, the model is a non-spatial model, emphasising the net trade of 
commodities in each region. 
The L TEM is a synthetic model, with parameters adopted from the literature. The 
interdependencies between primary and processed products and/or between 
substitutes are reflected by cross-price elasticities which reflect the symmetry 
condition. Therefore own- and cross-price elasticities are consistent with the theory. 
The model is used to quantify the price, supply, demand and net trade effects of 
various policy changes. The medium- to long-term (until 2013) policy impacts are 
derived in a comparative static fashion based on the base year of2000. 
In general there are six behavioural equations and one economic identity for each 
commodity under each country in the L TEM framework. The behavioural equations 
are domestic supply, demand, stocks, domestic producer and consumer price 
functions and the trade price equation. The economic identity is the net trade 
equation, which is equal to excess supply or demand in the domestic economy. For 
some products the number of behavioural equations may change as the total demand 
is disaggregated into food, feed, and processing industry demand, and this demand is 
determined endogenously. 
The model solves by simulating the commodity based world market clearing price on 
the domestic quantities and prices, which mayor may not be under the effect of 
policy changes, in each country. Excess domestic supply or demand in each country 
spills over onto the world market to determine world prices. The world market-
clearing price is determined at the level that equilibrates the total excess demand and 
supply of each commodity in the world market by using a non-linear optimisation 
algorithm (Newton's global or search algorithm). 
Dairy Sector: Behavioural Specifics and Policy Incorporation 
The dairy sector will be used as an example of the behavioural specification and 
policy incorporation in the L TEM as it is the most complex sector, however the 
concept can be applied to the other agricultural products in the model. 
Domestic Supply: In the LTEM framework a uniform Cobb-Douglas (CD) constant 
elasticity functional form is specified at the level of the variables to reflect the 
aggregate domestic supply response of each commodity in each country with respect 
to own- and cross-prices. Colman (1983) refers to this type of agricultural supply 
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response function, whose theoretical underpinnings are of an ad hoc nature (assumed 
to be derived from producers' profit maximization problem), as directly estimated 
partial supply response models. An agricultural commodity is assumed to be 
produced in a single farm and therefore the agricultural sector is treated as a single 
multi-product farm producing under perfect competition and producers are assumed 
to be price takers in the domestic market. The conditions that allow this exact 
aggregation are given in Moschini (1989). 
The dairy sector is modelled as five commodities, raw milk is defined as the farm 
gate product and is then allocated to the liquid milk, butter, cheese, whole milk 
powder (WMP) or skim milk powder (SMP) markets depending upon their relative 
prices subject to physical constraints. The domestic supply (qs) function for raw milk 
in region a (qsaml) is shown in equation 1. Here, subscript m stands for the country, I 
shows raw milk and j is used to show substitute commodities such as beef and veal, 
and k shows feed products such as wheat, coarse grain and oil meals. The variables 
PP and pc represent the producer and consumer price level respectively. Therefore, 
domestic supply of raw milk is specified as a function of producer price for raw milk, 
beef, and consumer prices offeed inputs. Domestic supply is assumed to adjust 
simultaneously to price changes since there are no time lags involved in the 
behavioural equation. The own-price elasticity of supply is shown by the exponent 
au and it is positive. The cross-price supply elasticity with respect to beef price (aij) 
and feed products (alk) are negative since raw milk and beef are assumed to be gross 
substitutes and feed products are the production inputs. The total domestic raw milk 
supply is equal to the sum of supply in regions a, b and c, equation 2. 
The domestic supply of dairy products (liquid milk, butter, cheese, skim and whole 
milk powder) is determined based on the raw milk production (qsml) which reflects 
the physical constraint on processed dairy production, and producer prices of various 
dairy products. For example, in equation 3 domestic supply ofliquid milk (qsmD is 
specified as a function of qSml, producer price of liquid milk (PPml) and producer 
prices of other dairy products (PPmh). The exponentials PIi, PII and P'h show the supply 
elasticity of liquid milk with respect to raw milk production, producer price of liquid 
milk and producer prices of other dairy products respectively. 
_ ail aljTI a" qsaml - aiOPPml PPmj PCmk 
k au > 0 , aij < 0 , a lk < 0 
qSmi = qsaml + qsbmi + qscmi 
qs = P qs p" Pip {i" TI Pip {i", m/ 10 ml ml mh 
h P/i > 0 PII > 0 Plh < 0 , , 
h: butter, cheese, skim and whole milk powder 
i: raw milk 
j: beef and veal 
k: feed crops 
1: liquid milk 
In order to analyse the effects of land set-aside policy the supply function in the 
(1) 
(2) 
(3) 
L TEM is respecified to include an exogenously determined shift factor which is 
given the value 1 initially, equation 4. The variable sh/qs proxies the supply side shift 
factors which is commonly used in PE trade models such as GAP, GLS, 
SPEL,WATSIM2. For example, if the pasture and grazed areas are reduced, by five 
percent for example, in order to quantify the effect of this reduction in the acreage on 
domestic supply the value of the shift factor is decreased by the same amount in 
order to simulate the downward shift in the supply curve, equation 5 
_ hI/. 1 (tl/ alj TI a" qsami - alOs q,' PPml PPmj pCmk 
k shfq, = 1 initially (4) 
I all aljTI c alit 
qsami = aiO(shfq, - 0.05)PPm' PPmj k P mk shfq, = 0.95 with policy change(5) 
Raw milk production quotas are incorporated exogenously during the simulation 
procedure by using a MIN function. For example if the amount ofraw milk 
production in a country is limited by a maximum production quota amount, pqml, 
then this quota amount can be introduced as a constraint in finding the equilibrium 
level of domestic supply during the mathematical solution procedure, equation 6. 
With this method the production quota amount becomes binding if the calculated 
equilibrium qsam/ is greater than the pqmi and the model is pushed to choose pqml as 
the solution value. If the calculated equilibrium qsaml is less than the pqml then the 
model chooses the calculated qsaml as the solution amount. 
- MIN« hI/. 1 a" a, TI a" ) ) qsami - a/OS qs PPml PPm; PCmk ,pqml 
k (6) 
Domestic Demand. A uniform CD type aggregate domestic demand function is used 
in the LTEM framework for each commodity and country. The behavioural 
relationship is assumed to be derived from consumer's utility maximization problem 
(of an ad hoc nature) acting under perfect competition. Domestic demand is assumed 
to adjust simultaneously to price changes. The variables per capita income and 
population are exogenous to the model and the interdependencies between primary 
and processed products and/or between substitutes are reflected by cross-price 
elasticities. 
The domestic demand for raw milk is not modelled in the L TEM, instead the demand 
for dairy products are modelled endogenously at country level. The aggregate 
domestic demand relationship for dairy products is given by equation 73• In this 
equation domestic demand for liquid milk, qdml is defined as a function of consumer 
prices of the own (pcm,), substitute and complementary commodities (pcmw, per 
capita income (pinc,.) and popUlation growth rate (pop,.). The exponents reflect the 
related elasticities. The cross-price demand elasticity (o,h) with respect to the prices 
of other raw milk products are positive since these products are assumed to be gross 
substitutes with liquid milk. The elasticity of demand with respect to income (0,2) 
and population growth (0,3) is also expected to be positive. In order to analyse the 
effects of demand side shifters other than income and population growth, the demand 
function is respecified to include an exogenously determined shift factor (sh/qm) 
which is given the value 1 initially, equation 8. 
2 See Salomon (1998a; b) for GAP, Tyers and Anderson (1986) for GLS, Henrichsmeyer (1990) for 
SPEL and Lampe (1998) for WATSIM models. 
3 The demand for other dairy products (qdmh) other than liquid milk is specified by using the same 
functional form and the same behavioural relationships that are in qdml. 
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qd I = OIOPCml PInCm POPm P mh 0 < 0 012 > 0 0/3 > 0 Oil. > 0 (7) m h; 11, , , 
I 0/1' 012 013 TI COl" 
qdm, = o'Oshfqm pCml PInCm POPm h P mh (8) 
Stocks, The stocks are explicitly modelled in the L TEM framework based on the 
inventory demand theory (F APRI 1989), The main determinant ofthe stock demand 
is the transaction motive, which responds to quantity of production or consumption, 
rather than speculative motives, In the dairy market it is assumed that raw milk is 
stocked in the form of butter, cheese and skim milk powder (in USA stock for whole 
milk powder is also allowed). Therefore, the behavioural equation for stock demand 
is given as in equation 9, In this equation rphi represents the elasticity of stock 
demand with respect to quantity of supply and is assumed to be positive. 
qemh = rphOqs m/" . , rphh > 0 (9) 
Net Trade, The net trade function for a commodity and country is defined as an 
economic identity which accounts for the difference between domestic supply and 
the sum of various demand amounts and stocks, Stocks are incorporated as change 
from previous year, LJqem, therefore it is the difference between ending stocks at time 
1.1 (which is the beginning stocks at time I) and estimated stocks at time I' (which is 
the ending stocks at time I)' Since it is assumed that all produced raw milk is utilized 
in the form of processed products, raw milk is not traded, In equations 10 and 11 the 
net trade identity for the liquid milk and other dairy products are presented, 
qtml =qsm,-qdm, 
qtmh = qSmh -qdmh -D.qemh 
(10) 
(11) 
Prices, The domestic producer (PPm) and consumer prices (pcm) in the LTEM are 
determined by the trade price (ptm) of the related commodity and country, domestic 
and border policies that affect domestic prices (tpm and tCm) and transportation costs 
(tc), Equations 13 and 14 present this price transmission mechanism, which consists 
of protection, tpmh,/ and tCmh,l, and stabilization (WDph/exmt~ components (Tyers and 
Anderson 1986), for liquid milk and other dairy products. The trade price of a 
commodity in a country is determined by the world market price of that commodity, 
equation 12, The variable eXm is the nominal exchange rate and the parameter 8~ 
shows the price transmission elasticity, The price transmission elasticity shows how 
much a change in world prices is transmitted to the domestic market, which the effect 
is referred to as stabilization component. If a country for example is applying a fixed-
price policy for a certain commodity then 8~ takes the value of 0, or instead if there is 
a completely free market policy then 8~ equals 14, When there are no policy measures 
that affect domestic prices (protection component is 0) and under the assumptions of 
no transportation costs and homogenous, perfectly substitutable products then the 
domestic producer and consumer prices are determined by stabilization component 
and defined as in equations 13 and 14, 
4 The Ii, is assumed to be I for all dairy products in Australia, EU, New Zealand USA. 
( WDPh,1 ]" ptmh,l = eXm 
(
WDPhl]" PPmh,1 = ptmh,l + tPmh,1 + tc = ---' + 0 + 0 
eXm 
(
WDPhl]" pCmh,l = ptmh,l +tcmh,l +tc = ---' +0+0 
eXm 
(12) 
(13) 
(14) 
In the L TEM, various domestic producer and consumer support and subsidy 
measures in the dairy market are incorporated to the price transmission mechanism 
as ad-valorem distortions5 which form a price wedge between domestic and world 
prices. These measures include direct payments (sdmh,/), inputs subsidies (simh,l), 
general services expenditures (sgmh,t) and other market subsidy payments (smmh,/) 
to the producers and consumer market subsidy (cmmh,f), Border policies such as per 
unit import tariffs (or taxes) and export subsidies and taxes are also incorporated in 
the price transmission mechanism through the use of commodity based price wedge 
variables, tpmh,l and tcmh,i, which differentiate the domestic and trade price of the 
commodity, Equation 15 and 16 show the PPmh,l and PCmh,l which are extended with 
ad-valorem domestic and border policy measures, 
PPmh,i = ptmh,i + tPmh,i + tc + sdm, + simi + sgmi + smml 
PCmh,i = ptmh,i + tCmh,i + tc + cmmh,i 
(15) 
(16) 
In the L TEM an intervention price policy applied in dairy market is incorporated in 
the solution procedure, The producer price function, which is specified as in equation 
15 before, is respecified here as in equation 17 by adding a MIN function. With this 
method the intervention price, mpmh,,/, becomes binding if the calculated equilibrium 
PPmh,l is greater than the mpmh,l and the model is pushed to choose mpmh,l as the 
solution value. If the calculated equilibrium ppmh,l is less than the mpmh,/ then the 
model chooses the calculated PPmh,l as the solution price level. 
PPmh,i = MIN«ptmh" +tPmh,1 +tc+sdmi + simi +sgml + smml),mPmh,/) , 
, tc=O (17) 
Scenarios 
Based on the previous discussion regarding WTO commitments, CAP reform, and 
China's accession to the WTO, a number of scenarios were simulated using the 
L TEM, These are summarised in table 5 below, not including the base scenario, 
which assumes current policies and support measures remain in place, All scenarios 
simulate from a base year of 2000 and continue out to 2013, The first scenario 
represents the WTO proposal for elimination of export subsidies, beginning with an 
initial decrease of 50 percent in 2006 and eliminated over five years, for the dairy 
5 As introduced in the methodology of producer and consumer subsidy equivalent (PSE and CSE) measures, 
Cahill and Legg (1990). 
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and livestock sectors in the ED and China, and a reduction of tariffs by the same 
amount. The second scenario involves the CAP reform measure of increasing EU 
dairy quota, by 1.5 percent for three years beginning in 2005. The third scenario 
simulates the previous one in conjunction with a reduction in minimum prices of 
butter and skim milk powder (SMP) in the EU, by 25 percent for butter (seven 
percent for three years and four in the final year, beginning in 2004), and 15 percent 
for SMP (five percent for three years beginning in 2004). 
The following two scenarios, four and five, aim to illustrate the difference between 
China joining the WTO and ifit had not. Scenario four therefore simulates a 
liberalisation of all countries in the model, beginning in 2005. This assumes a 
complete removal of export subsidies and tariffs (however production quotas and 
intervention prices remain). Scenario five supposes that China has not joined the 
WTO and simulates that all countries in the model again liberalise their trade, with 
the exception of China, who maintains its tariffs and export subsidies. The final 
scenario, six, simulates China's market access commitments in dairy products and 
meat (beef and sheep), formally approved by the WTO in November 2001. China 
committed to reduce effective protection for dairy products and meat by varying 
amounts by January 2002 and even further by 2004. Details of these policies are 
shown in table 5. 
Table 5. Scenario description 
Scenario Policy Type Details 
1 WTO draft proposal Export subsidies and tariffs reduced by 
50% for beef, dairy and sheepmeat in 
China and the EU (in 2006), and 
eliminated over five years. 
2 CAP dairy quota increase Milk quota increased by 1.5% each year 
from 2006 - 2008 
3 Dairy quota increase + minimum price The above plus: 
decreases Butter - reduced by 7% each year from 
2004 - 2006; 4% in 2007 
SMP - reduced by 5% each year from 
2004 - 2007 
4 Fullliberalisation Complete removal of all countries' 
export subsidies and tariffs in 2005 
5 Full liberalisation (pre-China joining Complete removal of all countries' 
WTO) export subsidies and tariffs in 2005, 
excluding China 
6 WTO tariff reductions for China Export subsidies and tariffs reduced by 
Butter-13.3% in 2001; 26.7% by 2005 
Cheese- 15.2% in 2001; 22.8% by 2005 
SMP-35%in 2001; 5% by 2004 
WMP - 35% in 2001; 5% by 2004 
Beef - 21.8% in 2001; 11.2% by 2004 
Sheep - 0.2% in 2001; 4.8% by 2004 
. 
Results 
The model uses the year 2000 as the base year, and simulates out to 2013. The 
results are presented and discussed as the differences between the base scenario in 
2013, and the results of the particular policy scenario simulated, in 2013. Although 
results are produced for all countries and commodities in the model, selected 
commodities only will be discussed here (from the beef, sheep and dairy sectors), 
and only for the EU, NZ and China. More detailed results are shown in Appendix 
tables 1 and 2. The results are discussed by scenario below, and summarised results 
presented by country in table 6. 
Scenario One - WTO draft proposal 
The first scenario, which assumes that export subsidies and tariffs in the EU and 
China are reduced by 50 percent in 2006 and subsequently eliminated over five 
years, predicts an almost unlversal decrease in producer prices and production in the 
EU by the end of the simulation period, 2013, for livestock products. The price 
reductions range from 9.3 percent for sheep meat, to 19.1 percent for WMP. It 
should be noted that although the export subsidies and tariffs have been removed, the 
dairy production quota and intervention prices in the EU remain. Production 
decreases are the most substantial in the beef sector (9.2 percent) and WMP (8.4 
percent), with smaller decreases in sheep meat and raw milk production. Net trade in 
the EU is predicted to decrease across all the commodities of interest. The EU 
switches from being a net exporter of beef, cheese and SMP to being a net importer 
of these products. It is predicted to remain a net exporter of WMP, at a reduced 
amount, while it was already a net importer of sheep and butter in the base scenario. 
The EU is predicted to undergo a significant reduction in producer returns across the 
beef, sheep and dairy sectors. Beef is the greatest loser, at 21 percent, however 
sheepmeat and raw milk producers' returns are also predicted to decrease by 12 and 
14 percent, respectively. 
The impact of the removal of export subsidies in the EU and China is predicted to 
lead to benefits for the NZ livestock sector. Prices and production of all 
commodities increase. The largest price increase is predicted for Cheese, of 13 
percent. Exports also increase steadily, from between four percent for beef, to 12 
percent for cheese. Producer returns increase for all products studied, from 8.4 
percent for beef to nearly 18 percent for sheepmeat. 
Rae and Strutt (2005) simulate various WTO reform scenarios in the form of tariff 
removals, and analyse the effects on NZ. Their simulations are carried out in the 
general equilibrium model GT AP and therefore cover all sectors, but include less 
agricultural detail than here. They do predict increases in export volumes of dairy 
products across their scenarios, however they also predict decreases in export 
volumes of other livestock products, as well as production of these products. 
The impact on China of removing its export subsidies, was for prices and production 
to decrease across the board. Producer returns were predicted to fall for all sectors 
analysed, from 8.6 percent in the beef sector to just over two percent for raw milk. 
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Moreddu et aZ. (2003) simulate two CAP reform scenarios which involve converting 
existing payments under the CAP to a SFP. Although the scenarios are different 
from the one here, the results show the same trend in the EU: a reduction in price and 
production from the base scenario. 
Scenario Two - EU Dairy quota increase 
The second scenario, which simulates an increase in dairy production quota in the 
EU, predicts a decrease in prices across the dairy sectors of not only the EU, but also 
China and NZ. Prices of beef and sheep remain unchanged. Production in the EU 
increases in the dairy sector as a result of the increase in production quota. Beef 
production decreases slightly, while sheep production remains as in the base. Trade 
of dairy products from the EU increases, with the exception of cheese, exports of 
which are predicted to reduce. Producer returns change by less than one percent for 
EU producers however, because of the fall in producer prices. 
NZ and China are predicted to reduce their production of dairy products. Sheep and 
beef production change only marginally. Prices for agricultural commodities in NZ 
and China are also predicted to fall in this scenario. Trade of all the commodities of 
interest increase in China, with the exception of WMP, while NZ exports cif dairy 
products decrease. Producer returns for both China and NZ are expected to fall 
following this increase in EU dairy quota (with the exception of beef prices in China 
which increase by 0.1 percent). 
These EU results may be compared with the Bouamra-Mechemache et al. (2002) 
study. In one of their scenarios they simulate an increase in dairy quota by 5.3 
percent (this study simulates a total increase of 4.5 percent). The impact on EU dairy 
prices is comparable between the studies, the only significant difference between that 
study and this one is in SMP, where they find a decrease in prices of 20 percent, 
whereas in this study it is only 3 percent. Production increases are also comparable, 
they do have a greater disaggregation of dairy products however, the only major 
difference in production is in WMP where this study predicts an increase of six 
percent and their study 21 percent. Net trade impacts are also relatively similar, 
given the differences in modelling strategy and assumptions. 
Scenario Three - Dairy quota increase combined with intervention price reductions 
The results from this scenario are exactly the same as the results from the previous 
scenario. This is because the original minimum prices did not bind in either the base 
or the production quota increase scenario, so lowering these intervention prices has 
no effect. 
Scenario Four - All countries liberalise 
This scenario simulated a removal of all export subsides and tariffs in all countries in 
the model. The results show a general decrease in prices in the EU. Production is 
also predicted to decrease in the EU, for most commodities except raw milk, which 
remains at the quota level. Net trade decreases for all the commodities analysed 
here, and producer returns are predicted to decrease across the sectors analysed here, 
ranging from four percent for raw milk to nearly 20 percent for beef. 
The effects on NZ are again positive. Prices and production are both predicted to 
increase for all commodities here. The increases in this scenario are the largest of 
any of the predicted changes simulated for this paper. Net trade increases 
correspondingly across the commodities of interest, and again by the largest amounts 
of the simulations so far. Producer returns increase therefore as well, from between 
14 percent for beefto 37 percent in the dairy sector. 
Although China also liberalises in this scenario, the effects on China are mixed. 
Prices for beef and sheep decrease, while dairy prices are predicted to increase. The 
price increases are relatively minimal, although SMP is predicted to increase by 11.9 
percent. Production also increases in the dairy sector, but decreases in beef and 
sheep. The increases in production are relatively minor, again SMP production is the 
exception, at 12.5 percent. Net trade increases for cheese and the milk powders. 
Trade in butter is predicted to decrease slightly, while sheep and beef trade decreases 
considerably. Producer returns in this scenario are predicted to increase in the dairy 
sector, but fall in the sheep and beef sectors (by 4.5 and 5.4 percent respectively). 
Binfield et aZ. (2004) simulate a SFP under different dates of implementation. Their 
results are similar for the dairy sector as the results discussed here, but prices for beef 
and sheepmeat increase in their simulations. Langley et aZ. (2003) find relatively 
similar changes to this study following an internationalliberalisation of agricultural 
markets. Their predictions for price increases in NZ are generally significantly larger 
than this study, while the price changes in the EU are of a more comparable 
magnitude, with the exception of SMP price, which they predict to increase by six 
percent (compared with a decrease of four percent in this sfudy). 
Scenario Five - All countries liberalise, excluding China 
This scenario assumes that China has not yet joined the WTO and thus is not 
obligated to liberalise its tariffs and export subsidies. Therefore all other countries in 
the modelliberalise, while China does not. This situation does not have a significant 
impact on the EU, that is, the changes are not markedly different from the previous 
scenario where China also liberalised. The general trend in this scenario is that the 
changes in the EU are of a slightly greater magnitUde than in the previous scenario, 
with the exception of sheepmeat, whose price and production levels differ by greater 
amounts than other commodities to the previous scenario. 
The effect this scenario has on NZ is to slightly dampen the increases in price, 
quantity and net trade, in comparison with the previous scenario, particularly in the 
beef and sheepmeat sectors. The effect on the dairy sector is very minor. Producer 
returns for NZ, although considerably higher than in the base scenario, are less than 
the returns from the previous scenario, particularly for sheepmeat. Sheepmeat 
undergoes the largest change between the two liberalisation scenarios in both NZ and 
the EU. 
China clearly benefits the most from this situation. Prices increase for all the 
commodities of interest, from 1.6 percent for liquid milk, to around 20 percent for 
both cheese and SMP. Production increases in general, although sheep and beef 
production do not increase significantly. Net trade increases for all of these 
"'" ~Q 
commodities, with both butter and cheese changing from net importing to net 
exporting. 
Scenario Six - China implements its WTO commitments 
This scenario predicts general decreases in producer prices, production and trade in 
China in comparison with the base scenario. Scenario six predicts the impacts in 
2013 of China's commitments in order to gain accession to the WTO. Price 
decreases are predicted to range from 1.2 percent for liquid milk to nearly nine 
percent for cheese, while production is predicted to decrease by similar amounts. 
Producer returns decrease across the three sectors, by around five percent for both 
beef and milk, and seven percent for sheepmeat. 
The effect this scenario is predicted to have on the EU and NZ is positive, but by 
relatively minor amounts. Producer returns in the EU increase by less than one 
percent in the dairy sector and 4.5 percent for sheepmeat. NZ sheepmeat producers 
are expected to gain the most, with an increase in returns of nearly seven percent. 
Dairy returns in NZ, similarly to the EU, are also only predicted to increase by less 
than one percent, with beef returns increasing by two percent. Net trade effects in 
these countries are also positive but very minor. 
Table 6. Change in producer returns between base and scenario, in 2013 for China, 
EUandNZ 
China 
scenario 1 2 4 5 6 
Beef -8.6 0.1 -5.4 6.3 -5.0 
Sheep -5.3 0.0 -4.5 6.5 -7.2 
,Raw milk -2.1 -2.7 2.7 10.3 -5.1 
EU 
Beef -21.3 -0.6 -19.9 -20.1 1.0 
Sheep -12.4 0.1 -11.5 -16.9 4.5 
Raw milk -14.5 0.4 -4.2 -4.5 0.4 
NZ 
Beef 8.4 -0.7 13.9 10.2 2.3 
Sheep 18 -0.1 20.4 11.2 6.9 
Raw milk 17.1 I -6.5 I 37.4 I 36.3 I 0.9 
Discussion and Conclusion 
The removal of export subsidies as proposed in the WTO framework would clearly 
benefit a country such as NZ. Producers in the EU and other heavily supported 
countries would be negatively affected, however the introduction of decoupled 
support such as the SFP would help to offset these reductions. A country such as 
China is predicted to be affected by smaller amounts, depending on the sector. 
The CAP reform of the production quota (scenario 2) also has mixed impacts. In 
terms of producer returns, the impacts on the EU are minimal. Impacts on other 
countries vary, interestingly the dairy sector in NZ is reasonably significantly 
i 
affected. As mentioned previously, if the production quota reform is introduced 
concurrently with the removal of export subsidies and tariffs, the increase in quota is 
not filled and the effect is the same as the export subsidy phasing out scenario. 
Scenarios four, five and six highlight the effect of China having joined the WTO. 
With China liberalising its trade completely, at the same time as all other countries in 
the model, as in scenario four, NZ's profits increase, and the decreases experienced 
in the EU are slightly less when China is in the WTO than when it is not. For China, 
while the gains from being in the WTO (scenario five) are certainly less than if they 
were not committed to liberalising, their prices and production of some commodities 
(particularly dairy) still increase above the baseline as they take advantage of the 
liberalisation occurring in other countries. Scenario six highlights the effect of 
China's commitments as part of its accession to the WTO, assuming that trade 
policies in other countries do not change. The effect on China is negative, however 
the EU and NZ do benefit from this, particularly in the sheep sectors of these 
countries. 
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APPENDIX TABLE ONE - PERCENTAGE CHANGES BETWEEN BASE AND SCENARIOS IN 2013 FOR CHINA. ED AND NZ 
Export subsidies EU dairy quota increase All countries fully All countries fully WTO tariff reductions in 
reduced liberalise liberalise except china China for dairy products 
and meat. 
China EU NZ China EU NZ China EU NZ China EU NZ China EU NZ 
producer beef -5.9 -13.3 4.9 0.0 0.0 0.0 -3.8 -13.3 7.2 4.2 -13.3 4.7 -3.5 0.6 1.7 
prices 
(% change) sheep 
-4.6 -9.3 9.8 0.0 0.0 0.0 -3.8 -8.5 10.8 5.2 -12.5 6.0 -5.6 3.2 3.8 
raw 
-1.5 -14.0 9.0 -1.7 -4.0 -3.6 1.5 -4.2 18.6 6.5 -4.5 18.3 c3.4 0.4 0.4 
milk 
liquid ~0.9 -19.9 -5.1 -0.2 -5.7 2.2 -0.1 -2.2 -10.8 1.6 -2.3 -10.4 -1.2 0.2 -0.4 
milk 
butter 
-7.5 -15.9 8.5 -2.6 -2.3 -3.0 1.8 -7.4 19.4 16.4 -7.8 19.1 -8.8 0.5 0.4 
cheese 
-2.4 -11.0 13.3 -4.2 -3.9 -4.9 5.9 -3.5 22.9 19.3 -3.9 22.4 -8.9 0.5 0.7 
WMP -4.4 -19.1 7.8 -2.8 -2.3 -3.1 1.2 -14.4 14.1 11.9 -14.9 13.4 -7.0 0.4 0.6 
SMP -1.7 -16.0 7.4 -3.8 -3.3 -4.2 11.9 -4.4 22.3 20.3 -4.5 22.2 -5.6 0.0 0.0 
quantity beef -2.9 -9.2 3.4 0.1 -0.6 -0.7 -1.7 -7.6 6.3 2.0 -7.9 5.3 -1.6 0.4 0.6 
produced 
(% change) sheep 
-0.7 -3.4 7.5 0.0 0.1 0.0 -0.8 -3.3 8.7 1.2 -5.0 4.9 -1.6 1.3 3.0 
raw -0.7 -0.6 7.4 -1.0 4.5 -2.9 1.2 0.0 15.8 3.6 0.0 15.2 -1.8 0.0 0.5 
milk 
liquid 0.0 -5.5 1.1 -0.1 3.0 -0.4 0.1 1.1 2.3 0.1 1.1 2.2 0.0 -0.1 0.1 
milk 
butter 
-4.4 -3.2 8.4 -1.1 5.6 -3.3 1.1 -2.8 18.8 7.9 -2.9 18.2 -4.2 0.1 0.5 
cheese 
-2.0 -0.4 9.2 -4.0 4.1 -3.6 5.5 0.0 18.8 17.4 0.0 18.2 -8.0 0.1 0.6 
WMP 
-4.2 -8.4 8.4 -3.1 6.2 -3.3 1.7 -12.8 17.6 12.7 -13.2 16.9 -7.2 0.1 0.6 
SMP -5.9 -3.2 8.4 -4.7 5.6 -3.3 12.5 -2.8 18.8 28.6 -2.9 18.2 -9.3 0.1 0.5 
producer beef 
-8.6 -21.3 8.4 0.1 -0.6 -0.7 -5.4 -19.9 13.9 6.3 -20.1 10.2 -5.0 1.0 2.3 
returns 
(% change) sheep 
-5.3 -12.4 18.0 0.0 0.1 -0.1 -4.5 -11.5 20.4 6.5 -16.9 11.2 -7.2 4.5 6.9 
raw -2.1 -14.5 17.1 -2.7 0.4 -6.5 2.7 -4.2 37.4 10.3 -4.5 36.3 -5.1 0.4 0.9 
milk 
-
ApPENDIX TABLE Two - CHANGES IN NET TRADE BETWEEN BASE AND SCENARIOS IN 2013. 
Base scenario Export subsidies EU dairy quota All countries fully All countries fully WTO tariff reduclions 
reduced increase liberalise liberalise except China in China for dairy 
oroducls and meat 
China EU NZ China EU NZ China EU NZ China EU NZ China EU NZ China EU NZ 
net trade beef 
-2766 766 558 
-3567 -134 580 -3355 766 562 -3403 -16 601 -2499 -100 595 -3355 766 562 
(000 sheep -283 
-200 503 
tonnes) -383 -351 555 -438 -147 524 -373 -343 563 -158 -428 538 -438 -147 524 
butter -18 -130 380 
-33 -322 416 -35 -125 382 -19 -235 460 1 -242 458 -35 -125 382 
cheese 
-8 80 301 
-20 -283 337 -50 102 303 15 0 375 69 -17 373 -50 102 303 
WMP 27 433 446 21 322 483 16 435 448 29 290 524 45 286 521 16 435 448 
SMP 4 60 302 3 -28 328 1 61 303 9 23 360 13 22 358 1 61 303 
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Abstract 
This paper presents preliminary results from a hedonic price analysis of premium 
wines in New Zealand over the vintages 1994 - 2003: Implicit prices are presented 
for a sensory quality rating, as well as wine variety and regional reputation. Results 
show that the price premium associated with Michael Cooper's five-star quality 
rating is highly significant and increasing in magnitude over the study period. Trends 
in regional and varietal preferences are also explored. 
Keywords: Hedonic pricing, New Zealand wine, quality 
1. Introduction 
Wine is a differentiated product for which information about its true quality is 
limited until the time of consumption. As a consequence, buyers must use other 
indicators of a wine's value in order to make purchase decisions. Some potential 
indicators of a wine's quality such as the vintage, the region and the varietal are 
easily obtained from the wine's label prior to purchase.2 Other, more subjective, 
indicators of quality come in the form of quality rankings or recommendations from 
wine experts, and the receipt of various wine awards. 
A consumer's perception of wine quality will, in part, influence the amount they are 
willing to pay for a particular wine. Which information is most pertinent in affecting 
consumer perceptions of wine quality? Evidence from a number of studies using 
hedonic price functions to estimate the relationship between the price of wine and its 
various characteristics generally supports the belief that the price of wine is 
influenced by objective and subjective characteristics that are available to consumers 
prior to purchase (see for example Combris et al. 2000 and Landon and Smith 1997 
for the Bordeaux market, Nerlove 1995 for the Swedish market, Roberts and 
Reagans 2001 for the US market, and Oczkowski 1994, 2001 and Schamel and 
Anderson 2003 for the Australian market) but this research also shows that there are 
significant differences between countries. With the exception of Schamel and 
I Corresponding Author: Katie Bicknell. Commerce Division. Lincoln University. PO Box 84. 
Canterbury. New Zealand. Tel: +64-3-325-3838 ext. 8275. Email: bicknelk@lincoln.ac.nz 
2 By law. labels on New Zealand wines must provide information on the brand. region of origin. 
principle grape variety. vintage. winery. alcohol content by volume and presence of any preservatives 
or additives. 
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Anderson (2003) there has been no study of the New Zealand wine market and so 
this research aims to fill this void. 
In this paper we estimate a hedonic pricing model for each year in the period 1994 to 
2003 based on New Zealand data for grape variety, growing region and quality. The 
number of observations in each year ranges between 696 and 1518. Our analysis 
differs from Schamel and Anderson (2003) in a number of ways. Firstly, we focus 
exclusively on New Zealand wines. Secondly, we use individual wine quality ratings 
from New Zealand's pre-eminent wine expert Michael Cooper, (rather than Halliday 
who is based in Australia). Cooper focuses exclusively on evaluating New Zealand 
wines. As a result our data set covers a much broader range of wines. Arguably 
local consumers may pay more attention to a local wine expert than one based 
overseas. 
The preliminary results show that Cooper's quality rating is a highly significant 
determinant of wine price in all years, however in contrast to Schamel and Anderson 
(2003) we find that the size of this effect is trending up over time. Such a trend may 
reflect the increased credibility of Cooper as a wine critic (his first rankings carne out 
in 1992). It could also be argued that the rapid proliferation of wines in recent years, 
combined with increasing access via supermarket sales, may have increased the 
value of the information in his guides. In addition, while Schamel and Anderson 
(2003) found little evidence that regional or varietal variations affect price, we find 
increasingly significant differences across regions over time and highly significant 
differences across grape varieties for the entire period of study. The size and 
direction of these varietal differences are consistent with our expectations. 
The remainder of the paper is as follows: Section 2 provides a brief description of the 
New Zealand wine industry, Section 3 describes the data and hedonic price model, 
Section 4 presents the empirical results and Section 5 concludes . 
2. The New Zealand Wine Industry 
Grapes have been grown in New Zealand since the time of the first European settlers, 
but only recently has New Zealand wine received worldwide recognition. The 
number of wineries has more than doubled in the last fifteen years and now totals in 
excess of 450. Production of premium grape varieties such as Chardonnay, 
Sauvignon Blanc, Pinot Noir and Merlot has also increased significantly to satisfy 
domestic and export demand for higher quality New Zealand wines. While exports 
of New Zealand wine have grown rapidly in recent years, with projections that 
during this current year export sales will exceed domestic sales for the first time, the 
domestic market remains of primary importance to New Zealand wine producers. 
Geographically New Zealand lies between 34°S to 47°S latitude and therefore has a 
predominantly cool viticultural climate. There are, however, three distinct climatic 
growing zones spanning from Northland to Hawke's Bay (warm and sunny), 
Wairarapa to Waipara (cool but very sunny) and Canterbury to Central Otago (cold 
with significant risks of frost) and these climatic differences have resulted in 
emergence of clearly identified regional strengths. Hawke's Bay excels at the 
production of Bordeaux variety red wines, Marlborough is best known for its 
Sauvignon Blanc and Riesling wines and the southern regions (from Wairarapa 
south) for their Pinot Noir. Table 1 shows the current percentage of production 
broken down by grape variety and Table 2 shows each region's main grape varieties 
along with their percentage of New Zealand's total production. 
Table 1: Percentage of Total Production by Grape Variety" 
.................................. .9..r.~P.~ ............................................. ~ .. Cl,f.::r..Cl,\~! .. ~.r.Cl,~.I!~~.j9.~ ......... . 
Sauvignon Blanc 37.8 
Chardonnay 20.8 
Pinot Noir 12.6 
Merlot 6.6 
Riesling 4.5 
Cabernet Sauvignon 4.3 
Semillon 2.9 
Pinot Gris 1.1 
Cabernet Franc .8 
Pinotage .8 
Gewurztraminer .7 
Syrah .4 
Other 6.7 
a Source: Wine Institute of New Zealand (2004) 
Table 2: Percentage of Total Production by Region" 
.. · ................ ·R:egioii .................. · ............. · ........ · .... ·Maiii·Graji·e·V;;;:ieiie;; ................................... %·~'f'f~ta('P~od~~iion ...... · 
Northland/Auckland Chardonnay, Merlot, Cabernet Sauvignon 1.2 
Gisborne Chardonnay, Muller-Thurgau 19.2 
Hawke's Bay Chardonnay, Merlot, Cabernet Sauvignon 14.5 
Wairarapa Pinot Noir, Sauvignon Blanc, Chardonnay 1.8 
Nelson Chardonnay, Sauvignon Blanc, Pinot Noir 4.2 
Marlborough Sauvignon Blanc, Pinot Noir, Chardonnay 54.1 
Canterbury Pinot Noir, Chardonnay, Riesling 1.9 
Otago Pinot Noir, Pinot Gris, Riesling 2.4 
• Source: Wine Institute of New Zealand (2004) 
3. The Data and Hedonic Price Model 
3.1 The Data 
The data set is constructed from Michael Cooper's annual series of Buyer's Guide to 
New Zealand Wines for the years 1994 to 2003. Cooper uses a five-star rating to 
judge the overall quality of a wine relative to other New Zealand wines of the same 
variety in each vintage. Each additional half-star represents an increase in quality 
ranging from 'to be avoided' (zero stars) to 'outstanding' (five stars). The number of 
different wines Cooper rates in each year varies from 696 in 1994 to 1518 in 2003, 
with a total number of observations over the 10 years of 10558. More detailed 
statistical information regarding average price and rating, number of wines of each 
variety and number of wines from each region for the bookend years of 1994 and 
2003 is provided in Tables 3 and 4. To distinguish differences in consumers' 
willingness to pay for different grape varieties, we have identified seven distinct 
varieties of both red and white wines. We have also identified eight different 
growing regions so that we can assess regional variations in wine prices. The 
endogenous variable is the average New Zealand dollar retail price (including taxes) 
per 750 mL bottle. 
.... 
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Table 3 - Description of Data for 1994 and 2003 - by Grape Variety 
Grape Variety 
Chardonnay 
Blended White 
Oewurztraminer 
Pinot Oris 
Riesling 
Sauvignon Blanc 
Semi lion 
Cabernet Franc 
Cab. Sauvignon 
Blended Red 
Merlot 
Pinotage 
PinotNoir 
Syrah 
Average 
Standard Deviation 
1994 2003 
Number Average Average Number Average Average 
Price Rating Price Rating 
148 19.91 3.32 405 23.51 3.61 
32 
63 
73 
124 
13 
7 
121 
33 
21 
7 
42 
5 
9.59 
14.25 
15.80 
13.41 
2.10 
3.03 
3.30 
3.22 
15.12 3.21 
13.38 2.85 
16.86 
20.39 
14.00 
21.52 
11.86 
20.31 
2.93 
3.18 
2.55 
3.57 
2.72 
2.98 , 
-~-~-j 
17.05 3.12 
6.30 .96 
10 
51 
72 
166 
211 
16 
16 
125 
47 
128 
13 
220 
35 
15.80 
20.92 
22.56 
18.22 
18.74 
19.19 
30.56 
29.26 
31.72 
27.40 
19.38 
33.08 
33.06 
25.11 
11.50 
2.90 
3.72 
3.74 
3.54 
3.61 
3.22 
3.60 
3.54 
3.68 
3.58 
3.39 
3.64 
3.89 
3.62 
.73 
_ Table ~-=-Description of Data for 1994 and 2003 - by Reg::,:io:.::n'--_____ _ 
Region 
Auckland 
Oisborne 
Hawke's Bay 
Wairarapa 
Nelson 
Marlborough 
Canterbury 
Otago 
Average 
Number 
76 
73 
236 
48 
29 
165 
38 
29 
Stand~d Deviat~n ___ _ 
3.2 The Model 
1994 2003 
lber Average Average Nur ~ 
Price Rating Price 
17.66 
15.82 
16.96 
20.67 
15.62 
16.68 
16.42 
2.90 
2.88 
3.11 
3.50 
3.12 
3.40 
2.81 . 
.-!2:.~ __ ~~: 
17 
6. 
05 3.12 j 
30 .96: 96 
143 
82 
419 
147 
100 
415 
97 
112 
29.66 
20.70 
25.68 
28.11 
22.91 
22.98 
24.28 
26.96 
25.11 
11.50 
Average 
RatinL 
3.44 
3.36 
3.68 
3.68 
3.55 
3.70 
3.58 
3.50 
3.62 
.73 
Hedonic price analysis involves the specification of an implicit or hedonic price 
function that relates the price of a good to all of the attributes that theoretically affect 
its value. Rosen (1974) provides the theoretical foundation for this approach in a 
paper which suggested that individuals value goods on the basis of their utility-
generating attributes. Within the current context, one could hypothesize that the price 
of a bottle of wine depends upon varietal characteristics of the wine, the region 
where the wine was produced, and the specific winery that produced the wine. 
Schamel and Anderson (2003) further speculated that a consumer's Willingness to 
pay for a bottle of wine might also depend upon expert ratings of wine quality that 
are available in published guidebooks and magazines. Such guidelines may be 
particularly valuable to individuals who are relatively infrequent purchasers of wine, 
or those who are looking for a bottle of wine to suit a special occasion. In New 
Zealand, where the size and the sophistication of the wine industry has been 
increasing at such a rapid rate the expert ratings may be an increasingly valuable 
source of information. 
In this study, we assume that a consumer's willingness to pay for a particular wine is 
a function of that wine's quality rating (QR), varietal (V) and region (R) of origin. 
The implicit price for each attribute is derived by differentiating the hedonic price 
equation with respect to the variable of interest. In a well-functioning market, utility 
maximizing consumers will purchase wine so that their willingness-to-pay for a 
marginal increase in a particular attribute equals its hedonic price. Consequently, in 
equilibrium, the hedonic price for an attribute can be interpreted at the willingness-
to-pay for a marginal increase in that attribute. 
Following Schamel and Anderson (2003), we estimate the hedonic price function 
using a log-linear functional form: 
Ln(p) = ~o + ~lQR + ~2V + ~3R + s 
Using this specification, the coefficients can be interpreted as the percentage increase 
in price for each one-unit increase in the dependent variable. 
4. The Results 
Table 5 presents the empirical results for each year from 1994 to 2003. By looking 
at each year separately rather than pooling the series we avoid any problems that 
might arise due to price inflation, inconsistency in rating from one year to the next or 
general variations in vintages. Gisbome and 'other white' are chosen as the 
comparator region and variety, so that all other dummy coefficients are 
representative of the percentage premium for a wine relative to Gisbome other white. 
The coefficient for the quality rating variable measures the percentage price premium 
for a Yz-star increase in the five star rating scale. 
The quality rating parameter is significant for each year of the study and indicates a 
price premium of 8.1 percent to 13.6 percent (with an average value of 10.6 percent) 
for each Yz-star. That amounts to between a $1.36 and $3.41 increase on the average-
priced bottle of wine for each Yz-star increase. Moreover, it appears that the quality 
rating parameter is trending upwards over time suggesting that consumers are 
becoming more confident in using these rankings as an indicator of actual wine 
quality. 
The parameter values for the white variety dummy variables are significant in almost 
all cases, and indicate an average price premium of 24.6 percent compared with 
blended white wines. Chardonnay and Sauvignon Blanc, with price premia of more 
than 40 percent and 20 percent respectively, are the most preferred white varieties, 
although the premium for both types has declined in recent years. 
-tH Q\ 
With the exception of Pinotage, the parameter values for the red variety dummy 
variables are significant across all years, and indicate an average price premium of 
46.3 percent for reds. Pinot Noir, with a price premium in excess of 55 percent, is 
the most preferred red variety. Over the past few years however, the Blended Red 
category has begun to command a similar price premium to Pinot Noir. It is 
important to note, however, that rather than capturing generic low-priced wines, the 
blended reds category includes some of the best Bordeaux-style wines produced in 
New Zealand. For example, both Providence ($185 per bottle) and Montana's Tom 
($100 per bottle) are included in this category. The quality of blended reds has also 
increased dramatically over the period of study as illustrated by the more than one-
star increase in average quality and more than doubling in average price of these 
wines between 1994 and 2003. 
The significance of the regional dummy variables is varied. Only Wairarapa and 
Otago are significant for the entire period, while Northland/Auckland is significant 
for the last eight years. The Wairarapa premium has averaged 16.6 percent over the 
period of the study and the premium for Otago has been slightly higher at 20.3 
percent. Both Hawke's Bay and Canterbury have been significant for about half of 
the years. There does not appear to be any discernable trend in the magnitude of the 
regional dummies but they do seem to be increasing in their significance (IS of21 
are significant in the last three years of the study as compared to 9 of 21 in the first 
three years) which suggests that consumers are becoming more keenly aware of 
regional quality differences over time. The lack of significance for some of these 
regions might also be a result of pooling across varietals. That is to say, regional 
variations might be variety specific and a result of variations in growing conditions. 
If this is true, a region's reputation might be tied to specific wine varieties (e.g. 
Otago and Pinot Noir, Marlborough and Sauvignon Blanc). 
5. Conclusions and Areas of Further Research 
There are two main conclusions that can be drawn from this research. First, 
consumers appear to rely heavily on objective information that is provided by wine 
labels and wine experts when determining their willingness to pay for wine. What is 
more, in the face of an ever increasing proliferation of new wines and new wineries 
consumers appear to be placing more weight on the opinion of wine experts and in 
regional differences. Second, there is evidence that consumers' willingness to pay 
for quality has been growing over the last decade as indicated by the increasing 
magnitude in the premium consumers pay for higher rated wines. 
Nevertheless pooling observations together for all varietals may mask some 
important differences. For instance, consumers may give greater credence to an 
expert's opinion when purchasing wines for special occasions. As a result, quality 
ratings may have a greater impact for red wines than for white wines, especially for 
premium varietals. In addition, the relative insignificance of many of the regions 
may also be a result of this pooling of varietals. Regional effects may be associated 
with specific wines, and by pooling together these effects may be masked. To 
explore these potential differences we plan to estimate separate equations for the four 
most prolific varieties: Sauvignon Blanc, Chardonnay, Pinot Noir, and Merlot. 
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A second area for future analysis is to exploit the time-series nature of the data to 
explore the development of wine reputation. The length of our data set, plus the 
inclusion of many new wines provides an opportunity to study this. Our 
contention is that wines that consistently rank highly over time, or wines produced 
by wineries that have a well established reputation for quality, will fetch an 
additional premium over those wines that have only recently received high 
rankings. 
Finally, we would like to expand our measure of quality to include Michael 
Cooper's "classic wine" rankings, and the receipt of wine awards. 
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Summary 
Millions of mines lie in or on the ground in 62 countries resulting in thousands of 
deaths and injuries each year. Most mines are cleared using probes and hand held 
mine detectors; although sniffer dogs and a variety of machines are becoming more 
common. Clearing landrnines is very expensive with costs often reaching US$1 0 per 
square metre; over US$1.5 billion has been spent on clearing mines since 1992. 
Most of the organisations involved in mine clearance have concentrated on technical 
aspects and put less emphasis on the most cost effective way of getting the job done . 
This paper reviews the contribution that economists can make in the area of 
humanitarian mine clearance and describes the development of a software package 
and manual designed to help managers decide which combination of machine and 
manual methods should be used to clear minefields to the required safety standard at 
the lowest cost. 
Keywords: Mine Clearance, Cost Effectiveness Analysis, Software Model 
I This paper is based on work carried out jointly with John Gibson, University of Canterbury and Geua 
Boe-Gibson and includes material from Marsh, Boe-Gibson, & Gibson (2002a; 2002b) and Barns et al. 
(2004). 
Introduction 
Millions of mines lie in or on the ground in 62 countries resulting in over 15,000 
civilian casualties per year, mostly in rural areas of developing countries (ICBL, 
2002). They reduce agricultural production and incomes by making millions of 
hectares unavailable for crop production or livestock grazing (Andersson, Palha da 
Sousa, & Paredes, 1995). Their impact is felt most by the poor; who are most likely 
to be forced to work in mine affected areas in search of firewood, drinking water or 
grazing for their livestock (Roberts & Williams, 1995). Landmines are particularly 
deadly for children, who have a higher fatality rate from stepping on mines because, 
being smaller, their vital organs are closer to the blast (Mathieson, 1997). Refugees 
are often unwilling to return home when their land has not been cleared of land 
mines thus causing a long term burden on host communities and aid agencies. The 
world has responded to the humanitarian costs and economic impact oflandmines 
and unexploded ordnance (UXO) by spending over US$I.5 billion on mine and 
UXO clearance since 1992. The overall trend is for spending to rise, with US$250 
million spent on clearance in 2001; yet very little of this spending has been subject to 
rigorous economic analysis. 
There are at least four areas where economic analysis can assist decision making by 
policy makers. To date, most attention has been focussed on the issue of (1) whether 
mines should be cleared at all and whether the costs of clearance exceed the benefits. 
Assuming that clearance is beneficial, then decisions need to be made on; (2) the 
appropriate standard of clearance; (3) which areas should be cleared first; and (4) 
which methods should be used. 
This paper briefly reviews the economic literature relating to the first three of these 
areas and then focuses on the analysis of alternative mine clearance methods -
through the development of analysis procedures and a software package and manual 
designed to help managers decide which combination of machine and manual 
methods should be used to clear minefields to the required safety standard at the 
lowest cost. 
Should Land Mines be Cleared?2 
Most cost-benefit evaluations oflandmine clearance suggest that it is socially 
inefficient. Harris (2000) estimates that expenditure to remove landmines from 
Cambodia would produce benefits - in the form of saved lives, reduced injuries and 
medical costs, and greater agricultural output - that are worth just two percent of the 
costs. In Mozambique, the benefits would be worth only ten percent of the costs 
(Elliot & Harris, 2001). For Bosnia and Herzegovina Patterson (2003) concludes 
that demining cannot be justified on development grounds. 
Existing cost-benefit analyses oflandrnine clearance (Elliot & Harris, 2001; Harris, 
2000,2002.; Patterson, 2003) have been constrained by inadequate data, which may 
have influenced the conclusions. These studies value injuries and premature death 
from landmines according to the present value oflost earnings (or lost GDP). This 
foregone earnings approach is no longer popular in developed countries because it 
ignores risk aversion and greatly underestimates the value of life (Rosen, 1988). 
2 The following two sections draw extensively on work by my co-authors in Barns et aI., (2004). 
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Instead, researchers and policymakers now use estimates of the Value of Statistical 
Life (VSL), calculated from reports by survey respondents of how much they would 
be willing to pay to avoid risks or from market based, revealed preference studies. 
The theoretical superiority of broader measures of the value oflife is recognised by 
Harris (2000), but because no estimates exist for countries with landmine problems 
the out-dated foregone earnings method was used. Perhaps as a result, saved lives 
and disabilities are a small part of the Harris's calculated benefit oflandmine 
clearance, whereas the value of statistical life is easily the largest benefit of 
environmental, health and safety rules in the U.S.(Shogren & Stamland, 2002). 
Gibson et al (2005) used the contingent valuation method to investigated the VSL for 
a rural population in Northeast Thailand where the incidence rate of landmine 
fatalities and injuries is 34 per 100,000 in affected communities (Survey Action 
Center, 2003). The survey used two series of questions to determine tradeoffs 
between risk of injury and earnings. The risk-money and risk-risk tradeoffs were 
determined by asking respondents to state their preferences for two different areas in 
which their village might be located. For the risk-money tradeoffs the areas differed 
by the risk of death and cash income. The estimated VSL of US$2S0,000 is around 
forty times the value of lifetime earnings (US$6, 160). Using VSL the value of lives 
saved from landmine clearance is at least an order of magnitude greater than the 
values used in existing studies. Applying this VSL to the data used by Harris (2000) 
for Cambodia suggests that the total value of benefits of mine clearance may be 
around 36% of the value of costs; compared to 2% of the value of costs using the 
foregone earnings method. 
The high costs of clearance and lack of net benefits from comprehensive mine 
clearance underline the importance of considering the benefits of alternative uses of 
mine clearance funds. For example Lim (2004) suggests that "opening up alternative 
safer income sources, such as factory work located away from landmines, may prove 
to be a quicker and more cost-effective way of reducing landmine casualties than 
traditional demining activities". It should be noted that such an approach would be 
contrary to Article 5 of the Ottawa Convention (United Nations, 1997) in which 
"Each State Party undertakes to destroy or ensure the destruction of all anti-personnel 
mines in mined areas under its jurisdiction or control, as soon as possible but not 
later than ten years after the entry into force of this Convention for that State Party." 
What is the Appropriate Clearance Standard? 
It has been suggested that mine clearance agencies may overestimate the benefits of 
clearance, causing them to spend excessive amounts on risk reduction. Most 
landmines are located in poor countries, but most landmine clearance is paid for by 
rich country donors and NGOs. Elliot and Harris (2001) suggest that donors may 
value the lives saved by clearing mines using standards from their own (rich) 
countries. This also may explain why the standards are so stringent, because the goal 
of accredited mine clearance agencies is to remove all mines (and unexploded 
bombs) in an area (UNMAS, 2003). This standard requires expensive manual 
inspection of almost every inch of ground because existing machines cannot find 
every single mine. In contrast, the socially efficient standard is to reduce the risk 
from landmines only to the point where the marginal cost per life saved is the same 
as for other risk reducing activities (Viscusi, 2000). Hence, in poorer countries, 
where people face many health risks, less stringent mine clearance standards might 
allow spending to be diverted to other priorities. 
Which Areas Should Be Cleared First? 
Assessment of priorities for mine clearance is essentially little different to any other 
prioritisation exercise. Methodologies are well developed and with appropriate 
modifications can be applied to this field. Examples of this kind of exercise are 
described in GICHD (2001). Often this has involved Landmine Impact Surveys "to 
provide a ranking of communities by severity of mine impact that can inform the 
allocation of mine action resources". These surveys use three main indicators to 
estimate a composite Mine Action Score that is used in order to create the ranking. 
The indicators are: the nature of contamination (e.g. type and density of mines), the 
types oflivelihoods and infrastructure to which mines block access and the number 
of recent victims. In a world of perfect information prioritisation might be based on 
reduction in loss oflife and health (measured as the difference between the number 
of victims before and after demining); and the net present value of demining (defined 
as the difference between the present value ofincome streams from demined land 
and infrastructure with and without demining, minus the cost of demining them i. 
GICHD suggest that the indicators used in the Mine Action Score provide a cost 
effective prioritisation scale that can be related to these underlying variables. 
Which Methods Should be Used? 
Mechanical mine action equipment has been used by demining organisations almost 
since the beginning of the humanitarian mine action movement in the late 1980s. 
Initial mechanical clearance approaches often relied on equipment whose design was 
influenced by the military objective of clearing a navigable path through a minefield 
rather than on the humanitarian objective of removing all mines in an area. More 
recently, special purpose mine clearance machines have been developed, but none of 
these have been deemed effective enough to conduct full clearance without follow-up 
by either manual demining teams or mine dog detection teams. 
The apparently limited success in the use of mechanical clearance methods means 
that most demining organisations continue to rely heavily on manual clearance 
techniques. While manual techniques may be a reliable way of ensuring that 
acceptable clearance standards are met, they can be slow, expensive and dangerous. 
Using current methods it may take many years beyond the target in the Ottawa Treaty 
(United Nations, 1997) for the goal of a "mine free world" to be realised. Indeed, to 
help speed their operations and reduce danger, some mine clearance organisations do 
use machines in a limited support role for manual deminers (e.g., for removal of 
vegetation and trip-wires). 
The growing number of purpose-built mechanical mine clearance machines in use 
and under development and the increasing variety of ways in which machines are 
used to support mine clearance suggested a need for the collection of information on 
the cost effectiveness of alternative methods of mechanical mine clearance. Such 
information can serve at least two purposes. First, a greater awareness of the cost 
effectiveness of various methods of mine clearance may help demining agencies to 
use their existing resources more effectively. Second, more widely available and 
3 Adapted from GICHD (2001). 
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standardised data on the cost effectiveness of mechanical equipment relative to other 
clearance methods could help planners and developers allocate support to the 
machines and techniques that offer the greatest promise. 
Against this background the Geneva International Centre for Humanitarian Demining 
(GICHD) commissioned the Management Research Centre of the University of 
Waikato to provide advice on the appropriate methods and standards for analysing 
the cost effectiveness of mechanical mine action. In support of this advice, the 
commission also included a requirement to provide a software tool that demining 
organisations could use for carrying out their own cost effectiveness analysis. Staff 
from the university and GICHD visited mine action agencies in Bosnia and the 
Cambodian border region in order to develop an understanding of the key variables 
affecting cost effectiveness. A Cost Effectiveness Model (CEMOD) was then 
developed as a macro that could be run in Microsoft Excel. A key objective 
throughout this process was to develop a practical system that would require little 
additional data and that could be used by field management staff without additional 
training. 
The Cost Effectiveness Model (CEMOD) 
Model Purpose and Overview 
Mine clearance is an expensive activity that can often be undertaken using a number 
of different methods. There is a wide range in the unit cost of these methods; even 
after adjusting for quality and variation in other key variables. Clearly it is vitally 
important that scarce mine clearance resources be deployed in such a way as to 
achieve the best possible outcomes. Cost-effectiveness analysis has a key role to play 
in achieving this goal. 
Cost-effectiveness analysis can be approached in two ways: a) to determine the least 
cost method of achieving a known goal, in this case mine clearance to a level of at 
least 99%, the fixed effectiveness approach, or b) to find the policy alternative that 
will provide the largest benefits for a given level of expenditure, the fixed budget 
approach. CEMOD follows the fixed effectiveness approach. 
The design of the Cost Effectiveness Model (CEMOD) is based on the concept of the 
'mine clearance method' i.e. any method used to achieve the standard goal of at least 
99% mine clearance. There is little point in comparing different machines in 
isolation if they make different contributions to mine clearance. The only useful 
comparison is between alternative methods that achieve the same goal. For example 
a given piece of land might be cleared to the same standard by four alternative 
methods: 
1. 
2. 
3. 
4. 
manual mine clearance only 
flail followed by manual mine clearance 
vegetation cutter followed by manual mine clearance 
flail followed by dog teams, supported by manual mine clearance 
Analysis Functions 
The Cost-Effectiveness model CEMOD may be used for four main types of 
analysis:-
Past Costs. Implementing organisations can analyse the past cost 
effectiveness of alternative methods of mine clearance, given the particular 
conditions faced by their organisation. For example the 'real' cost of donated 
equipment is not included. 
• Projected Costs. Implementing organisations may use CEMOD to project 
future expenditure using existing or new mine clearance methods. 
• Planning (Past): Planning organisations can compare the past performance of 
different implementing agencies, including adjustments to create a 'level 
playing field'. For example the 'full market cost' of donated equipment is 
included. 
• Planning (Projected). Planning organisations can project the future cost 
effectiveness of alternative methods of mine clearance, including adjustments 
to create a 'level playing field'. 
Data Entry 
When CEMOD is started users are provided with the system menu (Figure 1). 
Figure 1: CEMOD System Menu 
Users click on "Data Capture" if they want to enter new project data or want to edit 
values already entered in the model. The "Reports" button takes them to another 
menu where they can choose to view and print some (or all) of the standardized cost 
effectiveness and cost comparison reports. 
Three types of data are required by the cost effectiveness model: basic information 
on the location and details of the project and on the type of analysis being conducted 
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(e.g., past costs vs. projected costs); information on area clearance rates and the time 
inputs (e.g, man-days for manual clearance and days of machine use), which might 
typically come from log books; and information on costs, which would typically 
come from project accounts and budgets or equipment catalogs. The data capture 
menu is used to access data entry screens for each of these three types of data 
(Figure 2). 
In the' Area Cleared Data Entry Menu', users are asked to attribute areas cleared and 
time inputs (man-days and machine days) to each of the various methods that their 
agency has used (for analyses of past costs) or is considering using (for projections). 
Figure 2: CEMOD Data Capture Menu 
In the 'Costs Data Entry Menu', users are asked to enter data on the actual or 
projected costs of the mine clearance project. The costs in the model are grouped into 
four categories: staff salaries; staff allowances; consumables and running costs; and 
capital equipment. Within each ofthese cost categories there is no restriction on how 
many cost items are specified. Thus, the model can handle both analyses of past 
costs, based on detailed budgets, as well as projected costs where there might be 
rather less detail available. For each cost item, the user is asked to specify a name or 
description for the item, the number of items used, and the unit cost per item per 
year. 
For each cost item, the user is asked to allocate the number of units across various 
cost categories e.g. management and administration, mine survey, medical support, 
manual mine clearance teams, dog teams and individual machines. This allocation of 
the number of units of each cost item allows the user to identify which costs are 
associated with which machines. By identifying costs with machines and other 
procedures it is possible to identify, from a single budget, different costs for different 
mine clearance methods. Thus, the allocation of the cost items is a particularly 
important part of the model. 
Further details of CEMOD data entry and operation procedures are provided in 
Marsh, Boe-Gibson, & Gibson (2002a; 2002b). 
Model Output and Interpretation 
The reports menu is used to view and print the results of the model's calculations, as 
well as printing the worksheets that contain the input data on area cleared, days used, 
and costs by category. 
The "Standard Reports" button lets the user view and print four reports: 
Report SI 
Report S2 
Report S3 
Report S4 
Report S5 
Key Results 
This report provides total cost, cost per m2, and cost ratio/annual cost 
saving (compared to base case) for each mine clearance method. 
Annual cost, by method and cost category 
This report summarizes the annual costs (counting only those 
attributable to mine clearance) for each method, by six cost categories: 
salaries; allowances; consumables; capital equipment; medical; and 
management, administration and mine survey. 
Cost per m2 and potential savings by method and cost category 
This report gives cost per m2 for each method and compares those costs 
with the base case method. Estimates are also reported for the 
hypothetical costs, and cost saving, from using each of the methods 
exclusively. A notional figure of the time taken to repay capital 
equipment is also provided, which is based on an average across all 
capital equipment rather than for a particular machine. 
Machine demining; annual cost, cost per day and cost per m2 
This report summarizes the costs associated with each mechanical mine 
clearance machine. The cost estimates are presented on both a per day 
and per m2 basis . 
Annual cost summary 
This report summarizes the annual costs associated with each machine 
and with the other procedures carried out by the agency. All 
management and administration costs, rather than just those attributable 
to mine clearance, are included in this table. 
The 'Key Results' report (Figure 3) includes total cost, cost per m2, cost ratio and 
annual cost saving. Based on the sample data in Figure 3, use of a flail, followed by a 
combination of manual deminers and dog teams provides the most cost effective 
clearance method. Costs per m2 are US$3.41 compared to U8$11.29 using fully 
manual methods (the base case). Use of this method over the whole area to be 
cleared would result in a cost saving ofU8$7.2 million, compared to manual 
demining. 
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Figure 3: 
Report 51: Key Results 
Method 
Manual Only 
Flail + Manual 
Flail, Manual, Dogs 
Vegcut, Manual 
Area Red'n then manual 
Vegcutter, Manual, Dogs 
Area Red'n, MP, Manual 
Example of Key Results Report 
Reporting Period: 
Currency 
Total Cost Cost per m2 Cost Ratio 
v's Base 
Case 
1,128,742 11.29 100% 
1,156,574 5.78 51% 
1,365,011 3.41 30% 
365,602 7.31 65% 
304,352 6.09 54% 
247,085 4.94 44% 
587,267 11.75 104% 
2001 
US$ 
Annual Cost 
Saving 
5,009,138 
7,166,151 
3,617,597 
4,732,347 
5,774,610 
·416,703 
It must be stressed that Cost per m2 should only be compared 'where all other factors 
are equal' i.e. for clearance of mined land of similar characteristics. Differences in 
cost per m2 between minefields may be a reflection of changes in mine field 
characteristics - rather than the cost effectiveness of alternative mine clearance 
procedures. 
Factors Affecting Cost Effectiveness 
The cost effectiveness model is designed to provide standardised calculations of the 
cost of mine clearance using actual or projected data. Many factors are likely to 
influence the cost effectiveness of particular methods of mine clearance in particular 
settings (see Table 1). Foremost amongst these will be labour and machine costs, and 
the comparative productivity levels of manual clearance teams, dog teams and 
mechanical clearance machines. However, other idiosyncratic factors are also likely 
to be important and these are not incorporated into CEMOD even though they are 
likely to be relevant to the decisions that agencies make about the most effective way 
to clear a given area. 
For example, an agency may use different machines to do a similar task (say, 
vegetation clearance), but on land with different characteristics. While it would be 
possible to have a model that considers factors such as slope vs flat, dry vs wet, such 
a model would be quite complicated and it would be more difficult to use the model 
for planning purposes. Instead, it is expected that when the current model gives costs 
for each machine, the user can work out if the higher cost for one machine is justified 
by the more difficult terrain it is working on. 
Table 1: Key Variables Affecting Cost Effectiveness 
Variable 
Administration & Support Costs 
Medical Costs 
Labour Costs 
Machine Costs 
Labour Productivity 
Machine Productivity 
Remarks 
Substantial variation between countries and organisations 
Vary with country, skill levels, employing organisation etc 
Should (in theory) be similar for equipment procured 
internationally, but transport costs, tariffs/duties, 
availability of supply etc may cause considerable variation. 
Key variables include: 
i. work practices, training and labour turnover 
ii. weather and seasonal conditions 
iii. degree of metal contamination (including laterite 
soils) 
iv. terrain and amount of vegetation, rubble etc 
v. number and type of mines present 
Key variables include those detailed above, and: 
i. area suitable for demining by that machine 
ii. feasibility/difficulty of moving machine to site 
iii. reliability (amount of down time due to mechanical 
problems 
iv. clearance depth (see below) 
v. number and type of mines present 
A similar complication comes from the type of mine that is expected in a given field. 
Mechanical procedures that are feasible when working with anti-personnel mines 
may not be feasible when working on anti-tank mines and the use of suitably 
armoured machinery is likely to affect the cost comparisons. Hence, the information 
provided by CEMOD cannot replace the detailed knowledge of project managers, 
instead it is designed to provide additional information so that they can make better 
informed decisions about mine clearance. 
There are at least two additional factors that must be considered so that the cost 
effectiveness calculations can be put in their correct context. First, as noted above, 
there is no explicit premium for timeliness in the calculations carried out by 
CEMOD. However, while the reports allow methods to be compared on an area unit 
basis, they also indicate clearance rates and cost per day, so information on the 
timeliness of particular methods can be extracted. It is unlikely that a standardised 
model could provide more detail because local factors (such as the pressure on land) 
will dictate what value is placed on timeliness. Second, although m2 seems to be an 
accepted metric for recording output, there is some argument for considering the 
depth of clearance. A hidden (dis)advantage of machines may be that they clear to a 
(lesser) greater depth than is possible with other techiques. A comparison solely on 
the basis of costs per m2 will miss this point and may unfairly indicate an advantage 
for one machine or method in the comparisons. 
..... 
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Conclusions 
Many of the key issues around mine clearance are amenable to economic analysis. In 
this respect mine clearance is no different to any other activity that uses scarce 
resources. Policy in this field has often been strongly influenced by both military and 
humanitarian concerns and approaches. Many mine clearance agencies are staffed by 
ex-military personnel who often see mine clearance as being a technical problem 
requiring technical solutions. Too often little or no attention has been paid to cost 
effectiveness in determining the best course of action. Humanitarian concerns have 
brought the impact of mines to the world's attention and led to the signing of the 
Ottawa Convention. However the Convention's requirement that all mines be cleared 
will not always be the best way of improving the plight of those affected by mines. 
Likewise the UN standard of99.6% clearance will often be too stringent and will 
tend to divert funds away from other risk reducing activities where more deaths and 
injuries could be avoided at lower cost. 
This paper has described the development of procedures and a software model 
designed to help managers assess the cost effectiveness of alternative mine clearance 
methods. Feedback received so far has been positive and some managers are reported 
to be making use ofCEMOD. Given the large sums of money involved and the fact 
that little attention has been paid to cost effectiveness to date, potential cost savings 
are substantial. 
Further uptake of CEMOD may be achieved if appropriate follow-up activities are 
carried out. Some managers will require advice and support before being convinced 
of the benefits of cost effectiveness analysis. There may also be areas where 
managers will require input from a trained economist e.g. in some complex cost 
allocation decisions. There is also scope to further develop the model based on 
feedback on the first version. 
This paper has demonstrated the importance of economic analysis if scarce funds are 
to be used efficiently to assist the development of mine affected areas. The key 
questions to be addressed are: should mine affected areas be cleared; what is the 
appropriate standard of clearance; which areas should be cleared first; and which 
methods should be used? Better answers to these questions may provide one ofthe 
best ways of assisting the millions of people who live and work at risk of death or 
injury from mines and UXO. 
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In many developing countries the composition of rural households is influenced by the 
migration of adult household members to urban locations in search of employment. 
Children may be left in the care of their mother alone, or in the care of grandparents 
when both parents have migrated. Using representative data from a household survey 
conducted in rural Northeast Thailand in 2003, this paper investigates whether 
household composition has any effect on the welfare of children, as measured by 
anthropometric measurements including height-for-age, weight-for-age, and weight-for-
height. Our findings suggest that household types other than nuclear families result in 
some significantly worse child nutritional outcomes. The implication is that 
governments should protect the welfare of the children of migrants, either through 
targeted programs or through increased opportunities for employment in rural areas. 
JEL: 131, 015, 018 
Keywords: migration, household composition, children, Thailand 
1. Introduction 
To date, there have been several studies on the effects of various socioeconomic factors 
on child nutrition. However, there have been few studies of the long-run effects of 
migration on children, in particular comparing children who remain in rural areas. We 
are unaware of any studies of the effects of migration on children's health at all in 
Thailand. This paper addresses two significant gaps in the literature. First we study the 
effects of migration and household composition on child nutritional outcomes in rural 
Thailand. Second we draw inferences about the minimum effects of AIDS-related 
mortality on child welfare due to the similarities in its effect on household composition. 
We will consider the impact offour main household types, in comparison with a nuclear 
family - extended families where both parents are present, extended families where one 
parent is present, single parent or grandparent families, and other household types 
(which are dominated by extended families with no parents present, or grandparents 
raising grandchildren alone). As a measure of the long-run welfare of children, we use 
child height-for-age, weight-for-age, and weight-for-height. The resilience of these 
nutritional outcomes to the effects of temporary shocks (e.g. see Stillman & Thomas, 
2002) suggests that they provide a good measure of long-run child welfare and may be 
suitable for studying the implications of household composition. After accounting for 
genetic variation and socioeconomic characteristics, we find that child weight-for-height 
is significantly negatively affected by household types other than nuclear families. 
The paper proceeds as follows. Section 1 presents a short history of migration in 
Thailand, with a particular focus on migration from the rural Northeast. Section 2 
summarises previous studies on the effects of migration on child welfare. Section 3 
presents the methodology and data used in the analysis. The results are presented in 
section 4 and discussed in section 5. Section 6 concludes the paper . 
1.1 Migration from Northeast Thailand 
Since the mid-20th Century, growth in the rural population resulted in the use of 
increasingly marginalised land, particularly in the North and Northeast regions. Clearing 
of forest and the increased planting of cassava as a cash crop depleted the soil, reducing 
rice yields. The Thai government also artificially deflated the market price of rice in 
order to reduce inflationary pressure on urban wages. Falling rice income and rice output 
per capita, increasing indebtedness and landlessness, and the increasing use of expensive 
inputs such as tractors and fertiliser created the need for a ready source of alternative 
cash income (Porpora & Lim, 1987). 
Thus migration became a major coping strategy of rural households, as they sought to 
take advantage of greater economic opportunities (Ritchey, 1976). These migrants 
would then support their rural family through remittances. By the late 1980s, migrants 
accounted for about 30 per cent of the popUlation of Bangkok, and most originated from 
the Northeast, the poorest and most agriculturally-disadvantaged region (Falkus, 1993; 
Richter, Guest, Boonchalaksi, Piriyathamwong, & Ogena, 1997). From 1985-1990, the 
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Northeast region experienced a net migration loss of 554 000 people (Sussangkam, 
1995). 
Migrants are attracted to Bangkok not only by the prospect of higher wages, but also 
because of perceived gains in social status and the opportunity to engage themselves in 
the desirable 'modem' urban culture (Porpora & Lim, 1987). Most of these workers are 
recruited before they migrate, often through social networks such as friends or relatives 
already working in the urban centre (Fuller, Karnnuansilpa, & Lightfoot, 1990). They 
are often employed in the construction, transport or manufacturing sectors, where they 
can be offered lower wages than their urban peers. Despite higher-paying urban jobs 
many rural-urban migrants may find, when faced with higher costs of living, that they 
have very little spare money to remit to their families. 
Thailand also experiences large-scale rural-rural popUlation mobility due to the 
seasonality of demand for agricultural labour. The surplus of labour outside of the 
traditional planting and harvesting times is especially apparent in the Northeast region 
(Richter et aI., 1997). The seasonal cycle permits Thais to migrate in search of income 
opportunities while maintaining their farming household. 
1.2 Migration and the Domestic Cycle in Northeast Thailand 
Lux (1969) provides an excellent description of the traditional Thai family system and 
domestic cycle in Northeast Thailand. His description applies well to the family types 
we will use in our analysis. There is an initial phase, where the household is occupied by 
a nuclear family. As the children of the household head reach maturity, they marry. 
Young men leave the household, while daughters successively bring their new husbands 
into the household until such time as the next daughter is married. Finally, the youngest 
daughter remains in the household and her family eventually assumes control of the 
household on the death of her parents. The household might then traditionally move 
from a nuclear family, to an extended family with both parents, and then retum 
eventually a nuclear family. 
Increased migration of young adults from the Northeast to Bangkok (as described in 
section 1.1) changes the domestic cycle considerably. Now, as the children of the 
household head reach maturity, they might migrate in search of employment. Eventually 
they might return to their origin household to have children. Sometimes after the 
children have been weaned they might migrate again, possibly leaving the children in 
care of the household head, the children's grandparents. 
Migration probably results in a different cycle of family structures, where one (or both) 
parents leave the household. If we begin with a nuclear family, if one parent migrates 
(often the father), then the household becomes a single-parent household. When the 
migrant returns, the household returns to a nuclear family. Alternatively, the household 
might begin as an extended household and one (or both) parents migrate, changing the 
household structure either to an extended family with no parents, or to a grandparent-
grandchildren household (both included in our description of other household types). 
The importance of migration's effect on the domestic cycle becomes clear when the 
similarity with the effects of the death of an HIV-infected parent are considered. Both 
migration and AIDS-related mortality are concentrated among young adults, typically 
parents. However, the key difference is that when a parent migrates they are likely to 
both remit some portion of their income to the origin household, and to later return to 
that household. Obviously, neither Of these positive effects is present in the case of 
AIDS-related mortality. Therefore by studying the effects of migration on child welfare, 
we might be able to draw an inference on the minimum effects of AIDS-related 
mortality on child welfare. 
2. Previous Studies of the Long-Run Effects of Migration on Child 
Welfare 
There have been surprisingly few studies on the long-run effects of migration on 
children, and no such studies in Thailand, or Southeast Asia in general. Hildebrandt and 
McKenzie (2005) investigated the impact of international migration on child health 
outcomes in Mexico. They found that children in migrant households had lower rates of 
infant mortality, and higher birth weights. While they did not specifically study the 
effect of household composition, and they clearly focused on children who migrated 
with their parents rather than those that remained in the origin household which is a 
quite different situation from that observed in Northeast Thailand, their results are 
interesting nonetheless. Frank and Hummer (2002) studied Mexican migrant and non-
migrant households and found that membership in a migrant household reduced the risk 
of low birth weight, largely through the receipt of remittances. Conversely, Kanaiaupuni 
and Donato (1999) found higher rates of infant mortality in origin migrant communities 
that experienced intense Mexico-U.S. migration. This effect was confounded somewhat 
by a significant positive effect of migrant remittances . 
In Thailand, a large-scale migration survey was undertaken in 1992 (see Richter et al., 
1997), but the effects on children were not discussed in detail. Using the same data, 
Charnrathrithirong and DeJong (1999) investigated the consequences of migration on 
quality of life, but again did not address the effects on children. 
3. Methodology 
3.1 Data Collection and Transformation 
A representative household survey was conducted in two districts (Ban Phai and Phon) 
in southern Khon Kaen province from June to October 2003. All non-municipal sub-
districts in both districts (ten in Ban Phai, and twelve in Phon) were included in the 
sampling frame. Three villages were selected for the sample from each sub-district, 
using weighted random sampling. The village sizes (in terms of number of households) 
from the Basic Minimum Needs Survey 2002 undertaken by the Ministry of Interior 
were used to provide a-priori weights for sampling. This provided a village sample of 66 
villages. In each village, all households were enumerated using the procedures 
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recommended by the World Bank (Grosh & Munoz, 1996). After enumeration was 
completed, a sample of ten households was selected by random sampling. This provided 
an overall sample of 660 households which, when appropriately weighted (as detailed in 
Deaton (1997», is representative of the two districts surveyed. 
Three teams of interviewers were recruited locally and trained in data collection 
methods and interview technique. Recruitment of local interviewers ensured that 
interpretations and language used for the survey were consistent with those in use in the 
survey area. Each household was visited twice during the survey period, two weeks 
apart. On the first visit, detailed data were also collected about on who lived there, their 
characteristics, what they did for income, migration data, health data, and agricultural 
data. The second visit collected additional data which are not used in this study. 
Anthropometric measurements of all household members including children were taken 
once on each visit, and the results were averaged. Child height and weight for all 
children aged under ten years were then standardised by the mean height of a well-
nourished child of the same age and sex, using the World Health Organisation's 
international reference data tables (Dibley, Goldsby, Staehling, & Trowbridge, 1987; 
Dibley, Staehling, Nieburg, & Trowbridge, 1987). This transformed the height and 
weight data into z-scores of height-for-age, weight-for-age, and weight-for-height. This 
standardisation accounts for the different ages and sex of all children in the sample, 
thereby allowing data from all children to be pooled for analysis (Waterlow et aI., 1977). 
Several explanatory variables for child health outcomes have been suggested. For this 
study, we have limited the explanatory variables to (i) household type; (ii) parental 
education; (iii) wealth; and (iv) remittances. In addition to the other explanatory 
variables, we account for genetic variation in child nutritional outcomes by using the 
average height and average body mass index of adult household members as an 
additional explanatory variable. We evaluate the child health outcomes with reference to 
the five different household types shown in table 1. Of the 660 households in the whole 
sample, 311 had children aged under ten years, and in total there were 424 such children 
in those households. 'Other household types' mainly includes extended family 
households where neither parent was present. 
Table 1: Household tYEes with sample sizes 
%of 
Sample Size % of total households households with children 
__ lunder age 10) 
Total sample 660 100 
Nuclear family 65 9.8 20.9 
Extended family with 
parents 
both 103 15.6 33.1 
Extended family with one parent 72 10.9 23.2 
Single parent/grandparent 19 2.9 6.1 
Other household types 52 7.9 16.7 
Households with no children 349 52.9 (under age 10) 
Parental education was measured in years of schooling, including post-secondary 
schooling. Wealth is measured by the natural log of the total value of all household 
assets. Other wealth measures were used initially but did not perform well. Remittances 
are evaluated on a binary basis, taking a value of one where remittances were received 
from migrant former household members within the last year. 
The summary statistics for the dependent and explanatory variables are presented in 
table 2. As can be seen, the data are highly variable, especially the dependent variables. 
Outliers in the z-scores for height-for-age, weight-for-age, and weight-for-height were 
attributed to measurement error, and the data was truncated at a maximum z-score of 
+3.0 and a minimum z-score of -5.0. 
Table 2: Summary statistics for dependent and eXElanatorl: variables 
n Mean Std. Dev. Min Max 
Father's education 424 7.27 3.35 0 17 
Mother's education 424 6.79 2.93 0 16 
Total Household Assets 424 81509 142370 0 1548000 (baht) 
Remittances (1 = yes) 424 0.286 0.452 0 I 
Average adult height 424 159.3 5.0 144 176.5 
Average adult BMI 424 23.0 2.5 17.5 30.7 
Height-for-age z-score 371 -0.9449 1.6753 -4.9152 2.8599 
Weight-for-age z-score 392 -0.8545 1.3579 -4.8454 2.8124 
Weight-for-height z-score 400 -0.4635 1.5255 -4.3236 2.9941 
..... 
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4. Results 
The results of a weighted multiple regression of child height-for-age z-scores, using a 
vector of explanatory variables including household type, log of wealth, receipt of 
remittances, parents' education, and average height and body mass index of adult 
household members, is presented in table 3. 
Table 3: MultiEle regression results for height-for-age z-scores 
Coefficient Std. Error t P>ltl 
Nuclear family 
Extended family with both 0.1064 parents 0.2391 0.45 0.657 
Extended family with one 0.0880 0.2807 0.31 0.754 parent 
Single parent/grandparent 0.6582 0.4020 1.64 0.102 
Other household types 0.3944 0.3127 1.26 0.208 
Log assets value 0.1917 0.0717 2.67 0.008 
Remittances 0.1434 0.2130 0.67 0.501 
Father's education 0.0197 0.0318 0.62 0.537 
Mother's education -0.0150 0.0389 -0.39 0.700 
Average height 0.0490 0.0190 2.58 0.010 
Average BMI 0.0630 0.0364 1.73 0.085 
Constant -12.4679 3.2760 -3.81 0.000 
In this model, wealth provides a plausible and significant marginal effect on child 
height-for-age, as do the genetic variables average height and average body mass index. 
Surprisingly parental education does not have a significant effect on child height-for-
age, and although all household type coefficients are positive, none are significant 
suggesting that household type has no effect of child height-for-age. Further, a Wald test 
cannot reject that the coefficients on all household type variables are zero in this model 
(p=0.4748). 
Table 4 presents the same model applied to child weight-for-age. Unlike height-for-age, 
mother's education provides a significant positive marginal effect on child weight-for-
age. For the genetic variables, average adult body mass index is significant and positive 
but adult height is not significant. The receipt of remittances is also positive and weakly 
significant. An extended family with both parents present provides significantly worse 
child weight-for-age z-scores compared to a nuclear family. This may be due to both 
household composition and nutritional outcomes being determined simultaneously by 
the same socioeconomic factors. Another reason may be that nutritional resources are 
spread more thinly in a larger extended family, although adding household size or the 
proportion of household members who are children under age 10 to the model do not 
show significant marginal effects (data not shown). 
Table 4: Multi]2le regression results for weight-for-age z-scores 
Coefficient Std. Error. t P>ltl 
Nuclear family 
Extended family with both 
-0.3409 0.1886 -1.81 0.072 parents 
Extended family with one 
-0.0754 parent 0.2199 -0.34 0.732 
Single parent/grandparent 0.0239 0.3196 0.Q7 0.940 
Other household types -0.2159 0.2470 -0.87 0.382 
Log assets value 0.0759 0.0571 1.33 0.185 
Remittances 0.2778 0.1670 1.66 0.097 
Father's education -0.0192 0.0243 -0.79 0.431 
Mother's education 0.0857 0.0290 2.96 0.003 
Average height 0.0090 0.0148 0.61 0.545 
Average BMI 0.0765 0.0282 2.72 0.007 
Constant -5.2015 2.5439 -2.04 0.042 
Table 5 presents the same model applied to child weight-for-height. The results show 
that mother's education has a significant positive effect on child weight-for-height. All 
alternatives to the nuclear family household type provide significantly worse child 
weight-for-height z-scores. Average adult height in the household is strongly associated 
with lower child weight-for-height. This may represent genetically taller children being 
taller but not necessarily heavier than their shorter cohorts. However, adult body mass 
index is not significant. Unsurprisingly, adding height-for-age z-score as an additional 
explanatory variable makes all other explanatory variables insignificant, with the 
exception of mother's education and extended families with both parents (data not 
shown). 
Table 5: Multiple regression results for weight-for-height z-scores 
Coefficient Std. Error t P>ltl 
Nuclear family 
Extended family with both 
-0.7818 0.2123 -3.68 0.000 parents 
Extended family with one 
-0.4222 0.2469 -1.71 0.088 parent 
Single parent/grandparent -0.7032 0.3526 -1.99 0.047 
Other household types -0.6901 0.2747 -2.51 0.012 
Log assets value 
-0.0156 0.0624 -0.25 0.803 
Rerriittances 0.1577 0.1852 0.85 0.395 
Father's education 0.0006 0.0279 0.02 0.984 
Mother's education 0.0826 0.0340 2.43 0.Q15 
Average height -0.0345 0.0165 -2.10 0.037 
AverageBMI 0.0462 0.0329 1.40 0.161 
Constant 4.0479 2.8557 1.42 0.157 
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5. Discussion 
Our results suggest that child height-for-age is unaffected by migration or household 
composition, once other explanatory variables are taken into account. This may however 
be due to the significant variation in the data. Child weight-for-age is negatively 
impacted by extended family households where both parents are present, though the 
association is only weakly significant. This may be due to differences in the intra-
household allocation of nutritional resources to children where the household contains a 
large number of adults. 
Child weight-for-height is significantly negatively affected by all household types when 
compared with nuclear family households. The marginal effects were large for extended 
families with both parents present, which is consistent with child weight-for-age. If only 
one parent was present, and presuming that the other parent has likely migrated to work 
elsewhere, the marginal effects were less negative. If both parents had migrated, as 
shown by 'other household types' the marginal effects become larger again. It is 
possible that where both parents have migrated, and left the children with relatives to 
raise, the altruistic intergenerational ties to their children might be less strong. This 
might also be reflected in the decision to migrate in the first place. 
Single parent (or single grandparent) households provide the largest negative marginal 
effects on child weight-for-height. Where only one adult is responsible for caring for and 
providing for the children, it is possible that they are unable to do so to the same 
standard as a multiple-adult household. Receipts of remittances from former migrant 
household members provide a positive marginal effect on child weight-for-height, but 
this effect is not significant. 
Using these results, we can draw inferences about the effects of AIDS-related mortality 
on child nutritional outcomes. As noted in section 1.2, the effect of migration on 
household composition is very similar to the effect of AIDS-related mortality on 
household composition. Provided migrant remittances and the eventual return of 
migrants to the household provide for better outcomes, due to higher income, then the 
results presented above represent an upper-bound of the results that would be obtained 
from a study of AIDS-related morbidity on child welfare. If this follows, then the 
nutritional outcomes of children affected by the AIDS-related death of a parent will be 
significantly adversely affected by the resulting change in household composition. 
These results suggest several policy implications. If children remaining in the origin 
household while one or both of their parents migrate are significantly negatively 
affected, then the government should consider two alternative policies. First, they could 
facilitate the movement of children with their parents, by providing low-cost childcare 
services in Bangkok and other destination communities. Second, they could consider 
facilitating the movement or urban jobs, including manufacturing, to rural areas. These 
rural development projects offer improved income generation opportunities for rural 
people, and reduce the incentives for migration. Either policy alternative would allow 
children to remain in the significantly better nuclear family or extended family with both 
parents present. 
5.1 Comparison with other literature 
Thomas et al (1990) studied the impact of household characteristics on child survival 
and height-for-age in Brazil, and found significant positive income and parental 
education effects, as well as significant positive genetic factors (measured by parents' 
height). We also found significant positive genetic and wealth effects on child height-
for-age. However, our finding that child height-for-age is apparently unrelated to 
household type is in line with the findings of Wingerd and Schoen (1974), who found in 
a study of over 3700 U.S. children that parental height accounted for over 88 per cent of 
the variation in child height at age five. 
Cochrane et al (1982) summarised the literature on parental education and child health 
and found that mother's education had a significant positive effect on child health 
outcomes including weight-for-age and height-for-age. This is in line with our results for 
weight-for-age and weight-for-height, but in height-for-age mother's education had a 
negative but insignificant effect in our analysis. 
Our results for child weight-for-height are similar to the findings of Kanaiaupuni and 
Donato (1999), who found higher rates of infant mortality in origin migrant communities 
in Mexico. While they did not study subsequent nutritional factors for children, the child 
health outcomes are similarly negative for migration-affected children. This corroborates 
our finding that alternative household types, which exclude one or more parents, result 
in significantly worse child weight-for-height outcomes. 
5.2 Caveats 
The sample size for this study was rather small, including 660 households in two 
districts in Khon Kaen province, Northeast Thailand. However, only 311 of those 
households had children under age ten, and only 424 children were included in the 
sample. The small sample size makes the results especially sensitive to the presence of 
outliers.' Once outliers were excluded, the remaining sample sizes were only 
approximately 400. 
The calculation of z-scores for the long-run nutritional outcomes of children in our study 
relied on a reference sample drawn from a developed country. There is therefore a bias 
towards negative values, as identified by the mean z-scores in table 2. It is difficult to 
determine whether this downward bias has any effect on our results, and the use of a 
Thai reference sample to calculate the z-scores may results in better results. To our 
knowledge no such Thai reference sample for child anthropometrics exists. 
It is entirely probable that household composition (or household type) is not independent 
of the decision to migrate, or independent of the nutritional outcomes for children. It is 
possible that parents who choose to migrate do so as a result of the same economic 
conditions that result in poor nutritional outcomes. Also, we have not taken account of 
the length of time that children have experienced the household type they were in at the 
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time of interview. It may be that children who have only recently experienced a change 
of household type are significantly less affected. These problems arose partly because 
the data collected was not originally intended to study the effects of migration on child 
health. Several methods could be employed to overcome these problems, including the 
use of repeated cross section or panel data. 
5.3 Suggestions for future research 
The results of this paper suggest several avenues for future research. First, our results 
should be treated as preliminary in that the data collection was not specifically focused 
on the collection of data to examine the effects of migration on child health outcomes. 
Future research should employ a larger sample size and more focused questions on 
migration history, and changes in household composition. A comparison between 
children who migrated with their parents and children who did not might also provide 
informative analysis, and the use of panel or repeated cross section data would allow for 
differences over time to be adequately analysed. 
Also, if AIDS-related mortality has similar effects on household composition to 
migration, then child welfare is also affected in similar ways. Future research should 
focus on estimating the specific effects on AIDS-related mortality on child health and 
other welfare measures, and develop policies to mitigate the effects of parental mortality 
on children. 
It is also possible that the relationships between the explanatory and dependent variables 
are not stable across the distribution of child nutritional indicators. Quantile regression 
should be employed to determine where the marginal effects of different explanatory 
variables are significant. 
6. Conclusion 
Among other effects, migration results in changes in household composition. Our results 
from a representative sample of children in Khon Kaen province in Northeast Thailand 
suggest that household structures other than a nuclear family have a significantly 
negative effect on child welfare, as measured by child weight-for-height, but have no 
significant effect on child height-for-age. To the extent that the effects of migration on 
household composition are similar to the effects of AIDS-related mortality on household 
composition, these results suggest a lower bound to the effect of AIDS-related mortality 
on children's nutritional outcomes. More focused research in this area is required, to 
determine whether these effects are robust to the interaction between the decision to 
migrate and nutritional outcomes. 
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Forestry policy and poverty: the case of community forestry 
in Nepal 
Bhubaneswor Dhakal, Hugh Bigsby and Ross Cullen, 
Commerce Division, PO Box 84, Lincoln UniVersity 
Summary 
Common forests in developing countries are valuable sources of raw 
material supplies, employment and income generation, particularly for low 
income households. This paper looks at the effect on income and 
employment when common forest resources have external policies that 
constrain their use. Using a mixed-integer linear programming model, this 
study examines the impacts of conservation-oriented community forest 
policies in Nepal on three household income groups. The results show that 
current community forest policies, which focus on environmental outcomes 
through forest use restriction for environment conservation and timber 
production, result in a large reduction in employment and income of the 
poorest households and largely explain the recent increase in poverty of 
rural areas. 
Keywords: Forestry policy, poverty, Nepal 
Introduction 
The economic, social and environmental values of common property resources are 
widely recognized in many countries. Globally, common pool resources in 
mountainous areas have higher values because they have special importance for 
biodiversity conservation, global warming mitigation, and adventure tourism. These 
resources are also more valuable for people in developing countries like Nepal who 
have little access to private land or other opportunities for employment and income. 
In Nepal, institutional and geographical factors have made land a limiting factor of 
production. Forestland including shrub-land and alpine pasture comprises 39 percent 
and arable land 21 percent of total land area. The rest of the land provides little scope 
for economic use. In the 2002 agricultural census, the average land holding was less 
than 0.8 hectares per household and 74.1 percent land owing households have less 
than one hectare ofland. The bottom 47 percent ofland-owning households owned 
15 percent of total arable land and had an average land area of 0.5 hectares or less. 
Despite being an agriculture-based economy, 29 percent of households are land-less 
(UNDP, 2004), and more than 60 percent of the landholding households in Nepal 
have a food deficit from their own land (CBS, 2003). The landless people manage 
their household needs by working on others' farms, encroaching on public lands, 
renting lands (share cropping) or in other employment. In these conditions, it is 
difficult for poor households to support themselves if they do not have adequate 
resources from community forestlands. Historically, mountain communities have 
managed some common lands and used them for the mutual benefit of all 
households. Households with marginal landholdings had easy access to community 
resources to complement their private resources and to sustain their livelihoods. 
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Deforestation increased substantially when the Private Forestry Nationalization Act 
(1957) abolished the traditional regulation systems of common forestlands. 
Landslides in Nepal, flooding in Bangladesh, internationally realization on 
afforestation need for global climate change mitigation occurred at the same time 
(Hauler 1993; Ives and Messerli, 1989). The government and international agencies 
believed these environmental problems to be associated with deforestation and in the 
mid-1970s embarked on a programme of enriching in open patches of common lands 
and change in forest practices (Hobley, 1996). The initial reforestation and protection 
done by the government and aid agencies had mixed success (Master Plan, 1988). 
With the realisation of the importance of users' involvement in making forest 
conservation effective, in the late 1980s a local user group-based community forestry 
policy was introduced. The objectives for the policy were "[T]o meet people's 
needs" for forestry products, "[T]o support other sectors ... in meeting people's basic 
needs." and "[T]o conserve and maintain safe and wholesome natural environment" 
(Master Plan 1988:Pp 68-69). With the active involvement of international aid 
agencies, the government prepared the Forestry Sector Master Plan (1988) to provide 
guidelines for participatory community forestry policy formulation and 
implementation. 
The community forestry policies have been successful in terms of improvement in 
forest cover and institutional expansion (Pokhrel and Niraula, 2004). Over 13,000 
forestry users groups were formed in the first 12 years of the community forestry 
programme (CF database, 2003). Deforestation has been halted and tree stocks are 
being restored (Gautam et at., 2002), in some cases to the extent that forests are over-
stocked (Bhatta and Dhakal, 2004). Wildlife populations have increased to the extent 
that the government is being urged to introduce wildlife control policies (Community 
Forestry Division, 2004). In terms of social outcomes, some communities have also 
been able to generate funds from sales of forest products from community forests, 
and these funds are being used for forest conservation and community development 
(Khadka and Shrestha, 2004; Dongol et at., 2002). 
Historically, mountain communities managed pastures and forests together in 
common. However, at the time that community forestry was introduced, the cause of 
deforestation, landslides and downstream (Bangladesh) flooding were attributed to 
livestock farming and firewood use by hill farmers (Hausler, 1993; Ives and 
Messerli, 1989). As a result, the focus of reforestation activities, laws and 
institutional changes were on increasing forest cover and limiting access for livestock 
or firewood. For example, one of the policy strategies for reducing forest products 
demand, is "reducing and controlling livestock numbers" (Main Report p. 148) and 
making households fodder supply 'fully self sufficient' from private lands (Master 
Plan, 1988). Similarly, for reducing demand for firewood from community forests, 
the plan aimed to introduce improved stoves, alternative energy sources (biogas and 
electricity) and increase the area of private plantations. 
In addition, the government introduced other policies for biodiversity conservation 
and global warming mitigation to fulfil commitments from the 1992 Earth Summit. 
The government introduced compliance of forest inventory and sustainable 
harvesting of forest resources. Those policies further restricted forest harvesting to 
not greater than 30 percent of mean annual increment (MAl) for slow growing 
species and 60 percent of MAl for fast growing species (Guidelines for Inventory of 
Community Forests, 2000). The government has insufficient trained staff to provide 
the inventory work. As a result forest inventory compliance has limited harvest of 
timber in many user groups. In addition to the backlog offorest inventory high rates 
of VAT and royalties for timber products from community forests have sharply 
reduced the sale of timber in areas with accessible markets (Community Forestry 
Division, 2004; Kunwar and KhareI2004). 
The net effect of these policies is to restrict the income that communities can receive 
from managing timber crops, and the ability of households to meet other needs from 
community forests. Not surprisingly, a number of studies have shown negative 
distributional outcomes from community forestry. This includes declining and 
irregular access to daily fodder and firewood (Bhatta and Dhakal, 2004), falling 
livestock numbers (Dhakal et at., 2005), and falling employment and income 
opportunities (Bhatta, 2002). The impacts have been greatest on women and poor 
households (Timsina, 2003; Agrawal, 2001). In addition, poor households have been 
shown to have received less benefit from community forests than wealthier 
households (Adhikari et at., 2004). 
In these studies, resource scarcity and distributional issues are largely attributed to 
problems in decision-making at the community level. The implication is that if 
community decision-making processes can be improved, this will be sufficient for 
the poor to become better off under current community forestry programmes. 
This study starts from the premise that communities can increase income and 
employment if given the chance, and looks at the effect of community forestry 
policies on the ability of communities to generate income and employment. The key 
question is whether current policy allows communities to meet basic needs from their 
resources, and if it does not, whether there are alternative policies that will do this . 
Studies in other countries also have shown that government forest policies affect 
income and employment of rural households (Berck et at., 2003; Kumar, 2002). 
However, the effects of policy constraints on the ability of communities in Nepal to 
use their community forest resources have not been examined in depth. 
Modeling Community Forest Based Households 
The welfare of a community forestry-based household depends on various sources of 
production and income. For this model it is assumed that household G) of income 
group (z) gets outputs (i) from both private land (apjz) and community forestland 
(!lcjz). The level of community forestry income depends on type of government policy 
(G). In addition the household's total family labour endowment (Ljz) is available for 
rest or leisure (ljz), community forestry work (Lcjz), market wage work (Lmjz) and 
farm work (Lfjz), The household's total (qijz) supply of products from all sources 
should be greater than or equal to minimum amounts needed (dijz) to meet basic 
needs for food, heating and housing. 
The household generates income (Yijz) by supplementing household needs for forest 
products, or by selling surplus outputs in markets. In addition to forestry products 
from community and private forest lands, households are able to earn external 
income (ejz) by sacrificing time spent producing forestry based products. However, 
total hours of labour in external employment cannot exceed the employment 
available (E). The households also buy some goods from markets to meet their needs 
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at cost piqm' Therefore total income for a household (Yjz) comes from production of i 
products from private and community lands (Yijz), external income (ejz)' minus 
expenses on market goods (Piqm). The decision problem of the household is to 
Maximise Yjr f[apijz, Sjiz, acijz(G») ................................................ (1) 
Subject to ljz+ L pjz + Lcjz+tjz :::; Sjz 
n 
Laijzp :::; a jzp 
j=l 
n L acijzc S; acjz 
i=l 
E:::;ff[tjz ] 
j=l z=l 
n 
Lqijzk ~ d jzk 
i=l 
apijz, S jiz, acijz( G) ~ 0 
Many households share the community forest to meet their needs. Households are 
categorised into poor (P), medium (M) and rich (R) households based on sufficiency 
of household income from private landholdings to meet basic needs. The only 
difference between income groups is the initial allocation of private land. For 
example, poor households have insufficient private land, medium households have 
just sufficient land, and rich households have a surplus of land. Between income 
groups, the initial allocation of private landholdings differ, while within income 
groups the initial allocation of private land is homogeneous. Different income groups 
are able to produce varying amount of output without using community resources. 
The community forest can be managed for joint benefit and treated as another 
household in the community, or it can be treated as private land if rights are allocated 
to individuals to make individual decisions over a particular area. 
In this model, we assume that a production system can produce more than one 
product simultaneously and that marginal product is constant. Output of any good i 
under land use u on land type k is then a function of yield per unit area (giuk) and the 
area of land type k allocated to a particular use by a household (auk). Total output of 
any particular good by a household (qi) is then a function of how much land of 
various types the household uses to different uses. Products may be a single output 
from a crop system or byproducts. 
qi = ff(giuk .aUk ) (2) 
k=l u=1 
In some of the policy issues under study, the output of any particular good may be 
modified by a policy constraint (Cuk) which limits the allocation ofland to particular 
uses. In the unconstrained case Cuk will generally take the value of 1, and when 
constrained a value of O. 
qi = ff [giUk' (auk' Cuk )] (3) 
k=1 u=1 
4 
In other policy issues under study, the yield per unit area under a particular use will 
be constrained by some percentage (Riu). In the unconstrained case Riu will generally 
take the value of 1.0, and when constrained a value between 0.0 and 1.0. 
qi = f f [(giUk . Riu)- (auk' CUk )] (4) 
k=l u=l 
In some cases, variable costs are labour effort and cash investment on the basis of 
land area used. Market prices are net prices that account for purchased inputs. In 
some cases, the total amount of labour (Lijz) and cash expenses (Iijz) required by a 
household for a particular output is a function of labour inputs per unit area of land 
type k (hik) and cash inputs ($ik) measured as hours per unit area and the area of land 
type k allocated to a particular use by a household (aijzk). Labour cost for a particular 
output of a good for a household is then, 
Lijz = (hik . aijzk ) ................................................................... (3) 
Cash expenses for a particular output of a good for a household is then, 
Iijz=f($ik .aijzk ) ........................................ . .. ........... (4) 
k=1 
In other cases, the cost is labour effort and cash investment on the basis of harvested 
quantity. The total amount of labour (Lijz) required by a household for a particular 
output is a function of output and harvest productivity for that good (hik) on a 
particular land type, measured as hours and cash amount per unit output. Similarly 
total amount of cash (Iijz) required for a particular output is a function of output and 
harvest productivity for that good ($ik) on a particular land type, measured as cash 
amount per unit output. Labour cost for a particular output of a good for a household 
is then, 
n 
Lijz = L(qijzk .hik ). ................. · .... ·· .... ··.··· .... ··········.· ........ (5) 
k=1 
Cash expenses for a particular output of a good for a household is then, 
I ijz = f (qljzk . h ik ) .................................................................... (6) 
k=1 
Some production costs are must be incurred irrespective of the level of production. 
The total fixed cost (FCijzk) for product i on land type k for a household, measured as 
labour hours and cash expenses, is a function of the area allocated to the production 
of a good on a particular land type and the unit area fixed cost (fcik). For private land, 
before-harvest cost is, 
"' ...................... .. FCijzk = lC ik . aijzk .................. .. (7) 
For community forests, all households are required to contribute to the cost of forest 
management equally to retain their property rights irrespective of their level of 
consumption or production. This constitutes what is effectively a labour cost in terms 
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of time for each household. In other cases, the collective cost is simply some amount 
of effort required to maintain the crop. For community forest land, FCjk can be 
allocated to households by dividing total fixed cost by the number of households 
(HH). The per household before-harvest cost (FCijzk) for good i on community forest 
land type k is, 
FC;k = fC;k . a;k 
FCijzk = HH HH (8) 
In this model, a household is able to generate income by either using labour to 
harvest products from private and community land or earning outside income (ejz). 
The wage rate for a household is assumed to depend on the income group (j) and 
whether the labour is being applied to producing goods (wpj) or earning outside 
income (wej). Net income from harvesting products is the difference between the 
price of the product (Pj) and the cost of producing the product. 
Harvest cost includes both labour input and cash expenses. The cost of production is 
a function of labour effort by a household and the wage rate for a household group. 
The distribution of output from community forest land types (m through n) is some 
function ofC (institutions at policy and community levels). If the value C is equal to 
zero so the household share of community forest output is total output divided by the 
number of households. IfM is (h;k . WPj + a;k . wp) then net income from producing 
any good on all land types for a household (Yijz) is, 
Yijz = ~[qijzk [p;-( M _ Ijzk- f;k . wpj)JJ+{~ [q;jzk [P;-(M)J-Ijzk-( FCk) ] 
TTTT ;C} ... (9) 
Income from external sources (ejz) is a function of the external wage rate (we) and 
the number of hours spent working outside the farm (tjz). 
ejz = t jz ·we (10) 
Total income for a household (Yjz) comes from production of r products anc\ external 
income, minus expenses on market goods (pjqm), 
Yjz =:t y;jz +ejz - p,qm ......................................................... (11) 
i=l 
Community Income Maximisation 
The objective in the model is to maximise community income (Y) from its land 
resources. This can be formulated as a linear programming problem where income is 
maximised across all households in each household group and all products subject to 
constraints. 
Maximise Y = if [Yjz] (12) 
j=1 ,01 
While allocating common resource the initial income of all households should not be 
reduced. 
Yjz [apjz, Ljz, acjz(G)] ;:: Yj~ for allj households in all z groups .......... (13) 
For land type k in private ownership, the area of land used by a household to produce 
all products must be less than or equal to the area available. 
n 
Iaijzk :::; ajzk ······· .. · ......................................................... (14) 
j",l 
For land type k in community ownership, the area ofland used by all households to 
produce all products must be less than or equal to the area available. 
i:f:tajjzk :::;ak .................................... · ...................... (15) 
j=i Z"'\ j",l 
Total hours oflabour for a household used to produce goods privately (Ljz), 
contribute in community forestry (L ~z) to retain common property rights or work in 
external employment (tjz) must be less than or equal to the hours available for that 
household (Sjz). 
Ljz + L~, +t jz :::; Sjz ....................................................... (16) 
Total hours oflabour in external employment must be less than or equal to the 
available employment (E). 
E:::;if[tjzJ ........................................................... (17) 
j"'i z"'l 
A household needs minimum amounts of particular outputs (dijz) to meet basic needs 
for food, heating and housing. 
iqijzk ;:: d jzk .... ······ .... · .. · ... ·· ....... · ............................... (18) 
i=l 
In this model, community forests are treated as another household trying to maximise 
income. How the community distributes income from community forests is not the 
issue, only the amount of income that is possible. 
Policy Scenarios 
The model will show how land and labour resources would be allocated by 
households to maximize income from their land resources if there are no additional 
)0-' 
VI 
... 
constraints (Base Case). The effects of policy scenarios can be examined by 
applying additional constraints, or by changing the value of parameters or 
constraints, and then comparing the outcome with the Base Case. The scenarios to be 
studied relate to government policies that dictate the use of particular outputs or 
lands, and to forest user group policies about community forest management. 
a) Base Case 
The base case is a community forest managed by the community with no 
outside constraints on land use. This community forest management is 
modelled as a separate household in the community maximising its income 
through sales of outputs. Since this household has no labour supply, it must 
employ others for production. The labour for its management decision comes 
from voluntary contribution of user members. The households buy the products 
from common management to meet their needs and the surpluses of the 
products are sold in the market. As is common practice households can 
purchase community forest output at a lower price than the market price to 
meet its home consumption and employment needs. The model determines the 
distribution of community forest products between the households based on 
profitability of resources uses and community income maximization principles. 
b) Leasing o/Community Forest Land 
c) 
d) 
In this case, all constraints on community forest land distribution across 
households and use for firewood, timber and fodder production are relaxed. 
Community forest is allocated (leased) to each household according to their 
ability to use it to maximise community income. In effect, this scenario allows 
households with surplus labour to use community forests as if the land was 
under private management. This policy effectively increases the area available 
to each household depending on labour availability and land productivity. The 
households pays substantial payment to community for leasing land. This 
scenario may not consistent with current leasehold forest practices in Nepal. 
Timber Production From Full MAl 
In this case, the community forest is modelled as a separate household and can 
only be used for timber production. The community is allowed an annual 
harvest equal to the mean annual increment (MAl). By-products, including 
firewood produced from offcuts or residuals, and fodder harvested from under 
storey species, are also produced for sale. In this scenario, Cu from Equation 
(4) is 1 for timber production and 0 for all other main outputs. By-products 
include firewood produced from offcuts or residuals and fodder harvested from 
under storey species. 
Timber Production From Partial MAl 
In this case, the community forest is modelled as a separate household and can 
only be used for timber production. However, this case models current 
government policy which is to allow an annual harvest of only 30 percent of 
MAl for hardwoods and mixed deciduous forests, and 50 percent of MAl for 
pine forests. By-products include firewood produced from offcuts or residuals 
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and fodder harvested from under storey species. In this scenario, Riu is 0.3 for 
timber and firewood production in hardwood forests, and 0.5 in pine forests. 
e) Provision 0/ Adequate Firewood 
This case is similar to the existing policy in Scenario (d), with the constraint on 
firewood supply relaxed to allow other firewood harvesting to meet household 
requirements. This allows some area to be allocated to firewood production. Riu 
is again 0.3 for timber production in hardwood forests, and 0.5 in pine forests. 
Cu will be 1.0 for both timber and firewood production, with firewood 
production from community forests being contrained to the difference between 
household requirements and private supply. 
f) No Timber Market 
This case is similar to the existing policy in Scenario (d), except that the timber 
market is limited to the community. This case prevails in many forest user 
groups in remote districts, where distance from markets and high transport 
costs limit markets for timber output. In this case timber output is constrained 
to the level of household consumption. 
g) Immature Forest or Strict Prohibition on Use 
This case demonstrates the outcome for communities when the community 
forest has young age classes and is not producing timber, or is strictly 
prohibited from any kind of use. In the former case there will still be under-
storey fodder production (Riu = 1.0) but no income from timber (Riu = 0.0), 
while in the latter case there is no income at all (Riu = 0.0 for all community 
forest timber outputs, and Cu will be 0 for all non-timber land uses) . 
Impact of Policies 
This study examines the effect of community forestry policies in three areas, ability 
to meet basic needs, income, and employment. A household needs minimum 
amounts of certain goods (di) for basic survival. The hypothesis is that quantities of 
these goods in the unconstrained case (qiu) will be adequate for each household but 
will be lower and perhaps insufficient in the constrained case (qie). 
qjc ::; d j ::; qju 
In terms of income, it is believed that the total income of the community with policy 
constraints (Ye) will be lower than in the unconstrained case (Yu). 
Y
c 
S; Y
u 
In addition, it is believed that the reduction in income will be greater for poor 
households (Yp), less for medium income households (YM) and least for rich 
households (yR) and that income disparity will increase. 
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Ul 
Ul 
yR_yR yM_yM yP_yP 
_' __ U < C u <_, __ u_ y: Y~ y: 
y,R _ y: > YuR _ y: 
Y,R _ Y:," > YuR _ Y~ 
YoM _ y: > Y~ _ y: 
In terms of employment, total employment under constraints imposed by government 
policies (Tc) is expected to be lower than an unconstrained situation (Tu). 
T, <Tu 
In addition, the reduction in employment is expected to be borne more by poor 
households (TP) than by medium (TM) or rich (TR) households. 
TR _ TR TM _ TM T P - TP 
_, __ u_ < _, __ u_ < _, __ u 
TuR TuM T: 
Data 
User groups were selected on the basis of representative forest condition, type of 
forage gathering practices, age of the user group, forest size and level of access to 
district forest office services. The household samples within user groups were 
selected considering geographical location, ethnicity and living conditions. The 
sample population of households were prepared by asking people knowledgeable 
about the general economic condition of households in their communities, which 
households had high, average, and low standards of living in terms of access to 
resources for daily necessities and participation in common social activities. 
However, self sufficiency in food was the main determinant used to group rich, 
medium or poor households. 
A semi-structured questionnaire was administered to female heads of259 farming 
households in six forest user groups in three districts of the mid-hill region of Nepal 
was completed in May-July, 2003. of households. The respondents were asked to 
report their size ofland holding of all types of private lands (upland, lowland and 
grassland) including share cropping. They were also asked about their level of food 
sufficiency: deficit for family requirements, just sufficient or surplus available for 
sale. Family size and household labour data were also collected to estimate 
household consumption requirements and available labour force. Information on 
livestock holdings, and firewood and timber collection from community forests were 
also collected. 
For the policy modelling a proforma community was derived from an average of the 
six survey groups for private landholding size, consumer units, and labour supply. To 
calculate household calories and livestock feed requirements two young animals 
were considered to have the same feed requirement as one adult. Since the survey 
districts belong to a high population region where the access to community forestry 
is relatively small (per capita 0.17 ha in survey groups), the national average of 0.2 
ha per capita (F AO, 2000) was used. 
The information common to all households were collected from local market surveys 
and key informants. The information includes output and input prices, crop 
production costs, livestock productivity, marketing and livestock labour 
requirements. Input price refers to market prices and product prices refer to farm gate 
prices. The value of firewood and timber used for domestic purposes were mostly 
shadow priced by reference to those prices prevailing in neighbouring communities. 
Some data were collected from secondary sources. The data on food productivity and 
nutritional information were collected from F AO(2003) database. Information on 
crop byproduct production was taken from the Forestry Sector Master Plan (1988). 
The labour requirement for timber harvesting and utilization was obtained from the 
Australian Community Forestry Project (2001). 
Results 
A mixed integer linear programming model based on income maximisation was 
developed to evaluate government forest policies. The model was designed to fit a 
subsistence agriculture economy, particularly in the context of Nepal. In this model, 
resources available in the community, markets and common property were included. 
This has captured the key elements of a multiple-output production system like 
agroforestry. The results are divided into a model validation section which shows 
how well the model represent the communities in the survey, and a policy analysis 
section that evaluates the effect of policies on household incomes, income disparities 
and employment. 
Validation 
Before using the model for policy analysis, the model was validated by comparing 
the results of a model run that imposed constraints similar to the situation faced by a 
particular user group to information from the survey of households. Table 1 shows 
the difference between predicted and actual results for firewood, timber and livestock 
production. The difference is expressed as a percentage of the actual.production. A 
negative value means the model under-predicted and a positive value means it over-
predicted. The predicted values were reasonably close to survey estimates (within 
20%) for firewood and livestock. Studies shows a big variation on firewood 
consumption survey figures (Garner 1997), and these errors cannot not be avoided 
unless location specific factor based parameters used. Where there are large 
differences, such as in some timber production estimates, this is likely the result of 
incomplete survey data. Actual income data was not collected so cannot be 
compared. 
Table 1: Model Validation 
Product Forest user Household Income Group (% difference) 
types groups Poor Medium Rich All 
Firewood Khorthali -32 15 -255 -35 
Kg Siddeswori 17 27 -7 14 
--
""' U1 Q\ 
Chapaniqadi -5 -16 -146 -47 
BanshKharka 28 47 -22 27 
Bidur 50 79 66 69 
SUivamati 23 -222 -196 -54 
Total 9 30 -68 2 
Timber Khorthali 25 0 100 58 
m' Siddeswori -5 -12 100 11 
Chapanigadi -1 67 0 39 
BanshKharka -765 -1569 0 -2289 
Bidur -5 0 0 -5 
Suryamati -149 -390 -425 -338 
Total -60 -209 -208 -159 
Livestock Khorthali 38 43 -191 -5 
units Siddesworl 23 6 -38 -5 
Chapanigadi 8 33 -31 -2 
BanshKharka 37 0 -23 2 
Bidur 18 -21 -14 -8 
Suryamati 0 -5 28 9 
Total 17 11 -33 -3 
Effect of Policies on Income 
In the following discussion, the different policy scenarios will be denoted as follows: 
Scenario 
a) Base Case - Community forest as a household 
b) Community forest leased to households 
c) Timber production only from full MAl 
d) Timber production only from partial MAl 
e) Production of adequate firewood for community 
f) No local timber market 
g) Immature forest 
Income 
Short Name 
Base Case 
Leasing 
Full MAl 
Current Policy 
Firewood 
No Log Market 
Zero Income 
The effect of different policy scenarios on community total income are presented in 
Figure 1. Total community income is reduced from the base case with any of the 
restrictive policies. The lowest income is in the zero income forest case. 
Figure 1: Total Community Income 
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The results for household incomes in the policy scenarios are presented in Figure 2_ 
The incomes of all households decrease as more restrictive forest policies are 
imposed. In the base case scenario, poor and medium income households earn more 
than they do in the zero income community forest scenario (about 124 and 36 percent 
respectively). However, the income difference with the policy change is small (one 
percent) for the rich household. The income ofleasehold case was nearly double for 
the poor household in comparison to existing policy scenario. In the No Log Market 
scenario, the community income from the forest is small. The incomes of all 
households and the total community increase to some extent when policy is relaxed 
for need-based firewood production or for harvesting of the full MAL Income under 
the Lease scenario was greater than in the Base Case for all households. 
Figure 2: Comparative Household Incomes And Basic Needs Threshold Level 
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The horizontal lines in Figure 2 show the minimum income needed for household 
survival. The lower line is the income required to meet essential food (calories), 
firewood and timber requirements as estimated from the model. Without community 
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forest supply, poor households are unable to meet their needs for essential goods. 
The upper line is the income needed for minimum calories and other basic non-food 
items, estimated in 2003 to be Rs 33,626 based on 2001 price inflated at 5 percent 
(NPC 2003). In the No Log Market scenario the income of poor households is below 
this level. However, the other households have a surplus over the income needed for 
survival. The incomes in the Base Case and Lease scenarios are above the survival 
level for all households. 
The levels of changes in income across the households under different policy 
scenarios are associated with access to other lands. For example, the rich household 
has a large private landholding. Thus the forest policy affects little to its income. On 
contrast, the poor household has far smaller landholding which is insufficient to 
produce sufficient food and other income. These forest policy constrained 
community land uses and employment opportunities that determined household 
incomes. For all households, the highest income was in forest lease scenario, even 
higher than base case. The lease policy created greater land use flexibilities and also 
saved labour. The resources use efficiencies increased total income. 
The resource supply from community forest is essential to sustain the livelihood of 
the poor household. This income effect analysis shows that forest policy constrains 
motivated for environment conservation makes the poor households worse than other 
household groups. This finding is consistent with Gunatilake (1995) study in 
SriLanka, and Kumar (2002) study in India. Fisher (2004) also found a similar result 
that asset poor households benefit more from forest income than others when they 
have access to forest resources. 
Income Disparities In Community 
Figure 3: Inter Household Income Disparities Across The Forest Policy Scenarios. 
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Figure 3 illustrates the income disparities across the households in the community. 
The income disparities between households varied between forest policy scenarios. 
The shares of the poor, medium and rich households of total community income 
were 24, 34 and 42 percent respectively in the base case scenario. The disparities 
increased as the forest policy constraints are imposed. The shares were 19,33 and 49 
percent in the current policy. Income disparities increase in the 'no log' scenario. 
The leasehold case has 27, 33 and 40 percent shares. Surprisingly, the position of the 
medium income household varies little in the scenarios. 
The analysis shows that the community forest policy is a major determinant of 
income disparity in the community. The lowest income disparity among households 
is found in the leasehold forest policy scenario. Forest policies increase income 
disparities and the effect is greatest for poor households. 
Effects on Employment 
Figure 4 shows comparative results for total unemployment in community under 
different policy scenarios. The employment assessed is based on households direct 
involvement in production and market activities. In the base case, the community 
could employ people from outside the community. In the forest leasehold scenario, 
the demand for labour is notably more than what is available in the community. The 
total community unemployment increases with increases in policy restrictions. 
Figure 4: Total Community Unemployment In Different Policy Scenarios 
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The impacts of these policies on household labour unemployment are presented in 
Figure 5. The graph shows that there is no labour unemployment in the base case. 
Rather the leasehold case has some labour shortage. The policy restriction on forest 
use increase unemployment. The unemployment is more pronounced in the poor 
household than less poor ones. For example, in the current policy scenario, the poor 
and medium households had 400 and 131 unemployment days respectively. On the 
other hand, the rich household hired some labour in most cases. 
Figure 5: Household Labour Unemployment 
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The results show that the policies constraints have a big influence on household 
employment opportunities. The level of employment is directly related to the land 
use type. Some results are unique and need some clarification. For example, in base 
case, the rich household has not hired labour. Firewood collection from community 
forest needs generally more labour than that of private land. In the Base case the rich 
household used its private mostly for firewood production. In existing policy 
scenario the land was distributed almost equally for timber and firewood production. 
The firewood production in private land saved household labour for the rich 
household. Similarly, the number of unemployed people is less in the 'no log market' 
scenario than for the existing policy. The reason is that many labour days were 
engaged in labour intensive firewood collection. Therefore, the income of poor 
household is greater in the existing policy scenario than the no log market scenario. 
Community Forestland Distribution Under Policy Scenarios 
Table 2 shows the land uses in different policy scenarios. In the base case and 
leasehold forestry scenarios, the community forestland is used in fodder and timber 
production. In other cases the land is used mostly for timber production. The 
forestland is fully used only in the base case, leasing and full MAl use scenarios. In 
other cases, the community forestland is under used. 
The result shows that the greater the land use for timber products the lesser the 
employment and income for the poor households. The finding that low employment 
in timber based land uses is consistent with Fisher (2001) finding that the land use in 
timber based forestry increased unemployment based poverty in the USA and Japan. 
The timber industry provides few job opportunities for local people when local wood 
industries are not labour intensive (Wunder, 1999). The land use blocks other labour 
intensive activities. This result is consistent with Itodia and Shaha (2002) fmding that 
poor household benefits more than less poor households from fodder based 
community forest management. Similarly, the result of the higher employment and 
decreased poverty from livestock based land uses is consistent with the results of 
Anderson et al (2002). Employment opportunity for poor people decreased as the 
timber stocks increase and fodder products decrease in community forests. 
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Table 2: Land Uses In Different Polic), Scenarios 
Soft Soft Hard;~ ~ood Unus 
Policy House Fire Fodder Fodder t-voOd imbe d Polley House Fire Fodder Fodder wood Hard 
Scenario hold tNood buffalo 190at imber r land Scenario hold wood buffalo goat imber tNood 
s types ha ha ha ha ha ha s types ha ha ha ha ha 
Poor O.OC 0.00 O.OC 0.00 0.00 Poor 0 0 a a 
Medium O.OC 0.00 O.OC 0.00 0.00 Medium C a c a a 
Rich 0.00 0.00 O.OC 0.00 0.00 Need Rich a a c c a 
Base Common 0.00 2.2E 0.26 0.00 0.4 based Common 0.18 C 1.25 0.75 case Irewood 
otal O.OC 2.2E 0.2E O.OC 0.4 0.00 supply h"otal 0.1 1.2 0.75 
Poor 0.00 1.11 O.OC 0.00 0.00 Poor C _C C a a 
Medium 0.00 0.61 O.OC 0.0 0.0 Medium C C C a 
Rich O.OC O.OC 0.00 0.0 0.11 Rich C C C a 
Lease Common 0.00 0.00 0.00 0.00 1.08 Existing Common a c c 1.25 0.75 
otal 0.00 1.73 0.00 0.04 1.23 0.00 policy otal C C C 1.25 0.75 
Poor 0 a Jl a a Poor C C a a 0 
Full MAl Medium a a a a 0 Medium C C C a a 
timber Rich 0 a c a 
harvestin 
a Rich C 0 a a a 
Common 0 0 C 1.5 No log C _c c o 0.31 g 1. market Common 
n-otal . a a a 1.5 H 0.00 otal a c 0 o 0.31 
Conclusions 
The effects of government policies on households' income and rural employment are 
analysed in this paper. The findings show that the community forest policies have 
decreased poor household access to land and contributed to rural poverty and 
unemployment. The policies have also increased income disparities between low 
income and high income households. On this basis it is concluded that existing forest 
policies of Nepal are counterproductive and worsen the income distribution. 
In Nepal armed conflicts ocure more frequently in rural areas with low access to 
private land (Murshed and Gates 2005). Social unrest and violence are growing with 
increasing imposition of conservative forest policies. This situation is consistent that 
social unrest and rebellious action increasing with unemployment and poverty (Olzak 
and Shanahan 1996), resource scarcity, social inequality and low access to livelihood 
base-land increases (Murshed and Gates 2005; Homer-Dixon, 1999). It is reasonable 
to conclude that current Nepalese forest policies may have contributed to armed 
conflicts and social unrest in Nepal. 
This study has many policy implications. The study showed that the supplies ofraw 
materials from common lands are essential to fulfil the basic needs of the poorest 
households. Forests managed for poor households' benefit not only fulfils their basic 
needs but also reduce income disparity in the community. Among the policy options, 
leasehold (semi-privatization) approach of forest policy is the most productive and 
helpful in terms of both income and employment generation. If daily need products 
are produced the community management approach is also reasonably good. If the 
policy objective of the community forests management is employment and income 
generation for socio-political stability, Nepal should change its existing forest 
17 
Unuse 
d land 
ha 
0.82 
1.00 
2.69 
..... 
Vl 
~ 
management policies towards producing income and employment promoting forest 
products. 
References 
Adhikari, B., Falco 1 , S. and Lovett, J. (2004). Household characteristics and forest 
dependency: evidence from common property forest management in Nepal, 
Ecological Economics, 48(2):245-257. 
Agrawal, B. (2001) Participatory Exclusion, Community Forestry, and Gender: An 
Analysis of South Asia and a Conceptual Framework. World Development 29 
(10): 1623-48. 
Berck, P, Costello, C; Fortmann,-L; Hoffmann, S (2003) Poverty and employment in 
forest-dependent counties. Forest-Science. 49(5):763-777. 
Bhatta, B. and Dhakal B. (2004). Forestry Sector's Role in Nepal's Socio-political 
Stability: A Critical Analysis of Problems, Prospects and Potentials. In the 
Proceeding of the Fourth National Workshop on Community Forestry. 4-6 
August 2004. Kathmandu, Nepal. Pp-333-345. 
Bhatta, B. (2002). Access and Equity Issues in Mountain Implications of community 
Forestry Program. In Policy Analysis in Community Forestry Program, A 
Compendium of Research Papers. Winrock International-Nepal Policy 
Analysis in Agriculture related Resource Management (P AARRM) 
Programme. Kathmandu, Nepal. 
CBS (2003). National Sample Census of Agriculture Nepal. 2001102. Highlights. 
National Bureau of Statistics, Kathmandu. 
Community Forestry Division (2004). Group Discussion. In the Proceeding of the 
Fourth National Workshop on Community Forestry. 4-6 August 2004. 
Kathmandu, Nepal. 
Dhakal, B., Bigsby, H. and Cullen R. (2005). Impacts of Community Forestry 
Development on Livestock-Based Livelihood in Nepal. J. of Forest and 
Livelihood. 4(2): 43-49. 
Dongol, C., Hughhey K. and Bigsby, H. (2002). Capital Formation and Sustainable 
Community Forestry in Nepal. Mountain Research and Development. 22 
(4):70-77. 
Fisher, M. (2004). Household welfare and forest dependence in Southern Malawi. 
Environment and Development Economics. 9: 135-154. 
Graner, E., 1997. The Political Ecology of Community Forestry in Nepal. Verlag fur 
Entwickungspolitik, Saarbruken. 
Gautam, A., Webb. E. and Eiumnoh, A. (2002). GIS Assessment of Land Use/ Land 
Cover Changes Associated with Community Forestry Implementation in the 
Middle Hills of Nepal. Mountain Research and Development. 22(1);63-69. 
Gunatilake, H. (1995). An economic impact assessment of the proposed conservation 
program on peripheral communities in the Knuckles Forest Range of Sri 
Lanka. J. of Sustainable-Forestry. 3(1): 1-14. 
Hausler, S. (1993). Community forestry: a critical assessment: the case of Nepal. The 
Ecologist. 23(3): 84-91. 
Hobley, M. (1996) Participatory forestry: The process of Change in India and Nepal. 
Rural Development Forestry Network, Overseas Development Institute 
London 
10 
Homer-Dixon, T.F. (1999). Environment, Scarcity, and Violence. Princeton 
University Press: Princeton, NJ. 
Intodia, V. and Shaha, F. (2002). Greening the Rural Areas- An Economic Analysis 
of the Community Forestry Programme. Second World Congress of 
Environmental and Resource Economists. Monterey, California, USA. 
Ives, J and Messerli, B. (1989). The Himalayan Dilemma Reconciling Development 
and Conservation. The United Nations University and Routledge, London & 
New York. 
Kumar, S. (2002). Does "participation" in common pool resource management help 
the poor? A social cost--benefit analysis of joint forest management in 
Jharkhand, India. World Development, 30 (5): 763-82 
Kuwar, G and Kharel, B. (2004). Timber Business for Income Generation from 
Community Forestry: Opportunities and Challenges (In Nepali). In the 
Proceeding of the Fourth National Workshop on Community Forestry. 4-6 
August 2004. Kathmandu, Nepal. Pp-572-577 
Master Plan (1988). The Forestry Sector Master Plan. Ministry of Forest, 
HMG/Nepal 
Murshed, S. and Gates, S. (2005) Spatial-Horizontal Inequality and the Maoist 
Insurgency in Nepal. Review of Development Economics. 9(1): 121-134 
National Database for Forestry User Groups (2003). NARMSAP Department of 
Forest IDANIDA Kathmandu, Nepal 
NPC (2003) The Tenth Plan 2002-2007 (poverty Reduction Strategy Paper). His 
Majesty's Government. National Planning Commission, Kathmandu, Nepal. 
http://www.npc.gov.np/tenthplanidocslF ormatedl OPlan _ A4 _ size. doc 
Downloaded on December 10, 2003 
Olzak, S., and Shanahan S. (1996). Deprivation and race riots: an extension of 
Spilerman's analysis. Social Forces. 74(3): 931-961 
Pokhrel, B. and Niraula, D. (2004) Community Forestry Governance in Nepal: 
Achievements, Challenges and Options for Future. In the Proceeding of the 
Fourth National Workshop on Community Forestry. 4-6 August 2004. 
Kathmandu, Nepal. Pp298-316 
Shrestha, M. and Khadka, M. (2004). Fund Mobilization in Community Forestry: 
Opportunities and Constraints for Equity Based Livelihood Improvement. In 
the Proceeding of the Fourth National Workshop on Community Forestry. 4-6 
August 2004. Kathmandu, Nepal. Pp278-285 
Timsina, N. (2003). Promoting social justice and conserving montane forest 
environments: a case study of Nepal's community forestry programme. 
The Geographical Journal, 169(3): 236-243 
UNDP (2005). Nepal Human Development Report 2004. Retrieved on 15 August 
2005 from web: http://www.undp.org.np/publications/nhdr2004/Chapter2.pdf 
.... 
Q\ 
o 
The Relationship Between Wildfire And Welfare 
Pamela Kavall and John Loomis2 
lDepartment of Economics, Waikato Management School, The University of 
Waikato, Private Bag 3105, Hamilton, New Zealand. Telephone: 011-(647)838-
4045; Fax: 011-(647)838-4331; 
e-mail: pkaval@waikato.ac.nz;pam98k@yahoo.com 
2Department of Agricultural and Resource Economics, Colorado State 
University, Fort Collins, CO 80523; e-mail: john.loomis@colostate.edu 
Summary 
We used the well-being evaluation method, a technique for measuring 
individual utility, to study how people in the wildland urban interface of Colorado 
(USA) felt about their lives before and after two wildfire scenarios. Variables such 
as age, family size, fire frequency, and house value were found to affect initial well-
being levels. However, after a significant life event, such as a wildfire, many 
variables that initially affected well-being were no longer significant. We found that 
after wildfire, the frequency of wildfire occurrence became the most important 
influence on well-being. 
Keywords: well-being evaluation method, Colorado, happiness, 
wildland urban interface, wildfire intensity 
Introduction 
Utility, the measure of satisfaction or happiness someone gains from a good 
or service, is a fundamental concept in consumer and welfare economics. Part of 
received economic doctrine is that each individual is the best judge of what 
contributes to their own utility (Morawetz et ai., 1977; Frey and Stutzer, 2002; 
Easterlin, 1974; Dixon, 1997; Bianchi, 2004;Ng, 1997). For decades, utility has 
been believed to be largely unobservable, but progress has been made for inferring 
utility by a variety of means. 
One method of measuring utility is to ask people how they feel about their 
lives via a series of questions, the results of which yields a "happiness" or "well-
being" rating. Psychologists have used happiness ratings as part of their research for 
many years; however, economists have only studied happiness since the 1960's 
(Dixon, 1997; Ng, 2003). Well-being ratings are still not commonly used by 
economists with only three researchers authoring the bulk of well-being studies: 
Yew Kwang Ng, Andrew Oswald, and Bob Frank (Dixon, 1997). 
The well-being evaluation method (WBEM) is a non-monetary way of 
evaluating an individual's utility by asking questions about people's satisfaction with 
life or happiness I (van Praag and Baarsma, 2000; Ng, 1997; Frey and Stutzer, 2002). 
The WBEM has its origins in the 1960's when a researcher named Cantril wanted a 
method of evaluating life in which the respondents could select their own satisfaction 
I The terms happiness and well-being are used interchangeably. 
level (Cantril, 1965). This was done by placing a question alongside a picture of a 
ladder. The ladder represented the best and worst possible life you could have, with 
the top of the ladder representing the best life (step 10) and the bottom representing 
the worst life (step 1) (Figure 1). The respondent could then circle the number on the 
ladder that they felt best represented their life. This questioning method was called 
the ladder of life method or the Cantril method. 
Figure 1: The Ladder of Life Survey Method Developed by Cantril (1965) 
10 
9 The top of the ladder (step 10) 
8 represents the best possible life 
7 and the bottom of the ladder 
6 (step 1) represents the worst 
5 possible life. 
4 Where on the ladder do you feel 
3 your life is at this point in time? 
2 
1 
Building on this approach, van Praag and Baarsma created the WBEM (van 
Praag, 1988; van Praag and Baarsma, 2000). Van Praag and Baarsma first asked 
respondents where they felt they were on the ladder of life scale; next they presented 
the respondents with a situation and then were asked how they would rate themselves 
on the well-being scale if the situation occurred. This additional information gives 
researchers current and after change information. 
One example of this type of modeling is represented in van Praag and 
Baarsma's airport study. First, they asked residents living near an airport to rate their 
happiness levels. They then presented a situation: an airport expansion which would 
increase airport noise in the neighboring community, and asked how they would rate 
their happiness level after airport expansion. This was called the Schiphol 
experiment as it was conducted for the Amsterdam Schiphol Airport (van Praag and 
Baarsma, 2000). 
Application of Well-being Evaluation Method to Wildfire 
In our study, we use the well-being evaluation method to see how people 
currently feel about their life. Then we ask them how they would feel about their life 
after both a low-intensity wildfire and after a high-intensity wildfire. We focused on 
people-living close to the forest at the wildland urban interface in Colorado. 
Since Europeans settled in Colorado, wildfires have been significantly 
suppressed and this has led to an increase in ground litter which has subsequently led 
to infrequent large acreage high-intensity wildfires. High-intensity wildfires are a 
problem because many people have built their homes near public lands (the wildland 
urban interface), which in tum means the number of homes at risk of wildfire is also 
large (and continually increasing as more people move into the wildland urban 
interface). 
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Do people living close to the forest recognize this wildfire danger to their 
homes? Recently, Howell (2004) found that 77.5% of Colorado residents in Larimer 
and Boulder counties believe that their home is at risk of wildfire. In 2002, Higgason 
also studied survey responses of people in the wildland urban interface of Colorado. 
Higgason found 48% to 78% of respondents believed that their home was in danger 
of wildfire. So it seems that Colorado residents are knowledgeable about wildfire in 
their area. But how would they feel about their lives if a wildfire did occur in their 
area? We had two aims for this analysis. The first was to test the hypothesis that 
respondents will not feel as highly about their lives after wildfire. The second was to 
identify important variables that affected well being. 
Data Collection 
Our survey entitled "Managing Fires on Public Lands: What Do You 
Think?" was created, tested in focus groups, reviewed, pre-tested, re-revised, and 
then distributed. The finalized survey encompassed eight pages of questions 
including two color pictures (Figure 2). The first picture was taken one year after a 
low-intensity bum in a Colorado ponderosa pine (Pinus ponderosa) forest where 
most underbrush was killed; but standing trees survived (Figure 2a). This was a 
prescribed fire considered similar to low-intensity wildfires that occurred in 
Colorado prior to European settlement. The second picture was taken one year after 
a high-intensity wildfire where all underbrush and standing trees were killed (Figure 
2b). The forests in these two pictures were similar in stand density (trees per 
hectare) and tree size (d.b.h. - diameter at breast height). 
Survey participants were contacted randomly by phone during the summer of 
2001. In total, 361 homes were called. Of the homes that were called, 115 people 
had answered the phone, while the other 246 homes had no response (either an 
answering machine picked up or no one picked up). Of the people contacted, 103 
agreed to do the survey, while 12 did not. Of the 103 that agreed to complete the 
survey, 99 people followed through. Therefore, the response rate of all contacted 
people was 86% and the response rate of those contacted that said they would 
complete the survey was 96%. 
Model Specification 
To estimate individual utility, we used the well-being evaluation method. 
Using this method, well-being was rated on a life satisfaction scale of zero through 
ten where zero represented the lowest possible life satisfaction and 10 represented 
the highest possible life satisfaction (Figure 3). Therefore, our well-being variable is 
an ordinal and ordered variable. 
Figure 3: Well-Being Base Question 
On a scale from zero to ten, where zero is very unhappy with your life and ten is the 
best possible life, how would you rate your satisfaction with your life? 
Please circle the appropriate number. 
o 1 2 3 4 5 6 7 8 9 10 
f------------------------------------------------------------------------------------------------- -7 
Lowest Life Satisfaction Highest Life Satisfaction 
Respondents were asked to rate their well-being under three different 
scenarios: the first was at the time of the survey, the second after a hypothetical low-
intensity wildfire in their area, and the third after a hypothetical high-intensity 
wildfire. 
that: 
Since well-being can only represent the numbers from 0 through 10, we see 
WB= o ifWB':S YI 
1 ifYI < WB' :s Y2 
2 ifY2 < WB':s Y3 
3 ifY3 < WB':s Y4 
4 ifY4 < WB':S Y5 
5 ifY5 < WB' :s Y6 
6 ifY6 < WB':s Y7 
7 ifY7 < WB' :s Ys 
8 ifys < WB' :s Y9 
9 ifY9 < WB' :s Ylo 
10 ifylO < WB' 
Where WB represents our well-being variable and Yi represents our cut-off points or 
threshold variables. This preserves the ordering such that WBI < WB2 < WB3 < ... 
WBIO since the difference between a well-being of 1 and a well-being of 2 may not 
be the same as the difference between a well-being of 8 and a well-being of 9 which 
reflects the ordinal nature of the variable. The first question was the "lead-in" to the 
low-intensity and high-intensity wildfire questions. All of the follow-up well-being 
questions were compared to this baseline. 
Since our data is an ordinal ranking, the most appropriate method to use in 
our analysis is an ordered pro bit model. According to Sy et al. (1997), there are two 
distinct advantages to using the ordered probit model over an ordinary least squares 
(OLS) regression in this situation. The first is that the heteroskedasticity problem 
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that would normally arise when performing a regression on a discrete dependent 
variable is eliminated (Sy et aI., 1997; Aldrich and Nelson, 1984). The second is that 
the maximum likelihood estimates are asymptotically normal, asymptotically 
efficient, and consistent under general conditions (Sy et aI., 1997; Judge et aI., 1988). 
The basic ordered pro bit model for well-being we used for this study at the 
current time period is: 
WB' = f3x; + 5, where 5"" N(O,I) 
Our dependent variable, well-being (WB), depends on the explanatory variables Xi 
such as age and family size. The error term, 5" is independent and randomly 
distributed with a mean of zero. This is the basic format we will be following in our 
analysis. 
Results 
The mean overall response to how people currently feel about their life on the 
o to 10 well-being scale was 8.S23. This was our base level. We then asked 
respondents to rate their happiness level after a low-intensity wildfire (Figure 2a) and 
after a high-intensity wildfire (Figure 2b) in their area (Figure 4). If a low-intensity 
wildfire occurred in their area their happiness level decreased from 8.S23 to 7.830, a 
significant 0.7 point change (ANOVA, p=O.OOS). After high-intensity wildfire, their 
happiness level decreased from the original 8.S23 to 6.784, an approximately 1.7 
point change (ANOVA, p=O.OOO). These results show that people living in homes 
near public lands in Colorado feel pretty good about their lives. If a low-intensity or 
high-intensity wildfire were to occur, they would still feel good about their lives, just 
not as good as prior to the fire. A one way ANOV A test showed that these values 
were statistically different at the 99.99% level (ANOV A, p=O.OOO). 
Figure 4: Average Well-being Values 
Original Well-Being Value 
Well-Being after Low-
intensity Wildfire 
Well-Being after High-
intensity Wildfire 
Average Well.Being Values 
6 
Well-Being Value Where: 0 = Lowest Life Satisfaction and 10 = High Life Satisfaction 
To see the relationship between well-being and other variables, we used an 
ordered probit regression (Table 1). 
Table 1: Ordered Pro bit Results (With Significant Results in Bold) 
Well-being Family Family· INFreq House House" Ag£ 
Equations 
1. Current -1.057 0.128 0.015 4.63E-06 -3.50E-12 0.025 
Well-being 
Rating 
(Probability) (0.008) (0.030) (0.053) (0.014) (0.007) (0.004) 
2. Well-being -0.207 -0.003 0.024 3.06E-06 -2.40E-12 0.003 
after Low-
intensity Fire 
(probability) (0.S34) (0.94S) (0.002) (0.095) (0.057) (0.709) 
3. Well-being 0.079 -0.020 0,025 7.74E-06 -8.25E-12 0.002 
after High-
intensity Fire 
(probability) (0.811) (0.648) (0.001) (0.004) (0.004) (0.821) 
~- ~~- '--- ,~~-
Where: 
Family = Number of individuals in the family that the reported household 
income supports 
Family2 = Family * Family 
INFreq = Infrequency of Fire (Le., once a year is 1, once every 10 years is 10) 
House = Value of the Respondents Home 
House2 = House * House 
Age = Age of Respondent 
Equation I represents the current well-being or happiness level. In Equation 
I, we find that the size of the family has an influence on the happiness level. In 
particular, this shows that as the size of the family increases, the level of well-being 
decreases. Then we looked at the variable fire infrequency. Fire infrequency 
represents how often the respondent believes that a high-intensity wildfire (Figure 
2b) occurs in their area. If they believe a fire occurs once a year, this value would be 
"I," if it was twice a year, the value would be "O.S," and if it was once every 20 
years, the value would be "20." In this equation, we find that as the infrequency of 
the fire increases, well-being increases. So, if they believed that a fire occurs once 
every 9 years and it will now only be occurring once every 10 years, the fire is 
occurring less often and their happiness level would increase. The house value 
variable represented the value of their home (including the property). Here we see 
that house value is a significant variable, indicating that as the house value increases, 
I 
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well-being also increases. Age is the final variable in our equation, and here we see 
that as age increases, so does the well-being rating. 
Equation 2 represents well-being or happiness levels after a hypothetical low-
intensity fire occurred in their area (Figure 2a.). We used the same variables for this 
equation as we did in the first equation. Here, we find that after a low-intensity 
wildfire, family size, and age are no longer significant. The only variables that are 
significant in the equation are infrequency of fire and house value. As the 
infrequency of fire increases, the well-being increases. This result is more 
significant in Equation 2 than in Equation 1 (originally p=0.053 to p=0.002 now) and 
it has more weight (originally 0.015 to 0.024 now). 
Equation 3 represents well-being or happiness levels after a hypothetical 
high-intensity wildfire in their area (Figure 2b). Again, we used the same variables 
here as we did in the original equation. In Equation 3, we see that family size and 
age are no longer significant. House value remains significant. As in Equation 2, 
wildfire infrequency is again significant. It is more significant than in any of the 
other Equations (p=O.OOI as compared to p=0.002 or p=0.053) and is weighted 
slightly higher (0.025 as compared to 0.024 or 0.015). 
So, it seems that when someone is thinking about their happiness, several 
variables come into play: age, family size, house value and frequency of wildfire. 
However, if something really significant occurs, such as a wildfire on the public land 
near their home, the frequency of wildfire, and, to a lesser degree, house value, now 
become the most important variables. The other variables are no longer significant. 
Discussion and Conclusions 
In this study, we analyzed how well-being or happiness perceptions change 
after a significant event, such as a wildfire, occurs. In comparing our results to past 
studies, there were some similarities. In this study, we found that Colorado residents 
living near public lands had an average well-being of 8.523 (where 0 is the worst 
possible life and lOis the best). This is similar, although slightly higher, to the Frey 
and Stutzer report that people living in the United States have an average happiness 
ranking of 8.4372 (Frey and Stutzer, 2002). This shows that Colorado wildland 
urban interface residents are generally happy with their lives. 
Ordered pro bit regression results show that several variables were important 
to individual well-being: age, family size, house value, and frequency of fire. But, 
our results also show that if a significant life event occurs, such as a wildfire, many 
variables that would normally influence well-being, no longer do. In this study, the 
frequency of wildfire and, to a lesser degree, house value, became the most important 
variables after wildfire and other characteristics seemed not to be important anymore. 
Clark and Oswald, 2002, and Blanchflower and Oswald, 2000, also found that 
significant life events have an effect on well-being levels; from studies of events 
such as marriage and unemployment. We believe the well being measurement 
method may be a useful method for economists interested in estimating non-
monetary measures of the change in utility associated with changes in environmental 
conditions. 
2 In Frey's report, ran kings were based on a scale of I through 10. Frey's reported average happiness 
ranking was 7.67. By converting 7.67 to the scale of 0 through 10, we obtain a ranking of 
7.67*1.1 =8.437. 
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Summary 
In this paper, we studied the importance of indigenous biodiversity (native bush) on 
farm properties in the Waikato Region. To do this, we surveyed both real estate agents 
and farmers. We discovered that opinions of native bush between the two groups were 
very different. A small percentage of real estate agents believed that indigenous 
biodiversity on farms mattered; type of farm sold and age of respondent influenced this 
belief. While approximately half of Waikato farmers believed that native bush was 
important; this was influenced by age, income, education level, number of farm owners 
and sex. Farmers suggested that rates rebates, as well as subsidized planting and 
subsidized fencing would motivate them to plant more native bush on their lands. 
Keywords: Waikato, indigenous biodiversity, farms, surveys, logistic model. 
Introduction 
In 1992, at the United Nations Conference on Environment and Development in 
Rio de Janeiro, the Convention of Biological Diversity was created. New Zealand was 
one of the 150 countries that became a party to the Convention. All parties agreed to 
develop national biodiversity strategies and action plans to reduce biodiversity loss. 
New Zealand ratified the Convention in 1993 and produced the New Zealand 
Biodiversity Strategy (2000) to reflect its commitment (Ministry for the Environment 
1997). 
With around 30% of its land area within the public conservation estate, New 
Zealand has one of the largest protected land areas of any country (Ministry for the 
Environment 1997). However, it hides the state of the poorly protected lowland areas 
within conservation lands (Ministry for the EnvironmentlDepartment of 
Conservation/Local Government New Zealand 2004, Department of Conservation 
1996). Less than 20% of lands below 500 meters are part of the conservation estate, 
whereas some 50% of lands above 500 m are within it (Norton 2000, Norton 2001). The 
reason for this upland-lowland imbalance results from the high value that lowland 
environments provide for agriculturally productive activities. With so much of the 
lowland indigenous habitat gone, New Zealand's ecosystem offers little protection to the 
endemic species (Ministry for the Environment 1997, Hartley 1997). The State of New 
Zealand's Environment report shows the status of New Zealand's vulnerable species. 
Today about 1000 known animal, plant and fungi species are considered threatened 
(Department of ConservationlMinistry for the Environment 1998a, Department of 
Conservation/Ministry for the Environment 1998b, Ministry for the Environment 1997). 
It is highlighted in the New Zealand Biodiversity Strategy that the conservation of New 
Zealand's indigenous biodiversity requires protection on both public and private land. 
"New Zealand's public conserVation land does not contain the full range of our 
ecosystems. How we manage the ecosystems and indigenous species outside of 
protected areas, on crown land not managed for conservation purposes, i.e. private land 
and in freshwater environments is critical to halt the decline of New Zealand's 
biodiversity. Distinctive habitats and ecosystems in these areas continue to be at risk of 
declining condition and loss of their indigenous components." (Ministry for the 
Environment 2000). 
The importance of private land for conservation has been recognized in a number of 
government initiatives including National law such as the Resource Management Act 
1991, the Forest Amendment Act of 1993, the New Zealand Biodiversity Strategy, the 
preliminary report of the Ministerial Advisory Committee entitled "Bio-What" and the 
final report of the Ministerial Advisory Committee entitled "Biodiversity and Private 
land" (Norton 2001). Of those, the Resource Management Act is the most powerful and 
far-reaching in its immediate impact (Jay 2000). 
New Zealand considers private support to be one of the key issues in biodiversity 
management (Department of ConservationlMinistry for the Environment 1998a, 
Department of ConservationlMinistry or the Environment 2002/2003, Ministry for the 
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EnvironmentlDepartment of ConservationILocal Government New Zealand 2004, 
Kneebone et at. 2000, Kneebone 2000). Private land is important not only because of its 
indigenous biodiversity but also because it is the area where most of the human 
population lives, works, plays and encounters nature (Norton 2000). Private landowners 
make a large contribution to biodiversity conservation. Taranaki Regional Council, for 
instance, estimates that for every $1 the Council spends, the landholder spends $10. 
These initiatives by private landowners make a significant contribution to New 
Zealand's overall biodiversity (Ministry for the EnvironmentlDepartment of 
Conservation/Local Government New Zealand 2004). 
In managing for native bush on private lands, it is necessary to find ways to integrate 
indigenous biodiversity conservation with land uses rather than separate them 
(Kneebone et at. 2000, Kneebone 2000, Norton 2000, Hartley 1997). There is a need to 
take a "whole-property" perspective, which recognizes the need both to accommodate 
economic use of the land and to reduce the impacts on biodiversity (Kneebone 2000). 
With the right support and incentives, landowners can be the most effective stewards of 
the land and of the biodiversity associated with it (Kneebone et at. 2000). 
Farmers in New Zealand own a great deal of land and can therefore have a significant 
effect on biodiversity. However, the development of farming technology has led to 
changes in farming methods. The biggest change is intensification involving higher 
stocking rates, made possible by modem machinery and fertilizers. This has resulted in 
greater agricultural efficiency in terms of production, but this has been achieved at 
considerable environmental cost. Farming is intensifying in fertile downland and 
lowland areas (Kneebone et at. 2000). In the Waikato region alone, only fragments of 
the original lowland forest remain, and many of these fragments are not representative of 
native forest. The intensification of farming activities, particularly dairy conversions, in 
lowland areas has placed water quality and biodiversity at greater risk (Kneebone et at. 
2000). Removal of native forest can be associated with increases in pest species, erosion 
problems, and loss of native species. 
How can we increase biodiversity on farmlands in the Waikato region? We first need to 
understand how farmers feel about biodiversity and what characteristics influence 
someone to have native bush. Therefore, our hypothesis is that certain independent 
characteristics such as age, farm income, gender, and education level will have an effect 
on whether someone believes native bush is important on farms. We will test the 
hypothesis on farmers as well as real estate agents that sell farms. 
Data collection 
Two surveys were conducted to analyze the importance of native bush on farm 
properties in the Waikato region. The first was given to Waikato real estate agents and 
the second to Waikato farmers. 
Real estate agent survey 
The purpose of this survey was to derive detailed information on real estate agents' 
views towards native bush. For more detail refer to Trinh (2005). 
An early draft of the survey was pre-tested with the assistance of two experienced rural 
sales consultants. The purpose of the pre-test was to ensure comprehension and clarity of 
the survey so that necessary changes could be made before final implementation. Their 
updates were used to create the final draft of the survey. Survey questions asked 
respondents about the properties they focused on selling, market price and salability 
questions, native bush questions and demographic questions. 
Once the final draft of the survey was completed, the survey was distributed. As our 
study focused on farms in the Waikato region, we surveyed real estate agents that 
focused their time on farm property sales, as opposed to those that sold private homes or 
lifestyle blocks. 
As the Waikato region is not very large, we contacted rural managers in the region and 
asked them if we could distribute the survey to their agents. We then personally went to 
a large majority of rural agencies and handed out surveys to all of the agents at the 
agencies. One week later, we returned to the agency to pick up the completed surveys. 
Agencies that participated in the study included Bayleys, Harcourts, Ray White, Lodge, 
First National, Century 21, LJ Hooker, Professional, and Pastoral. Agency locations 
included Hamilton, Cambridge, TeKuiti, TeAwamutu, Morrinsville, Waihi and Huntly. 
A total of 69 surveys were handed out to agents. Of those, 42 surveys were returned 
completed. We were told that the other 27 surveys were not returned because the agents 
were either not interested or did not have time. Therefore, the response rate for the real 
estate agent survey was 62.3 %. 
Farmer survey 
The early draft of the survey was based on the real estate agent final survey. The draft of 
the survey was pre-tested by two retired farmers in Hamilton. It was decided to use 
cognitive interviewing for the pre-testing. Cognitive interviews go through surveys one 
section at a time with one respondent, in this case farmer, at a time. Their updates were 
used to create the final version of the survey. In general, the farmer survey questions 
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resembled many of the real estate agent survey questions. Survey questions asked 
respondents about the general characteristics of their farm, native bush questions and 
demographic questions. For more detail refer to Trinh (2005). 
Our goal was to obtain information from farmers in the Waikato region, so we first 
needed to find farmer in four ways: (1) from the Federated Farmers of New Zealand, (2) 
by ordering a list from Agriquality Limited in Palmerston North, (3) from a list of 
farmstays in the New Zealand bed and breakfast book, and (4) from a local farmer and a 
friend who knows some farmers. 
In total, we obtained contact details for 296 farmers. Of the 296 names and addresses, 
193 included phone numbers. We took two approaches to survey distribution: (1) For the 
names without phone numbers, we would mail a survey with a freepost retum envelope 
so they would not have to pay for postage, and (2) for the names with phone numbers we 
would first contact them by phone and ask them if they would do the survey, and if their 
response was positive, we would post them a survey with a free post return envelope. 
According to Czaja and Blair (2005), phone contacts with respondents should be 
undertaken on different days of the week and at different times of the day. We 
telephoned 193 farmers on 10 June 2005 and 11 June 2005 both in the morning and the 
afternoon (from 10 pm to 5 pm). On these 2 days we were able to make contact with 86 
farmers while for the other 107 calls, either no one picked up or an answering machine 
picked up. Of 86 farmers we made contact with, 33 people agreed to undertake the 
survey and 53 people refused. Reasons for refusals were that they were not interested or 
did not have time. 
On the evening of 20 June 2005 (from 5 pm to 11 pm), we tried to contact the other 107 
people. This time we were able to contact 65 people; the other 42 calls still had no 
response (either no one picked up or an answering machine picked up). On that day, 38 
people were interested in undertaking the survey, and 27 people were not. Reasons for 
refusals were typically that they were not interested or did not have time. 
After 3 days of phone calls to 193 people, 71 people agreed to do the survey, 80 refused, 
4 were uncontactable and we left messages on the other 38 phones. Therefore, 47.02 % 
of those contacted agreed to do the survey. 
We were now ready to mail out our survey. For the 71 people that were contacted by 
phone and agreed to do the survey, we mailed a survey, accompanied by a handwritten 
letter, a cover letter and a $1 scratch off lottery ticket. All other people mailed a survey 
accompanied by a handwritten letter and a cover letter, but no lottery ticket. After three 
weeks, a second survey was mailed non-respondents. 
A total of216 surveys were mailed out. Ten surveys were returned immediately because 
of wrong addresses. These 10 surveys were from the list provided by Agriquality 
Limited. This reduced the effective mailout to 206. Of these, 145 surveys were returned. 
However, 8 of these surveys were not filled out by the respondent, reducing the effective 
returned surveys to 137. This was a response rate of nearly 67 %. Of the 8 non-
completed surveys, 6 surveys were not done because the farmers had sold their farms, 
while 2 surveys were mailed out to farmers who died. Of the 137 completed surveys, 63 
surveys were from people that agreed to complete the survey, 55 were from people 
without phone numbers that were from the Federated Farmers list, and the rest of the 19 
surveys were from people that received our message on their answering machines. Of 
the 71 people that agreed to do the survey, 63 people followed through - a response rate 
of 89 %. This result shows that the decision of calling people to request their 
involvement in the survey was appropriate. 
Weekly survey return results show that injust after one week of the first mail out, 59.1 % 
of the total completed surveys were returned (Table 1). The returns significantly 
declined in the second week and the third week (13.1 % and 4.4 % respectively). 
However, with the support of the follow-up mailout, the number of returned surveys 
considerably increased (from 6 surveys to 25 surveys after one week from the second 
mail out). Therefore, we believe that the decision to use the follow-up mailout was 
appropriate. In the 6th week from the first mail out or the third week from the second 
mailout there was only one survey returned, suggesting that the data collection could be 
stopped and we started coding and entering the information from completed surveys into 
an excel sheet .* 
Table 1. Weekly survey returns 
Weeks from the Weeks from the Number returned 
first mailout second mail out 
1 81 
2 18 
3 6 
4 1 25 
526 
631 
137 
Results 
% returned (of 137) 
59.1 
13.1 
4.4 
18.2 
4.4 
0.7 
100 
We obtained data from completed surveys of real estate agents and from completed 
surveys of farmers. These data provided us with an understanding as to how real estate 
agents and farmers in the Waikato region felt about indigenous biodiversity. 
Results from the Waikato real estate agents 
General profile 
The Waikato real estate agents surveyed were 97.6 % male. On average, they had 
worked 12 years as a real estate agent and sold between 20 and 50 properties. 
• Two mor~ surveys since the analysis finished were collected. The results from these two surveys will be 
included in future reports. 
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Approximately, 40.5 % of them were between the ages of 44 and 55, 69 % of them had 
received a sales person's certificate while the other 31 % had either a manager certificate 
or full AREINZ. Respondents were from Cambridge (14.3 %), Hamilton (26.2 %), 
Huntly (7.1 %), Matamata (7.1 %), Te Awamutu (28.6 %), and Waihi (2.4 %) (Figure 
I). 
Figure 1: Real Estate Agent Respondents by Towns 
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There were 12 types of properties that real estate agents sold (Figure 2). Many agents 
indicate that they sold several types of properties. Overall, gra2ing farms (71 %), 
breeding/finishing farms (60 %), lifestyle blocks (88 %) were their most common. 
Figure 2: Types of Properties Real Estate Agent Respondents Focused on Selling* 
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* Numbers do not add to 100 % as many respondents indicated that they focused on 
sales of more than one type of property. 
Respondents indicated that the top three factors influencing the selling price of a farm 
property were location (93 %), production level (43 %) and contour offarm (36 %). 
Respondents were asked to indicate the top three factors that make a farm property sell 
quickly. Price was found to be the most popular response, followed by location and 
presentation. 
Native bush importance 
Twenty four percent of real estate agents perceived that native bush was important to 
farmers. When asked an open ended question about the perceived benefits of native 
bush, two responses stood out: aesthetic/visual appeal (33 %) and enhancement of 
environment (21 %). 
Results from the Waikato farmers 
General profile 
The Waikato farmers that had undertaken the survey were 64.2 % male. On average, 
they have been farming for 24 years. Almost half (48.9 %) of them, received annual 
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incomes of $100,000 to $499,999. Approximately, 26.3 % of them were between the 
ages of 46 and 55. The most common ethnic background was European (96.4 %), and 
the most prevalent education level was a school certificate (56.9 %). Respondents were 
from a variety of towns; however a large percentage were found to be from Hamilton, 
Huntly, Te Awarnutu, and Putaruru (Figure 3). 
Figure 3: Farmer Respondents by Towns 
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Of the 12 general farm types that farmers worked in the Waikato region, dairy farms 
were the most common (68.6 %). This was followed by grazing farms (23.4 %) and 
breeding/finishing farms (18.9%) (Figure 4). 
Figure 4: Respondents by farm type 
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Native bush was found to be important to 44.5% of respondents (Table 2). Being able to 
view native bush was important or very important to 34.3% of respondents. It was 
slightly important to 32.8% and not important to 28.5% of respondents (Table 3). 
Table 2. The importance of native bush to farmers 
Opinion Respondents (N) Respondents (%) 
It is not important 70 51.09 
It is important 61 44.52 
No answer 6 4.37 
Total 137 100 
Table 3. The importance of being able to view native bush 
Being able to view native bush Respondents (N) Respondents (%) 
Very important 11 8 
Important 36 26.3 
Slightly important 45 32.8 
Not important 39 28.5 
No answer 6 4.4 
Total 137 100 
)001 
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The benefits that native bush provided to the fann system were found to be important or 
very important to 29.2 % of respondents, it was slightly important to 36.5 % of 
respondents, while 30.7 % of respondents believed that it was not important (Table 4). 
Table 4. The importance of the benefits that native bush brings to the fann system 
The benefits that native bush Respondents (N) Respondents (%) 
provided to the fann system 
Very important 
Important 
Slightly important 
Not important 
No answer 
Total 
11 
29 
50 
42 
5 
137 
8 
21.2 
36.5 
30.7 
3.6 
100 
Knowing that the future owner of the fann would have native bush on the property was 
very important or important to 37.9 % of respondents, slightly important to 27.7 % of 
respondents and not important to 30.6 % of respondents (Table 5). 
Table 5. The importance of knowing the future owners of the fann would have native 
bush on the property 
Knowing the future owners of the fann Respondents (N) Respondents (%) 
would have native bush on the property 
Very important 
Important 
Slightly important 
Not important 
No answer 
Total 
14 
38 
38 
42 
5 
137 
10.2 
27.7 
27.7 
30.6 
3.6 
100 
Respondents were asked to choose between nearly identical 200-hectare fanns that 
differed only in the size and location of native bush: Fann A had no native bush, Fann 
B had 20 hectares of native bush scattered throughout the farm property, and Farm C 
had 20 hectares of native bush in one large block. A large majority of participants 
selected Fann A (46.7%), however 35% of respondents chose Fann B (Table 6). 
Table 6. Farm property preference 
The preferred fann Respondents (N) 
Fann A (no native bush) 64 
Farm B (20 hectares of native 48 
bush - in scattered blocks) 
Farm C (20 hectares of native 18 
bush - one large block) 
No answer 7 
Total 137 
Respondents (%) 
46.7 
35 
13.1 
5.1 
100 
When asked what incentives would motivate them to protect native bush, 35% of 
respondents indicated for a rates rebate. The next most popular suggestion was 
subsidized planting and fencing. Other suggestions included use less of rates in 
administration and councilor's remuneration; help with river banks planting, weed 
control and carbon credits; and put land into QEII trust and create extra titles. 
Regression Analysis 
Regression analysis is a statistical technique that attempts to explain the movements in 
one variable, the dependent variable, as a function of movements in a set of other 
variables, the independent (or explanatory) variables (Studenrnund 2001). 
In our study, we were interested in understanding what characteristics real estate agents 
and fanners believed were an important influence on having native bush on a fann 
property. Therefore, our dependent variable was whether real estate agents believe that it 
is important to have native bush on a fann property in the first instance and whether 
farmers believe it is important to have native bush in the second instance. Our 
independent variables were the characteristics we felt were import such as age and type 
of fann. As our dependent variable was a binary variable where one represented native 
bush being important, and zero represented if it was not important, the appropriate 
model to test our theory is the binomiallogit model. 
According to Ready, Berger and Blomquist (1997), a binomiallogit model provides a 
good statistical fit and allows for easy interpretation. The form of the general logistic 
equation is: 
In~= ~o + ~lXli+ ~2X2i + ..... + ~KXKi +ei I-Dj 
where: Di = 1 if the respondent believes that native bush is important and 0 otherwise 
X's are the independent variables and e is an error term 
We used the econometric software package Eviews 5.1 to run our regressions. 
Real Estate Agent Model 
Our first goal was to determine which characteristics are important to real estate agents 
when they are thinking about native bush on a fann property. Our binomiallogit model 
is as follows: 
In Bushi~port = Po + pjDairy+ p2Lifestyie + P3Age + P4 Age2 + Ps Avesize + P6 Family 
1- Bushlmport 
Where: 
Bushimport = 1 if the real estate agent believes that it is important for fanners to 
have native bush on their fann, 0 otherwise 
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Dairy = 1 if dairy farms are the type of farm that the real estate agent focuses on 
selling, 0 otherwise 
Lifestyle = I if lifestyle blocks are the type offarm that the real estate agent 
focuses on selling, 0 otherwise 
Age = I if the real estate agent is under age 25, 2 if26-35 years old, 3 if36-45 
years old, 4 if 46-55 years old, 5 if 56-65 years old, 6 if over 65 years old 
Age2 = Age* Age 
A vesize = the size of the average farm in hectares 
Family = 1 if the real estate agent believes that having family living in the same 
area is very important, 2 if it is important, 3 if it is slightly important, 4 if 
it is not important 
To understand the relationship between the independent variables and the dependent 
variable for the real estate agents, we used binomiallogit regression (Table 7). 
Table 7. Logistic Results tor Real Estate Agent Uata (With ::ilgmIlcant Kesuns III tlold) 
C Dairy Life Age Age" Avesize Family 
1. Native Bush 12.22 -2.23 -2.19 -4.09 0.58 -0.001 -1.40 
Importance to Real (0.05) (0.05) (0.09) (0.09) (0.07) (0.86) (0.20) 
estate agents 
McFadden R"= 0.409 
Log likelihood = -11.55 
2. Native Bush 3.08 -1.58 
Importance to Real (0.1) (0.02) 
estate agents only 
looking at family. 
(Probability) 
McFadden R" = 0.14 
Log likelihood = -18.33 
Equation 1 in our main model. Here we see that four variables are significant when 
analyzing whether real estate agents believe that native bush is important to have on a 
farm property: whether they focus on selling dairy farms or lifestyle blocks, as well as 
age and age2• If the real estate agent focuses on selling dairy farms or lifestyle blocks 
we see that their believe as to whether native bush is important to have on farm 
properties decreases. We also find that as the agent gets older, they feel that it is less 
important to have native bush on farm properties. 
Since we felt that the real estate agent might feel that whether family lives close to a 
farm would be important (as it was nearly significant in equation 1), we tested this 
variable individually. What we found was that if the real estate agent believes that it is 
important for farmers to have family living in the .area of the farm, they feel that native 
bush is important on farm properties (since 1 = very important and 4 = not important). 
Farmer Logit Model 
We then wanted to see what characteristics were important in relation to the farmers 
belief that native bush was important. Therefore, our dependent variable was whether 
farmers feel that native bush is important for their farms. We believed that several 
characteristics might have an effect on the farmers' view of native bush, these included 
income, age, education, and gender. The binomial logit model was also used for the 
farmer's model. 
Our farmer logistic model is as follows: 
Impnat 
In . = ~o + ~IInc + ~2Age + ~3Age2 + ~4Age2 + ~sSchool + ~6Futbush+ 
1- Impnat 
~6Bighome+ ~6Sex+ ~6Numowner 
Where: 
Impnat =' I if the farmer feels that it is important to have native bush on their farm, 0 
otherwise 
Inc = the average yearly income of the farm 
Age = 1 if farmer is under 25,2 if26-35 years old, 3 if36-45 years old, 4 if 46-
55 years old, 5 if 56-65 years old, and 6 if over 65 years old 
Age2 = Age* Age 
School = The highest year offormal schooling the farmer has attended (1 = School 
certificate, 7th form Bursary, or NZCEA, 2 = Tertiary education, 3 = Attended 
University, 4 = University degree, 5 = Graduate school) 
Futbush = the importance of knowing the future owners of the farm will have native 
bush on the property where 1= Very important, 2 = Important, 3 = Slightly 
important, 4 = Not important 
Bighome = 1 if the farmer perceives that having a large farm house is very important, 2 
if it is important, 3 if it is slightly important, and 4 if it is not important 
Sex = 1 if the farmer is female, 0 if the farmer is male 
Numowner = the number of people who own the farm 
The results of results of the logistic equation are presented in Table 8. 
1<1OH:: o. LUgl~UC Kt:~Ull~ lOr rannt:r vala l W llIl ,:ngIUllCl:ITll Kt:~Ull~ m DUlU) 
C Inc Age Age" School Futbush Bighome Sex Numownel 
I. Native 28.14 8.6E-06 -1.74 0.03 1.31 -1.76 -1.38 3.45 -1.97 
Bush (0.007) (0.02) (0.01) (0.01) (0.05) (0.04) (0.05) (0.05) (0.01) 
Importance 
to Farmers 
McFadden R - 0.61 
Log likelihood = 32.32 
In this model, all variables are significant at the 5 % level. We find that people with 
higher incomes are more accepting of native bush on farm property. Older people are 
less interested in native bush. As education increases, so also does that important of 
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native bush on the property. If someone believes that native bush is not important for a 
farm to have in the future (4 = not important and 1 = very important) then whether they 
feel native bush is currently important will decrease. A similar result occurs with the 
size of the farmhouse (4=not important and 1 =very important). If they believe that the 
size of the farmhouse is important they will not be as in support of native bush on 
farmland. Finally, females are more likely to feel that native bush is important while as 
the number of owners of a farm increases, the importance of native bush decreases. 
Therefore, farmers' views towards native bush is affected by several variables: the 
number of people that own a farm, age, income, education level, gender, the perception 
of knowing that future generations of farms will have native bush on their property, and 
the size of the farmhouse. 
Discussion and Conclusions 
In this study, we used mail surveys to analyze how real estate agents and farmers felt 
about native bush (indigenous biodiversity) and explored characteristics that influenced 
these views. 
In general, real estate agents results show that the maj or factors that affect the selling 
price of a farm property were location and production and contour of the farm. Price 
and location were the dominant factors affecting how long a farm property is on the 
market. When asked whether native bush was important to have on farm property, only 
25% of respondents indicated an importance. Perceived benefits of native bush were 
aesthetic/visual appeal, stock shelter, shade, and enhancement of the environment such 
as bird life, rainfall, and plant diversity. 
Real estate agent logit regression results show that several variables influence whether 
they believe native bush on a farm property is important: this includes when an agent 
focuses on selling dairy farms or lifestyle blocks, age, and the perception of the 
importance of farmers having family living in the same area. 
Approximately 45% of farmer respondents indicated that it is important to have native 
bush on a farm. When asked to choose a piece of farmland with native bush or without, 
we find that approximately 47% of respondents prefer land with no native bush, which 
35% would prefer land with native bush but in scattered blocks while only 13% believed 
native bush in one large block would be good. 
The farmer logit regression results show that a farmer's view towards native bush is 
affected by several variables: the number of people that own a farm, age, income, 
education level, gender, the perception of knowing that future generations of farmers 
will have native bush on their property, and the size of the farmhouse. 
In addition, we learned that many farmers believe that the most important goal is for 
their business to make a profit. Since they do not profit from native bush and believe 
native bush is unproductive, it is not highly valued. Comments included: "Actually the 
one (property) with no bush would be the most valuable, (as it is) more productive"; 
"The price of land is so expensive. You need to farm every area (inch of it) to go 
towards mortgage repayment"; "Farming is a business, native bush won't pay the 
mortgage". However, comments also show that farmers like scattered plots of native 
bush for themselves as native bush makes them feel good. But native bush is not 
important for farming purposes, because in farming every hectare is used for profit. As 
suggested by respondents, in order for the government to encourage more native bush on 
farm properties they should create incentive policies that deal with: (1) Planting cost; (2) 
Fencing; (3) Pest control; (4) Weed control; (5) General maintenance; (6) Rates rebates. 
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Summary 
In New Zealand total annual funding allows 15 percent of the 2,400 threatened 
species to be targeted for management. Although management costs are crucial to a 
conservation organisation's ability to achieve its goals, estimates of costs are not 
usually included in applications for funding or the preparation of recovery plans. 
Cost is also not generally a factor in priority ranking systems and cost-effectiveness 
analysis is rarely conducted. Using the results of analysis of 11 single species 
programmes for 2003-2012, this paper investigates the costs of management. It also 
considers the impact of the budget constraint on outcomes, cost-effectiveness, and 
investment. 
Keywords threatened species, management, cost, budget constraint 
Introduction 
In most countries the number of threatened species requiring direct management 
intervention is much greater than that which can be managed with the funding made 
available. The World Conservation Union (IUCN, 2000) has advised that funding 
would have to be increased by ten to one hundred times its present level to be able to 
ensure the survival of the 11,000 species so far assessed globally as facing a high risk 
of extinction. In New Zealand, total annual funding of around NZ$40 million allows 
about 15 percent of the 2,400 native and endemic species listed as threatened to be 
specifically targeted for management (Department of Conservation, 2004).1 
Although most of these species are covered by New Zealand's extensive system of 
reserves, some require specific intervention, as can be seen by the success of the 
Chatham Island black robin programme (Petroica traversi Buller) (Merton, 1992). A 
goal of the New Zealand Biodiversity Strategy is to halt the decline in biodiversity 
by maintaining and restoring viable populations of all native species and subspecies 
across their natural range (DoC and MfE, 2000: 18). Yet it has been increasingly 
recognized that funding is insufficient to maintain the growing number of species 
known to be risk of extinction (for example: Bell, 1975; Williams, 1986; Towns and 
1 In June 2005 the NZ$IUS$ exchange rate was 0.71. 
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Williams, 1993).2 It does not appear that this situation has changed significantly, 
despite additional funding being granted to implement the New Zealand Biodiversity 
Strategy. A suggested solution to the growing number of threatened species is 
ecosystem management but this is not an alternative to direct management of 
individual populations and species (Simberloff, 1998; Atkinson, 1999). Given the 
high demand, the costs of species programmes are crucial to a conservation 
organisation's ability to achieve its goals for threatened species management. 
Beyond countries such as the United States and Australia, accurate estimates of costs 
of programmes are not, as a rule, included in either the preparation of recovery plans 
or applications for funding. Furthermore, cost does not generally appear as a factor in 
systems for determining a species' priority for management and analysis of the cost-
effectiveness of management is rarely conducted. In New Zealand, the species 
priority ranking system that is used takes into account non-financial considerations, 
such as threat, vulnerability, and taxonomic distinctiveness, and funding decisions 
for threatened species management are made on an ad hoc, adversarial basis. 
Reasons for cost omissions may be that it requires the use of further resources, it is 
subject to risk and uncertainty, and it can create expectations of funding. A more 
basic reason may simply be that the importance of cost is not recognised by 
conservation managers or policy makers. Despite these reasons, information on the 
costs of programs is essential to the success of attempts to gain sufficient funding as 
it provides funding agencies with a more realistic understanding of the level of 
commitment required. Applications for funding that lack specific and detailed cost 
information can be more easily dismissed or underfunded, whereas applications that 
include such information must demand more serious attention. Cost estimates are 
also required for forecasting the effects of different policy goals, and for cost-
effectiveness analyses. On a more fundamental level, such information is crucial for 
efforts to achieve greater efficiency in management. Up until now, the literature has 
tended to focus on the non-market value of threatened species (e.g. May, 1990; 
Polasky et at., 1993; Humphries et aI., 1995; Sagoff, 1996; Pimentel et at., 1997; 
Edwards and Abivardi, 1998; Bulte and van Kooten, 2000; and Alexander, 2000), the 
opportunity costs of habitat protection in terms of economic development (e.g. 
Montgomery et at., 1994; Norton-Griffiths and Southey, 1995; Haight, 1995; Brown 
and Shogren, 1998; Lewandrowski et at., 1999) and, to a lesser extent, on the costs 
of supplying reserves (e.g. Ruitenbeek, 1992; Ando et at., 1998; Montgomery et at., 
1999; James et aI., 1999 and 2001; Balmford et at., 2000; and Drechsler and 
Wiitzold, 2001). In threatened species management, there has been some analysis of 
patterns of expenditure (e.g. Simon et at., 1995; Metrick and Weitzman, 1996; and 
Restani and Marzluff, 2001), but only a handful of examples of research involving 
costs (e.g. Doerksen et at., 1998, Wilcove and Chen, 1998; Main et at., 1998; Cullen 
et at., 2005). 
The purpose of this paper is to investigate the future costs of New Zealand single 
species programmes and to consider the possible impact of the budget constraint on 
2 Although the range of biota assessed has been extended over the years, the number of New Zealand 
taxa classified as at risk of extinction has increasedfrom twenty-eight species in 1981, to 171 species 
and subspecies in 1986, to 606 species and subspecies in 1993 to 2,373 species and subspecies in 2002 
(Williams and Given, 1981; Bell, 1986; Veitch, 1992; Hitchmough, 2002). 
threatened species management.3 New Zealand was chosen because of the authors' 
familiarity with the management of threatened species, in comparison with other 
countries, and to highlight the importance of cost information in a situation where it 
is yet to be recognised. The paper is largely based on the results of cross-case 
analysis of data collected from a survey conducted in 2002 of 11 single species 
programmes for 2003 until 2012. Before the results are discussed, however, some 
reasons are outlined for why managers consider the task of estimating costs to be 
extremely complex and the results are, therefore, subject to significant uncertainty. 
Given this uncertainty, the estimates of the varying costs of the 11 single species 
programmes over the 10 year timeframe are presented. These costs are then 
compared with expected levels of expenditure to show the existence of a budget 
constraint for threatened species management. The effect of under-funding on 
outcomes is speculated upon to suggest how the budget constraint is delaying the 
recovery of those species benefiting from management and, as a result, other 
threatened species that are still on the waiting list. Although the total costs of a 
programme for a limited time horizon provide a picture of the funding that is needed 
in the short or medium term, they give little indication of the commitment that is 
needed over time. To gain some idea of a programmes' total cost over time, the 
average estimated costs of the outcomes of management for a species are examined. 
These costs are compared with average expected expenditure to indicate the extent to 
which a budget constraint may reduce the cost-effectiveness of threatened species 
management and so, ultimately, increase the level of investment that is needed in the 
long-term. 
Methods 
Unlike the United States Fish and Wildlife Service, the New Zealand Department of 
Conservation does not, as a rule, include estimates of costs in its preparation of 
recovery plans. The absence of readily available cost data meant that it was 
necessary to survey Department of Conservation managers of single species 
programmes. A pilot survey was conducted of the managers for three single species 
programmes to show whether the information could be easily gathered and whether it 
would be useful. Based on this experience, the Department supplied general species 
information, such as habitat area required by a species and the types of threats facing 
a species, and data on past expenditure and its associated outcomes. Future cost and 
expenditure data and its possible outcomes, however, were at the discretion of 
regional managers because it was not information held by the Department, and it was 
expected that it would be of limited value to the Department and not of interest to 
the general public (A. Ross, personal communication, August 12,2002).4 If a request 
for data on the future costs and expenditure for a particular species programme was 
3 'Cost' is defined as the amount of money that must be given in order to accomplish a particular 
purpose (Brown, 1993: 521). In contrast to cost, 'funding' is the amount of money set aside for a 
particular purpose, and 'expenditure' is the amount of money actually used for that purpose (Brown, 
1993: 1042 and 886). 
4 A "back of an envelope" exercise in a species managers' workshop in 2001 used "guestimates" of 
the costs of achieving the recovery plan objectives for 73 threatened species to calculate the mean 
annual cost per species and the total cost for 403 species (P. Cromarty, personal communication, 
August 14, 2002). 
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declined then an alternative programme was chosen, preferably for a species from the 
same taxon. Although efforts were made to choose an equal number of species from 
each taxon, this was problematic because there are only seven native terrestrial 
mammal species and four native amphibian species in New Zealand. As well, all 
requests for future cost and expenditure data for the costs of programmes for reptiles 
or freshwater fish were rejected. Furthermore, a disproportionate number of recovery 
programmes exist for avian species. In general, the following set of criteria, in 
general order of importance, were used to select programmes for this study: 
1. Species programmes for which there was a draft or published recovery plan. 
2. Programmes for species that are representative of different taxa. 
3. Programmes for species within each taxon that require different habitat types. 
4. Programmes for species that occur within one or two conservancies, rather than 
multiple conservancies.s 
5. Programmes for species that have a high threat classification, such as 'Nationally 
Critically Endangered', 'Nationally Endangered', or 'Nationally Vulnerable'. 
6. Programmes for species that have a clear and undisputed taxonomy. 
7. Species programmes that are of particular interest for research. 
The Species Managers Survey was eventually completed for 11 single species 
programmes (listed in Table 1), which despite the use of selection criteria, covered 
almost all of the set of possible programmes. It also represented about 24 percent of 
the recovery plans developed at the time, even though some of these had yet to be 
implemented. 
Table 1: 11 single species programmes 
Taxon Common name Scientific name 
Vascular plants Pittosporum patulum Pittosporum patulum 
climbing everlasting daisy Helichrysum dimorphum 
Terrestrial invertebrates Stephens Island ground Mecodema costellum 
beetle costellum 
flax snail Placostylus ambagiosus 
Amphibian Stephens Island frog Leiopelma hamiltoni 
Terrestrial mammal South Island long-tailed Chalinolobus tuberculata 
bat 
Avian species black stilt Himantopus 
novaezelandiae 
kakapo Strigops habroptilus 
North Island kokako Callaeas cinerea wilsoni 
mohua Mohoua ochrocephala 
Campbell Island teal Anas nesiotis 
The outcomes of management for a species were evaluated using a continuum based 
on the New Zealand Threat Classification System (Molloy, Bell, Clout, de Lange, 
Gibbs, Given et al., 2002) (Appendix A). The Threat Classification System is used to 
l The Department of Conservation has a decentralized organizational structure that divides New 
Zealand into thirteen conservancies or management areas that are not necessarily aligned with natural 
species distributions. 
assess the conservation status of a species according to its risk of extinction. It was 
developed by the Department of Conservation to complement the IUCN (World 
Conservation Union) Red List of Threatened Species but to also take into account 
New Zealand's relatively small land area, the period over which recent declines have 
occurred, and the high number of taxa with small population size and naturally 
restricted ranges (Molloy et at., 2002). Under this classification system, a species is 
assessed using a range of status and trend criteria as being in one of seven threat 
categories (listed in decreasing order of risk): 'Nationally Critical', 'Nationally 
Endangered', 'Nationally Vulnerable', 'Serious Decline', 'Gradual Decline', 'Range 
Restricted', and 'Sparse'. In the survey, managers started with the species' existing 
classification and identified the species' possible conservation status category for 
each year of the time horizon using the NZ Threat Classification System. They then 
selected a number from within the range on the continuum for that category 
reflecting the extent to which the species was predicted to fit that category's criteria, 
assuming the programme is fully funded.6 A species' conservation status was used to 
quantifY outcomes, rather than more common measures, such as a species' 
probability of survival of a species based on species viability analysis, because 
managers were more familiar with the system and species' existing classification 
gave them a definitive starting point. Applying the classification system to a 
continuum allowed managers more flexibility in determining a species' status than 
the 7 categories, and through the use of a quadratic scale, change in the status of 
more endangered species was given a higher value (Cullen et at., 2002). 
The annual cost data used in this research were derived from the sum of the 
managers' estimates of the annual costs of the actions needed to be taken in order to 
achieve each objective developed for a species as stated in its recovery plan. The 
costs of managing the conservation estate, where the focus is on fire prevention and 
pest control, and other activities under taken by the Department were generally not 
included because the intention was to examine only the additional costs that are 
incurred as a direct result of the decision to manage a species7• New Zealand's 
established system of national parks and reserves means that habitat acquisition is 
generally not required specifically for the implementation of a single species 
programme, although the value of land would need to be calculated for comparisons 
to be made between this research and the costs of single species programmes 
internationally. New Zealand's system of national parks and reserves has been 
established for a number of purposes, and not specifically for species conservation, 
and so the opportunity costs of the land are not included in the annual costs. 
Estimating cost by objective is based on the approach used in recovery plans by the 
United States Fish and Wildlife Service. Species managers estimated costs for 2003 
until 2012 to the nearest $10,000 in constant December 2002 New Zealand dollars8• 
All estimates of costs, expenditure and changes in species' conservation status are 
discounted to their present value (PV) using the same constant exponential discount 
6 The NZTCS was developed to complement the IUCN (World Conservation Union) Red List of 
Threatened Species but to also consider New Zealand's relatively small land area, the period over 
which recent declines have occurred, and the high number of taxa with small population size and 
naturally restricted ranges (Molloy et al., 2002). 
7 It is important to note that the cost of the North Island kokako program is not directly comparable 
with the costs of programs for other threatened species because almost all management of North 
Island kokako occurs as part of ecosystem restoration projects (J. Hudson, personal communication, 
September 20, 2002). 
8 In December 2002 the NZ$fUS$ exchange rate was 0.51. 
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rate of six percent to allow incidences of each one occurring at different points in 
time to be directly compared across single species programmes. The use of a positive 
discount rate also reflects the public's preference for the conservation of a threatened 
species earlier rather than later. The discount rate of six percent is based on the real 
cost of government borrowing in New Zealand (Cullen et at., 2001: 59), which is 
lower than the public sector discount rate of ten percent used in New Zealand since 
the 1970s. The opportunity cost of capital was a key argument advanced in the 
1970's in support of a ten percent discount rate. Increased availability of capital via 
international capital markets, however, has resulted in lower opportunity cost of 
capital in the USA (Lind, 1982) and most other countries, including New Zealand. 
A descriptive approach that reflects the actual cost of investment was used to 
determine the discount rate in this research rather than a prescriptive approach, as is 
sometimes applied to intergenerational issues such as the conservation of 
biodiversity (Arrow, Cline, Maler, Squitieri and Stiglitz, 1996), because species 
programmes tend to be for the short to medium term, and not the far distant future. 
Prescriptive approaches tend to advocate the use of interest rates that are below 
market value so as to avoid failures to recognize the value of long-term investments 
but, in this context, the use of more realistic interest rates can be an advantage. 
The task of estimating costs 
Before the results of the Species Managers Survey are presented and discussed, six 
main reasons became apparent in the survey as to why the task of estimating the 
costs of programmes is complex and subject to uncertainty. First, projects for 
particular populations of a threatened species may have multiple objectives or the 
programme may share resources with other programmes at certain sites (J. Hudson, 
personal communication, September 5, 2002). The costs of the North Island kokako 
programme are markedly different from other species programmes because much of 
the kokako programme occurs as ecosystem restoration projects and the costs are 
inextricably linked. Similar costs are not included for other programmes, even 
though the species in question benefit from the control of pests within the 
management of the conservation estate, because such activities would generally 
occur regardless of the decision to manage the species. Conversely, much of the 
actual cost of the Campbell Island teal programme is hidden, for example, by the use 
of New Zealand Navy transport ships for visits (P. McClelland, personal 
communication, September 17, 2002). Second, the costs of species programmes may 
be partly met by sponsorship from other public or private organisations. As well as 
not being directly comparable, part of the reported cost of the North Island kokako 
programme is funded by other agencies, such as Regional Councils and community 
groups, which are expected to take a greater share of costs in the future (J. Hudson, 
personal communication, September 20, 2002). Similarly, the kakapo programme is 
sponsored by Comalco New Zealand and the Royal Forest and Bird Protection 
Society. Third, programmes may benefit from voluntary community involvement. If 
any of these costs are not easily quantified then the task will be complicated. 
The fourth reason for the task being complex is there may be a lack of knowledge 
about a species if existing management is limited, as it is for South Island long-tailed 
bat (C. O'Donnell and J. Lyall, personal communication, March 20, 2003). Similarly, 
estimates of costs for the flax snail programme may be subject to a higher level of 
uncertainty than for the other programmes because flax snail is the only species of 
Northern giant land snails that is being actively managed by DoC (A. Booth, 
personal communication, September 10, 2002). Fifth, even when there is knowledge 
about a species, costs may depend upon a complex range of environmental factors 
that are often beyond the control of managers. The results for the mohua programme, 
and those for many other threatened species, are dependent upon the variable effects 
of factors relating to threats from predators (A. Roberts, personal communication, 
October 3, 2002). Finally, costs may change over time through the application of 
knowledge gained either from the use of adaptive management strategies or the 
management of other threatened species. A strategy using large-scale pest control in 
an experiment for the North Island kokako at Mapara and other sites showed that the 
total number of years for which there is control of pests was found to be the key 
factor in determining population size of kokako (Basse, Flux, and Innes, 2003) and 
management has since focused on this. Research into the control of stoats as part of 
the mohua programme has been used to benefit other threatened species, such as 
kaka (Nestor meridionalis) (C. O'Donnell and J. Lyall, personal communication, 
March 20, 2003). Innes, Hay, Flux, Bradfield, Speed, and Jansen (1999) noted that there 
is potential for adaptive management strategies in most species programmes, which 
would potentially reduce the costs of programmes over time. Uncertainty 
surrounding the results, however, could be addressed in further research by the use of 
a more detailed costing instrument (A. Roberts, personal communication, February 
28,2003). 
The costs of NZ single species programmes 
The six reasons outlined mean that the results are subject to uncertainty but they also 
underline the key point that the costs are not uniform across species programmes. 
Although this point may appear to be self-evident, the consequences of the varying 
costs of programmes for threatened species management are so often ignored that it 
needs to be made. If a budget constraint exists then the opportunity costs in terms of 
the management of other threatened species will be disproportionate. In other words, 
a programme that has a high cost over time, either as a result of a high annual cost 
andlor a need for long-term management, may mean that it is necessary to forego the 
implementation of more than one lower cost programme. The PV of estimated total 
costs of the 11 single species programmes for 2003 until 2012 indicate that the costs 
of management are specific to each programme (Figure 1). The results show that the 
variations in the costs of programmes are marked: the PV of total costs for the 10 
year period increases at a significant rate, from almost $12,000 for the Stephens 
Island ground beetle programme to over $9 million for the North Island kokako 
programme. The non-linear rate of increase in the PV of total costs means that the 
higher cost programmes account for the majority of the costs of threatened species 
management over the timeframe: the six highest cost programmes account for 92 
percent of the costs over all 11 programmes. The variation in costs is also reflected in 
the difference between the median PV of total cost of just over $1.6 million and the 
average PV of total cost of around $3 million for the 10 year period. Discounting 
reduces the costs of species programmes, which may be of value when competing for 
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funding, but it does not alter their ordinal ranking because the incidences of costs 
over time are similar for aJl ofthe II single species programmes studied. The highest 
estimated annual costs are at the start of the ten-year timeframe for the 11 
programmes: on average, 51 percent of the estimated total costs of programmes for 
the next 10 years will occur in the first 3 years. For the remainder of the timeframe, 
estimated annual costs are expected to decline to a lower plateau for eight 
programmes (less than 50 percent of the cost in 2003 for seven species); continue to 
decline for two programmes, and decline to lower cyclical costs for the last 
programme. Discounting the total costs of programmes over a longer timeframe may, 
however, significantly reduce the PV of the costs of programmes for species that 
require management over the long term, such as black stilt and kakapo, and bring 
them more into line with programmes for species such as the North Island kokako, 
which is estimated to have high costs over the short to medium term. 
Figure 1: PV of estlmated total costa of alngil! speCies programs 2003·2012 
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The PV of estimated total costs of a programme for 2003 until 2012 are derived from 
estimates of the annual costs of the actions that need to be taken to achieve the set of 
individual objectives developed for a species (Figure 2a). The estimated cost of a 
programme is, therefore, dependent upon both the set of objectives developed for a 
species and the estimated costs of achieving those objectives. The individual 
objectives for the II programmes are categorized as foJlows: advocacy and/or public 
education, research, survey and monitoring, translocation, habitat restoration, 
protection from threats, control of threats, breeding programme in the wild, and 
breeding programme in captivity. Using the typology, the PV of the estimated cost of 
the objectives for 2003 until 2012 is presented as a percentage of the PV of estimated 
total cost (Figure 2b). The types of objectives can be characterized as aJlocations of 
either the base resources required to sustain a species or management services 
needed to prevent their decline (Moran, CuJlen and Hughey, in prep.). Habitat 
restoration and translocation indicates the supply of additional base resources to a 
species. The remaining types of objectives indicate services for the management of 
either indirect or direct threats and their characterisation depends upon the type of 
threat facing a species. For example, if the threat being controJled predates on the 
species in question then the objective indicates services for the management of direct 
threats, but if the threat is in competition with the species then this points towards 
services for managing indirect threats. Advocacy and education, research, and 
surveying and monitoring objectives indicate the creation of a management regime 
for a threatened species. The objectives are roughly ordered from the provision of 
base resources at the bottom to the supply of management services at the top in 
Figures 2a and 2b. 
Figure 2a: PV of eatlmated total coate of programs by objective 2003·2012 
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The results showed that the three most common objectives for which there are 
recorded costs for 2003 until 2012 are survey and monitoring, research, and 
translocation, but there is wide variation in the proportion of costs attributed to these 
different objectives. All of the non-avian programmes have survey and monitoring 
costs except for the programme for Stephens Island ground beetle. The mohua, black 
stilt, and North Island kokako programmes have survey and monitoring costs, but 
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only mohua and black stilt programmes have significant research costs.9 The costs 
for survey and monitoring, and research for South Island long-tailed bat, mohua, 
black stilt and Stephens Island frog account for over 20 percent of the PV of total 
cost of each programme over the 10 year period. The Stephens Island frog 
programme and all five bird programmes have costs for translocation, ranging from a 
PV of $28,000 for Stephens Island frog to a PV of $467,000 for kakapo. The costs 
for advocacy and/or public education range from a PV of $2,000 for climbing 
everlasting daisy to a PV of $633,000 for black stilt, and are less than ten percent of 
any programme's PV of total cost for 2003 until 2012. The costs for survey and 
monitoring and research objectives appear to be affected by the level of existing 
knowledge about a species. The kakapo programme had a PV of total expenditure of 
$7,837,000 from 1989 to 2002 and it has a PV of total cost of $3,330,000 for 2003 
until 2012, of which one percent is for survey and monitoring, or research 
objectives. 10 By comparison, the South Island long-tailed bat programme has a PV of 
total expenditure of $368,000 from 1995 until 2002 and has an estimated PV of total 
cost of $5,875,000 for 2003 until 2012, of which 50 percent is for survey and 
monitoring, and research. The conservation status of South Island long-tailed bat is 
unlikely to improve through management, however, until those objectives are 
accomplished (J. Lyall, personal communication, July 2002). 
In total, the lowest cost objective over all 11 programs is habitat restoration (Table 
2). Much of the costs of habitat restoration are, however, included in the 
management of the conservation estate generally, in the form of activities such as 
weed and pest control, and not the protection of threatened species. The program for 
Stephens Island ground beetle has only a cost for habitat restoration, which focuses 
on the placement of recycled wooden fence posts as refugia. The more intensive 
management objectives exhibit the highest costs: the control of particular threats, like 
possum control operations, and breeding programs in the wild, followed by breeding 
in captivity and then protection from threats, such as the use of predator proof 
fencing. Over 70 percent of the PV of total cost for Pittosporum patulum, flax snail, 
mohua and North Island kokako over the ten year time period will be for the control 
of threats. Part of the costs for the control of pests, however, may be covered by 
management of the conservation estate. 
Table 2: Costs of objectives across 11 programmes for 2003 until 2012 
Objective type Number of Average cost Total cost 
programmes 
Habitat restoration 4 $215,000 $860,000 
Translocation 6 $198,000 $1,190,000 
Breeding in wild 2 $1,650,000 $3,300,000 
Protection from threats 4 $782,000 $3,130,000 
Control ofthreats 4 $2,758,000 $13,790,000 
Captive breeding 5 $788,000 $3,940,000 
Survey and monitoring 7 $422,000 $3,380,000 
9 The cost of research for the kakapo program has a PV NZ$38,000, or about one percent of the 
program's PV of total costs for 2003 until 2012. 
10 Unlike many other single species programs, the kakapo program has 100 percent of its annual cost 
funded, which means that expenditure is equal to cost. 
II The total cost estimates are rounded to the nearest $10,000. 
6 $460,000 $3,220,000 
and education 5 $176,000 $880,000 
With the exception of the Stephens Island ground beetle programme, the 
programmes can be divided into those for non-avian, which have costs for managing 
threats, and those for avian, which have costs for breeding programmes either in . 
addition to or instead of costs for the management of threats. 12 Stephens Island frog, 
climbing everlasting daisy, and South Island long-tailed bat have costs for protection 
from threats, P. patulum has a cost for the control of threats, and flax snail has costs 
for both types of objectives. The five avian programmes have costs for captive 
breeding programmes, and black stilt and kakapo also have costs for breeding 
programmes in the wild. Together, the average PV of total cost of breeding 
programmes for the 10 year time period is of $1,450,000, but this ranges from 
$29,000 for mohua to $6,431,000 for black stilt. For mohua, black stilt, and the 
North Island kokako, the costs for breeding programmes are in addition to costs of 
controlling threats. The cost structure for the 11 single species programmes raises 
three points for consideration. First, most programmes have costs for the creation of 
a management regime, such as survey and monitoring or research, but these costs 
appear to be affected by the level of existing knowledge about the species. Second, 
the costs of habitat restoration and the control of threats may not have been fully 
reported if they did not occur as a direct result of the decision to manage a species. 
Finally, intensive management objectives, such as control of threats and breeding 
programmes, are comparatively high cost and may be more commonly used for avian 
species for whatever reason. All of these points suggest areas for further research. 
The budget constraint 
As in most countries around the world, threatened species management in New 
Zealand operates under a budget constraint. Based on past patterns of expenditure 
and existing budgets, the PV of expected expenditure for the 11 single species 
programmes of NZ$IS.1 million for 2003 until 2012, compared to the PV of 
estimated total costs of NZ$33.7 million over the same timeframe (Figure 3). The 
size of the gap between future cost and expenditure for the 11 species programmes is 
NZ$18.6 million. The impact of the budget constraint on threatened species 
management is that a decision to implement a species programme will have an 
opportunity cost in terms of the management of other species at risk of extinction. 
The extent of the opportunity cost, however, will depend on the programme. Clearly, 
higher cost programmes are far more likely to require more funding and so have 
higher opportunity costs than programmes with lower costs. Decisions to implement 
higher cost programmes will reduce the overall number of single species 
programmes that can be established within a particular bUdget. Consequently, there 
needs to be a strong justification for higher cost programmes at the expense of lower 
cost programmes and an explicit understanding of the trade-offs involved. The 
varying costs of single species programmes and the budget constraint will, therefore, 
12 Although none of the other species studied have formal breeding programs, such programs are not 
exclusive to avian. For example, the tuatara (Sphenodon spp) and the Middle Island tusked weta 
(Motuweta isoweta) both have breeding programs involving external organizations: 
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have a significant impact on an organisation's ability to achieve its goal for 
threatened species management. 
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Figure 3: PV of eatlmated total coata versus PV of expected total expenditure 2003.2012 
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Programmes for Stephens Island ground beetle, climbing everlasting daisy, P. 
patulurn, Campbell Island teal, and flax snail have a relatively low cost but are 
allocated minimal funding, sometimes on an irregular basis, or have to source 
funding from general budgets. The irregular basis of funding for such programmes 
appears to be because funding tends to only become available when it can be spared 
from other programmes that are given a higher priority. In contrast, programmes for 
mohua, South Island long-tailed bat, black stilt, and North Island kokako have a 
higher cost but are only allocated partial funding. In particular, the South Island long-
tailed bat programme appears to be critically under funded: it expects to receive less 
than two percent of the cost of achieving the species' objectives. The Stephens Island 
frog and kakapo programmes are expected to continue to be fully funded.!l For the 
programmes that receive minimal or partial funding, average future expenditure is 
expected to cover 28 percent of the costs. As a consequence, management of a 
species will be delayed, which puts the species at risk of further decline and may add 
to the total cost of the programme. The issue is similar to that which can exist in the 
health sector, where under-funding creates waiting lists for treatment, increasing the 
risk to the well-being of the patient and, ultimately, the total cost of health care. 
The effect of under-funding on outcomes can be speculated upon by considering the 
additional gains in species' conservation status that could be achieved by2012 if the 
gap between future cost and expenditure for the 11 species programmes of a PV of 
NZ$18.6 miIJion is met (Figure 4). Fully funding these programmes could possibly 
improve the conservation status of P. patulurn to 'Range Restricted'; climbing 
everlasting daisy and North Island kokako's conservation status to 'Gradual 
Decline'; flax snail and mohua to 'Serious Decline'; and the conservation status of 
black stilt from 'Critically Endangered' to 'Endangered'. It is not, however, expected 
13 Expected annual funding is higher than annual cost for the Stephens Island frog program because 
extra funding is to be allocated in case of disease (F. Begley, personal communication, November 7, 
2002). 
to. improve the conservation status of Campbell Island teal beyond that which the 
expected funding could achieve by 2012, or that of South Island long-tailed bat, and 
additional funding is essential if any gains are to be made in the species' 
conservation status in subsequent years. 
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Figure 4: PV of possible additional gains In species' coneervatlon status If fully funded 2003·2012 
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The II programmes directly represented less than two percent of the 603 New 
Zealand species classified as either 'Nationally Vulnerable', 'Nationally Endangered' 
or 'Nationally Critical' using the NZTCS (Hitchmough, 2002). Although this is a 
small proportion of New Zealand's threatened species, it can be argued that other 
species indirectly benefit from the programmes, which may create the potential for 
economies of scope. For example, management of P. patulurn, climbing everlasting 
daisy, and South Island long-tailed bat would significantly reduce the management 
costs of other species, and kakapo, North Island kokako, mohua, and black stilt act as 
'umbrella species'. The protection of large tracts of habitat for black stilt 
automatically protects wrybill (Anarbynchus frontalis), black-fronted tern (Sterna 
albostriata), and robust grasshopper (Brachaspis robustus). The effectiveness of an 
umbrella species as a 'short-cut' in threatened species management is, however, yet 
to be proved (Simberloff, 1998; Caro and O'Doherty, 1999; Andelman and Fagan, 
2000). Not all of the 603 species classified as 'Nationally Vulnerable', 'Nationally 
Endangered' or 'Nationally Critical' require direct management. In many instances, 
ecosystem management will provide some benefit to species that are found within 
the ecosystem. It should also be noted that the 11 programmes may include a 
disproportionate number of higher cost programmes, such as that for kakapo, but 
they do not include the kiwi programme, which receives more funding than any other 
programme (C. Carter, personal communication, October 18, 2002). Managers' 
predictions of the outcomes that couId be achieved if programmes are fully funded 
may be considered by some to be overly optimistic and further research is needed to 
check this against actual results. 
The costs of single species programmes over time 
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The PV of total cost for each of the II single species programmes for 2003 until 
2012 provides a picture of the funding that is needed in the short to medium term, but 
it gives little indication of the total cost of a programme over time. As the task of 
estimating costs is subject to uncertainty and the objectives of a programme are 
usually developed for a five to ten-year timeframe, any attempts to accurately 
estimate the annual costs of the programmes beyond 2012 would be unrealistic. An 
alternative approach is to calculate the average cost of one outcome unit, which in 
this case is a unit improvement in a species' conservation status for 2003 until 2012. 
Average cost gives a rough idea of the cost-effectiveness of a programme and the 
commitment to management that is needed over the long-term. The PV of average 
cost for each of the 11 programmes over the timeframe alters the relative positions of 
four of the species programmes from their order by total cost and appears to be 
related to a species' taxon (Figure 5). Programmes for Stephens Island frog, kakapo, 
and possibly South Island long-tailed bat have higher average costs when compared 
to other programmes, and the average cost of the North Island kokako programme is 
comparatively lower. The Stephens Island frog programme, however, has a similar 
average cost to the four plant and invertebrate species. Average costs for the plant 
and invertebrate programmes, excepting that for flax snail, are lower than for any 
other species programmes. The annual costs for the flax snail programme may also 
be somewhat overstated because they cover eighteen Endangered and Critically 
Endangered sub-species, some of which are undescribed, but the conservation status 
of the species is only assessed for the twelve Critically Endangered sub-species (A. 
Booth, personal communication, September 10, 2002). The Campbell Island teal 
programme has a significantly lower PV of total cost per conservation status unit 
than the other four avian programmes because much of the actual costs of the 
programme has already occurred or is hidden. For example, the cost of feeding for 
the captive breeding programme is included in the overheads for the Mt Bruce 
National Wildlife Centre, and the cost of maintaining wild populations is covered by 
the Southland Conservancy's quarantine budget (p. McClelland, personal 
communication, September 17, 2002). The average costs for the remaining avian 
programmes are higher than for any other species, except for possibly South Island 
long-tailed bat. 
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The average cost for the South Island long-tailed bat programme is unknown because 
management of the species is not expected to improve its conservation status over the 
next 10 years even if the programme is fully funded. Research, survey and 
monitoring account for half of the future costs of the programme, but will not 
necessarily bring about any direct improvement, even though they are essential for its 
management. Bats are the only land mammal species native to New Zealand and 
their management is expected to be effective at the sites that are managed, which is 
similar to the management of forest avian, such as mohua and kokako (J. Lyall, 
personal communication, December 2002). Past expenditure on the preparation of a 
recovery plan for climbing everlasting daisy did not improve the species' 
conservation status because no extra funding was allocated for its implementation 
(N. Head, personal communication, September 19, 2002). Similarly, past expenditure 
for P. patulum enabled a full survey of historical sites to determine the best example 
of habitat for protection but it was insufficient to allow for any mitigation of threats 
(N. Head, personal communication, September 12,2002). Such intermediate outputs 
of single species programmes have only an instrumental value for the species in 
question and usually need to be carried out together with direct interventions for 
them to be translated into final outcomes. Managers' observations suggest that past 
patterns of expenditure and expectations of future funding for different taxa could 
influence estimates of costs and the development of objectives, which suggests these 
as additional areas for further research. 
The PV of average costs compared to the PV of average expenditure indicates that 
the cost of most of the programmes that receive minimal or partial funding could be 
significantly reduced if they were fully funded (Figures 6a and 6b). The cost of the 
programmes for climbing everlasting daisy, P. Patulum, North Island kokako, mohua 
and black stilt may decrease if the programmes are fully funded. The cost of the 
Campbell Island teal and flax snail programmes may marginally increase if the 
programmes are fully funded, but the value of a possibly more rapid recovery of flax 
snail populations is likely to outweigh the additional cost. The estimated cost of the 
11 programmes in 2003 ranged from NZ$5,000 for Stephens Island ground beetle to 
NZ$1.53 million for the North Island kokako. Together, the total cost of the 
programmes in 2003 would have been around NZ$6 million, which is about 15 
percent of total expenditure on management of protected species and island habitats 
of $40 million for the 2003/04 financial year (DoC, 2002). In contrast, managers 
expected the programmes to be allocated NZ$2.86 million in 2003, or about half of 
the funding that is required to meet recovery plan objectives. It is apparent that 
without extra funding, the NZ Department of Conservation will be unable to achieve 
the NZ Biodiversity Strategy goal of halting the decline in New Zealand's native and 
endemic biodiversity by 2020 (DoC and MfE, 2000: 18). The Department has 
recently noted that 92 percent of the approximately 800 native and endemic species 
classified as 'Threatened' do not receive enough help (Department of Conservation, 
2004). 
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The projected total costs of the 11 programmes show how a species' initial 
conservation status and its rate of progress potentially influence the total costs of a 
programme (Figure 7). All of 11 species were classified as either 'Nationally 
Vulnerable', 'Nationally Endangered' or 'Nationally Critical' in 2002. The number 
of years that it would theoretically take for each species to improve from its 
conservation status in 2002 to 'Not Threatened' are recorded above each result. The 
projected total costs for Stephens Island frog, mohua, black stilt and kakapo 
programmes are shaded from dark to light to reflect increasing uncertainty in the 
medium to long-term. The projected total cost of the South Island long-tailed bat 
programme is not presented because the recovery rate of the species for 2003 until 
2012 is unknown. The effect of differences in the timeframes can be seen by 
comparing the projected total costs for different single species programmes. Stephens 
Island frog was more threatened than Campbell Island teal and less threatened than 
flax snail in 2002, but its programme has a similar projected total cost because it has 
lower estimated annual costs and a lower predicted rate of recovery. North Island 
kokako was more threatened than mohua in 2002 but its associated programme has a 
similar projected total cost, even though its estimated annual costs are higher, 
because it has a higher predicted recovery rate. Black stilt and kakapo were both 
Critically Endangered in 2002 and have similar projected total costs, even though 
estimated annual costs for the black stilt programme are higher, because black stilt 
has a higher predicted rate of recovery than that for kakapo. If the PV of projected 
total costs is discounted using a positive discount rate then the effect is to reduce the 
projected total costs of the programmes (Figure 8). The higher the discount rate that 
is used, the greater the reduction in the total costs over time will be. The effect, 
however, is relatively uneven across the 11 programmes because of differences in the 
timeframes needed for management of each species. The strongest effect is on 
programmes that are likely to have extremely long timeframes. The PV of projected 
total cost for the mohua, black stilt and kakapo programmes are reduced to less than 
the cost of the North Island kokako programme because they occur over a longer 
time horizon. Despite this, existing budgets in recovery plans for threatened species 
either in New Zealand or overseas do not tend to discount management costs. 
Figure 7: Projected total costs of programs from 2003 assuming full funding 
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Figure 8: The effect of discounting on proJected total costs 
$30,000,000 
$25,000,000 
$20.000,000 
$15,000,000 
$10,000.000 
$5.000,000 
" Stephens Climbinll P.paluJum Caml'bGD Sl~pll.n, Northliland BIIcl<.S~n Kakapo 
1$land EvellaliUng 11I1,n(lToolllitBodFrOIl Kokako Long.tall6d 
- -SIngle species programs 
III Projected tolal cost. PV of projected total cost I 
Concluding comments 
Together, the varying costs of single species programmes and the budget constraint 
have a significant influence on an organisation's ability to achieve its management 
goal. Yet although basic estimates of the costs of single species programmes can be 
calculated, they often remain unquantified. The task can be complex, particularly if 
there is limited knowledge about a species, and as a result, cost estimates are subject 
to a great deal of uncertainty. Given the importance of cost information, however, 
this does not provide sufficient justification for such an exercise not to be 
undertaken. Estimating the costs of programmes is, in itself, likely to be useful 
because it requires systematic consideration of the plan of actions to be undertaken 
and how these are linked to the objectives and goal of a programme. The information 
produced is essential for successful applications for funding, forecasting the effects 
of different policy goals, and conducting cost-effectiveness analysis of programmes. 
To deal with uncertainty, a range of costs based on a worst case scenario and a best 
case scenario, rather than single cost estimates, could be estimated for each program 
and used in decision making. The approach used in this research did not include land 
acquisition costs or an opportunity cost for land because of New Zealand's existing 
system of reserves. If these costs are incorporated into analysis then comparisons 
could be made between the costs of species management in New Zealand and other 
counties. The results, however, illustrated there are highly varying costs of single 
species programmes. It also showed that there are significant differences in the 
proportion of costs for specific recovery plan objectives, such as research, habitat 
restoration, and translocation, between programmes. 
In New Zealand, as in many other countries, the management of threatened species is 
limited by a budget constraint. The impact of the budget constraint is that a decision 
to implement a programme for one species will have an opportunity cost in terms of 
the management of other species at risk. This impact is apparent both in the 
persistent underfunding of programmes for some species and a complete lack of 
funding for those still on the waiting list. A decision to implement a higher cost 
programme will reduce the overall number of single species programmes, and so, 
there needs to be a strong justification for the implementation of higher cost 
programmes and an understanding of the trade-offs involved. As in the health sector, 
insufficient funding delays a species' programme, putting it at risk of further decline, 
and potentially increases the total cost of management. It also reduces the cost-
effectiveness of programmes and increases the level of investment that is ultimately 
required to manage a species over time. Yet without cost information, these effects 
cannot be quantified. On a final note, the total costs of programmes over time can be 
significantly reduced by discounting them back to their present value using a market 
interest rate. The possibilities of improvements in effectiveness and efficiency 
provide a strong incentive for conservation organisations and agencies to estimate the 
costs of their programmes. 
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Appendix A 
Continuum New Zealand Threat Classification System l4 
0.99 -1.00 Not Threatened 
A taxon that does not fit any of the threatened or at risk categories. This 
includes any that may have declined historically but are now considered 
secure due to widespread distribution, abundance, and stable or increasing 
populations. 
0.95 - 0.98 At Risk - Sparse 
A taxon is not currently in decline, but whose population characteristics 
mean a new threat could rapidly deplete their population(s). It has very 
small, widely scattered populations and is either naturally sparse or has 
become sparse as a result of human activities. 
0.87 - 0.94 At Risk - Range Restricted 
A taxon is not currently in decline, but whose population characteristics 
mean a new threat could rapidly deplete their population(s). It occurs either 
in a small geographic area (e.g. Three Kings Islands), is restricted to a 
particular habitat (e.g. geothermal areas) or requires very specific substrates 
(e.g. ultramafic rock). It is either naturally restricted or has become 
restricted as a result of human activities. The area of occupancy is less than 
100km2 for a terrestrial and a freshwater taxon and less than 1,000 km2 for a 
marine taxon. 
0.76 - 0.86 Chronically Threatened - Gradual Decline 
Moderate-large population and small-moderate decline 
A taxon fits at least one status criterion and the trend criterion: 
Status criteria 
1. Total population size is > 5,000 mature individuals. 
2. There are> 15 sub-populations and either: 
a. 500 mature individuals in the largest sub-population, or 
b. Total area of occupancy is > 100 ha (lkrn2). 
Trend criterion 
A predicted decline of 5-30% in total population in the next 10 years due to 
existing threats and the decline is predicted to continue beyond the next 10 
years. 
0.62 - O. 75 Chronically Threatened - Serious Decline 
A. Moderate-large population and moderate-large predicted decline 
A taxon fits one status criterion and the trend criterion: 
Status criteria 
1. Total population size is> 5,000 mature individuals. 
2. There are ::; 15 SUb-populations and either: 
14 'Nationally Vulnerable', 'Nationally Endangered', and 'Nationally Critical' categories equate with 
the lUCN categories of Vulnerable', 'Endangered', and 'Critically Endangered': the criteria measure 
similar population features as those in the !UCN Red List criteria but the numerical limits and 
time frames are designed to suit the New Zealand context (Molloy et al., 2002: 13). 
a. 500 mature individuals in the largest sUb-population, or 
b. Total area of occupancy is > 100 ha (1 km2). 
Trend criterion 
Predicted decline of 30-60% in total population in the next 10 years due to 
existing threats. 
B. Small-moderate population and small-moderate predicted decline 
A taxon fits one status criterion and the trend criterion: 
Status criteria 
1. Total population size is < 5,000 mature individuals. 
2. There are ::; 15 sub-populations and either: 
a. 500 mature individuals in the largest SUb-population, or 
b. Total area of occupancy is ::; 100 ha (l km2). 
Trend criterion 
Predicted decline of 5-30% in total population in the next 10 years due to 
existing threats. 
0.45 - O. 61 Acutely Threatened - Nationally Vuluerable 
Small-moderate population and moderate recent predicted decline 
A taxon fits at least one status criterion and one trend criterion: 
Status criteria 
1. Total population size is 1,000 - 5,000 mature individuals. 
2. There are::; 15 sub-populations and either: 
a. 300-500 mature individuals in the largest SUb-population, or 
b. Total area of occupancy is 10 - 100 ha (0.1 - lkm2). 
Trend criteria 
A decline of 30-60% in total population or habitat area in the last 100 
years and the total population or habitat is still in decline. 
1. A predicted decline of 30-60% in total. population in the next 10 years 
due to existing threats. 
0.24 - 0.44 Acutely Threatened - Nationally Endangered 
A. Small population and moderate-high recent predicted decline 
A taxon fits at least one status criterion and one trend criterion: 
Status criteria 
1. Total population size is 250-1,000 mature individuals. 
2. There are::; 5 SUb-populations and either: 
a. 300 mature individuals in the largest sub-population, or 
b. Total area of occupancy is::; 10 ha (0.1krn2). 
Trend criteria 
1. A decline of;:: 30% in total population or habitat area in the last 100 
years. 
2. A predicted decline.of;:: 30% in the next 10 years due to existing threats. 
B. Small-moderate population and high recent or predicted decline 
A taxon fits one status criterion and one trend criterion: 
Status criteria 
1. Total population size is 1,000 - 5,000 mature individuals. 
2. There are::; 15 sub-populations and either: 
a. 300 - 500 mature individuals in the largest sub-poRulation, or 
b. Total area of occupancy is 10 -100 ha(O.I-lkm). 
Trend criteria 
1. A decline of ;:: 60% in total population or habitat area in the last 100 
years. 
.... 
~ 
0.01 -0.23 
0.00 
2. A predicted decline of;:: 60% in the next 10 years due to existing threats. 
Acutely Threatened - Nationally Critical 
Very small population or a very high predicted decline 
A taxon meets any of the following three criteria: 
I. Total population size is :0; 250 mature individuals. 
2. Human influences have resulted in :0; 2 sub-populations and either: 
a. 200 mature individuals in the largest sUb-population, or 
b. Total area of occupancy is:o; Iha (0.0Ikm2); 
3. A predicted decline of;:: 80% in total population in the next 10 years due 
to existing threats. 
Extinct 
A taxon where there is no reasonable doubt, after repeated surveys in known 
or expected habitats at appropriate times (diurnal, seasonal and annual) and 
throughout the taxon's historic range, that the last individual has died. A 
taxon that is extinct in the wild but occur in captivity or cultivation are as 
Nationally Critical and are qualified with the letters EW (Extinct in the 
Wild). 
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The history of economics, economic thinking and related disciplines in New 
Zealand has largely involved the transfer of ideas from Europe and North 
America, though there has been a reverse flow of ideas from New Zealand to the 
rest of the world. This paper explores economic thinking in New Zealand and 
attempts to draw out global contributions made by New Zealand economists. 
The first question is how to define economists who contributed to the discipline 
with a New Zealand connection. Place of birth is an obvious factor for a small 
internationally mobile society so that people like Alban Phillips, Stephen 
Tumovsky, Peter Phillips and John McMillan may be included even though most 
of their work was carried out at foreign institutions. We also include foreign-
born economists who spent some productive time resident in New Zealand. This 
category includes John Condliffe, Wilfred Candler and others. Condliffe and 
Candler would both satisfY a further criterion that their experiences in New 
Zealand clearly had a lasting effect on their intellectual outlook - they grew up in 
New Zealand and developed their economic expertise in relation to New Zealand 
circumstances. Condliffe retained a commitment to New Zealand while resident 
overseas. 
A second question relates to how we define contributions to economic science. 
Research ideas, both theoretical and applied, are most important but we also 
include influential university lecturers and policy advisors, while recognising the 
old conundrum - do coaches make players or players coaches? Researchers 
aside, influential economists come in two groups - teachers and what we call 
practitioners. Practitioners are researchers focusing on the policy process of 
government or private firms. They maybe consulting to firms or government, 
they may be government employees or government appointees to boards or 
enquiries. This broad view encompasses both major sources of the value of 
Paper presented at the New Zealand Agricultural and Resource Economics Association 
Meetings, Nelson, August 2005. The paper is work in progress, intended to stimulate input 
into a history of the first 50 years of the NZ Association of Economists which will be 
celebrated in 2009. If it is quoted, its preliminary nature should be respected. The authors 
acknowledge the valuable library assistance of Sarah Spring and advice from John 
Yeabsley. 
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economics and appears to be in the spirit of Marshall and Pigou, Fleming (1993). 
One view is that economics is valuable to society by virtue of the answers it 
provides by way of robust parameter estimates of particular models - essentially 
the hypothetico-deductive model of Popper in operation. The other view is that 
the main value of economics is its promotion of a way of thinking about scarcity 
issues which goes beyond specific answers to questions and leaves significant 
room in analytical work for views arising from other disciplines, especially in the 
technology fields. In this later view, economists can make important 
contributions in classrooms as well as in journals. Practitioners make 
contributions in this latter view via operational and strategic policy advice to 
firms, government departments and policy makers. Albert Tocker's Case for the 
Lewis Pass Highway is a very practical example of this involvement, so to is 
Will Candler's (with Duncan Ridler and Alan Ward) article on import selection 
in the Economist magazine, How to grow backwards. 
We want to look at Economics in New Zealand from the 19th century onwards 
and so set the NZ Association of Economists (and related associations) in 
context. Our period therefore includes the beginning of the rise to importance of 
professional journals (and associations of economists) as the major outlet for 
research publications. The major journals, as we view them today, developed 
from the 1880's with two house journals, the Quarterly Journal of Economics 
(Harvard) and the Journal of Political Economy (Chicago), and two association 
journals the Economic Journal (UK) and the American Economic Review (US). 
In agricultural economics, the first major association journal in English, the 
(American) Journal of Farm economics appeared in 1919. The organ of the first 
Australasian society of economists, the Economic Record, appeared in 1925. 
Econometrica appeared in 1931. The New Zealand Association of Economists 
was formed in 1958/59 and its journal, New Zealand Economic Papers was first 
published in 1966. 
As a result of these developments, the first major journals attracted articles from 
around the world until a local economists association and its journal were 
established. An example of this publication pattern is given by the journal 
publication record of a: very famous American economist of the late 19th and 
early 20th centuries, Irving Fisher. His journal record is as follows with the 
number of articles in brackets: 
Economic Journal, 1894-7 (3),1909,1912,1923 
Quarterly Journal of Economics, 1898-1907 (4),1909,1913,1923 
Journal of Political Economy, 1908 (2),1916 
Journal Royal Statistical Society, 1909, 1924 
American Economic Review, 1911-24 (22) 
Journal of the American Statistical Association, 1923-4 (2) 
Fisher's first three articles were published in EJ followed by articles in QJE and 
JPE. However, once the AER was launched he tended to support that journal. 
We will find some similarities with the publication records of New Zealand 
economists with an important difference. New Zealand economists were often 
attracted to the larger audiences and reputations associated with journals outside 
New Zealand (and Australia). 
It is worth remembering that the pool of economists working in New Zealand 
was tiny - it was tiny in other countries too compared with today, but the New 
Zealand profession was small compared with the contemporary profession in 
Europe and North America, and they were working with relatively small 
allocatIons of research resources. The important contributions made by New 
Zealand economists can look rather meagre outside that frame of reference. 
There are a number of reports and articles that are beginning to document the 
contributions of New Zealand economists. Grant Fleming's Ph.D thesis, 1993, is 
particularly valuable for the inter-war years. His discussion and survey work go 
well beyond the involvement of economists in the agricultural policy area. 
Conrad Blyth is writing a history of the economics department at the University 
of Auckland. That excellent manuscript too, is much broader in its coverage than 
its title might suggest. It compares and contrasts developments at the four larger 
universities from the beginning of the 19th century. There are accounts in 
university histories as there are in general and other institutional histories. Ian 
Blair's history of Lincoln College encompasses agricultural economics and farm 
management developments. Other general university histories do the same thing 
for economics and business. Tony Endres has also written extensively on aspects 
of the history of economics in New Zealand and his most recent works are cited 
in the reference list. Robin Johnson (2003) has begun to survey the development 
of agricultural economists. Obituaries and biographical pieces are an important 
source of information. The latest in this genre is an informal (email) obituary of 
Professor Rex Bergstrom who died suddenly two months ago. This obituary by 
Peter Phillips is reproduced as Appendix D. 
There are a number of reference lists appended to this paper. The first is a set of 
general references. There is a list of Econometrica articles published by New 
Zealanders before 1970. Then there are reference lists of six famous economists 
- Sir James Hight, John Condliffe, Barney Murphy, Horace Belshaw, Albert 
Tocker, Alan Fisher and Bill Phillips. We want to emphasise an invitation to you, 
to draw our attention to other existing material. 
Before 1900 
Some acquaintance with economic ideas was common to educated people in the 
middle of the nineteenth century. We therefore find knowledge of the works of 
John Stuart Mill in the Parliamentary Debates of the day. While we might 
reasonably regret that we are unlikely to find many references to the frontiers of 
economic knowledge in parliament today, we should also reflect that economic 
knowledge is now rather more complex, and we do not find many front-rank 
economists following Mill's example of being simultaneously a front-rank 
philosopher and a member of parliament. 
Nineteenth century parliamentarians drew on economic ideas to address practical 
issues. In the English ideas that were the source most drawn on, orthodox 
economic ideas were dominated by free trade. This was not true of US thinking, 
nor of Continental thinking, and John Stuart Mill accepted the theoretical validity 
of the infant industry argument. So there was no simple transition from the 
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theory of comparative advantage to policy decisions. New Zealand policy was 
characterised not by free trade but by a development notion. The over-riding aim 
was to build a larger society in New Zealand while maintaining living standards 
higher than those available in contemporary Britain. So establishment of new 
industrial processes within New Zealand were greeted with enthusiasm as an 
element of development, and the tariff was adjusted accordingly. Duties were 
levied on items that could be produced in New Zealand and not on materials that 
were inputs to local activity. Economic thinking was used, and misused, to claim 
that this policy was not a departure from orthodoxy, that it was akin to Britain's 
revenue tariffs merely adapted to colonial circumstances. These ideas amounted 
to some interesting discussion of economic ideas in new circumstances, but there 
was nothing comparable to the economic thinking that was emerging with Carey 
in the US or List in Germany. 
Even the ideas of "development" remained inchoate and were easily submerged 
by thinking later imported from abroad. Regrettably, it was to the Royal Mint in 
Sydney that Stanley Jevons went and where he participated in a lively discussion 
about how railways should be financed as they brought new territory into an 
existing economy. That discussion included some original thinking about the 
extensive margin, and it is not fanciful to see the colonial frontier as one among 
several sources that enabled Jevons to be one of the pioneers of marginalist 
economics in the last third of the nineteenth century. But it was Australian rather 
than New Zealand frontier development. 
Another piece of economics that got transformed into political debate about 
development was the Ricardian theory of rent. Henry George used it to develop -
in the US context initially - the idea of the "unearned increment", the argument 
that landowners got an undeserved capital gain as community-financed 
development enhanced the value of their assets. The notion that there was a 
taxation base that did not involve taking anything other than an undeserved 
capital gain was sufficient to generate belief that expropriation of the unearned 
increment would enable all other tax bases to be dispensed with. This generated a 
single tax movement, which made Henry George a plausible candidate in 
presidential and state elections in the US and which generated a significant 
political movement in New Zealand -led naturally in Auckland. 
Local exploration of such ideas might have led to thinking about an unearned 
increment as refrigeration made more intensive use of land attractive relative to 
extensive wool-grazing, but regrettably no such link has been identified in New 
Zealand. The land reforms of the late nineteenth century were due to pragmatism 
and such ancient legal ideas as those that justified compulsory purchase for 
defence purposes. Only on the fringes of politics - or at least only on the outer 
edges of the political centre - do we find exploitation of the idea of Ricardian 
rent, and the New Zealand use is derivative. 
Nevertheless, it was in the area of development that we find the first significant 
contribution to economics in New Zealand. It was in an applied field. 
Availability of statistics and the invention of statistical concepts proceeded 
strongly in Europe from the 1830s, but it was where development was most 
visible that there were most ambitions to measure the aggregate output of an 
economy. A New Zealander, along with people like Coghlan in Australia, was 
early in this field. This first major contribution to economics by a New Zealander 
was from a person who was not an economist at all. Charles Knight was a 
medical doctor and acknowledged botanist. He arrived in New Zealand in 1845, 
with Governor Grey as a senior civil servant, rising to the position of Auditor-
General in 1870. In 1866, Knight chaired a committee that produced a very 
respectable estimate of national income for the country for 1865, Dowie (1966). 
It supported the contention of the time that New Zealand had the highest average 
standard of living in the world. 
The Twentieth Century to 1945 
The first professional economists in New Zealand grew out of the tradition of 
teaching political economy at universities by lecturers with multiple disciplinary 
responsibilities - often history, geography, philosophy, mental science, English 
andlor classics. These early developments are very well summarised in Blyth 
(2004). A most notable example is that of the Professor of English and History at 
Canterbury University, Sir James Hight. His influence was very important. Hight 
attracted a junior customs official, John Bell Condliffe, to economics training. 
Condiffe won the economics prize at Canterbury University in 1913 (Copland 
was second). In his turn, Condliffe attracted Horace Belshaw to economics and, 
as their appended reference lists attest, their combined research record stretched 
from 1914 to the 1960's. The three of them (Hight, Condliffe and Belshaw) 
lived in Malvern County at some stage of their lives - so did the Rt. Hon. Jenny 
Shipley and Professor Tony Zwart but they are other stories! 
Hight encouraged Condliffe into the statistics tradition while exposing him to 
economic theory based on Marshall's Principles. A summary of Condliffe's 
masters thesis on trade statistics was published in the 1915 New Zealand 
Yearbook (Statistics New Zealand). Condliffe carried this theme onto the world 
stage after he left New Zealand in 1927 initially for the Institute for Pacific 
Relations in Honolulu and later to the University of California, Berkeley. 
There is a direct line of descent from Condliffe's early work on trade statistics.to 
his later international contributions. He used his understanding of trade to first 
produce the economic history of New Zealand, New Zealand in the Making, 
which established the enduring theme in New Zealand's history of reconciling 
international opportunities with local adaptations. He also strengthened his 
allegiance to the argument that interference with free trade was costly. This latter 
element led him to seek a deeper understanding of how trade contributed to 
economic growth and Endres and Fleming have explored how Condliffe was 
among those who carried this thinking into analysis of the international economy 
in the 1930s through work centred on the League of Nations. That in turn led to 
Condliffe's magnum opus The Commerce o/Nations after World War II. 
Economics took a major step in New Zealand with the appointment of the first 
specialised professors of economics, John Condliffe at Canterbury (1920), 
Barney Murphy at Victoria (1920), Pringle at Otago (1921) and Horace Belshaw 
at Auckland in 1926. Pringle was soon replaced by Allan Fisher at Otago in 1924 
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and Albert Tocker replaced Condliffe at Canterbury in 1927, Blyth (2004). 
These four economics professors (Fisher, Tocker, Murphy and Belshaw), 
together with their agricultural economics counterparts at Lincoln (Albert Flay) 
and Massey (David Williams) gave the discipline a critical mass for the first 
time. They were supported in this by a very small number of lecturing assistants. 
The research journal records of the economics professors are given in the 
appendix. They also made notable contributions to economics as practitioners. 
Government advisory committees were often comprised of (mainly) the four 
economics professors. Professor Flay was starting to build the farm management 
advisory profession. 
The research contributions of this grouping were focused on both real and 
monetary influences on economic activity. Horace Belshaw was an early 
exponent of the Cobb-Douglas production function. His initial work of the 
economics of agriculture led to his interest in development economics more 
generally. Fisher was one of the first economists to examine the primary-
secondary-tertiary breakdown of an economy and regional development issues. 
Tocker and Fisher took a special interest in monetary theory and its application 
to Copland's small dependent economy and Keynes' ideas on colonial reactions 
to sterling exchange. 
Tocker was essentially a one-article achiever. The 1924 paper was a remarkable 
one. One can find some relevant ideas in Keynes's first book on Indian finance, 
but otherwise Tocker stumbled on the idea of the sterling exchange standard as 
he looked at the NZ banking system in the context of international discussion 
about the return to gold. (Ashwin made the next big development in relation to 
NZ, with his 1929 paper about the inability of people in London to distinguish 
NZ and Australia.) Various American economists have later discovered the role 
of sterling in what they thought was a gold standard but Tocker was there much 
earlier, and even anticipated the idea of "gold exchange standard" although that 
was clearly "in the air" in the 1920s. Otherwise, Tocker's papers are rather run-
of-the-mill accounts of policy and institutional developments - sound enough but 
never inspired. And his general reputation - even in Canterbury - was of a rather 
dull man. However, he was influential in the Canterbury Chamber of Commerce 
and its Bulletin included some insightful discussions of economic issues. 
We have yet to review and explore the business-academic links that were 
generalised in the Economic Society of Australia and New Zealand. It was lost to 
New Zealand economics (but not agricultural economics, as we will discuss) as 
the Economic Record became more academic - in the view of business - and the 
Economic Society essentially collapsed. Whereas Pigou as Marshall's successor 
wanted economics to be part of general education and rejected any particular 
interest in facilitating business decisions, the Antipodean tradition - since 
Copland created the Economic Society in Melbourne - was much more an early 
step towards Economics as a Management subject. (It is interesting to reflect on 
the different fates of Joan Robinson on Imperfect Competition and Chamberlain 
on Monopolistic Competition in the 1930s. Economists even in the US usually 
refer to Robinson but it was Chamberlain who pointed towards management and 
the way the business subjects grew to independence of economics.) In the early 
history, the Canterbury Chamber of Commerce and Tocker played significant 
roles. 
Allan Fisher was a much more original thinker. His discussion of sectors was 
paralleled only by Colin Clark, who was much more of a self-promoter. Fisher 
went to the NZ US legation during the war having previously gone from Otago 
to Western Australia and then to London to a non-university position; he was a 
friend of Nash although he always regarded Nash as a very woolly thinker. He 
then worked for the IMF for a while. (He came to NZ when the government was 
thinking of seeking membership of the World Bank as a way of financing the 
Tasman Pulp and Paper company in the early 1950s.) He developed a definition 
of sectors into thinking about the role of resource shifts from low-productivity 
uses to higher-productivity uses as a source of growth, so setting out on the path 
developed by Kuznets as "movement away from agriculture". But Fisher was 
well aware that agriCUlture is not always low-productivity and in the 1950s, he 
challenged some of the development thinking that was equating development or 
modernization with industrialisation. Peter Bauer got the credit for this. Fisher 
had a son who was an anthropologist; in the 1960s, they jointly wrote some well-
regarded economic anthropology of Africa. 
In these inter-war years there were virtually no economists employed by 
government. As Conrad Blyth has argued, there was no real economist 
profession in New Zealand at that time. However, the university departments led 
by the professors resulted in an increased supply that would meet the demand for 
professional economists inside and outside government after World War 2. They 
also engaged directly in advice to government. 
The Reserve Bank started recruiting some specific economic capacity. A.R. Low 
who was to he the fifth Governor of the Reserve Bank, its staff in the 1930s. 
George Lawn had been appointed the first Economic adviser on its staff being 
recruited from a South Island university. Barney Murphy was a contract adviser 
to the first governor, and the only paper of his in that capacity I saw made it easy 
to understand why a full time appointment was sought. Lawn was a solid citizen, 
but Alan Low raised the level of economic expertise. 
Farm management and agricultural economics arose out of the German and US 
co-operative university programmes (lectures plus practical experience) of the 
early to mid 19th century. Farm management grew out of agricultural science 
rather than economics but gradually it moved towards the economics of 
agriculture - especially the microeconomic aspects including the theory of the 
firm and decision making. In New Zealand, the economics profession took a 
stronger interest in the development of agricultural economics. The development 
of farm management and agricultural economics departments was facilitated in 
New Zealand after 1928 with the appointment of David Williams, lecturer in 
economics at Victoria to teach agricultural economics. Williams was succeeded 
at Massey by a Canterbury economics graduate, H.B. Low. Among Low's 
graduate students were Eric Ojala (latter to become Director-General of the Food 
and Agricultural Organisation of the U.N), M. Milliken, Robin Johnson and 
Wilfred Candler, Johnson (2003). 
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Brian Low was never a professor. His early promise never eventuated. He did a 
good thesis on Canterbury land values and then went to China and worked with 
Buck on a celebrated survey of land tenure in South China. Brian always had 
around him maps of China which Buck published but Brian drew and he talked 
with obvious pride of the work in China. Buck made an international career, 
although eventually overshadowed by his novelist wife, Pearl Buck. Brian 
returned to relative obscurity in NZ - presumably via war service to Massey 
where he was a key figure but always overshadowed by others. He moved to 
Wellington to be chief economist for the Monetary & Economic Council in the 
1960s, and then, after some health problems, to the VUW Economics Dept where 
he was used mainly in elementary teaching. 
Lincoln's thrust into farm management and agricultural economics was initiated 
by the appointment of Albert Flay in 1928. Professor Flay was coming from an 
agricultural science background rather than economics but he was a pioneer in 
the economics practitioner group. Flay was instrumental in initiating the 
profession of farm advisors. He began this advisory work during the great 
depression particularly in relation to the Mortgagee Relief Act but the work 
expanded under the influence of Jim Hodgson at Massey and Bucky Weston and 
Jim Stewart at Lincoln. More direct influence on agricultural economics, from 
the economics discipline, at Lincoln came with the appointment of Bryan 
Philpott in 1958. 
A significant development at Lincoln was the introduction of a three year (plus 2 
years experience) Diploma of Valuation and Farm Management. The supply of 
these graduates provided a pool of farm management analysts that enabled the 
State Advances Corporation to initiate lending on project finance (rather than 
equity) for farm development. 
We have left for future attention the relatively well-researched area of the role of 
economists in advising governments in the Depressions years. Of the economists 
mentioned here, the role of Belshaw was greatest. The key figure was Copland -
the Canterbury Graduate, who became Professor of Commerce in Melbourne and 
was the major founder of the Economic Society of Australia and New Zealand. 
But Belshaw was certainly important in transmitting the ideas of Keynes into the 
Australian and New Zealand cases and n joining them to the work he did on 
agricultural fluctuations in the 1920s. 
1945 To 1970 
In this period the most notable contribution to economics by a New Zealander 
was a relatively small piece of research work. Bill Phillips (see his reference list) 
was born in New Zealand but following war service, was educated at the London 
School of Economics, Dalziel and Lattimore (2004). At LSE he came under the 
strong influence of James Meade and did some extraordinary work in 
mathematical economics on dynamic models of the economy. (His mechanical 
model of the economy, MONIAC (a copy of which is at the NZIER), even 
reached artistic recognition in 2003 at the Venice biennale.) Then in 1958 he 
published his very famous paper - elucidation of the apparent causal relationship 
between unemployment and money wages in the UK. It offered economists an 
important missing link in macro models. That relationship became the basis for 
the now famous Phillips curve (unemployment and inflation) and the later 
augmented Phillips curve. 
This quantitative modelling approaches of Bill Phillips (both normative and 
positive) was a track shared by a number of famous New Zealand economists of 
the era. The 1930's mathematical models of markets and economies were 
coming of age. Electric calculators, then computers, eased the computational 
load significantly. Wilfred Candler met his wife Margaret in the linear 
programming computational room at Iowa State University in the mid 1950's. 
Margaret was carrying out LP iterations by hand using the simplex method on 
very large pieces of paper (a 20 by 40 LP would take about a week to compute, 
with checks and Rex Bergstrom used to say that it took 3 days to invert an 8 by 8 
matrix with a calculator). 
Econometrica had become generally regarded as the top journal in the expanding 
quantitative fields. In the period to 1970, four New Zealanders contributed to this 
journal - Rex Bergstrom, Wilfred Candler, Conrad Blyth and Robin Court, 
Appendix B. Bergstrom and Court published in econometrics and Candler and 
Blyth in programming models and modelling. Conrad Blyth's 1956 article in 
Econometrica is the only one in economic theory, per se. 
Without taking anything away from the other three, the 1966 contribution by Rex 
Bergstrom is perhaps the greatest theoretical contribution to economics by a New 
Zealander before 1970. His contribution is described by Peter Phillips in 
appendix D. Bergstrom was a self trained mathematician who was encouraged in 
this direction by his professor at Auckland, Colin Simkin. Condliffe had 
recognised the mathematical direction that economics was taking in the 1930's 
but, not surprisingly given his lack of maths training, had stuck to his standard 
statistical approaches in his further work. Economics training was at a 
mathematical turning point. Economics researchers in most journals, both 
theoretical and applied, would henceforth be formally trained in mathematics and 
statistics, alongside economics. 
Some of the other important research contributors at the time included Colin 
Simkin (Auckland), Bert Brownlie (Auckland and Canterbury), Wolfgang 
Rosenberg (Canterbury), Sir Frank Holmes (Victoria) and Bryan Philpott 
(Lincoln and Victoria). 
The notable economics teachers of the era included Bergstrom (Auckland), 
Philpott (Lincoln and Victoria), Hodgson and Candler (Massey), Brownlee 
(Auckland and Canterbury), Stewart (Lincoln) and Simkin (Auckland). They 
stand out in the tradition of Hight - coaches who developed some notable players 
in the next generation of practitioners (Jaz McKenzie, Graham Scott, Bruce Ross, 
John Chetwin and Alan Bollard) and researchers (Stephen Turnovsky, John 
Riley, Peter Phillips, Robin Court, Alan Frampton (sugar beet), Grant Scobie, 
Bob Townsley, Lew Evans, Wayne Cartwright, Bill Schroder, Tony Chisholm, 
Viv Hall, Leslie Young and many others). 
.... 
00 
\0 
Weststrate and Rosenberg brought a continental European categorisation and an 
institutional approach to Canterbury. Souter at Otago has some reputation with 
philosophers. 
These lists are far from complete and one of the challenges we face is to follow 
and document the strands into the current era. 
Three notable practitioners stand out over the period 1945-70 - Sir Frank 
Holmes (Victoria), Conrad Blyth (Auckland) and Bryan Philpott (Lincoln and 
Victoria). In the 1950s, Simkin would also have figured in the list, and Danks 
was important in countering the influence of Social Credit in New Zealand public 
life. Frank Holmes led a number of major policy enquiries, was instrumental 
(with Horace Belshaw, Conrad Blyth and others) in establishing NZIER and was 
the most important public commentator on trade policy for a generation. That 
was not an easy task. Trade policy in New Zealand was extremely isolationist 
over the period 1938-84 with effective rates of protection tending to infinity. Sir 
Frank handled it in ways that kept him in the loop and ultimately allowed him to 
lead moves through NAFTA and bilateralism to CER, multilaterism and beyond. 
Marshall would probably have remained very quiet, Fleming (1993). 
Some perspective on the difficult role of economic practitioner may be gained 
from the following story. Max Corden was asked by an Australian select 
committee in the 1960's, what he thought the import tariff should be set at. 
Given that nominal rates were around 60 percent at the time, he replied that he 
thought 35 percent would be ideal! Given that Holmes and Corden were both 
very aware of the social costs of high tariffs, it is no mean feat to try to guide 
public thinking towards free trade over many decades. Contrast that story with 
the 1987 tariff review hearings in New Zealand where Tony Rayner (Canterbury 
and Lincoln) was asked whether there was at least one industry that should have 
a trade policy intervention. Tony confidently replied that he thought perhaps it 
would be wise to apply an import subsidy to steel to correct negative production 
externalities. 
For shorter periods than the others, Ian McDougall (Massey), Sir James Stewart 
(Lincoln), Les Castle (Victoria), Ian Danks (Canterbury) and John Ward (Lincoln 
and Waikato) all took on economics practitioner roles in New Zealand over the 
period. Economists as public sector practitioners blossomed in this era. In the 
public sector, Henry Lang took over the role of secretary to the Treasury and 
Roderick Deane became chief economist of the Reserve Bank. 
Economics took a role in developing the management sciences and business 
schools before 1970. Contributions to operations research and econometrics have 
already been mentioned. More generally, teachers and practitioners in farm 
management and agricultural economics developed the work begun by Albert 
Flay. Massey and Lincoln were both prominent in this area, as were public sector 
practitioners in producer boards and the Ministry of Agriculture. Essentially, 
what was involved was tailoring and extending the theory of the firm to 
encompass technology, finance and management for farm firms as a basis for 
overall management advice. New Zealand farmers were very receptive to these 
ideas with the result that participation rates were very high (by world standards) 
in individual (farm advisory services) and collective (discussion groups) services 
developed by economic practitioners. One important result was that at least the 
farm management segment of agricultural economics maintained links with the 
management disciplines though not to the extent of combining farm management 
with management schools, or agricultural economics departments. 
Economics itself has so far resisted attempts to combine with the business 
schools at the universities even though economic practitioners have played 
significant roles in business consulting firms. This contrasts with US and 
Australian business schools, at least, where economists are increasingly 
prominent on staff lists. 
Concluding Themes and Questions 
There was an extraordinary growth of Economics in numbers and range after 
1945, an international phenomenon in which New Zealand shared. By most 
measures, there are more living economists than there are dead economists (from 
the remotest origins). Economics as an academic enterprise was submerged by 
economics as a profession within the public sector and the business world. 
Is there a challenge to Economics as a discipline? Philosophy was once the core 
of the Arts curriculum, but History, Economics, Sociology, Anthropology and 
Political Science broke away and Philosophy is now a minor component, albeit 
prestigious - perhaps to be joined with Classics and kept in a kind of category of 
conservation studies celebrating past academic splendour. As we look at how 
accounting, finance, management, marketing etc have grown, could economics 
be on a similar track? 
Within New Zealand, there is a challenge in at least some universities to the 
relationship between economics and business subjects, Blyth 2004. We need a 
more concentrated study of the role of economics in consulting and in business. 
The central academic activity remained dominated by constrained maximization 
- under what circumstances could private interest generate a social optimum -
from Adam Smith to Arrow & Debreu. Lot of challenges have been introduced, 
but usually absorbed as exploring constrained maximization within more 
complex social settings -:- externalities, uncertainty, development economics, 
postwar reconstruction, then decolonization etc - and reabsorbed in the form of 
growth theory and the dynamics of constrained maximisation. 
Econometrics was an invention of agricultural economists before 1925 - and its 
recogbnition made Leontief the patron saint of agricultural economics. These 
early beginnings were later formalised by the Rotterdam and Scandanavian 
Schools and the Cowles Commission. This helped bring agricultural economics 
into the mainstream. Single equation models became large-scale models and 
targeted on comprehension of crucial relations. Then large scale models became 
huge models only to become single equation models again under the influence of 
time series developments and causality tests. 
We see internationally, a continuation of the tension between different 
conceptions of economics - an academic enterprise, growing organically, and a 
set of ideas which explores empirical situations and creates new ideas as new 
circumstances are encountered. (This is related to the earlier distinction between 
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economics as a mode of enquiry and as a set of lessons, but it is not the same.) 
So internationally, we find much more emphasis on open economies and 
eventually discussions of globalisation. We get a resurgence of emphasis on 
prices, as stagflation in the 1970's destroys confidence in benevolent 
government. And with the arrival of new techniques for calculating the value of 
options for managing risk, we get a redistribution of tasks between governments 
and collective decisions on the one hand and market transactions on the other. 
How were these broad trends in the international discipline of economics 
reflected in New Zealand? 
One partial answer is that internationally, economics became much more 
dominated by the US. Each of the New Zealand departments of economics faced 
the question of how it should respond to US economics rather than maintain links 
with Britain, (Blyth, 2004 again). This aspect too provides an avenue for fruitful 
historical research. 
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1952. A note on tertiary production. EJ 62 pp. 820-34. 
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APPENDIX D; A.R. Bergstrom, an informal obituary by Peter Phillips 
I bear very sad news. 
Rex Bergstrom, a former Professor in the Department of Economics at the 
University of Auckland, died on Sunday morning in a London hospital. He 
passed away in his sleep. He was admitted a week ago after a fall in his 
apartment in London. Rex had just completed his last book (co-authored with 
one of his former students from the University of Essex, Ben Nowman), which 
develops and estimates the latest version of his econometric model of the UK 
economy. He was planning to stay in London to see the book in print at the LSE 
bookshop before returning to New Zealand to be with his family. 
Following the publication of a path-breaking article in Econometrica in 1966, 
Rex Bergstrom became the world's leading exponent of continuous time 
econometric modeling, a subject that has now an extensive audience of theorists, 
econometricians and practitioners especially in finance. Rex's contributions 
cover the entire field of research, encompassing the development of economic 
models of cyclical growth, econometric methods of estimation, and major 
empirical implementations of the methodology. A large part of Rex's life was 
devoted to this intellectual task and his many accomplishments in this field are 
an extraordinary testament of academic devotion. 
It is an especially sad day for New Zealand econometrics. One half of Rex's 
working academic life was spent in New Zealand and his impact on quantitative 
economics in this country has been enormous. He was New Zealand's first 
econometrician and, over the period 1950-1970, he trained many successive 
generations of New Zealand economists. Hugh Fletcher, the Chancellor of the 
University of Auckland, Alastair MacCormick, the past Dean of the School of 
Business and Economics, and former acting Vice Chancellor of the University of 
Auckland, Viv Hall, Professor of Economics and former Head of the School of 
Economics at Victoria University, and I were among Rex's students at the 
University of Auckland during the 1960's. 
When Rex joined the Department of Economics at the University of Auckland, 
the department had a complement of only 4 people, led by Colin Simkin. During 
his time at Auckland, Rex taught money and banking, public finance, and all the 
economic theory courses. In the 1960's he developed and taught an econometrics 
sequence that was the equal of the best Ph.D courses offered in North America 
and Europe. Rex supervised many of the masters dissertations at Auckland 
during the 1960's, encouraging his students to do empirical research on various 
aspects of the New Zealand economy. Many of Rex's students at Auckland 
subsequently went on to become academics in economics, accounting, 
marketing, and econometrics. 
In addition to the two decades he spent at Auckland, Rex also played a key role 
in developing econometrics in the UK, starting at the LSE where he visited over 
1962-1964, and later at the University of Essex. The 1960's was a period when 
the LSE took over from Cambridge as the leading centre in econometrics in the 
UK. It was during his stay at LSE that Rex developed a model of cyclical 
growth, extending earlier trade cycle models by introducing production, and 
wrote his influential monograph on Economic Models. In 1970, Rex moved from 
the University of Auckland to the University of Essex, where in addition to his 
academic work and to supervising several Ph.D dissertations in econometrics, he 
served as Chairman of the Department of Economics, Dean, and Pro-Vice 
Chancellor. 
All of Rex's work bears the hallmark of exemplary scholarship. He held a deep 
concern for fundamental issues in economics, was a lucid thinker and a fine 
expositor. His lectures in microeconomics and econometrics were models of 
clarity. His research was ambitious and original. In addition to his work on 
continuous time modeling, he initiated studies on the exact distribution of 
econometric estimators, providing for the first time (concurrently with 
independent work by Robert Basmann in the US) the finite sample distribution of 
the maximum likelihood and least squares regression estimates in a simple 
Keynesian model of simultaneous equations. After the publication of Rex's paper 
in Econometrica 1962, Trygve Haavelmo a later Nobel Laureate in economics, 
came rushing up to Rex at a conference telling him how excited he was about 
Rex's results, that he had himself tried to obtain these formulae for over a 
decade. Rex told me the problem yielded to a concentrated mathematical effort 
that he made over three weeks one summer. One of Rex's greatest loves was the 
subject of mathematics and the economy and precision of mathematical 
formulations of economic problems and econometric methods shines through in 
all his research, but especially so in this particular article in Econometrica. 
Rex's passing is a great loss for the profession of economics and this loss will be 
dearly felt by a wide community of scholars throughout the academic world. 
Many economists, accountants and other professionals both in New Zealand and 
in the UK hold with pride a Bergstrom pedigree. We have much to remember of 
the times when Rex guided our work, taught the classes we attended, and 
influenced us through his writings and research. These wonderful memories of 
Rex we can carry forward throughout our own working lives. 
May, 2005 
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Regional Economic Implications of Water Allocation and 
Reliability 
Simon Harris (Harris Consulting) 
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Tony Bywater, (Lincoln University) 
John Bright, (Aqualinc) 
Bruce Thorrold, (Dexcel) 
Abstract 
The understanding of how allocation decisions can maximise the economic returns to 
the community from water for irrigation has received little attention, but is a 
significant issue for regional councils, those interested in water allocation policy 
development, and for irrigated farmers. There is a tradeoff between the amount of 
irrigated area and the reliability with which it can be undertaken. Overseas studies 
have generated a curve with optimum levels of allocation which maximise the 
economic return to the community from the resource. The study on which this paper 
is based used a single case study to model the individual and regional economic 
outcomes for four scenarios of water allocation, using daily time step simulation 
models of the hydrological, irrigation, farm and financial systems over the 1973 -
2000 period. The results show that there is an increasing return to the region as the 
allocation from the resource increases, at the expense of lower returns to existing 
users. 
Key words: Irrigation, reliability, regional economic impacts. 
Background 
Water is an important resource for many stakeholders, having value both in stream 
and out of stream. The allocation of water has obvious environmental dimensions, 
but it has received little attention in terms of understanding how allocation decisions 
can maximise the economic returns to the community from the resource. 
At a given minimum flow in a river, there are different levels of allocation which can 
be made to users. As more water is allocated, the allocation becomes less reliable 
because the river is less frequently at the flows required to sustain the total allocation. 
There is therefore a trade off between the amount of irrigation which can take place 
and the reliability with which it can be undertaken - less area irrigated more reliably, 
or more area irrigated at lower reliability. 
Overseas studies have generated curves with "optimum" levels of allocation which 
maximise the economic return to the community from the resource. Three studies 
(Verdich and Bryant; Jones, Musgrave and Bryant 1992; Dudley and Heam, 1993) 
Harris Consulting, July 2005 
which directly tried to assess this trade off, each indicated that the community net 
benefits were optimised at a level of reliability lower than the level which optimised 
the individual net benefit. Net benefit to the community was increased at the 
expense of an increased variability to the individual and in some cases to the 
community. 
Reliability can be characterised (Kuczera, 1987) by the probability of a failure, its 
duration, and its magnitude. Predictability of failure may also be an important 
descriptor from a user point of view. The concepts of reliability can also be extended 
to include characteristics of the receiving use - the vulnerability of the receiving 
system to the water loss and its resilience in terms of its ability to recover following 
loss. Incorporating all these dimensions of reliability into a single measure can be 
difficult, and irrigation manager and policy description of reliability need to relate to 
users perceptions of reliability. 
A number of attempts have been made to develop indicators of reliability (e.g. Robb 
and McIndoe, 2001), although it is not clear the degree to which these have proven 
useful for allocation purposes. Furthermore the use of indicators does not allow 
quantification of changes which occur, and therefore the point at which allocation 
becomes optimal. Little other work on assessing the economic implications of 
irrigation reliability appears to have been undertaken in the NZ context. 
Method 
This study has used a modeling approach to determine the regional and individual 
farm economic outcomes for four scenarios of water allocation from the Rangitata 
River, with all scenarios having the same minimum flow regime. The four scenarios 
were: 
• a very reliable I allocation, (irrigating 29,000 ha) 
• the current allocation, (irrigating 64,000 ha) 
• a less reliable allocation, with an additional 26% of water, (irrigating 
81,000 ha) 
• a least reliable allocation, with an additional 59% of water. (irrigating 
102,000 ha) 
The modeling used daily time steps for 1973 - 2000 period, with simulations run in 
sequence through 
• a hydrological model (John Bright, Aqualinc, pers comm.) 
• an irrigation scheduling model (John Bright, Lincoln Environmental, pers 
comm.) 
• 7 farm systems models (Cacho et aI, 1999; Thorrold et aI, 2004; Bright, 
Aqualinc, pers comm.) 
• financial models (Ford, The Agribusiness Group, pers.comm.) 
The arrangement of the models is shown in Figure 1. 
I Refers to the availability of water on farm. In fact Scenario 1 has twice as much water allocated to it 
at the same reliability as Scenario 2, so the probability that some water will be available is 
significantly higher. Using this approach allowed us to also test the impact of the amount of water 
applied on the overall outcome. 
Harris Consulting, July 2005 
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Figure 1: Outline of Water Reliability Study 
pasture cover ~eedbaCkV!a ., -;J~,l I Animal output (sheep Lincfarm, '<j.-: deer and beef finishing 
estimated, dairy (Dexcel) 
Farm financial 
models (Cash Farm 
Surplus) 
Land use mix (expert) 
Regional Cash Farm 
Surplus 
RESULTS 
Feedback via 
crop priority 
LE - Lincoln Environmental IT 
LV - Lincoln University Lincf 
Dexcel· Whole Farm Model 
The impact on production from lower reliability is significant, but does not appear to 
be proportionate to the loss in water. This is demonstrated in Figure 2 below which 
shows the relationship between pasture production in the most reliable scenario and 
that of the least reliable scenario. It demonstrates that the relationship between the 
amount of water applied over a year, and the pasture production is not linear - in fact 
the loss in pasture is only about 50% of the loss in water. The impact on production 
is even less in the case of cropping, and this appears to go some way toward 
explaining the relatively small differences in fmancial outcomes between scenarios. 
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Figure 2: Relationship between water applied and pasture yield: Least reliable 
scenario as a proportion of Most reliable scenario 
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Cash farm surplus (CFS)2 results were generated for each farm model for the four 
scenarios. CFS decreases for all models from Scenario 1 to 4 (highest to lowest 
reliability). The results for the irrigated sheep and dairy farms are shown in Figure 3 
and Figure 4 below, and exhibit low variability (coefficient of variation (CV) 4% -
14%). The arable models are intermediate in variability, and the dryland models are 
highest variability at 28% - 51 %. The minimum CFS, or the worst year that farmers 
would face is in the order of 11 % - 13% worse for the scenarios which are less 
reliable than the current allocation for the irrigated sheep model, 4% - 9% worse for 
the dairy models, and 1 % to 3% worse for the crop models. The CV increases when 
capital costs of irrigation development are taken into account. 
2 CFS = Gross Farm Revenue - Farm Working Expenses. It does not include tax, interest, drawings, 
depreciation etc. 
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Figure 3: Sheep Finishing Breeding (irrigated) CFS/ha 
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Analysis of the CFS results suggests that no land uses are likely to be precluded 
because the extra variability is not significant enough to limit land use options. The 
average and minimum CFS figures are lower with lower reliability, suggesting that 
the land values for systems under less reliable scenarios will be lower. 
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Figure 5: Average Annual Cash Farm Surplus Aggregated for all Farms in 
Study Area 
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The results were aggregated for the whole command area based on surveyed land use 
mixes. This aggregation shows that the increasing allocation results in increasing 
Total CFS in the region (heavy dashed line, Figure 5, 'Average' row, Table 1). The 
increase in economic return to the region remains true whether or not capital costs of 
new investment in irrigation are included (shaded line with crosses, Figure 5). The 
regional variability increases in absolute terms, but as a proportion of the increased 
average CFS it remains stable. CFS without capital costs can be used as a proxy for 
direct estimates of contribution to Gross Domestic Product (GDP), and CFS with 
capital costs can be used as a measure of net benefit. Sensitivity testing with 
increased feed costs ($0.20/kgDM) and -20% on price assumptions did not change 
the overall shape of the curve. 
Table 1: Aggregated Cash Farm Surplus for whole command area 1973 - 2000 
(without capital costs) 
Test Scenario 1 Scenario 2 Scenario 3 Scenari, 
(most reliable) (current) Jleast reli: 
Mean $65,000,000 $100,000,000 $127,000,000 $158,00( 
Change in average (relative to current) 65% 100% 126% 1 
Minimum $38,000000 $79,000,000 $105,000,000 $128,OO( 
Coefficient of variation (CY - SDlMean) 12% 9% 8% 
Increasing reliability relative to the current situation results in lower economic 
returns (-35%) to the region in terms of total CFS, and an increased variability 
when expressed as a proportion of the average. These changes arise because more 
dryland area is created within the study area to accommodate the smaller irrigated 
area which can be serviced at an increased reliability. 
Harris Consulting, July 2005 
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The existing irrigated area experiences a decrease in aggregate CFS with both 
increasing and decreasing reliability from the current allocation (Boxed line: Figure 
5; Mean row: Table 2). Its variability also increases in all scenarios other than the 
current situation (64,000 ha irrigated). 
Table 2: Annual Cash Farm Surplus for Existing RDR Area 
Scenario 1 Scenario 2 Scenario 3 Scenario 4 
(most (current) 
reliable) 
Mean $56,000,000 $91,000,000 $88,000,000 
Change in average (relative to current) 61% 100% 97% 
Minimum $42,000,000 $75,000,000 $73,000,000 
Coefficient of variation (CV SDlMean) 8% 7% 9% 
DISCUSSION 
The results from this project point to an increased allocation increasing regional GDP 
and a net regional benefit, with a penalty to those existing irrigators from the 
resource and a gain to new irrigators converting from dryland. The changes we have 
introduced in terms of allocation are extreme, simply because more moderate 
changes to allocation resulted in differences which were too small to be resolved by 
the modeling. In this case study resource environmental constraints would limit the 
allocation before the upper allocation limits tested here. The conclusions regarding 
the increased regional GDP appear robust, with the trends consistent across all model 
results. The conclusions regarding net benefit are likely to be sensitive to the capital 
costs of irrigation development. 
The results reflect a particular resource and relate mainly to regional impacts. The 
implications for individuals, particularly existing irrigators, is more severe in the 
extreme scenarios. In particular the decrease in reliability modeled here appears to 
increase the vulnerability of farms to changes in other factors such as product prices. 
As a result there are equity implications which need to be taken into account with 
significant increases in water allocation at the current minimum flow from this 
resource. 
In methodological terms the approach has been proven as feasible, although complex 
and not well understood by potential users. Unfortunately the range of reliability 
studied here was not sufficiently great to preclude specific land uses. As a result we 
have not been able to answer questions regarding the relative importance of land use 
feasibility vs. the adverse effect of poor reliability in estimating the impacts of 
allocation on the community returns from a resource. 
The model development process has been very extensive, and the individual model 
components have been tested against actual farm trials and they are reasonably 
capable of replicating production systems in tests of that nature. However the 
models are inevitably limited in the extent to which they are able to replicate 
(least 
reliable) 
$85,000,000 
93% 
$67,000,000 
11% 
physical and management systems. Farmers involved in the development and 
specification of this project expressed concern over the ability of the models to 
accurately represent farm systems. 
The models require further work in reflecting management input into the physical 
systems, particularly in relation to management of variability. The models operate 
under a reasonably constant management system because this has to be set to allow 
the production system to operate regardless of the conditions it encounters. In the 
case of the dairy model this includes maintaining pasture production constant and 
varying feed inputs. In this way the model management may be more conservative, 
and will certainly be less sophisticated than an actual farm manager. While the level 
of conservatism was tested by changing the stocking rate plus or minus 2 stock units, 
the matching of demand to supply may operate at a more sophisticated level in the 
actual management of a farm. For this reason the actual variability experienced by a 
farmer may be greater - because farm managers are better able to take advantage of 
upside variability, or may be less, because farm managers are likely to be better at 
managing downside variability than the models. We are unable to define how actual 
management would relate to the model management, but it should be noted as an 
area for concern. 
This approach to modeling reliability has taken considerable time, and has proven 
complex and not altogether transparent to users. However it has produced a set of 
results which give a definitive answer to the questions of whether an increased 
allocation in the case study area would increase regional GDP and produce a net 
benefit. Work should continue on developing and testing this methodology. This 
work could include: 
• Development of the farm models to better reflect farm systems, and importantly 
the management inputs into those farm systems, so that models can be run under 
conditions of variability yet reflect in a reasonable fashion the types of 
management interventions which are used to optimise the farm system under that 
variability. 
• Applying the method to an expanded range of situations. It should be applied to 
more resource types, preferably in conjunction with a river classification system 
which enables the work to be replicated by class rather than for each river. 
Equally importantly the resource allocations need to be "stress tested" to the 
point where land uses are no longer viable, so that we can understand why that 
happens and how the overall returns to the region change as allocations approach 
that point. 
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What can we learn from Horse Racing? 
Philip O'Connor 
Senior Lecturer 
University ofWaikato 
Waikato Management School 
Private Bag 3105 
Hamilton, New Zealand. 
Email: philipo@waikato.ac.nz. 
Phone: +64 7 838 4466 ext 8416 
This summarizes some of the main features of the conference presentation. Topics 
included a discussion of the NZ horse racing industry, research on horse genetics, 
studying horse betting markets as financial markets, and a summary of a recent 
working paper on inferring risk-preferences from betting data. 
1. NZ Horse Racing Industry (source: NZRB Submission on Taxation, 2005) 
o 9,250 full-time equivalent (FTE) direct jobs, 0.55% ofNZ employment 
o 18,320 FTE total jobs, including flow-on effects. 
o $1,480 million value-added or 1.3% ofGDP, including flow-on effects. 
o $120 to $175 million in live horse exports per year 1998-2004. 
o Approximately 40% of race foals exported overseas. 
o Racing accounts for only 15% ofNZ gaming expenditure in FY03. 
o Around $44 million in prize-money to horse owners during 2002/03 season.! 
o $60.2 million in tax revenue to the NZ government during 2002/03 season. 
2. Research on Horse Genetics 
o Meticulous pedigree records for more than 20 generations 
o Carefully documented race performance measures 
o Cunningham (1991) estimates: 
o Track performance about 35% inheritable 
o Yearly improvements in track performance around 0.9 timeform units 
I Applying estimates from KPMG, Tax Review, October 2004. 
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3. Studying the Horse Betting Market as a Financial Market 
o Similarities 
• uncertainty concerning future cash flows 
• many participants with a wide variety ofinformation 
• a set of prices for bets (stocks) is determined by betting (trading). 
o Differences (Advantages) 
• the finite time horizon of the race converts financial prices into 
certain cash flows 
• the cash payout in a horse race is the results of a real event and, 
unlike futures and options markets, does not depend on financial 
prices. 
o Horse data does not have serious measurement and survivorship issues like 
financial market data. 
4. Inferring Risk-Preferences Using Betting Prices (Odds) 
a. Data 
o 18,509 total races 
o 2004 race meetings in 2004 from the largest North America thoroughbred 
racetracks 
o 148,863 horses 
o eliminated deadheats, missing odds, zero odds and races where payoffs 
appear for disqualified horses. 
b. Odds do an excellent job of predicting outcomes 
o Lower odds are associated with a higher frequency of winning (see figure 
I). 
o Market assessed probabilities closely follow actual winning frequencies (see 
figure 2) 
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Figure 1. The probability of finishing 1", 2nd, 3'd, and 4'h, ordered by starting odds percentiles. 
Lower payoffs/odds are associated with a higher chance of winning. 
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Figure 2. The relationship between market assessed probabilities of winning and the actual 
frequency of winning, for odds vicesiles. 
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c. Previous research attributes a favorite-Iongshot bias to bettor risk-
seeking behavior. 
D Betting on horses with larger odds (longshots) has lower returns than 
betting on horses with lower odds (favorites), see figure 3. 
D Larger odds also have a higher standard deviation, so that higher risk 
bets have lower returns. 
D Thaler and Ziemba (1988) summarizing 40 years of horse betting studies 
concluded that horse bettors are risk-seeking and use mental accounting. 
D However, Golec and Tamarkin (1998) show that bettors (weakly) like 
skewness: the chance of a big payoff for little risked. 
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Figure 3. The return on investment for increasing odds percentiles. Notice that the larger odds 
have lower returns. 
d. Synthetic Win Bets 
D Put your selection in first position 
D Put all other runners in: 
• 2nd for exacta 
• 2nd and 3rd for trifecta 
• 2nd, 3rd, 4th for superfecta 
D The synthetic win bet pays off if your selection wins. However, payoff 
depends on who gets second (and third etc.), and their odds. 
D Strategy name: Anchorlbanklwheel 
i. The synthetic win bet is a natural lottery 
D Do bettors prefer certain types of lotteries over others? 
• For example, instead of betting a hot favorite to win, take a synthetic 
win trifecta and hope that longshots finish second and third. 
D When medium-odds horses win, the synthetic win bet has greatest 
variability . 
ii. Some notes about synthetic win bet 
D Not using any probability infonnation to construct synthetic bet - there is 
evidence that place and show pools have additional infonnation. 
D Equally weight longshots and favorites in 2nd, 3rd, 4th (use win 
probabilities for win). 
D Larger payoffs of longshots finishing in the money offset by lower 
frequency that that occurs. 
D If there is mispricing of longshots and favorites in 2nd, 3rd, 4th in exotic 
pools, could be a terrible/great bet. 
ii. Returns to Synthetic Win bet by increasing odds for Exactas, Trifectas, 
and Superfectas • 
D Figure 4 shows the return on investment to the synthetic-win exacta bet by 
increasing odds 
D Figure 5 shows the return on investment to the synthetic-win trifecta bet by 
increasing odds . 
D Figure 6 shows the return on investment to the synthetic-win superfecta bet 
by increasing odds. 
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Figure 5. Figure 5. Synthetic win payoff for Exactas (1" and 2"d) by increasing odds 
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Figure 7. Synthetic win payoff for Trifectas (1", 2"d, and 3'd) by increasing odds vicesiles 
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Figure 6. Synthetic win payoff for Superfectas (1", 2"d, 3'd and 4'h) by increasing odds vicesiles 
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iii. Synthetic Win payoff relative to win payoff for Synthetic Win Exacta, 
Trifecta and Superfecta. 
D Figure 7 shows the relationship ofthe synthetic win bet payoff divided by 
the win payoff as odds increase. 
D The payoff tends to be larger for medium-odds horses winning. 
D Medium-odds synthetic win bets have a larger standard deviation. 
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Figure 8. Payoff of Synthetic Win bet divided by Win payoff, for increasing odds vicsiles. 
iv. Risk-return tradeoff. 
D Figure 8 shows that there is an increasing average return for increasing 
standard deviation. 
D Figure 9 shows that there is an increasing gain for increasing loss. 
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Figure 9. The relationship between average return and standard deviation of returns for 
synthetic win relative to win, by increasing odds vicesiles. 
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v. Analysis of the return of the synthetic win bet relative to win bet 
o Does standard deviation, skewness, and kurtosis generate risk premiums? 
o Using win retums, standard deviation and skewness are highly coincident. 
o Synthetic win to win lottery creates dispersion in standard deviation and 
skewness across odds categories. 
o Empirical Procedure: 
o let y=win payoff, which is known (with high certainty) and z = 
synthetic win payoff, which is random, then the utility payoff of the 
synthetic win to win is: 
pU(z)/pU(y), or 
U(x) = U(z/y), where x=zly is the syntheticwin-to-win 
payoff. 
o Next take a Taylor series expansion around x=O: 
EU(x) = U'(x)E(x) +i.u"(x)E(x2) +i.u"'(x)E(x3) +J...U""(x)E(x4) + ... 
2 6 24 
o Assuming constant expected utility, c, across odds portfolios: 
E(x) =_c __ i. U"(x) E(x2)_i. U"'(x) E(x3)_J... U""(x) E(x4)+ ... 
U'(x) 2 U'(x) 6 U'(x) 24 U'(x) 
o If bettors are risk averse expected utility maximisers then the E(x2) co-
efficient should be positive(U"~x)<O, U'(x»O), the E(x3) co-efficient 
should be negative, and the E(x ) co-efficient should be positive. 
o Table 1 shows the results of the regression. 
Table 1: The Average Synthetic win to win payoff in 20 odds portfolios against 
·r. Davoffl. Davoff the its expected pa' OL, _ ~-- > ---
EN Exacta Trifecta Superfecta All 
Intercept 0.385' 0.781 0.464' 0.666' 
p-value 0.000 0.000 0.000 0.000 
Trifecta dummy -0.084' 
D-value 0.000 
Superfecta dummy -0.059 
p-valua 0.001 
E(x2) 0.684' 0.148 0.326' 0.261' 
D-value 0.000 0.006 0.000 0.000 
E(x3) -0.153' -0.018' -0.029' -0.026' 
D-value 0.000 0.012 0.000 0.000 
E(X4) 0.0098 0.0005' o.oooi o.oooi 
D-valua 0.000 0.017 0.000 0.000 
Multiple R 0.980 0.434 0.975 0.677 
Adjusted R-Square 0.977 0.328 0.970 0.648, I 
F p-value 0.000 0.024 0.000' 0.000 
N 20 _20 __ 20 60 
'Significant at the 5% level. 
vii. Results 
o Table 1 confirms that bettors are risk-averse expected utility maximisers 
o Co-efficient of absolute risk aversion can be estimated as -0.52. 
viii. Conclusion 
o Thaler and Ziemba claim mental accounting for racetrack bettors 
o This explains why bettors are risk loving 
o Alternative, noting that analysis of synthetic win bets shows bettors are 
risk averse expected utility maximisers: 
o Bettors allocate a stake to risk as a consumption good (know that 
they will lose on average), which appears to be mental 
accounting 
o However, winning or losing less increases utility, as do 
reductions in standard deviation and increases in skewness. 
o Act to maximize utility given a limit to losses. 
N 
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Policies and politics: Challenges and opportunities 
for agricultural and resource economists 
Abstract 
David J. Pannell 
School of Agricultural and Resource Economics, 
University of Western Australia 
This is a broad-ranging discussion of the role of economics and economists in the 
formation of government policies. The focus is on helping economists who wish to 
be influential in the policy process. The paper covers rationales for and against 
economist involvement in the policy process (market failure, government failure, 
economist failure), a range of theories that attempt to explain aspects of the policy 
process, and practical advice and insights based on the experiences of policy 
economists. Many challenges are highlighted, but some clear opportunities are 
apparent, particularly through explicit advocacy for the public interest. 
Introduction 
In this paper I address the challenges and opportunities facing economists who wish 
to be influential in the formation of policy? There are plenty of both. While members 
of other disciplines tend to view economics as being far too influential on 
government policy, economists are often frustrated at the blatant and pervasive 
policy inefficiencies that persist despite their best efforts. My aim is to help 
economists consider their role in the policy process, in terms of its appropriateness 
and effectiveness. The approach is to bring together a range of theory, empirical 
research and practical experience to provide practical insights and advice. 
The next section outlines the scope of politics as considered here, and describes the 
key groups of political players. Then I examine a range of rationales for or against 
economist involvement in the policy process, including arguments around market 
failure, government failure and economist failure. There follows a brief overview of 
a range of very different theories about how policy is developed and influenced, with 
most attention paid to the favourite of economists: public choice theory. This flows 
into discussions of the specific challenges and opportunities facing policy-relevant 
economists, including lessons that have been learnt by economists from practical 
experience in the policy process. Most of the material is relevant to economists 
working in any problem area, but examples are drawn mainly from the areas of 
agriculture and natural resource management. 
Politics 
I will take politics to be the full range of social forces influencing government 
policy. Policy means the government's laws, regulations, fmancial programs and 
their interpretation, administration and supporting structures. 
The players in politics may be categorised into at least five groups: the voting public, 
politicians and their parties, bureaucracies, interest groups and the media (Table I). 
Ingredients of politics in a democracy include the values and attitudes of the voting 
community, the quest for power and survival by politicians and their parties, the 
ideologies and values of those political parties, the media as communicator and 
watchdog, the pursuit of resources, influence and effectiveness by the public service, 
and the attempts of interest groups to have their interests met. Among the players 
there is a mixture of people seeking advantage for themselves or some group, and 
people seeking to do "the right thing" for the whole community. The outcome and 
the instrument of politics is government policy. 
Ministers playa special role in the policy process. They have more individual power 
than any other player, although even for them, the power to make major changes to 
program design comes along only occasionally, and is constrained by political and 
budgetary considerations. A reality of politics is that most ministers are highly 
concerned about maintaining a positive public profile for themselves in the media 
and amongst the community. There are exceptions, but most ministers have only a 
superficial knowledge of the many issues about which they have to make decisions. 
Most rely heavily on their advisors for background, advice and speech preparation. 
Table 1. The players in politics 
Broad category of players 
The voting public 
Political parties 
Elements of the category 
Divisions with identifiably different views on issues include: 
Urban versus rural 
Young versus old 
Green versus brown 
Party politics 
National versus state governments 
Backbenchers 
Ministers 
Bureaucracies National government agencies 
State government agencies 
Local government 
Commissions and Authorities 
Research funding organisations 
Interest and advocacy groups Local farmer groups 
Environmental advocacy organisations 
Agricultural advocacy organisations 
Agribusiness and other commercial interests 
Think tanks/institutes 
Researchers 
The media Print 
Television 
Radio 
Internet 
Bureaucracies vary widely in their powers, their regional scopes and their characters. 
Amongst government agencies, a core concern is keeping their ministers happy. This 
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includes keeping the agency out of trouble in the media, delivering successfully on 
any pet projects of the minister or of the ruling party, and responding rapidly to any 
ad hoc requests. Beyond this, agencies are variously concerned with implementing 
policies, programs and legislation, pursuing the best interests of the public, and 
capturing resources, powers and responsibilities. Sometimes inter-agency rivalry is 
an influence on agency behavior. For example, such rivalries sometimes arise 
between agencies with a focus on agriculture and agencies with a focus on the 
environment. 
Godden (1997) described the interaction of these players in what he calls "political 
markets" where the currency is not dollars, but deals, votes and political advantage, 
or, to use Becker's (1983) term, political favours. The players may have widely 
differing perspectives and be in pursuit of widely differing policy outcomes. As 
outlined later, there is no single dominant theory of how the players interact in 
political markets to produce policies (Sabatier, 1999; Birkland, 200 I). 
Rationales for or against economist intervention 
The literature provides several arguments for or against economist intervention to 
attempt to influence governments, most prominently the ideas of market failure and 
government failure. I will also broach the possibility of economist failure. 
Market failure 
If markets fail, in the sense that they fall short of the performance of perfect markets, 
government intervention in the markets may potentially improve their efficiency. 
Commonly recognised causes of market failure include externalities, non-rival 
goods, non-price-excludable goods, monopoly, and information failures. Micro-
economists routinely invoke the concept of market failure and attempt to use it to 
influence government action so that it focuses on cases where it will more likely 
contribute to increased aggregate social welfare. 
Many of us take the concept of market failure for granted, but it is worth noting that 
it is, in fact, rather problematic. The problems include the following. 
There has been criticism of the very concept of market failure on the basis that real 
markets always fail to measure up to the idealised markets of perfect competition 
(Pasour, 1993). This means that "market failure" alone provides us with no useful 
criterion for assessing options for government intervention. 
Furthermore, the standard concept of market failure takes no account of the 
transaction costs that would be borne in any attempted intervention. Transaction 
costs of government involvement are often large. For example, the transaction costs 
of obtaining a dollar through the Australian taxation system for expenditure in 
government programs has been estimated to be around $0.40 (Findlay and Jones 
1982). If transaction costs are recognised, it cannot be proven that government action 
is warranted simply because a traditional cause of market failure exists (Dahlman 
1979). "When transaction costs are taken into account, economic analysis has yet to 
develop a reliable system for identifying ... examples of market failure that have 
relevance for public policy" (Pasour, 1993, p.2). 
3 
Perhaps we need to identify market failures that are sufficiently severe to outweigh 
transaction costs of trying to overcome them. Some applied economists in policy 
agencies have an awareness of this problem, and adjust their evaluation criteria 
subjectively by requiring interventions to generate larger net benefits in order that 
they might outweigh transaction costs. This requires us to go beyond theoretical 
justifications and into the realm of quantitative estimation of benefits and costs. 
I suggest that the overall implication for economists is to exercise caution in their 
use of the market failure concept to justify government intervention. It is, at best, the 
first in a series of steps needed to determine whether government intervention can be 
expected to enhance social welfare. 
Government failure 
The theory of market failure is primarily normative; it attempts to identify situations 
where governments should behave in certain ways. The concept of government 
failure, on the other hand, is mainly positive; it reflects limitations in how 
governments do actually behave. There is plenty of evidence that, even with the best 
of intentions, governments can make things worse rather than better. 
Public choice theory (Mueller 1997,2003) has highlighted the inevitability of 
government failure (as well as that the people involved do not necessarily have the 
best of intentions). It has elucidated problems arising from the incentives that 
political players face, from information failures of various types, and from 
opportunities for rent seeking. 
The implication from this insight for economists interested in influencing policy 
development is rather different to that from market failure: "Economics can play an 
important role in disabusing policy makers of the idea that there is a feasible 
substitute for decentralised market prices as a means of discovering, coordinating 
and communicating information throughout the economic system" (Pas our, 1993, 
p.7). I don't believe it implies that government intervention is never warranted, but 
that advocates for intervention need to be conscious of what can go wrong. 
Hogwood and Peters (1985) provide an exhaustive catalogue of the many and varied 
ways in which governments may fail. Using the medical metaphor of 'pathologies', 
they group a vast variety of problems in design and administration of public policies 
into seven broad categories (Table 2). 
Table 2. Pathologies of public policy (source: based on Hogwood and Peters 1985) 
Pathology 
Congenital diseases 
Organisational pathologies 
Example 
Conflicting objectives; vague objectives; impossible objectives; 
inherited commitments 
Organisations seek their own interest, pursuing power and 
resources; organisations attempt to minimise change; equate their 
own activities with the public interest; organisations conflict over 
goals; organisation captured by a group of stakeholders; 
procedures dominate; empire building 
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Informational pathologies 
Delusions and other mental 
disorders 
Obesity 
Pathology of budgeting 
Terminal conditions 
Passive approach to information; failure to evaluate; failure to 
communicate information to decision makers inside the 
organisation; use of out of date information; poor targeting of 
benefits; learning disabilities; memory loss 
Policy agoraphobia (fear of openness with the public); delusions 
of grandeur or importance; belief in silver bullets; belief in 
disciplinary superiority; belief in the sunk-cost fallacy 
Excessive expenditure; expenditure on projects with negative Net 
Present Values; having more resources than can be spent well 
Earmarking (hypothecation) of funds; uncontrollable expenditure 
commitments; under-resourced programs; corruption 
Solution of the problem (but temporary persistence of the 
program); death by a thousand cuts; homicide 
It is a rather salutary list of problems which helps to reveal much about the nature of 
many government bureaucracies. Nevertheless, we should not conclude that there is 
no hope of influencing government programs for the better. For one thing, where 
current programs fall far short, relatively modest changes may generate substantial 
benefits to society, even if they do not take us close to an ideal policy. For another, 
there are plenty of examples where economists have palpably made a positive 
difference in the past. On the other hand, we perhaps need to be aware of the risk 
that economists making a difference may not always be a good thing. 
Economist failure 
It is not difficult to identify weaknesses in economic theories or their specific 
applications (e.g. Fullbrook, 2004). Of course, economists are not the only discipline 
to, at times, make counterproductive charges into the policy realm, but I will keep 
my comments close to my disciplinary home. I will focus on a few points that relate 
directly to our role in influencing policy. 
A common criticism is that some economists tend to neglect other disciplines that 
would better inform their analyses and complement their perspectives. Nobel Prize 
winner Friedrich Hayek has made this point most forcefully: "While you may be a 
very useful member of society if you are a competent chemist or biologist, but know 
nothing else ... if you know only economics and nothing else, you will be a bane to 
mankind, good, perhaps, for writing articles for other economists to read, but for 
nothing else." (Hayek, 1991, pA2). 
Perhaps related to this is the criticism that the assumptions used in economic models 
are often unrealistic and simplistic. To some extent this reflects a strong tendency in 
academic economics to emphasise theoretical work ahead of empirical work, even 
where there is limited empirical underpinning for the theories. Mueller (1997) noted 
that almost all of the early classics in the public choice literature were theoretical 
contributions. Its leading lights mostly avoided testing their ideas in empirical 
research (e.g. Romer 1988). Although empirical work is increasingly evident, the 
subject is still dominated by the overly-theoretical approach common to much of 
academic economics. "Public choice scholars have sometimes been too quick to 
adopt simple (naive) behavioural assumptions and too slow to abandon them when 
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confronted with contradictory evidence, tendencies that carryover from economics" 
(Mueller 1997, p.lS). 
I have observed that economists sometimes confuse themselves and others about 
policy-relevant aspects of economic theory. The earlier discussion of uncritical use 
of the concept of market failure is one example. 
Another example is that economists sometimes get confused about the relationship 
between externalities and market failure. Just.because externalities exist, it does not 
necessarily follow that there is any scope for government intervention to increase 
welfare, even if there are no transaction costs from the intervention. "If with 
government intervention, the losses exceed the gains, the .spillovers should remain" 
(Pasour, 1993, p.3). Thus a net-benefit test is a crucial part of assessing whether a 
potential market failure is an actual market failure; theory is not sufficient. My work 
on dryland salinity in Australia has highlighted cases where externalities are not 
associated with market failure (pannell et al. 2001). 
A third example is the common failure to distinguish clearly between public goods 
and public benefits. The argument for providing some public goods is relatively 
clear in theory, although difficult in practice, as we have noted. In the case of public 
benefits, the argument one hears is that governments should focus on funding works 
that generate public benefits, not private benefits. Some people seem to think that 
this arises from the theory of public goods. In fact, it comes from the pragmatic 
observation that if the private benefits of a good are sufficiently positive, the good 
will be purchased without government funding, so public funding should be saved 
for other uses. 
These three examples point to the need for economists to get their story straight, 
rather than for them to stay out of the policy debate. However, there is a group of 
economists that does argue against economist input to the political process, on the 
grounds that the process is already efficient. The Chicago school of political 
economy, led by George Stigler (1988), argues in classic economist style that the 
policy programs that survive are better than the alternatives in having lower 
deadweight losses. They propose that policy choices already take account of 
whatever established knowledge that economists possess, with the implication that 
any further influence by economists can only make matters worse (pas our, 1993). 
In some ways this idea encourages us to work on our humility, and to recognise that 
factors other than the economic efficiency of markets are at play. On the other hand, 
it has a sort of economic fundamentalist flavour that I find particularly unattractive. 
In my view, the reality is that competition cannot drive out inefficiencies in political 
markets because the markets are monopolistic, and information failures are rampant. 
Understanding politics and policy formation 
Effective engagement with the policy process requires some understanding of that 
process. Generally the available theories of policy formation provide relatively 
generic understanding at an aggregate level. This needs to be supplemented by more 
specific and detailed knowledge of the behaviour and perspectives of policy players, 
specific options for policy mechanisms, and of the historical context for specific 
policies. In this section I provide some brief description and commentary on the 
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high-level theories. In a later section on "opportunities", I present a selection of 
specific insights and advice from people involved in the policy process. 
As noted earlier, there are numerous theories offered to explain the pattern of 
formation of government policies. Table 3 presents a selection. In my view, each of 
these theories/approaches is insufficient in itself. The reality of policy formation is 
that it reflects all of these theories to some extent. Policy choices are, at times, 
influenced by: demographic changes (e.g. the aging population has influenced 
policies about retirement savings in Australia); previous policies (e.g. the Landcare 
policy in Australia, although now out of favour, can be seen to have influenced the 
shape of its successor, the Natural Heritage Trust); perceptions about the public 
interest (e.g. education and health policies); and the private interests of various 
policy players (e.g. benefits to specific interest groups). It is hard to imagine that a 
useful comprehensive model will ever be developed of such a messy, complex and 
heterogeneous system. I suggest that we should take none of the theories too 
seriously, but should attempt to learn from the key insights of each. 
Table 3. Selected theories and approaches for understanding politics and policy 
formation (source: based on Lane 1993) 
Theory/approach 
Demographic 
approach 
Incrementalism 
Rational decision 
making 
"Garbage-can" 
model 
Public choice 
theory 
Descriptive 
approach 
Characteristics 
Hypothesis: Policy choices explained by influences from the environment. 
Approach based on regression against independent variables such as affluence, 
social structures, trade unions, and political parties. 
Problem: Lacks theoretical structure. Provides limited insight into future 
choices. 
Hypothesis: Current policies explained as incremental changes from past 
policies. Previous decisions are crucial determinants of current policies. 
Problem: Cannot explain why policies change. Less relevant where decision 
processes and political structures are unstable over time. 
Hypothesis: Policies chosen to best achieve stated goals, based on perfect 
knowledge. 
Problem: Unrealistic. In reality there are numerous sources of uncertainty in 
cause and effect, and goals are ambiguous. 
Hypothesis: Policy choice is irrational. Values being sought are ambiguous, 
cause and effect are uncertain, choices reflect political symbolism. 
Problem: Over-emphasises irrationality. No clear implications or predictions. 
Hypothesis: Agents involved in politics and policy formation act rationally in 
pursuit of their self interest. 
Problem: Over-emphasises the supply-side of political markets. Neglects other 
motivations. 
Hypothesis: No overarching hypothesis. Consists of presentation of specific 
insights and experiences from policy formation process 
Problem: Non-theoretical. 
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Public choice theory is worthy of further comment here, as it is the approach most 
commonly used by economists. Its distinguishing characteristic is that it seeks to 
understand politics via application of the behavioural assumption that the individuals 
involved in all parts of the political system seek to advance their rational self 
interest. 
Clearly this is a considerable simplification. The observation that people vote in non-
compulsory elections shows that more than rational self interest is involved. (There 
is probably more chance of being killed in a traffic accident on the way to a polling 
booth than of one's vote being decisive in determining the result.) Nevertheless, the 
assumption has been found to be a fruitful basis for studying politics. 
Growing out of classic works, such as those by Arrow (1951), Downs (1957), 
Buchanan (1949), Buchanan and Tullock (1962), and Olson (1965) public choice 
theory has provided insight into a remarkable array of issues (Mueller 2003). For 
example, there are studies of the economic basis for collective choice, the distinction 
between efficiency and redistribution as roles for government, voting behaviour, the 
economics of clubs, the behaviours of two-party and multi-party systems, social 
welfare functions, national constitutions, and taxation. 
Much of public choice theory deals with questions that are not closely related to the 
main question addressed in this paper (how to be influential in the formation of 
policy). More relevant to our interests here are studies that address rent seeking, 
public bureaucracies, the size of government, interest groups, and the making of 
political deals. The key insights from public choice theory for an aspiring policy-
relevant economist probably include: 
• the insight that is built into the theory by assumption: that policy players are 
often self interested; 
• that different policy players have different objectives (because their interests 
are different), and are not necessarily pulling together towards the goal of 
advancing the public interest; 
• the need to be alert to wasteful transaction costs associated with rent seeking, 
and government processes generally; 
• that rational bureaucratic behaviour can promote inefficiency, excessive 
growth, capture by interest groups, weak accountability, and related problems 
that undermine effective government; and 
• that understanding the policy approach benefits from a multidisciplinary 
approach. 
Fundamentally, however, public choice theory is limited in its utility for our 
purposes because it overlooks, and perhaps actively discounts, one of the most 
powerful levers available to economists who wish to influence policy: the moral high 
ground. I will be arguing that economists can sometimes gain status and influence in 
the policy process by explicitly seeking to identify and advance the public interest. 
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Challenges for economists 
There are numerous challenges for economists in the policy sphere. Politics is 
messy, complex, and often rather depressing for those who seek advancement of the 
public interest. "Most of the most important results of the early public choice 
literature conveyed a rather negative message about the potential of democracy and 
about its effects" (Mueller 1997, p. 7). Here I outline some of the more common 
challenges that one faces when attempting to influence the policy process to achieve 
efficient outcomes. 
There are often conflicts between short-term political objectives and long-term needs 
for efficient policies. "Good advice on economic policy is often about convincing 
others that short-term responses are inappropriate" (survey respondent Alistair 
Watson, quoted by Pannell 2004). 
As an outside expert, it can be difficult to establish credibility with policy makers, 
especially if you are not based in their local region. Feldman et al. (2001, p. 313) 
found that state-level "policy makers seek and prefer to use information obtained 
directly from trusted sources, preferably from sources with immediate knowledge of 
their state's circumstances, priorities and needs." The tendency to rely on local, 
trusted information sources means that the selection of information to use in policy 
formation is partial and somewhat hit-and-miss. Indeed, the "experts" who are 
listened to may not contribute to a more efficient policy. They may not even be 
experts in the relevant issues: "Much of the problem with bad policy comes from 
smart, articulate people who are operating out of their skill zone" (survey respondent 
Gary Stoneham, quoted by Pannell 2004). 
Politicians like a crisis. It attracts the attention of the community, and offers 
opportunities for heroic and helpful deeds. The community also seems to like a 
crisis, and responds to catastrophic predictions (Lomborg 2001), including, recently, 
the Y2K bug and global climate change. There is a strong temptation for political 
advocates to exaggerate the severity of the problems they wish to have addressed, 
contributing misinformation to the policy decision process. This may prompt urgent 
and short-term responses, when the real need is for careful consideration and 
analysis before policy strategies are selected. 
There is often a mismatch between the complexity of policy problems and the 
simplicity of policy responses. For some problems, in my experience particularly 
environmental problems, there can be a great diversity of technical, economic and 
social issues that need to be understood, some of which are subtle, counter-intuitive 
and complex. This makes it difficult even to communicate succinctly to senior policy 
players who are not already well informed about the details of the problem. Policy 
proposals need to be simple and bland enough to achieve agreement, and this can 
tend to drive decision making to a lowest common denominator (Eckersley, 2003). 
Hamilton (2003) argues that "the political process ... remains too immature to deal 
properly with detailed and reasoned analysis of issues" (p. 129). 
For some issues, an efficient policy would involve different policy mechanisms in 
different circumstances (e.g. Ridley and Pannell, 2005). However, the policy process 
prefers a simpler policy structure, preferably with a uniformly applied policy 
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mechanism. In some cases this might be justified on the basis of lower transaction 
costs, but in others I suggest that it results in substantial opportunity costs to society. 
Complexity and diversity can mean that there is no consistent message going to 
policy makers. For example, few people are well informed about the full range of 
background information relevant to salinity in Australia (which include 
hydrogeology, economics, biology, engineering options, water resources, the context 
of commercial agriculture, social aspects, biodiversity, and politics), and many 
contributions to the public debate are narrowly conceived and poorly justified 
(pannell 2005). Even among relatively well-informed commentators, the nature of 
the required policy response is disputed. For example, Beresford et al. (2001) 
characterise the problem as lack of sufficient public resources, whereas I judge that 
total funding is appropriate, but poorly allocated (Pannell 200 I). Some expert 
commentators focus on the need for hydrological data for targeting investments, 
some on the development of new management options, some on the use of 
engineering options, some on the importance of communication and education. One 
has sympathy for policy makers trying to decide whom to believe. 
Politicians like everyone to feel that they are winners, or failing that, politicians like 
to closely control who are the winners and losers. This can result in a tendency for 
program funds to be shared widely among all members of the relevant section of the 
community, when an efficient approach would involve targeting of funds to priority 
cases. One hears the concept of 'fairness' invoked in discussions about this. It 
appears that political fairness tends to focus on one dimension of fairness: the 
expectation of current beneficiaries. Whether it is fair to taxpayers to spend tax 
dollars in programs that will not be very effective in achieving their objectives is less 
often considered. 
The very existence of a system of funding creates considerable political pressure for 
its continuation. Understandably, those involved in spending the funds actively 
participate in the political process to endeavour to preserve the system. Even if new 
information about the policy issue indicates that a change is needed, it may be 
politically difficult to achieve. For example, the National Landcare Program in 
Australia created many new positions for Landcare facilitators. The facilitators were 
imbued with a particular philosophy of working with farmer groups to address 
environmental issues on farms. Over time, it has become clear that this approach and 
philosophy are less effective in preventing land degradation than was originally 
expected. Partly in response to this, the Program is undergoing change. However, 
changing the system is made difficult by the existence of many hundreds of 
facilitators who are philosophically connected to and financially dependent on the 
existing system, connected within bureaucratic and political networks, and able to 
mobilise the more committed farmers from their groups to fight in defence of the 
status quo. 
Opportunities for economists 
Notwithstanding the deep-seated problems with many public policies, and the 
challenges inherent in the policy process, I believe that economists can, at least 
sometimes, playa valuable role in improving policies. Of course, it is not easy. 
Merely publishing the results of economic research, no matter how important its 
findings are, will not be sufficient. Rather, success requires a major commitment to 
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engage with the policy process, efforts to understand the process and the players in 
some detail, and attention to strategies for effective communication. It is necessary 
to become an active advocate for your position. 
The options for engagement for economists outside the public sector include: 
• through politicians and political parties (internally or externally) 
• through contributions to the public debate (e.g. economists with high media 
profiles include John Quiggin in Australia and Paul Krugman in the USA) 
through bureaucracies (internally and externally) 
Government-employed economists have a narrower range of options, but might 
possibly have easier access to some important policy players. 
The main reason I have at least some degree of optimism is that, in my experience, 
the idea of the 'public interest' does have a genuine currency in policy circles, and 
advocates for the public interest do have a legitimate and respected role in policy 
debates. The public interest can clearly be thwarted in a large variety of ways, but it 
cannot be made to seem irrelevant. Some people involved in the policy process 
unashamedly pursue sectoral interests, but others do attempt to pay attention to the 
public interest, and may cultivate input from those with relevant information about 
it. There are enough people involved who are genuinely sympathetic to the public 
interest for it to be relevant, and those who are not find it difficult to resist openly, 
although you can be sure that they do so behind the scenes. 
In 2002 I conducted a small survey of experienced policy players in Australia to gain 
insight into how economists can influence the policy process (pannell 2004). The 
theoretical framework underlying my interpretation of the survey was based on 
Bayesian-style learning by individual policy makers and policy advisors, based on a 
similar model for adoption of innovations by land managers (Abadi Ghadim and 
Pannell 1999). It was recognised that policy players may have a variety of goals, 
rather than a single common goal, and that advice from economists can influence the 
policy process by reducing uncertainty about how best to achieve those goals. 
Respondents provided a wealth of practical advice and insights into the policy 
process, some of which is summarised here. 
• Understand the policy maker's perspective. What are their objectives and 
constraints (e.g. political, resource)? Assumed generic objectives, such as 
'pursuit of self interest', are not sufficient. What are their current perceptions 
of the issue? You will probably need to work on changing them 
incrementally, rather than expecting people to suddenly abandon their current 
perceptions. 
• Forget about trying to convert any adversary you have in the policy debate. 
The probably of success is too low to be worth the effort. 
• Address the case, not your opponent's motives. Independent observers of the 
debate want convincing about the substantive issues. 
• Give the advice in a problem-solving manner. Don't just point out current 
problems. 
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• Get in early ifpossible. Once policy positions are established, they are more 
difficult to change (as in the Incrementalism theory, Table 3). 
• Be persistent and patient. Making major changes to policies is likely to take 
years or even decades. 
• Network and build support. Time-consuming efforts to communicate 
frequently and widely can help to build support for change among both 
policy makers, interest groups and interested members of the wider 
community. "Preaching to the converted, far from being a superfluous 
activity, is vital. Preachers do it every Sunday." (Harries 2002). 
• Understand the policy process. There is often a mismatch between what 
information policy makers say they need and what researchers provide. 
• Develop a deep and broad knowledge of technical aspects of the issue. 
"Make sure that you know several times more about a topic than you can 
conceivably use or show. This is important, for one thing, because you will 
not know in advance what precisely you will have to use on any given 
occasion. Even more important, the fact that you have much in reserve 
(which will usually become evident through an accumulation of small 
touches) will give a resonance and authority to what you do use." Harries 
(2002). This is a particularly important point, with strong implications for the 
way that economists approach their analysis and communication. 
• Be clear and brief. A void jargon and technical issues. 
• Quantify the impacts of options, rather than relying on abstract argument. 
Basic quantitative data or analytical results can be highly influential on 
policy makers, even without the analyst adopting an explicit policy position. 
• Also include qualitative information. Anecdotes or information about 
attitudes can reinforce quantitative information. 
• Relate your recommendation to Government's stated policy objectives. Try 
to identify hooks within the current policy from which you can argue that 
your proposed changes are consistent with the existing aims (Incrementalism 
again). 
• Pay attention to transaction costs. Proposals that are complex or expensive to 
implement will be resisted. 
Engaging with bureaucracies is one important channel of potential influence. 
Bureaucracies playa key role in the policy process, particularly in the detailed 
design and implementation of policy programs. Often, the devil is in the detail of 
policy design, over which bureaucracies sometimes have a high degree of control. 
The degree of influence that they do have depends on the issue, the interests of their 
minister, and their skill in influencing the policy process. Each bureaucracy has its 
own character, but some characteristics that I have observed in some specific 
bureaucracies are as follows: 
• a dislike of criticism. They may interpret it as a lack of understanding of the 
. issues on the part of the critic. 
• a desire to be acknowledged for effort and perceived success. 
• a tendency to focus primarily on currently topical problems, and to neglect 
even serious issues surrounding programs that are not currently high on the 
political agenda, or that are not at a stage in the policy cycle where they need 
attention. 
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• a preference for advice that is very brief and highly integrated. 
a tendency to pay most attention to expenditure, process and activity, less 
attention to the production of outputs, and even less to the achievement of 
outcomes. 
• some scepticism about the motives of outsiders who offer advice, especially 
if a potential vested interest can be identified. 
• limited technical (or socio-economic) expertise in relevant subject matter, but 
no serious concern about this. There is an attitude that bureaucrats should be 
able to move between widely differing subject areas, without adequately 
recognising the importance of having high levels of subject expertise if 
outcomes are to be achieved (perhaps reflecting complacency about the 
achievement of outcomes). 
• awareness of ministerial expectations/preferences and of the need to protect 
the minister from criticism or embarrassment. 
Some policy theories discussed earlier are based on specific assumptions about 
whether benefits and costs are borne by few or many. For example, Becker (1983), 
in developing his theory of interest groups, assumes that costs are borne by many, 
and benefits captured by a few. In fact, among the diverse types of policies that one 
observes, it is possible to find examples with any of the four possible combinations 
of winners and losers, few and many (Table 4). In the past, many agricultural policy 
measures fell in the benefits-for-a-few/costs-for-many quadrant (e.g. marketing 
boards, two-price schemes, import quotas or tariffs, production quotas, production 
subsidies). Recently, there has been increasing attention to agricultural policies in 
the 'benefits-for-many' column, particularly policies intended to enhance 
environmental values associated with agriculture. In some cases costs are borne by a 
few (e.g. regulations on farming practices to protect the environment, where demand 
curves are highly elastic), but more commonly we see costs for many (e.g. public 
payments to farmers for so-called environmental services). 
Table 4. Examples of policies based on whether benefits and costs are allocated to 
many or few in the community. 
Costs borne by: 
Few 
Many 
Benefits received by: 
Few 
Compulsory levy on an industry to 
fund industry-specific R&D or 
market promotion 
Public subsidy to a specific 
industry 
Many 
Environmental regulation imposed 
on an industry 
Health policy; education policy 
This shift in emphasis has implications for the types of issues and concerns to be 
addressed by aspiring policy-relevant economists. Policies in the benefits-for-a-
few/costs-for-many quadrant are perhaps more difficult to influence, since they 
involve bestowal of political favours directly on an identifiable group. In Australia 
and New Zealand, arguments about dead-weight losses from these policies fell 
largely on deaf ears for decades until the entire political landscape changed in the 
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early 1980s towards a more market-oriented ideology. Even then, the ideological 
shift was not sufficient at the time to change the shape of agricultural policy 
substantially in Europe and the USA, despite the key roles of Margaret Thatcher and 
Ronald Reagan in changing the political ideology. 
Subsequently, throughout the developed world, agricultural policies have shifted to 
the many/many quadrant. I suspect that policies in this quadrant may be 
fundamentally more susceptible to influence by economists, since they are at least 
partly intended to generate public benefits. Economist input ought to be welcomed if 
we can identify ways of improving the efficiency of delivering those benefits to the 
broader community. I believe that there are ample opportunities to do so. 
Conclusion 
A decision to adopt an ambition to influence an area of policy should not be taken 
lightly. The personal costs can be substantial, in terms oftime, stress and frustration. 
As we have seen, the challenges are numerous and great but, on the other hand, the 
rewards of satisfaction can also be large. Economists have a particular capacity to 
analyse the public interest in a broad way, and this capacity is appreciated by many 
players in the policy process. I believe it is this that gives us our best chance to 
influence policy. 
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Niche Agribusiness Supply Chains and the Channel 
Coordinator's Role in their Creation and Management 
Alastair Patterson 1 , 
Sandra Martin2 
Diane MollenkopF 
The role of the channel coordinator and the structure of their supply chains are critical 
to the success of a supply chain that produces a product targeted at a specific market 
niche. Without the management of the channel coordinator, focussed on delivering a 
product with specific attributes to the target niche, the supply chain will be incapable 
of working in concert and creating a cohesive product offering. The supply chain 
structure is critical to this process. Although these two concepts are often mentioned 
in the supply chain and associated literature, and despite their importance, there is 
very little empirical evidence that shows the linkage between the channel coordinator 
and the supply chain structure. 
This paper is based on the analysis of five case studies of small firms that have 
created supply chains to market a meat product with specialised attributes to a target 
market niche. A framework is developed to determine the factors that will influence 
the strategy of a channel coordinator when managing their supply chain, and hence, 
the way they will structure the supply chain most effectively and profitably to reach 
the target market niche with the product attributes desired. 
Key words: Channel coordinator, supply chain structure, niche markets, New Zealand 
meat industry 
Introduction 
Many small organisations in New Zealand begin with an entrepreneur identifying a 
market niche that they feel they can serve more effectively than existing businesses. 
Such entrepreneurs are attracted to a specific niche, as they will often lack the 
resources necessary to compete in the generic market against large, established 
companies. This is particularly apparent in international markets were New Zealand 
businesses are generally considered too small to compete. Therefore, it is important 
to develop an understanding of how such businesses organise themselves to meet the 
needs of niche markets. 
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The New Zealand meat industry is one of the country's largest pastoral industries, so 
its success is important to the economy. In addition, there have been a lot of structural 
changes in the meat industry in recent years, with players entering and exiting the 
industry. As a result, businesses operating in niche markets in this industry will have 
been exposed to the pressures associated with this volatile environment, and will be 
seeking sustainable profitability in various ways. 
Entrepreneurs in the New Zealand meat industry who operate in specific market 
niches will conduct their operations as members of a wider supply chain, and will 
playa key role in these supply chains. While it is often argued that, to be successful, 
supply chains need to be tightly coordinated to meet the tight product specifications 
demanded by the modem agribusiness marketplace, de Moura (2002) found that this 
was not necessarily the case in domestic New Zealand meat chains. Although his 
study was largely focussed on commodity meat chains catering for the mass market, it 
also included a niche supply chain. This chain exhibited a structure that was markedly 
different to the structure of the other supply chains. However, it is not clear whether 
this niche structure could be indicative of niche chains in general, or whether it was 
unique to this particular chain. 
In order to successfully coordinate a supply chain, the role of the channel coordinator 
is clearly very important (Lambert and Cooper (2000). In the case of niche chains, 
some (or all) of the organisations within these supply chains will be working in 
concert to target a specific market niche. The need to develop a consistent product 
offering tailored to the demands of this market niche creates the need for centralised 
management of the supply chain, a role which would be undertaken by the channel 
coordinator. 
Despite the importance of the channel coordinator, there exists very little work on this 
role. The channel coordinator is often mentioned in passing in the literature on 
supply chains and the concept is well known; yet it is difficult to find research that 
specifically focuses on the channel coordinator and their role. The aim of this 
research is to gain a better understanding of the structure of niche supply chains in the 
New Zealand meat industry, and the role of the channel coordinator in creating and 
maintaining these structures. 
Literature 
The Role of the Channel Coordinator in Supply Chain Structure 
Relationship structures between the different levels of a supply chain can vary 
greatly. They can be mapped on a continuum that extends from the spot market right 
through to vertical integration (peterson & Wysocki, 1998). In between, are varying 
levels of vertical coordination. Organisations will utilise the relationship structure that 
they perceive best suits their situation. Trade-offs will exist between the increased 
efficiency of a closer relationship and the costs of creating and maintaining that 
relationship. Therefore, when making decisions on what level of coordination will be 
most appropriate, organisations will consider what factors add value to the 
relationship (Lambert et aI., 1996; Spekman et aI., 1997). 
Such relationship structuring will occur at each level of a supply chain. A channel 
coordinator may be able to influence the structure of the relationships that make up a 
supply chain, and may do so in order to make the supply chain as efficient (lowest 
cost over the chain) and effective (meeting the demands of the targeted end 
consumer) as possible. 
Although there is a large amount of literature discussing the link between an 
individual organisation's strategy and its structure (Chandler, 1962; Galbraith & 
Kazanjian, 1986; Galbraith & Nathanson, 1978; Galunic & Eisenhardt, 1994; Miles & 
Snow, 1978, 1984), there appears to be very little relating to the supply chain as a 
whole. This is clearly a complex issue, since each individual firm in a supply chain 
will have its own strategy, but because the supply chain is made of a number of 
organisations, it is not an entity that has a 'strategy' in its own right. Instead, the 
strategy of the supply chain results from the alignment of the strategies of the 
organisations that make up the supply chain. The channel coordinator plays a key role 
in such alignment. Hence, any relationship between 'strategy and structure' within a 
supply chain must revolve around the strategy of the most influential organisation in 
the chain (which is the channel coordinator), how it aligns its strategy with those of 
the other organisations in the chain, and the supply chain structure. 
The channel coordinator (also known as the chain captain and the channel leader) 
integrates and manages the key business processes across members of the chain. As 
such, their role in the supply chain is crucial to the performance of the chain as a 
whole; as well as to the performance of the individual firms within the chain 
(Lambert & Cooper, 2000, p81); (Fitzpatrick & Burke, 2000) 
The channel coordinator will aim to coordinate the supply chain so that its essential 
functions are performed by the most appropriate organisation. They can ensure that 
each organisation has a specific role in the supply chain (specialisation) and that all 
organisations within the chain share common strategic goals, thereby maintaining a 
supply chain focus (Bowersox & Closs, 1996). This chain coordination can remove 
non-value adding work, thereby maximising the efficiency of the whole supply chain 
(Bowersox et aI., 2002). 
A number of factors can influence channel coordination and how centralised or 
decentralised it should be. A major factor is obtaining and then sharing information 
that is scattered throughout the different units of a supply chain (Ertek & Griffm, 
2002), since information sharing is important to ensure a consistent approach to 
strategy across the chain. In order to achieve this chain alignment, the channel 
coordinator needs to effectively communicate their needs and expectations of the 
supply chain and to consistently match their own behaviour to their stated strategy. 
Landeros, Reck, & Plank (1995) discuss this point in relation to individual dyadic 
relationships, however, this concept can be clearly extended to the supply chain as a 
whole. 
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Without some degree of centralised management, organisations within the supply 
chain may insist on maintaining those resources that strengthen their own 
independence within the system (Etgar, 1976). There can also be less recognition of 
common goals as they attempt to enhance their own profitability, often to the 
detriment of the supply chain as a whole. Such fragmentation of activities and 
decisions within the chain may reduce the efficiency of the system as a whole (Etgar, 
1976; Ouden et aI., 1996), with the result that the supply chain does not achieve its 
full potential (Coughlan et aI., 1996; Little, 1970). 
These arguments suggest that more centralised control of the chain is necessary to 
maintain the unity of the supply chain and the alignment of strategies of individual 
firms within the chain. However, it can also be argued that supply chains can be 
better managed when decisions are made closer to the point at which information is 
generated (Chandrashekar & Schary, 1999); that is, that some degree of 
decentralisation is appropriate. Resourcing issues might also dictate some degree of 
decentralisation of chain control. For example, the channel coordinator may choose to 
develop relationships with key vendors, who then take responsibility for complete 
subsystems or services, providing resources that the coordinator does not have or 
freeing up the coordinator's resources (Peck & Juttner, 2000). 
It is clear that the channel coordinator is the organisation that has the most control 
over the supply chain. It exercises this control through its leadership, which then 
leads to a change in behaviour or perception by any other channel member towards a 
position or goal desired by the leader (Little, 1970). The channel coordinator can use 
one or more methods to achieve this: coercion, the use of incentives, and 
persuasiveness (which relates to the creation of a better understanding of common 
goals) (Little, 1970). 
From the above discussion, it is obvious that the role of a channel coordinator in a 
supply chain is very important for the efficient functioning of the chain. However, 
very little empirical work has been done to validate its role in the supply chain. An 
accurate understanding of this role is made more complex by the fact that many 
chains can be quite disjointed, with more than one channel coordinator, each of whom 
controls separate parts of the chain. For niche chains in particular, the channel 
coordinator might not necessarily be the largest and/or most powerful organisation in 
the supply chain. An empirical study of the role of the chain coordinator, such as that 
reported in this paper, will help to bridge this gap in the literature. 
Environment and Resource Issues 
A key factor that will influence the channel coordinator's strategy and supply chain 
structure is the environment surrounding the channel coordinator and the supply 
chain. Organisations adapt to their environment, and in addition, their relationships 
with other organisations will be influenced by both organisations' interpretation of 
their environment and their perceptions of what their counterparts needs are (Pels et 
a!., 2000). Hence, supply chain structures may evolve as a result of changing 
relationships between organisations in a chain, which in turn result from changes in 
their environment. 
This phenomenon has been noted in agribusiness industries in general, and is 
applicable to the meat industry. Many agribusiness industries are experiencing 
increasing levels of vertical coordination, which is thought to be influenced by 
increasing demand for customised food products and food safety. For example, 
changing consumer demand is forcing agribusiness firms away from products that are 
traded in more traditional commodity based spot markets. They are moving to more 
specialised, low-volume products whose end-use has been determined prior to 
harvesting or sale. (Sporleder, 1992, pI226). This is thought to lead to greater vertical 
coordination, although de Moura (2002) found that this is not necessarily always the 
case. 
While the environment will influence the channel coordinator's strategy, and 
ultimately, the supply chain structure, resource issues will also have a key impact. 
Resources are used by a supply chain to develop a product offering, and are to be 
found both within the channel coordinator's organisation and within organisations in 
the wider supply chain. Because of their key role in the chain, the channel 
coordinator will have a degree of influence over the resources used in a supply chain 
and the way in which they are employed. Because of their varying importance, 
accessibility and the level of control the channel coordinator can exert over them, 
these chain resources will have an impact on the channel coordinator's strategy. 
There are a number of viewpoints on the interrelationships between resources, firm 
strategy, relationship structures and supply chain structures. In this study, four 
approaches are reviewed: Porter's approach, the Resource Based View (RBV) of the 
firm, the Resource Dependency Approach (RDA) and the Supply Chain Management 
(SCM) view. The SCM view has been briefly touched on in the previous section with 
the discussion on the role of the channel coordinator in supply chain structure. 
Porter (1985) asserts that the strategy of any organisation will be to use its resources 
to create a competitive advantage for itself; that is, to gain an advantage over a 
competitor or group of competitors. In the case of niche markets, a firm focusing on 
one consumer segment can create competitive advantage by using its resources to 
better tailor its product to its target consumer needs. This differentiates it from 
mainstream products, and in some cases, may also decrease its costs (Porter, 1985). 
Moving from the firm to the wider chain, Porter further argues that competitive 
advantage is not only created within organisations, but also in the links between 
organisations in a supply chain. Such linkages foster coordination and can lead to 
optimisation within the supply chain - in terms of cost, inventory and speed of 
moving product through the supply chain - thereby improving the position of firms 
within the chain (Porter, 1985). 
While insightful, other authors have argued that Porter does not fully explain why a 
diverse and ever-changing assortment of firms can coexist (Hunt & Morgan, 1995). 
The Resource Based View (RBV) of the firm claims to address this shortcoming, by 
attempting to explain the diversity of organisations in a market. Under this 
framework, every organisation is viewed as having a different assortment of resources 
that will, in turn, influence its strategy as it tries to match these resources to the best 
fitting market segment (Hunt & Morgan, 1995; Peteraf, 1993). 
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The RBV argues that, for an organisation to create competitive advantage, it needs to 
match its resources to its environment. For this competitive advantage to be 
sustainable, the results of this matching must be conducted in a superior manner to 
other organisations and must be difficult for other organisations to replicate within an 
acceptable timeframe or cost (Madhok, 2002). Resources can include not only 
tangible resources, such as land and capital, but also intangibles such as 
organisational culture, knowledge, and competencies (Hunt & Morgan, 1995). 
This creation and successful use of resources that help an organisation to gain 
sustained competitive advantage can be viewed as an ongoing process. Organisations 
and their markets are in a constant state of disequilibrium as they attempt to neutralise 
and/or surpass the competitive advantage of other organisations (Hunt & Morgan, 
1995). Hence, the value of resources are continually eroded as competitors fmd ways 
to imitate these sources of competitive advantage (Markides & Williamson, 1996). 
Thus, resources can be viewed as having different economic lifecycles, and as a 
result, an organisation's resources will be continually bundled, unbundled, and 
rebundled, in order to deliver an ongoing stream of revenue from several sources of 
competitive advantage (Black & Boal, 1994). Therefore, for an organisation to 
maintain its competitive position, it must not only reduce the likelihood of 
competitors appropriating these resources (Black & Boal, 1994), but it must also have 
accumulated competences that allow it to build new strategic assets more rapidly and 
efficiently than these competitors (Markides & Williamson, 1996). 
The RBV focuses on an organisation'S own resources and how these can be the 
source of its competitive advantage. However, organisations are generally unable to 
internalise all the resources that they need. Therefore, they are motivated to interact 
with other organisations to gain access to resources external to their organisation. 
The interaction of these organisations results in them becoming part of a supply 
chain. The nature of these inter-firm interactions forms the basis for the Resource 
Dependency Approach (RDA). 
The RDA has a different emphasis on an organisation's resources to that of the RBV, 
although the two approaches are complementary. Under the RDA, an organisation's 
survival is dependent on its ability to acquire and maintain resources (pfeffer & 
Salancik, 1978). However, since organisations are unlikely to control all of the 
resources that they need, they gain and maintain needed external resources by altering 
their structure and patterns of behaviour (Ulrich & Barney, 1984). In other words, 
they purchase resources or work with other organisations that already control the 
needed resources. 
The magnitude of an organisation's dependency on a resource is affected by its 
relative portion of an organisation's inputs, how critical the resource is to the 
organisation's production, the availability of the resource (pfeffer & Salancik, 1978), 
and the amount of control that the organisation's suppliers have over the resource 
relative to the organisation (Sporleder, 1992). The RDA can be viewed as a risk 
management approach (Sporleder, 1992), as organisations make decisions about their 
boundaries; in other words, whether a resource is so valuable to the organisation that 
it needs to be controlled within it (pfeffer & Salancik, 1978; Rasheed & Geiger, 
2001). 
To ensure their survival, organisations will aim to decrease their dependence on other 
organisations, while increasing other organisations' dependence on them (Smeltzer & 
Sifred, 1998; Ulrich & Barney, 1984). The more critical a resource is to an 
organisation, the stronger the need for that organisation to control the resource instead 
of having other organisations control it (Smeltzer & Sifred, 1998). Organisations can 
use one or a combination of approaches to maintain control. These are vertical 
integration (if they wish to control the resource themselves), horizontal integration 
(which can make an organisation more powerful and allow it to exert leverage over its 
trading partners), and diversification (if it wishes to reduce its reliance on a specific 
resource (Pfeffer & Salancik, 1978). 
These different viewpoints on the role of resources can lead to different perspectives 
on relationships within chains. For example, the RDA approach to relationships 
appears to conflict with some of the prescriptions from the Supply Chain 
Management (SCM) approach, which was discussed briefly in the previous section. 
In the SCM approach, decreasing the number of suppliers is viewed as a method of 
streamlining a chain and making it more efficient. This is likely to be viewed 
unfavourably by the RDA, since it would increase the likelihood of an interruption of 
supply. 
Likewise, a SCM approach would favour non-core functions being managed by other 
specialist organisations that can perform these function more efficiently, with strong 
relationships being formed to ensure that both organisations benefit from this 
increased efficiency, and to minimise 'loss of control'. Hence, organisations focus on 
joint value creation, eliminating the need to expend energy gaining power in the 
supply chain. On the other hand, the RDA would view such outsourcing to other 
organisations as increasing an organisation's dependence on other organisations 
(Smeltzer & Sifred, 1998). 
From the RDA perspective, relationships can be viewed as a strategy to gain access to 
the resources of other organisations, and with the appropriate relationship structure, 
new sources of competitive advantage can be created for both organisations. The aim 
of organisations in these relationships is usually to either obtain the other 
organisation's resources, or to retain and develop the organisation's own resources by 
combining them with the other organisation's resources. This can be achieved either 
through ownership or vertical coordination (Das & Teng, 2000). 
When organisations reach a certain level of vertical coordination they become more 
than independent entities who transact together. The relationship between them can 
become a strategic asset as the resources of each organisation complements the other 
(Madhok, 2002), creating a competitive advantage for them both. The various views 
on the impact of the environment and resources in influencing strategy and 
relationship structures all offer valuable insights into how chains might structure 
themselves and the role of the channel coordinator in this process. In the following 
section, the literature is drawn together in the form of a framework that then forms the 
basis for the empirical investigation. 
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Framework and Methodology 
Framework 
In this section, a framework is presented, which argues that the structure of a supply 
chain is influenced by the channel coordinator's strategy, which is, in tum, influenced 
by the channel coordinator's motivation and vision, developed as a result of 
environmental and resource issues (Figure 1). Each part of this framework and the 
interactions between them will now be discussed. 
Figure 1 - Framework based on the Literature 
Channel Coordinator 
Environment I Motivation and I Resource Issues 
- Target market and ~ z. ~ - Internal: Channel demand characteristics D coordinator 
- Product characteristics Zb 1-----+ - External: Supply 
- Competitive forces I I C chain - Technological Strategy 
environment 
- Government regulation 
- Threat of new entrants E 
or substitutes 
l Supply Chain I Structure 
The channel coordinator (box 2) is the link between the environment (box 1), 
resource issues (box 3), and the supply chain structure (box 4). Through their 
motivation and vision (box 2a), the channel coordinator identifies a target market in 
the environment whose needs can be met by combining internal resources (those 
directly controlled by the channel coordinator) and external resources (those not 
directly controlled by the channel coordinator) in a suitable manner, and create a 
product offering that meets the demands of the environment. . 
The channel coordinator then creates a strategy (box 2b), which in tum, will dictate 
how they organise the supply chain (Supply Chain Structure, box 4) in a manner that 
meets the needs of the target market as efficiently and effectively as possible (arrow 
E) within the boundaries set by the environment and resource issues. The supply 
chain structure includes all of the organisations involved in the supply chain, and the 
relationships and coordination structures between each of them. 
The channel coordinator's motivation (box 2a) refers to the motivation for being the 
channel coordinator of the supply chain. This may be created by the channel 
coordinator having a vision (box 2a), which is, in its tum, a result of a combination of 
both an opportunity that the channel coordinator has identified in the environment 
(box 1) and their ability to make profitable use of the organisation's resources (box 
3). 
The Environment (box I) refers to the environment that the channel coordinator is 
operating in and includes several factors. This model depicts a one-way flow of 
influence from the Environment to the Channel Coordinator (arrow A). This is 
because, in a niche market, the channel coordinator is thought to have very little 
influence over his environment as the impact of methods such as advertising and 
lobbying government will be limited. That is, the channel coordinator can be 
described as a servant to the market as most of the influence and information flows 
from the environment to the channel coordinator. 
Resource Issues (box 3) encompasses the resources both controlled by the channel 
coordinator and resources that are controlled by other organisations. There is a two-
way flow between the channel coordinator and the resource issues (arrows B and C) 
due to an ongoing process of feedback and adaptation. The process begins with the 
channel coordinator determining which resources are needed to fulfil the demands of 
the environment. There are various methods that the channel coordinator can employ 
to gain access to resources not under their control that are needed to meet the needs of 
the target market (arrow B). This will be a mix of internal resources controlled by the 
channel coordinator and external resources that the channel coordinator will need to 
acquire (arrow C). Once access to the needed resources has been established (arrow 
B), the channel coordinator will create a strategy (box 2b) in order to achieve his 
vision (arrow D). As the environment changes (box 1), the channel coordinator will 
adapt, changing what resources are needed (arrow C). 
The channel coordinator's strategy for meeting the needs of the target market(s) with 
the resources employed by the supply chain (while also ensuring stability of access to 
those resources) (box 2b) will influence the supply chain structure (box 4). A key 
decision faced by the channel coordinator in this regard is the make or buy decision; 
that is, should a particular step in the value added process be made in-house by the 
channel coordinator or purchased from another firm, and if purchased from another 
firm, then how should relationships with them be structured? The resulting supply 
chain structure could be a mix of vertical integration, vertical coordination and spot 
markets, depending on the importance and availability of each resource to the channel 
coordinator. 
This process whereby the channel coordinator's strategy influences chain structure is 
shown by a one-way arrow in the diagram (arrow E). Although the existing supply 
chain structure will have some influence over the strategy of the channel coordinator, 
it is argued that this structure is more a result of the channel coordinator's strategy 
rather than the other way round. The channel coordinator may modify their strategy 
to a certain extent to get the existing supply chain structure to meet the needs of the 
market based on a costlbenefit analysis of each modification. However, it is probably 
the demands of the market and how this influences the channel coordinator's strategy 
that leads to adaptations in the supply chain structure, not vice versa. 
The process depicted in the model is a dynamic one, with the channel coordinator 
constantly receiving data from its target market. A known characteristic of niche 
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markets is that they can change their makeup and preferences very rapidly. Therefore 
this information may need to be continually monitored by the channel coordinator, 
and the bundle of benefits offered by the supply chain adapted to match these 
changes. 
This makes the cycle between the channel coordinator's vision and strategy and the 
resource issues a continual process as the channel coordinator assesses what resources 
are needed to continue to meet the demands of the changing target market and the 
environment in general. Thus it is argued that the channel coordinator's motivation 
and vision will be continually influenced by the changing dynamics of the 
environment, which will probably create the need for ongoing evolution of the 
channel coordinator's strategy and therefore, supply chain structure. Resources may 
be constantly bundled, unbundled and rebundled to create the most competitive 
offering for the target market. This whole process is an ongoing exercise in order for 
the supply chain to stay one step ahead of competitors and meet the continually 
changing needs of the target market. 
Methodology 
The framework discussed above was operationalised using Yin's case study method 
(Yin, 1984), which is a qualitative methodology. As dictated by the method, a number 
of propositions were developed to guide the empirical enquiry. These emerged from 
the framework and were: 
Proposition one: 
The channel coordinator will have a vision for the supply chain and the target niche 
market, and; 
The channel coordinator will have a range of motivating factors for becoming the 
channel coordinator; 
Proposition two: 
The channel coordinator will have a strategy for the supply chain that matches the 
resources of the chain with the target niche market, which fulfils his vision; 
Proposition three: 
The nature of niche agribusiness environments affects the vision and motivation, as 
well as the strategy, of the channel coordinator; 
Proposition four: 
Resource issues affect the motivation and vision, as well as the strategy, of the 
channel coordinator; 
Proposition five: 
The strategy of the channel coordinator influences the structure of its niche 
agribusiness supply chain. 
Since the focus of the research was on the supply chain, and the role of the channel 
coordinator in the supply chain, the unit of analysis was the supply chain. However, 
the focus of the empirical work was on the channel coordinator within the supply 
chain and it was their perspective that was captured. The size of the sample (number 
of case studies) was dictated by the principle of saturation. This resulted in five 
supply chains being investigated (Mason, 1997). 
The information for each case study came primarily from focussed in-depth 
interviews with the channel coordinator of each supply chain. Additional information 
was gathered from a follow up conversation by telephone with the channel 
coordinator, as well as written information produced by the channel coordinators and 
third parties. 
A pilot case study was conducted to refine the questioning technique, and further case 
studies were chosen to ensure that both literal and theoretical replication occurred 
(Yin, 1984). Interviews covered channel coordinators of niche supply chains who 
were functioning at different levels in their respective chains - two farmers, one meat 
processor, one distributor and one manufacturer (these descriptions are based on the 
main function they performed in their respective supply chains). 
The case studies were analysed using standard techniques of qualitative analysis. The 
most distinctive features of each case study is briefly described and then cross-case 
analysis is used to compare and contrast the different factors that may have some 
influence on supply chain structure. 
Results and Analysis 
In this Section, the most distinctive features of each chain are briefly discussed. This 
is then followed by a discussion of the results of the cross case comparisons that were 
undertaken. 
Case Study Features 
Case I is based on a supply chain coordinated by the farmer to sell pig meat of a 
consistently high quality at a premium price in the New Zealand market. The pigs are 
raised only on the farmer's piggery and the meat is sold through premium butchers, 
both directly to consumers and to restaurants. The most noticeable feature of this 
supply chain is the decentralisation of control. The channel coordinator in case 1 has 
gained competitive advantage by creating a supply chain that is difficult to replicate, 
and is based on strong relationship structures with the organisations critical to the 
supply chain. In particular, the wholesaler and some of the main butchers involved in 
the supply chain have a strong commitment to the success of the supply chain. The 
wholesaler also manages part of the supply chain, creating decentralisation of control, 
thereby reducing resource expenditure by the channel coordinator. In other words, 
the channel coordinator relies on and trusts other organisations to autonomously 
perform critical functions in the supply chain. This is important, as it would not be 
difficult for a motivated organisation to imitate the product produced by this supply 
chain. 
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Case 2 is based on a supply chain coordinated by an exporting company owned by 
two partners. One of the partners is also the farmer through which all of the lambs for 
the supply chain are finished on. The lamb is sold to a wholesaler in the U.S., 
although the channel coordinator has been developing relationships directly with 
supermarkets not already supplied by the wholesaler. The most noticeable feature of 
this chain is its immaturity, which seems to have influenced its supply chain structure. 
In this case, the channel coordinator has used other actors to perform critical 
functions due to its own lack of knowledge and resources. They invest a lot of 
resources into communication and monitoring these other actors in the supply chain 
to overcome the limitations of this approach, and they interact personally with every 
organisation in the supply chain. This ensures that although they do not have the 
resource base to vertically integrate any functions, they tightly control all critical 
functions. 
Case 3 is based on a supply chain coordinated by an exporting company that sells 
consistently high quality cuts of lamb to supermarkets in the United States. The most 
noticeable feature of the supply chain in case 3 is the channel coordinator's 
ownership of the distribution function to its retail customers in the United States. The 
channel coordinator felt that internalising this function gives them competitive 
advantage through the greater control they have over their supply chain and the 
knowledge that they have built up performing this function. As part of this process, 
they have created very strong relationships with the main supermarket chains they 
focused on supplying. The channel coordinator has not vertically integrated any 
functions in New Zealand, but does have a strong relationship structure with the meat 
processor, as this actor's function is considered critical to the success of the supply 
chain. 
Case 4 is based on a supply chain managed by an exporting company, who also acts 
as the primary meat processor. The channel coordinator sells a mix of certified 
natural and organic beefto supermarkets in the United States. The channel 
coordinator stated that they preferred to be low cost rather than to invest in 
infrastructure. To facilitate this, they have a strong relationship with the main 
supermarket chains they supply. They utilise the services of a wholesaler to deliver 
their product to these supermarkets and to consolidate their billing. They also use a 
leasing arrangement with the meat processor, allowing it to use its own butchers 
without the need to invest in infrastructure. The channel coordinator states that 
creating mutually beneficial relationships, rather than using vertical integration, 
simplifies their processes while still allowing them to retain control of their product 
and brand over the length of the supply chain. 
Case 5 is based on a supply chain managed by the manufacturer. The manufacturer 
produces high quality meat products made from lamb, beef or chicken. The product 
is sold to supermarkets in New Zealand. This supply chain is very different to the 
other four chains. The channel coordinator controls the manufacturing process, 
purchasing meat with specific product attributes from the spot market, which they 
then process using their own patented technology. From this, they produce a 
consistently high quality, processed product. This makes the supply chain very short 
in comparison to those of the other four cases. As a result, the channel coordinator 
does not feel the need to control or closely monitor the performance of any other part 
of the supply chain. 
It can be observed that there are quite striking differences in the supply chain 
structures of the case studies. However, there are also many common features of each 
supply chain. These similarities and differences are now discussed. 
Cross Case Comparisons 
As predicted by the framework, differences in the environment (such as the specific 
product attributes demanded by the target market) and differences in resource issues 
(such as the extent of the fmancial resources available to the channel coordinator) 
influenced the strategies employed by the channel coordinators. These different 
strategies, in their turn, resulted in differing supply chain structures and relationships, 
which were based on differing levels of communication, trust, profit and risk sharing 
and partner autonomy. For example, in case 1 the channel coordinator has a strategy 
of using other organisations to monitor and manage functions critical to the success of 
the supply chain (decentralisation of control). Therefore, even though it maintains 
good communication with other chain actors, it has little need to expend its own 
limited resources, as other organisations are able to undertake critical functions. In 
case 2, on the other hand, part of the channel coordinator's strategy is to personally 
communicate with, and coordinate, every actor in the supply chain and closely to 
monitor as many functions as they are able. 
The environment was shown to have a key influence on the vision and motivation of 
a channel coordinator; for example, in case I the channel coordinator created the 
supply chain following his discovery that few high quality restaurants offered pork on 
the menu due the lack of consistently high quality product. There was also evidence 
that the environment of the channel coordinator can have some influence on their 
strategy. For example, in case 4, the channel coordinator switched from sourcing 
steers to bull beef when it was discovered that consumers actually preferred a higher 
fat content in the product to improve its flavour, even though they had stated the 
contrary during market research. Product characteristics can also playa role in 
strategy; for example, the channel coordinator in case 1 went to great lengths not to 
stress their pigs before slaughter to maintain their pH at an optimum level for their 
high quality niche market. All channel coordinators faced challenges in managing the 
perishability of meat and the associated government regulations. 
Resource issues were shown to have a very strong influence on the strategy of 
channel coordinators, and ultimately, on the supply chain structure. In all of the 
cases, the channel coordinator's strategy overcame his lack of knowledge in certain 
areas by partnering with an actor knowledgeable in that area. Examples include the 
partnering of the channel coordinator with the wholesaler in cases 1 and 2, with the 
customs broker in cases 3 and 4, and with the merchandising company in case 5. 
Such partnering appears to be particularly important when supply chains are in their 
development phase, but may continue into the maturity phase. For example, some 
channel coordinators admitted that they could now perform functions that another 
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actor performs because they had accumulated the necessary knowledge over time to 
do so. Despite this, they chose to maintain their relationship with their partner, as this 
simplified their processes. Examples of this are the relationship between the channel 
coordinator and the import broker in cases 3 and 4. 
All of the channel coordinators ensured that they controlled the functions in the 
supply chain that were necessary to retain control of their brand and to maintain the 
consistency of the product marketed under it. That is, they ensured that they had 
control of those resources that acted as sources of competitive advantage for them. 
Their control of these key functions came either directly (through ownership of the 
function) or indirectly (through a relationship with another actor). For example, in 
case 3 the channel coordinator owns the distribution function in the United States as 
he sees this as critical to the success of his supply chain, while in case four the 
channel coordinator works closely with a U.S. distributor while retaining control of 
the product through to the supermarkets. Controlling key functions through 
relationships didn't necessarily signify that the channel coordinator lacked the 
resources to perform this function themselves. As noted above, the channel 
coordinators in cases 3 and 4 chose to have another party perform a key function 
despite having been able to acquire the resources to do so themselves. It is interesting 
to note that the key functions that channel coordinators sought to control occurred at 
different points in the chain, which reflected those parts of the chain where their 
competitive advantage lay. For example, the channel coordinator in case 3 owns the 
U.S. distribution function, while in case 4 the channel coordinator is responsible for 
the majority of the meat processing function. 
All channel coordinators used incentives to motivate the other actors in the supply 
chain to perform their required functions; usually in the form of a profit incentive. 
For example, in case 2 the channel coordinator supplies the U.S. distributor (who is 
also a meat processor) with product, which fills the gap created by the shortfall in 
American produced lamb, while also taking a percentage of the profits. In some cases 
this has gone a step further, with the channel coordinator employing a strategy 
utilising persuasiveness to motivate some actors by creating reciprocal dependency 
with them. This can be observed in case I where the channel coordinator has made it 
more profitable for the wholesaler to sell the channel coordinator's branded product 
in place of his own branded product to customers, both new and existing. 
Conclusion 
The aim of this study was to gain a better understanding of the structure of niche 
supply chains in the New Zealand meat industry, and the role of the channel 
coordinator in creating and maintaining these structures. Although it is widely 
acknowledged that the channel coordinator is a critical player in supply chains, there 
is very little literature on the role of this organisation. 
A framework was devised that linked the channel coordinator to supply chain 
structure. This framework suggests that the channel coordinator is motivated to scan 
the environment to identify a niche market opportunity. Its vision emerges from this 
process and it then formulates a strategy for delivering the requirements of this 
market niche. In doing so, it must utilise both its own internal resources, and also the 
external resources of other chain participants. In doing so, it creates a supply chain 
structure that can match these resources to the demands of the market. 
This reasoning was supported by the empirical investigation of five niche chains in 
the New Zealand meat industry. This found that the environment had a key influence 
on the motivation and vision of the channel coordinator, while resource issues had a 
strong influence on the strategy used to achieve this vision. When a channel 
coordinator lacked resources, they partnered with other organisations to gain access to 
required resources. However, they ensured that they retained strong control of those 
functions and resources that ere sources of competitive advantage to them. They did 
this through ownership of those functions and resources or by building very strong 
relationships with other organisations in the chain. They used incentives to motivate 
these organisations, usually in the form of a profit incentive. 
This research has enhanced understanding of the structure of supply chains by its 
focus on the channel coordinator. In particular, it has drawn a clear link between the 
role that the channel coordinator plays in matching the needs of the market with the 
resources available to the chain to meet those needs, and the consequences of this for 
chain structure. This research has been particularly useful to small firms targeting 
market niches, as it has developed an understanding of how some firms have 
overcome their resource limitations to work with larger firms and create a product 
offering customised for a specific market niche. 
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Abstract 
Focus groups were held with four pastoral sectors (sheep, dairy, deer, and beef) to 
investigate intensification strategies available to each sector. Focus groups first 
identified drivers of intensification in their sector, next they identified the strategies 
they perceived as available, and then evaluated the identified strategies in terms of 
favourability. For a researcher selected intensification strategy in each pastoral 
sector, benefits, barriers and solutions, and the relationship between farmer goals and 
the selected strategy was examined. 
The three main drivers of intensification in the sheep industry were profit, higher 
land values and return on capital. The researcher chosen strategy, high fecundity 
sheep, was viewed by the focus group as having benefits of increased fmancial 
security, increased profit, better return on capital and better land utilisation. However 
the strategy was seen as conflicting with other desirable goals such as lifestyle, social 
life, work variety, self reliance, environmental concerns and animal welfare. 
The three main drivers of intensification in the dairy sector were declining market 
prices, need for increased profit and need for increased productivity. The researcher 
chosen strategy, robotic milking, was viewed as having benefits of: reduced labour 
requirements, enhanced lifestyle, greater job satisfaction, reduce operational costs 
and increased profit. Implementation cost was viewed as a barrier as was the need for 
new specialised technical skills. 
The three main drivers of intensification in the deer industry were return on 
investment, competition from other land uses and returns per hectare compared with 
other pastoral sectors. The researcher chosen strategy, 100kg weaner by 1st June, had 
benefits of increased management options, increased profit, achievement of animals' 
genetic potential, better predictability and a higher kill-out yield. The strategy 
presents challenges to animal welfare - an important consideration for the group. 
Three industry enterprises (dairy, calfrearers, and beef finishers) are involved in beef 
production. All three agreed that profit and rising land values were the main drivers 
for intensification. The researcher chosen strategy was dairylbeefprogeny. Benefits 
of this strategy for the industry were: increased profit, access to prime markets, 
higher yielding quicker growing animals, and better behaved animals. The primary 
barrier to the success of this strategy was the need for co-operation across the three 
industry enterprises and the processors, and the need to ensure increased profits are 
distributed to all parts of the chain. Dairy farmers (the source of 65% of animals 
farmed for beef) were particular concerned about animal welfare issues and the 
consequent financial risks presented to their operations by this strategy. 
Introduction 
In the pastoral sector there are frequent calls for the need for industry intensification 
in order to maintain incremental productivity increases. There are numerous possible 
technologies and management strategies that may help enable pastoral farmers to 
achieve this aim. This paper reports research findings regarding, the drivers of 
intensification, and the types of strategies that farmers in four pastoral sectors (sheep, 
dairy, deer and beef) could harness to increase productivity. The data reported here is 
a part of a FRST funded project (CI0x0319). 
The main questions that are addressed in this paper are: 
1. What are the drivers that are encouraging or forcing pastoral farmers into the 
adoption of technologies or intensification strategies to increase productivity? 
2. What are the main intensification strategies/technologies that pastoral farmers 
see as being available to their industry and how do the farmers rate them in 
terms of favourability? 
The project also examined two further questions regarding the farmers' choice of 
intensification strategies: 
3. What barrier do they see to the adoption of these identified 
strategies/technologies? 
4. What solutions do they see to the barrier identified? 
These two latter questions are not addressed in this paper. For further detail on these 
issues see the project report (Small, Murphy-McIntosh, Waters, Tarbotton, & Botha, 
2005). 
Additionally, after consultation with industry analysts and representatives, the 
researchers selected one promising intensification strategy/technology from each of 
the four pastoral sectors. For these selected strategies we investigated potential 
benefits of adoption, potential barriers, potential solutions to the barriers and the fit 
of the strategy/technology with some common farmer goals for their business 
enterprise. These common farmer goals were adopted from earlier research by 
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Parminter and Perkins (1997). The goals are predominantly either financial or 
lifestyle goals: building a valuable business; producing to maximise farming profits; 
looking after the welfare of livestock, creating increased opportunity for other 
farmers, paying off debts, maintaining a stable farming system; having time available 
to socialise with family and friends; being self-reliant in decision-making; and 
having variety in their work. 
The selected strategy for the sheep industry was 'high fecundity sheep'. This strategy 
pushes for greater productivity through the development and use of sheep that breed 
twins and triplets. The strategy encompasses a number of disparate elements such as 
genetics, vaccinations to increase ovulation (Le., Androvax), scanning, animal health 
remedies, nutrition and pasture growth, monitoring and management. The selected 
strategy for the dairy industry was 'robotic milking'. This technology is rapidly 
developing overseas and is being trialled in New Zealand by Dexcell at their 
Greenfield farm near Hamilton. Some implications of this strategy include effects on 
farm size, paddock layout, feeding systems and labour management. 
The selected strategy for the deer industry was' 100kg weaner by the 1 st of June'. 
This strategy is aligned with Deer Industry New Zealand's current Venison Strategy. 
The focus of this strategy is to create a shift in the seasonal production of deer by 
promoting rapid animal growth bringing the deer to slaughter weight before winter 
and thus extend the venison season. The selected strategy for the beef industry was 
'dairyfbeefprogeny'. This strategy involves the use of beef bulls or semen (e.g., 
Herefords, Simmentals etc.) over dairy herds for cattle for beef production. As 65% 
of New Zealand cattle farmed for beef are sourced from dairy industry surplus, the 
strategy has the potential to increase the number of higher value animals suitable for 
prime cuts of meat rather than the commodity meat markets for which non-beef 
animals are destined. 
Method 
The project team decided to use a parallel process for each industry sector to gather 
research data. The major methodological tool used to gather original project data was 
focus groups of farmers and industry experts from each sector, thus this research is 
primarily qualitative. That is, it seeks to determine, through the use of knowledgeable 
individuals in group settings, the motivations and beliefs about intensification 
strategies held by farmers in the New Zealand pastoral sector. Research attributes of 
focus groups include the flexible interaction of the participants and researchers 
allowing the stimulation and 'piggybacking' of ideas, and the ability to explore in-
depth and clarify participants' ideas and perceptions (Krueger & Casey, 2000; 
Morgan, 1988). This research does not purport to quantify the representativeness of 
these beliefs in the populations of the various agricultural sectors. 
During the focus groups participants also completed a short questionnaire adopted 
from previous research into farmers' goals (Parminter & Perkins, 1997). The 
questionnaire asked participants to rate the importance, to themselves, often farming 
goals (see above), and then rate the degree to which the researcher selected 
intensification strategy either helped or hindered the attainment of each of these ten 
goals. 
Results and Discussion 
Sheep Industry 
The sheep industry focus group included 12 participants from the King Country area. 
This group identified the top three drivers for intensification in the sheep industry to 
be (in order of importance): desire to increase profit, higher land values, and the need 
to obtain a good return on capital. In order to meet these needs several 
intensification strategies were identified by the group, with the top four being: 
nitrogen use to increase stocking rate, minimising inputs for maximising returns, 
DNA typing and marker assisted selection (e.g. eczema, Inverdale gene, twinning 
gene), better feed budgeting (using available grass feed software systems, quality of 
pasture ffeed) and technology advances through information sharing. 
The researcher selected intensification strategy for the sheep industry sector was 
'high fecundity sheep'. The main benefits of the high fecundity sheep strategy were 
identified as increased financial security, more profit, better return on capital, better 
utilisation of pasture and better land use. Barriers and solutions to these barriers for 
the high fecundity sheep strategy are presented in Table 1. 
Table 1: Barriers to the High Fecundity Sheep Strategy and Potential Solutions 
Barrier 
Farmer mindset (not ready) 
Lack of enabling technologies 
Lamb survival 
Lamb date not coinciding with grass 
supply 
Solution 
Education, discussion groups 
Genetic research (animal resilience, 
improved grasses) 
Management practices, vaccines, 
nutrition 
Management practices, feed budgeting, 
nitrogen application 
.In general, the participants viewed the high fecundity sheep strategy as useful for 
helping to achieve the highly desired goals of increased profitability. However, it 
was also seen as conflicting with other desirable targets (particularly lifestyle goals), 
such as having time to socialise with family and friends, having variety in work, and 
being self-reliant in decision making. Concern was also expressed that this strategy 
might conflict with their goal of looking after the welfare of the stock. It was 
considered that genetic research and appropriate management practices might help 
make the strategy more successful. Discussion also indicated the farmers were 
concerned about how the strategy might impact on public perception of the sheep 
industry in regard to animal welfare and environmental issues associated with high 
nitrogen application. 
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Dairy Industry 
This focus group included nine dairy producers from the Waikato region. They 
identified the top three drivers for intensification in the dairy industry as being: 
declining market prices, the need for increased profitability and productivity and the 
increasing capital value of land. In order to meet these needs, several intensification 
strategies were identified by the group, with the top four being: improving the 
genetics of cows and grass, improving the value of milk (e.g., through niche products 
such as nutraceuticals), more intensive use oflabour and fourthly, the use of genetic 
engineering. Although genetic engineering was the fourth most favoured strategy of 
the group, it was emphasised that the most favoured strategy, improved genetics of 
cows and grass, should be achieved through the use of marker assisted selection 
rather than genetic engineering because of unfavourable public and consumer 
attitudes towards genetic engineering. Public and consumer concerns regarding 
dairying's environmental impacts and animal welfare issues were viewed as posing 
problems for industry efforts regarding intensification. 
The researcher selected intensification strategy for the dairy industry sector was 
'Robotic Milking'. The main benefits of the robotic milking strategy were identified 
as reduced labour requirements, enhanced lifestyle and greater job satisfaction due to 
reduction of mundane and monotonous tasks, reduced operational costs and 
increased profits, ability to separate specialised milk products at the shed, and 
communication technology that calls the operator when required rather than needing 
that individual present all the time. Barriers and solutions to these barriers for the 
robotic milking strategy are presented in Table 2. 
Table 2: Barriers to the Robotic Milking Strategy and Potential Solutions 
Barrier Solution 
Cost of changing to robotic system Time for technology development, 
critical mass of users (demand and 
availability) 
Farm labour impact - new skill sets may Education and retraining 
be required 
Unreliability of the technology Time for the technology to mature 
The need for technical support Robust systems, service contracts with 
technology providers 
In general, the group felt that robotic milking has great potential to significantly 
enhance the lifestyle of dairy farmers and their farm workers. However, before 
becoming viable, considerable alterations to current farming systems may be 
necessary. The group considered that it may only be suitable for farms with 
appropriate topography and re-fencing may also be necessary to achieve maximum 
utility. The implementation of such major overhauls to the farm system may be very 
costly. Therefore, at least in the early stages of the development of this technology, 
it may only be appropriate and cost effective for farms which are being newly set up 
or for operations which have reached the end of their physical life and require 
rebuilding. High technology associated with the system including animal health 
monitoring may require new skills and specialised technical skills for maintenance 
and repair. 
The robotic milking strategy was viewed as enhancing lifestyle goals, giving dairy 
farmers greater freedom and more control over their time and reducing drudgery. 
However, the technology was considered expensive to set up, relatively untried in the 
New Zealand setting and was not seen as contributing to the important farmer goals 
of financial security and profitability. 
Deer Industry 
The deer industry focus group included eight producers from the lower south island. 
The group identified the top three drivers for intensification in the deer industry to 
be: return on investments (land and stock), competition from other land uses, and 
returns per hectare compared with other pastoral industries. In order to meet these 
challenges several intensification strategies were identified by the group, with the top 
four being: selecting for most efficient hind size to suit the farm; a focus on breeding 
operations; intensive summer cropping strategies and conservation; and specialist 
pastures for other than winter feed. 
The research selected intensification strategy for the deer industry sector was the 
'100 kg weaner by June 1st,. This tactic impacts on a range of farm practices. There 
is no one particular technology that is the focus of this strategy, rather, it will require 
a number of different technologies (most of which are currently being researched) 
such as genetics, nutrition, extended venison shelf life, etc. 
The main benefits of the 100 kg strategy were identified as the provision of increased 
options for management, increased profit because more animals could be slaughtered 
during the premium meat price period, achievement of the animals' genetic potential 
earlier, increased ability to estimate numbers of animals ready to kill and a higher 
kill-out yield. Identified barriers and solutions to these barriers for the 100 kg 
strategy are presented in Table 3. 
Table 3: Barriers to the 100Kg Weaner by 1st June Strategy and Potential 
Solutions 
Barrier 
Finding markets for extra meat 
production 
Solution 
The Deer Industry strategy is working on 
the issue 
There is a small window for the premium Extending the premium shoulders 
- this strategy will place it under greater 
pressure 
Animal health and welfare issues Research on diet and nutrition 
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Clean green image of industry could be 
compromised 
Codes of practice for farmers. Education 
and increased environmental awareness 
In general, the participants viewed the 100 kg strategy as a useful approach in 
helping to achieve three of their farming goals in the most important area of finance: 
'building a valuable business', 'producing to maximise farming profits' and 'paying 
off debt'. The group felt that this strategy may present some challenges in the area of 
animal welfare - an important consideration to them as looking after the welfare of 
livestock was rated as their second most important farming goal. Also animal welfare 
and environmental considerations are important issues for the major venison markets 
such as Germany. The strategy was regarded as neutral in relation to the deer 
farmers' lifestyle goals. 
Beef Industry 
The beef industry strategy is slightly more complicated than the other sectors 
because three industry business enterprises are involved: I) diary farmers who 
supply 4 day old calves, 2) calf rearers who grow the calves until they are 100 kg 
weaners and 3) beef finishers who grow the weaners until they are ready for sale to 
the processor. A mixture of all three industry sectors from throughout New Zealand 
participated in a 12 member focus group. All of the different industry sectors agreed 
that the primary drivers for intensification in the beef sector were the desire to 
increase profit, increasing land values, and competition from other land uses. 
Several different intensification strategies were identified by the different beef sector 
groups to meet the above challenges. For the beefrearers the most favoured 
strategies were: the use of dairylbeef progeny; use of beef breeding cows, the use of 
sexed semen (to produce dairy replacement heifers for the dairy farmer and beef 
bulls from the rest of the herd for the beef industry); and diversifying into new 
markets. For beef finishers the favoured strategies were: improved farm management 
practices; improved grass species; use of dairylbeef progeny; and intensive feedlot 
systems. 
The researcher selected intensification strategy for the beef industry sector was 'dairy 
Ibeefprogeny'. This approach involves the use of beef bulls or semen (e.g., 
Hereford, Simmental, etc.) over dairy herds for the production of cattle for beef 
production. This strategy could provide increased numbers of higher value animals 
suitable for prime cuts of meat rather than the commodity meat markets for which 
non-beef animals are destined. 
The main benefits for dairy farmers included easily identified calves, better quality 
calves with superior growth rates, calves worth more money and increased cash flow 
income in the spring when income is limited. Calfrearers' benefits included the 
potential for better margins and increased profits, better quality meat leading to 
access to prime markets, a better quality, faster growing, and higher yielding animal 
with better survivability characteristics. Beef fmishers identified benefits of higher 
yield, quicker growth, higher conversion factors, better final product composition 
and hardier more docile animals. Identified barriers and solutions to these barriers 
for the diarylbeefprogeny strategy are presented in Table 4. 
Table 4: Barriers to the DairylbeefProgeny Strategy and Potential Solutions 
Barrier Solution 
Insufficient incentive for dairy farmers Premium for beef calves 
Calving problem -risks outweigh benefits Better bull selection for ease of calving 
(longer gestation period, bigger animals) 
Dairy farmer fear of not enough Use of sexed semen and Artificial 
replacement heifers Insemination 
Processors not paying premium for beef 
progeny - meat destined to commodity 
markets 
Payment for yield - not carcass weight as 
current. Choice meat cuts to high end 
markets 
The focus group indicated that calf rearers and beef finishers are convinced of the 
merits of the dairy Ibeefprogeny strategy. However, with 65% of all beef 
originating from dairy herds, dairy farmers are key to the successful implementation 
of this strategy. Contrary to the rearers and finishers, this strategy is not part of the 
core activity of dairy farmers and offers them minimal returns. The dairy farmers in 
the focus group indicated their concern for the substantial animal welfare and 
financial risks presented to their operations by this strategy. These included calving 
problems, increased need for veterinarians, concer that they might not get enough 
replacement heifers, and damaged or empty cows. The current high price for 
colo strums and heifers bound for the Chinese market are competing strategies (often 
viewed as more favourable) for many dairy producers. 
Achieving good margins is a particularly important goal for rearers and finishers. In 
order for the calf rearer to pay more to the dairy farmer for a beef calf the rearer must 
receive more from the beef fmisher who in turn must receive more from the 
processor. While beef is headed to low value commodity markets and finishers are 
paid by processors on carcass weight alone, increased margins are not available to be 
transferred back along the chain. Currently, for the beef industry, the bottle necks to 
the dairylbeefprogeny intensification strategy appear to rest with dairy farmers and 
meat processors. 
Conclusion 
Farmers from all the industry sectors studied were experiencing pressure to intensify 
their operations and increase production. The principal pressures for intensification 
were similar across all four pastoral sectors: increasing land values and the need for 
return on investment, alternative competing land uses, local and international product 
competition, and unstable or declining market prices lrising NZ dollar. They all saw 
a range of intensification options open to their industries to meet these challenges. 
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However, all expressed concern about some potential effects of intensification - such 
as negative environmental impacts and animal welfare issues. They were also 
concerned about both the New Zealand public's and overseas consumers' 
perceptions of their industries in regard to these issues. Traditionally, for many New 
Zealand farmers, farming is as much a choice of lifestyle as it is a business. While 
intensification options are available to meet their business goals and challenges, 
some of the available options do not fit comfortably with the traditional New Zealand 
farmers' lifestyle goals. 
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Smallholdings in New Zealand 
David Lillis (Ministry of Agriculture and Forestry), 
John Fairweather (Lincoln University) and 
Robert Sanson (AgriQuality New Zealand) 
1. Introduction and Background 
1.1 MAF's Study of New Zealand Smallholdings 
In March of this year the Ministry of Agriculture and Forestry (MAF) released a 
commissioned report on New Zealand smallholdings. The report, entitled' A Study 
of Smallholdings and their Owners', was prepared jointly by AgriQuality New 
Zealand, Lincoln University and MAF, and outlines the findings of a study 
undertaken in 2003/04. 
Together, MAF and Statistics New Zealand run the Agricultural Statistics 
Programme, which produces New Zealand's Official Statistics on agriculture and 
forestry. However, this programme considers mainly farms identified as 
economically significant (Le. with incomes over $40,000 pa), and very few 
smallholdings are included within its annual surveys. Further, little is known of the 
biosecurity and land use characteristics of New Zealand smallholdings. Hence, 
MAF commissioned the study in order to enhance our understanding of 
smallholdings (defined within the study as properties between 0.4 ha and 30 ha in 
area); their numbers, total areas involved, their land use and agricultural production, 
and levels ofbiosecurity awareness among those who operate them. 
The study provided many insights into smallholdings and those who own or operate 
them, and should be of interest to policy makers and managers within the 
agriculture sector and related industries. However, in addition to providing new 
insights into smallholdings, MAF sees the study as a first step towards eventual 
Geospatial referencing of all farms. MAF's intent is that eventually most or all 
farms are recorded on a land-based register, thus providing a basis for responses to 
biosecurity incursions and other adverse events requiring civil defence and 
emergency capability, as well as supporting relevant agricultural, environmental 
and socio-economic analyses. 
1.2 Myths and Realities of Smallholders 
In New Zealand there is a prevalent stereotype about smallholders (particularly 
lifestyle block owners). A common view is that that they are unproductive, have 
low on-farm incomes, run a horse or two and a few sheep as lawn mowers, do not 
behave responsibly in their management of animal health, weeds and pests, sell 
their blocks quickly because of dissatisfaction with the work and travel involved, 
and are inexperienced in farm work. They are also thought of as environmentally 
conscious. However, the study contradicts some of these myths, while reinforcing 
others, such as smallholders' commitment to tree planting. 
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In recent years, numbers of lifestyle blocks and other smallholdings have increased 
dramatically as land around major urban centres has been subdivided and sold as 
lifestyle blocks. In response, several district and city councils have attempted to 
constrain the 'loss' of farmland through plans under the Resource Management Act 
1991. 
However, only a modest amount of research has been conducted on New Zealand 
smallholdings and those who live on them. In particular, until this study our 
knowledge of smallfarmers and lifestylers has been constrained by a lack of 
national survey data. In 1992 MAF undertook a study of the productivity of rural 
subdivisions in the western Bay of Plenty, which found that overall productivity 
actually increased on the land that had been subdivided there. That study is 
currently being repeated by the Western Bay of Plenty District Council. In recent 
years Lincoln University undertook a study of lifestylers around Christchurch. 
However, as far as we are aware, no national-level studies have been undertaken at 
all. 
1.3 Objectives of the Study 
The objectives ofMAF's study were to: 
i. Determine the numbers of lifestyle blocks and other smallholdings in New 
Zealand, the total land area involved, the rate of creation of new lifestyle blocks, 
turnover rates, and the lengths of time smallholders typically remain on their 
properties 
ii. Characterise agricultural production and land use on smallholdings, and 
investigate owners' understanding ofbiosecurity and environmental issues 
iii. Appraise the coverage and accuracy of the main national land-based registers 
that potentially could be used to develop a statistical register for lifestyle blocks and 
other smallholdings. 
The study began with an analysis of smallholding information resident on the main 
property registers (the Land Information Core Record System, the Valuation Roll 
and AgriBase). The researchers then conducted visits to individual properties in 
order to assess the completeness and accuracy of smallholding information resident 
on. Finally, they implemented a postal survey on a random sample of 4,000 
smallholders (300 or more in each Region) in order to estimate their land use and 
agricultural production, and assess present levels ofbiosecurity awareness. 
2. Analysis Of The Main Property Registers 
2.1 Information from the Valuation Roll 
In 2004 the Valuation Roll (a property register managed by Quotable Value New 
Zealand) held records on some 139,868 properties classified (according to Quotable 
Values definitions) as lifestyle blocks, totalling over 753,020 ha, or about 5% of 
New Zealand's total agricultural land. The mean block size was 5.53 ha. 
Approximately 6,800 new lifestyle blocks are registered on the Valuation Roll 
annually, and over 37,600 ha are converted to lifestyle blocks annually. This area is 
roughly equivalent to 250 dairy farms, 240 deer farms or 230 beef farms. The study 
did not attempt to identify the prior use of the land now in smallholdings, but it is of 
interest that the Agricultural Statistics programme shows that New Zealand's 
aggregate production continues to increase, despite the indicated move to lifestyle 
blocks. 
Analysis of sales data showed that the annual number of sales of lifestyle blocks 
has been rising steadily since 1980 (see Figure 1), peaking at 10,814 sales in 2002. 
Figure 1: Annual Sales of Lifestyle Blocks as Recorded on the Valuation Roll 
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Analysis of time between sales (where multiple sales dates were recorded for 
individual lifestyle blocks since 1980) showed that the mean length of time between 
sales for lifestyle blocks with dwellings was 4.92 years, while the mean length of 
time between sales for lifestyle blocks without dwellings was 3.69 years. 
2.2 Information from AgriBase 
For comparison, in August 2004 some 22,687 farms, classified with a predominant 
farm type 'LIF' (lifestyle farming), were recorded in AgriBase (AgriBase is a land-
based register of farms managed by AgriQuality New Zealand that has excellent 
coverage of livestock farms, but less complete coverage of some other farm types). 
The mean size was 4.97 ha (see Figure 2). Some 95 percent of these farms were 
between 0.44 and 19 ha in area. In all, AgriBase held records on some 60,213 
properties, either categorised as LIF or up to 35 ha in area, involving a total of 
539,506 ha ofland. Figure 2 below gives the size distribution ofLIF farms recorded 
in AgriBase. 
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Figure 2: Distribution ofLIF Farm Sizes as Recorded in AgriBase 
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3. Findings of the Questionnaire Survey 
3.1 Block Size and Ownership Tenure 
100 1000 
Respondents self-identified from five distinct types provided within the 
questionnaire (lifestyler, hobby farmer, small farmer, farmer, 
horticulturalistlgrower) that engage in different levels of agricultural production. 
Thus, when comparing information from the Valuation Roll and AgriBase, it must 
be remembered that each uses somewhat different definitions and classifications, 
and that the survey is based on self-identification on the part of respondents. 
The average size of the smallholdings included within the survey was 8.50 ha. 
Smallholdings varied in size according to type. Lifestyle blocks (averaging 5.20 ha, 
slightly larger than the average lifestyle block as recorded on the Valuation Roll) 
were of roughly similar size to hobby farms (averaging 6.31 ha). However, the 
lifestyle blocks and hobby farms were of smaller area than the small farms and the 
horticulturalistlgrower blocks. 
The average length of time for which the smallholders had lived on their blocks was 
just over 12 years. Those respondents who considered themselves farmers 
(averaging approximately 20 years) had lived on their properties significantly 
longer than those considering themselves either lifestylers, hobby farmers and 
smallfarmers. There was no meaningful difference in length of stay between the 
lifestyler, hobby farmer, smallfarmer and horticulturalistlgrower. Over 70% of 
owners had previous farming experience. However, proportionately fewer 
lifestylers had farming experience than had other smallholders. 
3.2 Land Use and Production 
Table 1 below gives the animal land uses, stock numbers and production value for 
the smallholdings included within the survey. 
Table 1: Land Use and Production Value - Livestock 
Livestock Stock Land Area (ha) Gross Income ($) Production Value Organic 
Numbers ($) 
n Avg. n Avg. n Avg. n Avg. n 
Dairy 35 45 33 9.09 4 15,033 7 5,656 10 
Grazing· beef 274 32 225 6.67 10 6,289 56 4,099 11 
Grazing· sheep 353 138 191 5.25 11 3,543 59 909 0 
Tussock or 256 6.65 0 0 
danthonia 
Calf rearing 49 171 164 5,81 0 2,613 72 1,952 1 
Deer 54 334 70 5.80 1 21,910 43 850 22 
Goat 40 245 23 6.44 22 4,070 16 5,091 2 
Horses 57 112 41 2.95 2 4,576 13 635 2 
Poultry 43 1,070 10 4.53 2 12,740 13 927 1 
Pigs 15 208 6 8.00 1 425 3 300 4 
Table 1 shows that grazing was the main livestock land use, and beef and sheep grazing 
was undertaken on many of the smallholdings, beef grazing having a higher average 
production value than sheep grazing. Deer and goat holdings had the largest stock 
numbers, while deer and dairy holdings had the highest average gross incomes, 
Table 2 gives the plant land uses and value of production for the surveyed 
smallholdings. 
Plants 
Crops (grain, seed and 
fodder) 
Flowers - open air 
Glasshouse/greenhouse/ 
tunnelhouse 
Market 
garden/vegetables 
Fruit (pip, berry, kiwifruit, 
citrus, etc.) 
Vineyards 
Nursery 
Tree crops 
Other plants 
Table 2: Land Use and Production Value - Plants 
Land Area (ha) Gross Income ($) Production Value ($) 
n Avg. n Avg. n Avg. 
19 3.37 8 5,173 3 4,156 
15 2.43 11 2,693 1 150 
11 0.64 7 11,613 2 22,571 
14 5.76 91,072 4 403 
63 4.65 45 198,082 12 5,900 
42 6.16 40 158,028 3 472 
16 4.75 11 752,413 0 
4 7.53 2 1,600 2 5,000 
14 4.86 2 4,500 14 338 
Organic 
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Table 2 shows that fruit growing and vineyards were the main plant land use. Vineyards 
and fruit growing had high average gross incomes, though by far the highest average gross 
income derived from nursery crops. Table 3 gives the land uses and value of production 
for other land uses. 
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Table 3: Land Use and Prodnction Value - Other Land Uses 
Activity Land Area (ha) Gross Income ($) Organic 
Tourism 3 5.33 60,000 
Mature native bush 5 4.20 
Native scrub and regenerating native bush 12 4.08 0 
Business activity, not farming, horticulture or 1 5.00 1 20,000 
tourism 
All other land 3.25 5,900 
Table 3 suggests that tourism is rare among the smallholding sector, whereas a 
common perception is that many lifestylers earn additional income through 
farmstays. 
3.3 Reasons for Owning Smallholdings 
Smallholders tended to attach roughly equal weight to land use and lifestyle as 
reasons for owning smallholdings. Smallholders identified overwhelmingly with 
the rural environment, rather than urban. In general, smallholders were satisfied 
with their smallholding lifestyle, although some 16% were not satisfied. 
Respondents cited a variety of reasons for, and disadvantages of, living on a 
smallholding. Smallholders value peace and quiet, space and privacy, and clean air. 
However, unexpected costs and problems with local authorities were common 
disadvantages. The survey found that many smallholders are involved in country 
life through membership of rural organisations. 
3.4 Employment among Smallholders 
Only a small number were engaged in paid employment on their smallholdings, but 
on these farms their average working hours approached full-time employment. 
Some 87% of respondents reported off-farm income, while 45% of respondents and 
37% of respondents' partners were employed fulltime off-farm. Over 40 percent of 
them were earning more than $40,000 per annum. More than half had GST 
registration, almost two thirds of these registered solely for their smallholdings. 
Overall, most smallholdings are engaged in agricultural production, but in general 
this production does not solely support their households. 
3.5 Farm Management 
Most smallholders comply with the regulatory framework for the control of Tb and 
other diseases. In general, smallholders engage in the management of diseases pests 
and weeds, and are aware of biosecurity issues and practices. Most would take 
appropriate action to alert the relevant authorities about incursions of exotic 
diseases, pests or weeds. The survey found that most smallholders intend to plant 
trees for landscaping or commercial purposes, but that a much lower proportion of 
smallholders use, or intend to use, organic methods than other farmers and growers. 
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4. Further Work 
The study was the first of its kind in addressing smallholdings nationwide, 
contradicting some common perceptions of smallholders, while reinforcing others. 
It yielded many useful insights into New Zealand smallholdings and provided a first 
step to future work, including: 
I. Improved estimates of national agricultural production and land use through 
inclusion of smallholdings within the Agricultural Statistics Programme or 
through separate surveys 
2. Improved information to District and City Councils for rural planning 
3. Inclusion of smallholdings on land-based registers for biosecurity, civil defence 
and other purposes. 
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The Structure and Economic Impact of R&D Organisation 
in New Zealand 
By 
Robin Johnsonl 
R&D spending in New Zealand is a mixture of private and public investment 
undertaken to improve productive activity and efficiency. Investment is split 
fairly equally between private business, government organisations and the 
universities. It is a long term investment with some uncertainty about 
outcomes being achieved. It is predominantly a public good investment as 
most government organisations and universities are providers of R&D but 
not users of it and hence there is a discontinuity in the connection between 
investment and results. Furthurmore, the supply of R&D has properties of a 
free good which lead to users looking for new applications on a wider and 
wider front (spillovers). For these reasons R&D is generally regarded as a 
'good thing' rather than a solid investment vehicle. Cost-benefit studies 
have shown, both in New Zealand and overseas, some projects with rates of 
return well in excess of the opportunity cost of capital, yet at the aggregate 
level there is a paucity of cost-benefit studies confirming such rates of 
return on a broader industry basis. This paper discusses some results from 
aggregate studies of the economic impact of R&D investment in NZ and 
suggests reasons why the links between aggregate supply of R&D and user 
demand are very weak. 
Key Words: Investment, R&D Expenditure, Social Benefits. 
Introduction 
A Little History 
By structural analysis, it is meant the institutional organisation of an industry may 
have some bearing on the impact of that industry on other industries. Institutional 
economics lays considerable stress on the relation between performance and 
structure. In the case of the science industry in New Zealand the institutions 
originally developed in a government-sponsored framework that some writers 
believe 'crowded out' private investment. Two large departments, the Department 
of Agriculture and the Department Scientific and Industrial Research, were created 
in a framework where it was thought individual producers could not afford to pay 
for research in their own interests. Even so, in the post-war years the DSIR was 
responsible for setting up a number of industrial research associations (DRI, WRO, 
MIRC) with joint funding from Government and industry. By reason of 
specialisation and skills, the universities were a separate institutional entity in the 
science industry, which largely drew on Government funding for this activity which 
was considered as a desirable adjunct of training in science on which they had a 
I Consultant, Wellington (johnsonrl@paradise.net.nz) 
monopoly. These relationships were changed by the reforms in the science 
establishment in the early 1990s which removed science from DSIR and MAF and 
created a series of subject research institutes (AgResearch etc) with private 
company charters. At the same time the Ministry of Research, Science and 
Technology (MoRST) was established as the policy body responsible for science 
and the Foundation of Research Science and Technology (FRST) was established as 
the funding body for government funds with a mandate to organise science funding 
on a competitive bidding process (Johnson 2000). 
Measurement of Effort 
Another aspect of these reforms was an endeavour to find out how much exactly 
was spent on both private and public R&D. This task was entrusted to MoRST and 
started in the 1989 expenditure year. The survey was taken over by Statistics New 
Zealand in 2002. It is this survey which informs most of the comments and analysis 
presented in this paper. 
Organisations which carry out R&D are called 'research providers' and the 
organisations which finance research are called 'research funders'. Private sector 
providers are called 'business' (BERD), government (GERD) and universities 
(HERD for higher education) and are both providers and funders as are business. 
'Providers' is the basis of all analytical tables used in this paper. The old research 
associations (DRI, WRO etc) are considered to be private providers of R&D. 
MoRST spent considerable effort in identifying 'output class' areas which were 
categories based on the purposes of R&D used for public science funding (MoRST 
Survey 1997, p. 27). Up to 2000, MoRST asked in the questionaires what output or 
outputs each firm/department/organisation was providing science services to? (I 
assume there was space for a mulpiple answer). In research utilising the MoRST 
output area data, we reclassify these outcome categories to fit ANZSIC (industry 
classification). Statistics New Zealand classifies BERD by ANZSIC categories and 
GERD by the appropriate ANZSIC categories This means that the meaning and 
intent of science output class areas has been put aside. 
In addition to the MoRST Surveys (1989-2004), earlier statistics of R&D spending 
were collected by The National Research Advisory Council (NRAC) and 
Government Departments. These figures were assessed under various subject areas 
which approximated roughly to the output areas used by MoRST. In this way 
spending statistics by the private sector, universities and Government were 
extended back to 1961-62 for the following industry sectors: 
Agriculture 
Fishing 
Forestry 
Processing 
Manufacturing 
Energy 
Building&Construction 
Transport 
Other Services 
Market Sector (ie excluding owner-occupied dwellings and government 
services). 
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Cost-benefit Analysis 
The economic impact of R&D needs to be analysed in some benefit-cost 
framework. Earlier studies have included a study by Scobie and Eveleens of the 
agriculture sector where fairly clear records of research and extension expenditure 
had been kept (Scobie&Eveleens 1986). This study related R&D expenditure to a 
total productivity ratio (gross return/total input) for the sector drawn from the work 
ofB.P. Philpott (1969). The Scobie and Eveleens study of agricultural productivity 
from 1926 to 1984 used a model in which the observed level of total productivity in 
agriculture in each year was dependent on: 
# the weather conditions (as measured by an index of soil moisture deficits) in the 
previous year; 
# the level of spending on extension services; 
# the number of graduates and diplomats trained in the agricultural sciences 
(including horticulture, veterinary science, food technology) over the past 15 years; 
# the economic conditions of the agricultural sector (as measured by the annual 
deviation of net fann income from its long tenn trend); and 
# the real spending on agricultural research in that year, and in each of the 
preceding years (up to 30 years earlier). 
The results showed that, on average, research results are slowly incorporated [in the 
case of livestock fanning] into practice and their impact on productivity increased 
reaching a peak after 11 years and finally tailing off after a total of 23 years. In 
tenns of research expenditure alone [Le. holding other variables constant], $lm of 
research expenditure generated total benefits of $8.5m over the following 23 years, 
giving an internal rate ofretum of30 per cent. 
In agricultural circles, the total productivity ratio seems the obvious way to study 
production changes resulting from adoption of scientific procedures. On a wider 
industry basis, net output or value added is the statistical measure of production 
recorded. A productivity ratio like total factor productivity might then be employed 
(net output/weighted capital and labour inputs) for testing R&D impacts. If the 
underlying function adopted is Cobb Douglas then it may be relevant to make net 
output the dependent variable in the R&D analysis. Some of these variants are 
discussed later in the paper. 
It has to be said that these are aggregate industry studies dependent on national 
collections of statistics. Project level data or even programme level data (within an 
organisation) may be a more precise approach to cost benefit studies. 
R&D and the Stock of Knowledge 
The question remains as to where an industry obtains its R&D knowlecige. A stock 
of knowledge is built up in continuing investment by public and private agencies 
both in NZ and overseas. It could be that all knowledge is available to everybody 
and one just has to plug into it. Some industries may generate their own. Or is part 
of the stock of knowledge specific to particular users or industries or locked up by 
legal means such as patents? The MoRST system of science output area classes 
suggests that science users can be categorised in a useful way and R&D can be 
something specific to a group of users. This kind of hypothesis can be tested by 
relating productivity gains in an industry to specific sets of R&D knowledge 
(organised around science output area classes) or the general body of R&D 
knowledge. If one industry draws from another industry this is a fonn of economic 
spillover. It is thus quite important to examine where a group finds its relevant 
R&D knowledge and to look for links between groups. 
Background Data Sets: R&D Statistics 
Table 1 shows R&D expenditure from a provider point of view since 1990. 
National expenditure on R&D has risen from $725m in 1990-91 to $1467m in 
2003-04. As can be seen, the amount has grown in line with the growth of national 
GDP. As far as the main providers are concerned, government has slowly 
withdrawn from research provision while the private sector and the universities 
have increased their share. 
Table 1: Research Expenditure by Major Providers 
(%) 
1990-91 1991-92 1992-93 1993-941995-961997-98 1999-002001-022003-04 
Business 28.3 26.8 27.1 30.1 27.0 28.2 29.7 32.1 35.6 
Universities 27.8 28.6 30.8 28.3 30.7 36.4 34.2 33.3 31.0 
Government 43.9 44.6 42.1 41.6 42.2 35.3 36.0 34.6 33.4 
Total$m 724.6 714.5 755.3 824.8 889.3 1107.4 1091.3 1308.3* 1467.9* 
%GDP 0.99 0.98 1.00 1.03 0.98 1.10 1.01 1.06 1.07 
* sample total adjusted to 2000 survey basis. 
Sources: MoRST 1999 Survey and Statistcs New Zealand Updates. 
Table 2 shows where the funds for R&D originate. Most university funds come 
from Government but not all of it (see Table 3). This table is presented to 
demonstrate the rising share of the private sector. 
Table 2: Funding of Providers of Science 
(%) 
1990-91 1991-92 1992-93 1993-94 1995-96 1997-98 1999-002001-022003-04 
Business 29.3 27.4 29.7 33.8 33.7 30.5 33.9 33.4 36.7' 
Government 60.3 61.8 59.0 54.8 52.3 52.3 50.9 49.3 56.5' 
Other 10.4 10.8 11.3 11.4 14.0 17.2 15.1 17.3 6.8' 
Total $m 724.6 714.5 755.3 824.8 889.3 1107.4 1105.7 1329.9 1601.2* 
• In 2000, 2002 and 2004 funding is not equalised with spending. In 2002 the matched sample is 
utilised. In 2004, the new sample is the only information available. 
Sources: MoRST 1999 and Statistics New Zealand. 
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Table 3 shows University sources of funds for some recent years. These do not 
show in Table 2. Government block grants predominate but the contractual system 
(FRST) is of growing importance and internally generated funds have remained at a 
constant proportion. There are not large linkages with business. In our econometric 
analysis, all University provider spending is treated as part of the Government 
sector. 
Table 3: Source of Funds for University R&D 
% 
1993-94 1995-96 1997-98 1999-00 2001-02 2003-04 
General University funds 46 35 36 28 23 
Research contracts (Govt) 16 20 25 31 37 
Other funds (incl. student fees) 23 27 29 26 26 
Business 5 9 5 6 5 
Overseas 3 5 3 5 3 
Others 6 4 3 4 5 
Total $m 233.5 273.5 403.5 374.1 435.8" 454.8* 
on the new sample basis. 
Source: Morst 1999 and Statistics New Zealand. 
Table 4 shows how the business sector funds its spending. This demonstrates, I 
think, the independence ofthe business R&D sector from the public sector, 
remembering the business sector includes the former research associations(WRO 
etc). 
Table 4: Sources of Funding for Private Sector 
(%) 
1990-91 1991-921992-93 1993-94 1995-96 1997-98 1999-002001-022003-04 
Business 88.9 87.8 88.6 89.4 86.4 
Government' 6.2 7.3 8.1 7.1 7.0 
Other# 4.9 4.9 2.3 3.5 6.6 
Total$m 204.4 191.7 204.8 247.9 240.3 
* includes higher education 
# includes private non-profit funds and overseas funds. 
•• based on 2004 sample 
Sources: MoRST 1999 and Statistics New Zealand. 
National Data 
79.3 83.8 76.4 77.3 
9.3 9.7 9.2 9.6 
11.4 6.5 14.4 13.2 
312.5 326.2 423.5 648.1** 
Figure 1 shows the division of the R&D spending between the 3 main sectors in real 
terms since 1961. From 1989 the data is based on the MoRST surveys. For the 
intermediate years in which MoRST did not carry out a survey, the expenditure has 
been extrapolated in proportion to changes in nominal GDP. Prior to 1989, the 
NRAC data for Government expenditure is used. For Universities a fixed 
proportion of the Government Block Grant is used. For Business the proportion of 
business expenditure to nominal GDP in 1989 is carried back to 1961-62. 
Real expenditure by Government was rising rapidly up to the early 1980s but has 
since plateaued with quite a reduction in real terms in the 1980s. The trend in 
University expenditure up to the late 1980s reflects the Block Grant allocation and 
is only a guide to actual R&D expenditure by the Universities. In the private sector 
the trend reflects GDP growth and is only an approximation to what private 
enterprise might have spent on R&D. 
Figure 1: Real Expenditure on R&D 
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The impact of R&D investment will be felt in the longer run in production levels 
and efficiency. One approach is to observe production changes as reflected in real 
national product and seek explanatory changes in capital employed, labour 
employed and previous R&D investment. 
The two approaches are related. Both can be derived from a production function of 
the form: 
Y= A KaLb, 
where Y is output: 
A is productivity; 
K is the stock of physical capital; and 
L is labour. 
(1) 
If productivity can be explained by the stock of knowledge capital and other factors, 
then equation (1) can be rewritten as: 
Y=KaLb Rg zs, (2) 
where R is the stock of knowledge capital; and 
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Z is other factors affecting measured productivity. 
In the production function approach, a log linear version of equation (2) is 
estimated directly: 
fuY=afuK+bfuL+gfuR+sfu~ (3) 
with no further restrictions placed upon the parameters. The estimate of g would 
provide a direct estimate of the percentage increase in output obtainable from a one 
per cent increase in knowledge stocks, holding all other factors constant. 
In the two-step productivity approach, equation (3) would be rewritten as : 
In Y - a In K - b In L = g In R + S In Z (4) 
Under the additional assumptions that a + b = 1 and that a and b equal capital and 
labour income shares, the left-hand side of (4) equals multi-factor productivity (in 
level, not growth form), as conventionally measured in a growth accounting 
framework. Observations on multi-factor productivity can then be regressed on the 
variables shown on the RHS. 
In either case, estimates of the parameter g can be converted from an elasticity to an 
overall rate ofretum dYldR as given by: 
dYldR = g (fIR). 2 (5) 
The capital variable K is derived from capital expenditure data by the perpetual 
inventory method: 
where 
Kt (1 - j) Kt-1 + Et-1 (6) 
Kt = the stock of conventional capital at the beginning of period t in 
constant prices; 
Kt-l = the stock of capital at the beginning of period t- I; 
Et-1 = capital expenditure during period t-l in constant prices; and 
f = the depreciation or obsolescence rate of capital. 
In this study, Philpott's data on capital employed in different sectors is utilised. 
Philpott does not use diminishing balance depreciation rates but substitutes a 
formula taking in the average life of assets (Philpott 1994). These estimates of the 
capital employed are about 50 per cent greater than those determined by book 
depreciation methods (Philpott 1995). 
The perpetual inventory method is also applied to the R&D variables. The 
expenditures shown in Figure 1 are transformed as in equation (6). Knowledge is 
regarded as a stock of available technologies which can be added to and subtracted 
2 This is not equivalent to the internal rate of return. The IRR would need to be 
estimated from the long term responses in productivity. 
from. The reduction process can be treated as the depreciation factor. The initial 
stock of knowledge has to be established from the available data by a formula of the 
kind: 
where 
for 
So = Eo I (e + j) , (7) 
So = the stock of R&D capital at the beginning of the first year for 
which expenditure data is available; 
Eo = the annual expenditure on R&D (in constant prices) during the 
first year; 
e = the average annual logarithmic growth of R&D expenditures 
the nearest relevant years; and 
f = the depreciation or obsolescence rate of knowledge. 
The assumption is that if the stock had been growing before the first year at a 
certain rate, then the estimate of the total starting stock wiII be that much higher 
than it would have been if expenditure were capitalised by the rate of depreciation 
alone. In the estimates used in this paper e was estimated for the first ten years after 
1962, andfwas set at 5 per cent per year. Thus the starting stock for the market 
sector is: 
So = $86.3m / (0.1 + 0.05) (8) 
= $575.3m (in $1982-83) 
The choice of a rate of depreciation of a knowledge stock is a difficult question. It 
seems clear that new inventions and ways of doing things replace older inventions 
and ways. The stock is thus a moving entity - constantly wasted and constantly 
replenished. Evidence is lacking on what is the appropriate course of action. Scobie 
and Eveleens (1986) note that "average research results are slowly incorporated 
into practice and their impact on productivity increases [in agriculture] reaching a 
peak after 11 years, and finally tailing off after a total of23 years". This suggest a 
"life" of research of about 20 years with the maximum effect in the mid years of 
that period. Thus a rate of 5-1 0 per cent might be quite appropriate for a country 
like New Zealand - the results presented here are calculated at 5 per cent. 
The second approach is to isolate the productivity change as a residual after capital 
and labour returns have been allowed for. This is the total factor productivity index 
(TFP) which is defined as the net output of an industry divided by the weighted sum 
of the labour and capital inputs used. In national accounting terms the ratio is: 
TFPi = Yi I aiLi + biKi (9) 
where ai and bi are the average factor shares of income in nominal terms for the ith 
industry. For example, in the market sector as a whole the share ofL is 0.60 and K 
is 0.40. 
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The TFP index can be regarded (by re-arrangement of (9) above) as the weighted 
mean of the labour and capital productivity indices: 
TFP i = ai(yi / Li) + bi(Yi / K i). (10) 
The actual data and factor shares from the Philpott data set are available in the 
form: 
Y it. Real GDP by SNA industry group ($m in 1982-83 prices). 
L it. Employment in SNA industry groups ('000 full time equivalents). 
K it. Real gross capital stock by SNA industry group ($m in 1982-83 prices). 
a i and b i. Average factor shares in nominal $. 
The ratios in equation (10) are shown in Figure 2 for the national market economy 
with base year weights (n.b. excluding owner-occupied dwellings and government 
services). 
Figure 2: Components of National Productivity 
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Rates of return to R&D in the Agriculture Sector 
We first test the Cobb-Douglas hypothesis (Equations (2) and (3» in a step-wise 
manner for the market economy and for the agriculture sector(Tables 5 and 6). The 
variables are: 
Sectoral Real GDP as a function of: 
Labour in full time equivalents (Philpott) 
Real Capital Gross Stocks (Philpott) 
Real Stocks of Private R&D depreciated at 5% 
Real Stocks of Public R&D depreciated at 5% 
Real Stocks of Australian R&D (reflecting a source of external spillovers) 
Real Expenditure on Education in NZ (reflecting upgrading of skills) 
In Table 5, hypothesis a. has good properties for expected values for Labour and 
Capital approximating to their factor shares. In hypothesis b. private R&D is highly 
positive but public R&D highly negative. In hypothesis c. both external factors are 
not significant. In Table 6 the Cobb-Douglas fit is very poor; there is again a high 
return to private R&D and a negative return to public R&D; no influence from 
Australian R&D; but a suggestion of an influence from skill levels in the economy. 
Table 7 shows the regression results derived from equation (4). The dependent 
variable is now total factor productivity as defined in equation (9). Constant factor 
shares (averages) were used as weights for capital and labour inputs. We also show 
the RORs for these results as derived by the formula in equation (5). For MK the 
size of the R&D coefficient is smaller but of the same sign. For AGR the R&D 
coefficients are barely changed from Table 6. Australian R&D comes through as 
significant for MK and AGR and EDU cames through in AGR again. The ROR for 
PVTR&D is quite high in both equations but the ROR for PUBR&D is low and 
negative. 
Table 5: Full Cobb-Douglas Results for Market Economy 
Variable . Labour' 'Capital' PVTR&D PUB R&D AUST 
Option. 
a. 0.54 (5.2) 0.56 (18.9) 
b. 1.06 (12.5) 0.58 (4.1) 0.70 (4.5) -0.78 (-7.1) 
c. 0.9S (9.3) 0.37 (1.7) 0.S7 (3.S) -0.S9 (-3.6) 0.07 (1.2) 
('I' test in brackets) 
Option 
a. 
b. 
c. 
Table 6: Full Cobb-Douglas Results for Agriculture 
-2.S6 (-6.1) 
0.66 (1.3) 
1.08 (2.5) 
2.42 (8.7) 
1.63 (2.2) 
2.1S (1.6) 
2.24 (6.3) 
2.S6 (3.9) 
-2.01 (-S.7) 
-2.S7 (-5.6) -0.1 (1.0) 
BDU 
0.03 (O.S) 
0.5 (2.8) 
Table 7: Factor Productivity Results for Market Sector&Agriculture 
PVTR&D PUB R&D AUST BDU 
Option 
a.MK 0.39 (3.1) -0.38 (-3.3) 0.13 (3.7) 
0.02(0.4) 
b.AGR 2.91 (6.7) -2.51 (-6.7) 
-0.46 (-2.7) 
0.60(3.7) 
c.RORMK* $11.9 -$4.8 
d. RORAGR* $68.7 -$6.7 
* ROR=Rate of Return; $return per $ of depreciated R&D stock; i.e. accumulated investment in 
R&D. 
All of these results utilise stocks of R&D knowledge as an independent variable. As 
already indicated, the stock of knowledge concept is rather hypothetical and its rate 
of wastage or depreciation equally so. Table 8 shows the sensitivity of the results in 
Table 7 to changes in the wastage rate. (There is a small change in the specification 
that changes the earlier result slightly). It appears that manipUlation of the wastage 
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rate is compensatory; the elasticity decreases as the wastage rate increases and the 
rate of return rises slightly in each case. 
Table 8: Sensitivity of Elasticity to the Wastage Rate for R&D Stocks 
(Same formulation as Table 7) 
Rate 
5% 
10 
20 
30 
40 
50 
Annual 
PVTMK 
0.34 
0.30 
0.20 
0.15 
0.12 
0.11 
0.07 
PUBMK 
-0.35 
-0.29 
-0.20 
-0.17 
-0.15 
-0.14 
-0.07 
PVTAGR 
2.59 
2.28 
1.61 
1.28 
1.08 
0.95 
0.69 
PUBAGR 
-2.32 
-1.98 
-1.46 
-1.24 
-1.11 
-1.03 
-0.65 
MoRST has been extremely concerned about the negative relationship between 
public R&D stocks and the two productivity measures employed. In terms of the 
industry breakdown employed in the larger study, private R&D stocks are 
positively related to changes in TFP in 7 cases out of 10; public R&D is positively 
related to changes in TFP in 4 cases out of 10; external R&D is positively related to 
changes in TFP in 7 cases out of 10; and education expenditure is positively related 
to changes in TFP in 4 cases out of 10. In the market economy as a whole there is a 
positive result for private R&D stocks and a negative result for public R&D stocks. 
As Scobie and Eveleens have shown, there is a relationship between R&D annual 
expenditure over the long term and productivity in AGR. Table 9 shows the 
relationship in this set of data for the market economy and agriculture sectors using 
TFP as the dependent variable. Since the individual elasticities are additive the 
overall productivity effect of R&D investment can be assessed by this method. In 
both the market economy and agriCUlture there is now an overall positive relation 
between public R&D and productivity. There is clearly a negative relationship 
between the 4th and the 9th year in public investment in both sectors which seems to 
be common to most industries. Private investment in R&D in AGR is positive 
through the system reflecting the high elasticity and rate of return obtained earlier. 
Table 9: Polynomial Distributed Lag Effect 
Lag PVTMK PUBMK PVTAGR PUBAGR 
-1 -0.001 0.130 0.147 0.459 
-2 
-0.026 0.045 0.114 0.207 
-3 -0.040 -0.014 0.088 0.029 
-4 -0.044 -0.051 0.070 -0.085 
-5 -0.040 -0.068 0.058 -0.145 
-6 
-0.030 -0.070 0.052 -0.160 
-7 -0.016 -0.059 0.049 
-0.140 
-8 0.001 -0.040 0.049 -0.094 
-9 O.oI8 -0.016 0.050 -0.034 
-10 0.035 0.010 0.052 0.032 
-11 0.048 0.034 0.053 0.094 
-12 0.056 0.052 0.051 0.143 
-13 0.057 0.061 0.046 0.167 
-14 0.049 0.058 0.037 0.158 
-15 0.031 0.039 0.022 0.105 
Sums 
Turning points 
0.096 
4,13 
0.112 
6,13 
0.940 
6,12 
0.736 
6,13 
The assumption that R&D can be conveniently divided into private and public 
providers can be challenged although the insight it reveals is useful as the results so 
far show. Table 10 recalculates some of the main results for AGR with a variable 
amalgamating the components of R&D. By itself ALLR&D is strongly and 
positively related to changes in TFP. However its strength of asociation is lost when 
regressed with AUST and EDU in the same equation. Curiously the strongest 
relationship is that with Australian stocks of R&D. This is inconsistent with the 
result in Table 6. 
Table 10: Amalgamation of Private and Public R&D for Agriculture 
Option ALLR&D AUST EDU 
a. 0.39 (10.4) 
b. 0.25 (0.4) 0.62 (7.2) 
c. 0.06 (0.5) 0.72 (2.8) 
d. -0.02 (-0.2) 0.61 (5.9) 0.06 (0.3) 
We next examine the source of R&D knowledge employed in an industry. We use 
the agricultural sector as an example. There are two hypotheses to examine. We can 
ask whether the source of R&D knowledge is outside the immediate industry 
environs - in this case such an effect could be called a spillover from one industry 
to another. Secondly we can ask whether the additional source of R&D 
complements the R&D already held or is a substitute for it. We create two new 
variables - PVTOTHER and PUB OTHER - being the stock of R&D not designated 
as belonging to the AGR science output area as defined by MoRST. We then create 
another variable - MUL T - which is the geometric sum of the two stocks of R&D. 
A positive sign indicates complementarity and a negative sign indicates substitution 
between own stocks and other stocks. In Table 11 PVTOTHER is not quite 
significant at the 5% level and is certainly of the right sign. PUB OTHER does not 
feature strongly. In the case of MUL T the coefficients are negative (indicating 
substitution at work) but only that for PUBR&D is significant at the 5% level. 
Since PUBR&D by itself has a negative elasticity the MUL T result amounts to 
reinforcing the negative effect on TFP. 
Optio 
a. 
b. 
c. 
1.3) 
d. 
2.3) 
Table 11: Spillovers in the Agriculture Sector 
PVTR&D PUB R&D PVTOTHER PUB OTHER MULT* 
1.24 (2.7) -1.95 (-7.0) 1.14 (1.7) 
1.91 (8.5) -1.91 (-2.9) 0.41 (0.5) 
2.28 (3.0) -2.26 (-7.2) 1.05 (1.8) 
-0.07 (-
2.91 (6.9) -0.09 (-0.1) 
-1.01 (-1.3) -0.13 (-
N 
~ 
• MULT is a variable representing the multiplicand ofpVTR&D and PVTOTHER. See text. 
Likewise for PUB R&D and PUB OTHER. 
Further Econometric Analysis 
A more sophisticated approach to the structure of returns in the science system, 
using the same set of data, is to treat the sectoral data as a cross-section panel 
(Johnson, Razzak & Stillman, 2005). This gives a 9x37 set of observations. The 
function was assumed Cobb Douglas and the data normalised by dividing 
throughout by the labour variable. Hence the results can be interpreted as factors 
which affect labour productivity across sectors in the economy. This variable enters 
the estimating equation on the RHS as output per person lagged by one year and is 
statistically significant. The response to capital per employee is variable and not 
significant in every specification explored. The results tend to support a constant 
returns to scale hypothesis. Across industries, the elasticity of private R&D stocks 
is positive in all regressions tried, but the own effect of public R&D stocks is 
negative and barely significant. Spillovers were tested by including each industry 
R&D stock as an independent variable. This measures the effect of a given industry 
stock on all other industries. For private R&D there were measurable spillovers 
from building, forestry and services and for public R&D smaller spillovers from the 
agriculture and transport industries. These results confirm the simpler statistical 
models where private R&D has a small positive impact on own-industry output 
after controlling for capital and labout inputs, and some evidence that this R&D 
spills over from certain industries to the overall economy. Publicly provided R&D 
does not appear to have a positive impact on either own-industry output or the 
overall economy. These results are consistent with economic theory in the sense 
that private R&D investments should be more efficient as private firms will not 
undertake such investments unless they expect 
Table 12: Foundation Cost-benefit Studies 
Subject Authors Methodology Results 
1. Possum Control Outcome Management Public Good paradigm IRR 28% 
Landcare Services (M Rosevear) . Economic agents who gain 
or lose'. 
2. Mobile Radio Network Infometrics Qualitative assessment NolRR 
Development Private costs and benefits Pvt BIC 2:1 
Tait Electronics 
3. Post-Harvest Treatment of NZIER Developer's perspective IRR 30% 
Carrots (C Nixon) Private Viewpoint? BIC 2.5:1 
Plygers (Developer) 
4. Vitamin B12 Deficiency NZIER Social cost benefit IRR 41% 
Remedy (MCox) 'Large and diverse economic BIC 10:1 
Ag Research benefits' 
5. Speedwell Cattle Vaccine N/A N/A N/A 
(forthcoming) 
Source: www.frst.govt.nzievaluation 
a positive return. On the other hand, publicly provided R&D often has goals beyond 
profit maxmisation. (op cit, p.ll). 
Cost-benefit Studies 
Table 12 shows the results of cost-benefit studies on a project basis undertaken by 
FRST. While these may be possibly 'successful' projects, they have longer track 
records' that permit evaluation. The results are generally very favourable. It is not 
clear to me whether the methodology is always the same in each case study. There 
is a need to be clear about private returns and social returns to investment and 
whether national income conventions are being observed. We should look forward 
to more of these evaluations. 
Discussion 
The results obtained by myself and Johnson et at are drawn from a single set of 
data. Some of the R&D data is drawn from surveys in the period from 1989 to 
2000, while some of the R&D data is extrapolated from less reliable sources for the 
earlier period. National income, labour employment, and capital stock are drawn 
from the data base set up by B.P.Philpott which is consistent for the whole period of 
study. The allocation of R&D expenditure to a particular industry relies on the 
MoRST system of 'science output areas' where providers try to identify the 
probable users of that research. Before 1989, public expenditure on R&D was 
gleaned from Government and NRAC records and the industry allocation depended 
on the department carrying it out. For private expenditure on R&D the allocation 
was roughly in line with that found in 1989. 
For these reasons, the association between R&D expenditure and particular 
industries is weak in the data. The set for the market economy is stronger in this 
sense because these allocation errors are avoided. The difference between the 
results for PVR&D and PUR&D in both studies appears to be partly due to these 
measurement errors and partly due to a conceptual difference associated with the 
aim of scientific research. The latter is perhaps best encapSUlated in the notion of 
short-term versus long-term investment strategies. The state, perhaps, has set 
scientific objectives, in the past, that aimed at the national good in a longer term 
framework. The results of such research permeate into society rather slowly and 
unevenly. It may be virtually unmeasurable! On the other hand, we would expect 
private enterprise to invest in areas where there was a forseeable gain for them. 
(This is pure hypothesis of course, given the measurement errors in 'science output 
areas'). 
The analysis does demonstrate, I think, that it is the general pool of knowledge 
which is important in the economic utilisation of scientific research rather than any 
special designated research. Maybe we should stop looking for spillovers (between 
industries say) and accept that knowledge is a general resource available to anyone 
apart from where particular patents or ownership restrictions apply. It might be 
important to bear in mind Griliches (1979) definition where he says "The level of 
productivity achieved by one firm or industry depends not only on its own research 
efforts but also on the level of the pool of general knowledge accessible to it". 
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An assessment of five different theoretical frameworks to 
study the uptake of innovations 
Neels Botha and Kris Atkins 
AgResearch Ltd, Ruakura Research Centre, East Street, Private Bag 3123, 
Hamilton, New Zealand 
Summary 
There are several theoretical frameworks one can draw upon to study the adoption 
process. Extension Theory, Bounded Rationality, Diffusion Theory, the Theory of 
Reasoned Action and Consumer Behaviour Theory were of particular interest to us. 
In assessing the frameworks we looked for contradictions, and how and whether 
these frameworks could be used to study the adoption process. The assessment was 
done by using our own conceptual framework of the adoption process and we discuss 
the results in this paper. We found that the different frameworks don't contradict 
each other and when combined into our conceptual framework they offer very useful 
constructs for studying the adoption process. 
Key words: adoption, innovations, theory 
Introduction 
The adoption process - a conceptual framework 
For our discussion we approach adoption from a psychological point of view. We 
view it as a process of decision-making by individuals that requires cognition, i.e. it 
requires the use of an individual's abilities to perceive, understand, and interact with 
their environment in an intelligent manner. In that sense the person and their 
environment playa role in the process. Nutley et aI, (2002), Rogers (1995), Clarke 
(1996) and Wilson et al (undated) described different stages of the adoption or 
change process, which we illustrate in figure 1. We use the term "innovation" to refer 
to any concept, technology, practice or system that is new to any individual. 
The adoption process begins when a person moves from a state of ignorance (called 
"pre-contemplation" by Prochaska et al 1992), i.e. being unaware or ignorant, to 
being aware. Rejection may follow immediately (see figure I) or the adoption 
decision-making process may continue and the individual will develop and 
consequently demonstrate an interest in the innovation. Rejection may follow, or the 
individual may proceed into the next stage of the adoption decision-making process, 
comparison (see figure J). During this stage the individual will compare the 
innovation with what's current. Rejection may result. If the comparison is 
favourable, the next phase is to test the innovation. During this stage the person will 
want to test the innovation on small scale, to see if it works for them. 
During this stage the individual may also want, as part of the test phase, to compare 
the innovation with other available or possible options. They may reject it, because it 
"failed" the test. However, if the innovation "passes" this test, they will adopt the 
innovation. Once adopted, discontinued application or use is also a possibility, e.g. 
rej ection after adoption. 
Figure I: Stages of the adoption process 
The adoption process takes place amid particular settings, e.g. policy, particular 
social and cultural contexts, climate, geography, and economic conditions and so on. 
These settings, called contextual factors, influence the adoption process too and need 
to be taken into account. Moreover, an individual's personal characteristics playa 
role in the adoption decision-making process. We also make provision for these 
factors in figure 1. 
We firstly discuss the assumptions and concepts of each theoretical framework, 
followed by a discussion of its strengths and weaknesses. By strengths and 
weaknesses we mean the contributions to and shortcomings of the approach in terms 
of informing our adoption process framework as illustrated in figure I and discussed 
above. 
Extension theory 
Assumptions and concepts 
Extension science evolved from rural sociology and over time extension has become 
more and more aligned with social psychology and communication (Roling, 1988). 
Traditionally, it was assumed that all farmers would eventually see the benefit of 
new innovations and thus adopt them. Therefore, views and measures of the success 
of an innovation were based on the level at which an innovation was adopted. A 
further assumption was that increased adoption rates would occur as information 
about the innovation was communicated through farmers' social networks. This 
organised and formal process of actively communicating such information was called 
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"extension", basically the process of changing voluntary behaviour via 
communication. The goal of extension is to detennine how to convey infonnation 
regarding a new innovation to a certain population (such as fanners) so that they will 
adopt it. The challenge then of extension is to design an appropriate communication 
channel (Roling, 1988). 
Over time within the field of agricultural extension the tenn extension has also been 
used to collectively include any advisory, consulting, technology transfer, research, 
training, marketing, industry development, learning, change, communication, 
education, attitude change, collection and dissemination of infonnation, human 
resource development, facilitation, or self-development activities that are undertaken 
with the aim of bringing about positive change on farms and in agriculture (Fulton, et 
ai, 2003). Traditional extension models were widely accepted yet failed to adequately 
explain the adoption behaviour of fanners. 
Strengths and weaknesses of extension theory 
Extension theory helps us better understand the contextual factors of the adoption 
process (figure 1) and provide insights into the communication aspects thereof -
using communication to influence adoption decision-making. 
Essentially the extension approach is not about studying or analysing the adoption of 
innovations. It is about bringing about behaviour change. In itself the approach does 
not provide a framework for studying the adoption of innovations apart from 
evaluating extension outcomes. The approach could have contributed more to 
studying the adoption of innovations, but evaluation of extension projects and 
programmes, i.e. assessing adoption levels and rates, is rather uncommon. It is 
uncommon because it is difficult. In this regard Qamar (2000) says: "There has 
always been concern for the difficulties faced in carrying out objective evaluation 
and impact assessment of agricultural extension programmes. Identifying the impact 
of extension within an agricultural development programme is a difficult task". 
It would be unfair to say or even imply that extension projects or programs are not 
evaluated at all, because there are good examples of this happening, e.g. Target 10, a 
state-wide dairy industry extension program delivered through the Department of 
Natural Resources and Environment in Victoria. 
Bounded Rationality 
Assumptions and concepts 
In 1957 Herbert Simon challenged the classical economic theory that economic 
behaviour was essentially rational behaviour in which decisions were made on the 
basis of all available infonnation with a view to securing the optimum result possible 
for each decision maker. Instead, he contended that in today's complex world 
individuals cannot possibly process or even obtain all the infonnation they need to 
make fully rational decisions. Rather, they try to make decisions that are good 
enough and that represent reasonable or acceptable outcomes. Simon proposed a less 
ambitious view of human decision making which he called "bounded rationality" 
(BR) or "intended rational behaviour". It is, as he called it "that property of an agent 
that behaves in a manner that is nearly optimal with respect to its goals as its 
resources will allow". He described the results it brought as "satisficing." As early as 
1947, he rejected the notion of an omniscient "economic man" capable of making 
decisions that bring the greatest benefit possible. Instead he and proposed the idea of 
"administrative man" who "satisfices i.e. looks for a course of action that is 
satisfactory or 'good enough.' " 
Simon (1991) points out that most people are only partly rational, and are in fact 
emotional/irrational in the remaining part of their actions. He gives Albert Einstein as 
an example of bounded rationality. 
Simon indicated that there were two major causes of bounded rationality: 
Limitations of the human mind 
The structure within which the mind operates 
Strengths and weaknesses of Bounded Rationality 
BR is about the whole decision-making process rather than its different stages as we 
propose in figure 1. It is useful to better understand the intent of an individual when 
making a decision which, according to BR, is to "satisfice" or reach acceptable 
outcomes. It also adds the understanding that imperfect infonnation is acceptable for 
decision-making, and that an individual's goals and resources playa role in decision-
making. 
Simon's research interest lay in the psychology of problem solving although he 
published widely in a variety of disciplines. BR is a psychological concept. Initially 
it was defined negatively rather than positively, i.e. it tends to be seen as all those 
aspects of decision-making that substantive rationality is not (Foss, 2002). Simon 
later changed the tenn into "procedural rationality" because he felt that BR was 
largely· characterized as a residual category, i.e. rationally is bounded when it falls 
short of all-encompassing knowledge. His theory of satisficing search is one such 
characterisation. BR contains virtually nothing about the merits of alternative search 
procedures and it lacks a theoretically developed basis (Foss, 2002). 
Diffusion Theory 
Assumptions and concepts 
According to Yates (2001) the work of Ryan and Gross (1943) in rural sociology is 
cited as the beginning of diffusion research. They used interviews as their main 
method of data collection. This has been a trend in diffusion research since. 
The diffusion theory literature overview of Nutley et al (2002) shows how evidence 
and ideas from a wide range of underpinning disciplines are drawn together. These 
disciplines include anthropology, education, geography and sociology. These 
underpinning disciplines provide a range of perspectives on the diffusion of 
innovations (Nutley et ai, 2002). Although different, the perspectives and emphases 
of many of these research traditions are said to complement one another: 'the 
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unexplained residue of one is often a major preoccupation of another' (Kelly and 
Kranzberg, 1978: 120, cited by Nutley et ai, 2002). 
According to Rogers (1995) diffusion theories have their origins in the explanation 
of the adoption of technological change by farmers. The first edition of Rogers' 
influential text on the diffusion of innovations was published in 1962. Since then the 
scope of diffusion theories and associated empirical research has broadened. While 
diffusion literature largely covers innovations in industrial and service settings, a 
good deal of attention has now also been paid to public service and public policy 
innovations, with considerable emphasis on the diffusion of innovations in the health 
care and educational fields (Nutley & Davies, 2000). 
Rogers (1995) points out that diffusion is not a single, all-encompassing theory. It is 
several theoretical perspectives that relate to the overall concept of diffusion; it is a 
meta-theory (Yates, 2001). There are four factors that influence adoption of an 
innovation (Rogers, 1995), including: 
the innovation itself 
the communication channels used to spread information about the innovation 
time 
the nature of the society to whom it is introduced. 
Rogers (1995) explains that there are four major theories that deal with the diffusion 
of innovations. These are the innovation-decision process theory, the individual 
innovativeness theory, the rate of adoption theory, and the theory of perceived 
attributes. 
Innovation-decision process theory 
The innovation-decision process theory is based on time and five distinct stages 
(Nutley et ai, 2002). The first stage is knowledge. Potential adopters must first learn 
about the innovation. Second, they must be persuaded as to the merits of the 
innovation. Third, they must decide to adopt the innovation. Fourth, once they adopt 
the innovation, they must implement it. Fifth, they must confirm that their decision to 
adopt was the appropriate decision. Diffusion results once these stages are achieved 
(Rogers, 1995). 
Individual innovativeness theory 
Nutley et al (2002) say the individual innovativeness theory is based on who adopts 
the innovation and when. A bell-shaped curve is often used to illustrate the 
percentage of individuals that adopt an innovation. 
Rogers (1995) also pointed out that as well as the determinants of apportion at the 
individual level, there are a variety of external or social conditions that may 
accelerate or slow the diffusion process such as: 
Whether the decision is made collectively, by individuals, or by a central 
authority. 
The communication channels used to acquire information, about an 
innovation, whether mass media or interpersonal. 
The nature of the social system in which the potential adopters are 
embedded, its norms, and the degree of interconnectedness. 
The extent of change agents' (advertisers, development agencies, etc.) 
promotion efforts. 
Of importance is communication, or rather the process where information is both 
created and shared in order to reach a mutual level of understanding between 
individuals. This provides the means by which information is transmitted between 
individuals and social systems creating the communication channel (Rogers & Scott, 
1997). 
Theory of rate of adoption 
The theory of rate of adoption suggests that the adoption of innovations is best 
represented by an s-curve on a graph (Nutley et ai, 2002). The theory holds that 
adoption of an innovation grows slowly and gradually in the beginning. It will then 
have a period of rapid growth that will taper off and become stable and eventually 
decline (Rogers, 1995). The Bass model suggests other representations (Robert-Ribes 
& Wing, 2004). 
Another aspect of importance is time. Innovations are seen to be communicated 
across space and through time. Time has been identified as being significant in the 
diffusion of innovations in three main ways (Rogers & Scott, 1997). 
Firstly, the adoption of an innovation is viewed as a mental process that 
evolves over time starting and initial awareness and initial knowledge about 
an innovation which evolves into an attitude towards that innovation. This 
influences the decision of whether to adopt of reject the innovation. 
Secondly, the rate of adoption amongst individuals differs throughout the 
social system. This starts of slowly with only a minority of people adopting 
the innovation increasing over time eventually reaching the rate where 
enough individuals have adopted the innovation and the rate of adoption 
becomes self-sustaining . 
Thirdly, time is involved in the rate of adoption or rather the relative speed 
that members of a social system adopt innovations. This is often measured as 
the number of members of the system that adopt the innovation in a given 
time period. 
Theory of perceived attributes 
The theory of perceived attributes is based on the notion that individuals will adopt 
an innovation if they perceive that the innovation has the following attributes (Nutley 
et al 2002). First, the innovation must have some relative advantage over an existing 
innovation or the status quo. Second, it is important the innovation be compatible 
with existing values and practices. Third, the innovation cannot be too complex. 
Fourth, the innovation must have trialability. This means the innovation can be tested 
for a limited time without adoption. Fifth, the innovation must offer observable 
results (Rogers, 1995). 
Strengths and weaknesses of Diffusion Theory 
Being a meta-theory, Roger's approach makes several contributions to the adoption 
process as shown in figure 1. These are shown in Table 1. 
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Table 1 ; Contributions of diffusion theory to the adoption process 
Aspect of Roger's 
approach 
Factors that influence 
adoption 
Innovation decision-
process theory 
Individual 
innovativeness theory 
Theory of rate of 
adoption 
Theory of perceived 
attributes 
Contribution to the adoption process 
Brings three aspects to the contextual factors of the 
adoption decision-making model. Firstly the notion that 
the innovation itself is important. Secondly, 
communication channels that spread information about 
the innovation influence the adoption decision-making 
process. Thirdly, the nature of the society to whom it is 
introduced influences adoption decision-making. 
The 5 stages of the innovation decision-process theory 
correspond to the stages of the adoption decision-making 
model. 
Apart from re-emphasising communication channels and 
their influence, and the nature of the social system in 
which the potential adopters are embedded, it adds the 
extent of change agents' (advertisers, development 
agencies, etc.) promotion efforts as a contextual factor. 
Confirms that adoption is a mental process that evolves 
overtime. 
It brings to the adoption decision-making model the 
concept of attitude towards the innovation. This attitude 
influences the decision of whether to adopt or reject the 
innovation. 
It brings to the adoption decision-making model the 
concept of perception - how the adopter views the 
innovation in terms of five characteristics: relative 
advantage, compatibility, complexity, trialability and 
observability. 
The limitations of the diffusion approach are well documented and we discuss only 
some. Firstly the theory does not consider the possibility that people will reject an 
innovation even if they fully understand it (Waterman, 2004). Also, insufficient 
consideration is given to innovation characteristics and how these change over time 
(Wolfe, 1994). According to Kole (2000) it is technology driven because of its 'pro-
innovation bias'. Pro-innovation bias implies that all members of a social system 
should adopt innovations and adoption should happen more quickly. Kole (2000) 
also indicates that 1) it does not take into account the fact that diffusion and adoption 
may fail because it was a bad idea to begin with; 2) that it associates the latest 
technologies with 'progress', thereby ignoring alternatives; and 3) that focuses on the 
individual adopter and thereby ignoring social structures. This is called the 
'individual blame bias'. Nutley et al. (2002) point out that the nature of the utilisation 
of knowledge in diffusion of innovations is further complicated by contrasting 
straightforward adoption (replication) versus reinvention (adaptation). Early 
diffusion studies assumed that adoption of an innovation meant the exact copying or 
imitation of how the innovation had been used previously in a different setting. 
However, following the work of Charters and Pellegrin (1972) the accepted wisdom 
now recognises the concept of reinvention - defined as the degree to which an 
innovation is changed or modified by a user in the process of its adoption and 
implementation (Rogers, 1995; Hays, 1996). 
Theory of Reasoned Action 
Assumptions and concepts 
Parminter and Wilson (2003) describe the model as follows: "The model addresses 
the internal (psychological) determinants of peoples' behaviour across a wide range 
of physical and social situations. The Theory of Reasoned Action (TRA) is based 
upon peoples' behaviour being strongly related to their attitudes towards that 
behaviour. People form attitudes by systematically deliberating on any information 
that they have about the behaviour being considered (Fazio, 1990, cited by Parminter 
and Wilson, 2003). In tum, attitudes result from an individual's beliefs about the 
consequences of a particular behaviour and their (his or her) evaluation of those 
beliefs. The more an individual expects that a particular behaviour has good 
consequences for themselves, the more that individual will have a positive attitude 
towards that behaviour. Similarly, the more that an individual expects a behaviour to 
have undesirable consequences for themselves, the more that they will have a 
negative attitude towards it. Peoples' attitudes influence their behaviour through the 
formation of intentions to behave in certain ways. A similar process exists with 
subjective norms". 
Parminter and Wilson (2003) further say that: "Included in the basic Theory of 
Reasoned Action model (see figure 2) are behavioural beliefs, normative beliefs, 
attitude, SUbjective norm, and intention. Results from studies previously reviewed 
(Ajzen and Fishbein, 1980, cited by Parminter and Wilson, 2003) have shown that 
the behavioural belief component is expected to be positively correlated with 
attitude, while the normative belief component is expected to be positively correlated 
with the SUbjective norm". 
Both attitude and subjective norm are predictive of intention in all of the studies 
previously reviewed (Ajzen and Fishbein, 1980) and, through intention; they are also 
precursors to behaviour" (parminter and Wilson, 2003). 
Parminter and Wilson (2003) illustrate the causal sequence of cognition as follows 
(see Figure 2). 
Strengths and weaknesses of the Theory of Reasoned Action 
TRA describes the drivers of an individual's behaviour, not how the individual 
makes a decision to adopt or reject an innovation. The concept of intention to behave 
in a particular manner may be useful to better understand adoption decision-making 
and is part of the personal factors of the adoption decision-making model (figure 1). 
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Figure 2: Representation of the Theory of Reasoned Action (from Parminter 
and Wilson, 2003) 
For example: intention could for instance be associated with behaviours consistent 
with "successful farming". That is, an individual intends to behave in ways that 
illustrate success in farming. The use of new technology may be part of these 
behaviours, hence influencing adoption behaviour. Beliefs, attitudes and subjective 
norm are internal to and therefore part of the individual. 
Asatiani (undated): "Some limitations of the TRA include the inability of the theory, 
due to its individualistic approach, to consider the role of environmental and 
structural issues and the linearity of the theory components (Kippax and Crawford, 
1993, cited by Asatiani). Individuals may first change their behaviour and then their 
beliefs/attitudes about it". 
Consumer Behaviour Theory 
Assumptions and concepts 
Consumer Behaviour Theory (CBT) takes the needs of producers and uses this as a 
starting point for evaluating the advantages and disadvantages of an innovation. 
CBT assumes that a prospective adopter actively searches for information and 
devotes a great deal of time and energy in making decisions. CBT provides a 
framework for determining how innovations can contribute to satisfYing the needs of 
the adopters. There is an assumption that a variety of decision processes occur when 
making the decision whether or not to adopt an innovation. Furthermore, CBT 
provides criteria for identifYing the decision processes occurring in particular 
circumstances and recognises that different individuals adopts the same products for 
differing needs (Kaine, 2004). Consumer purchase behaviour is illustrated in figure 
3. 
Figure 3: Consumer purchase behaviour 
Decision making 
More effort 
Less effort 
High involvement 
decision 
Low involvement 
CBT states that the decision to adopt is influenced by the level of consumer 
involvement in the innovation and the degree of effort consumers are willing to 
invest in making a purchase decision. The theory proposes that when a potential 
adopter's involvement is high they tend to engage in complex decision making or 
brand loyalty depending on the degree of effort they invest (Assael, 1998). The type 
of purchases that fit into this category are those that are expensive, not purchased 
often or tied closely to status or image. In the case of farmbg the purchasir.g of a 
new tractor would fit into this category (Kaine, 2004). 
Under high involvement conditions the potential adopter is likely to devote a great 
deal of time to considering the benefits of the innovation at hand and to other 
alternatives (Kaine, 2004). There is high risk in these decisions. In contrast to this 
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are low involvement purchases that are normally inexpensive and routinely 
purchased and have little risk involved (Kaine, 2004). 
CBT states that with high involvement purchases adopters will either follow a 
complex decision making process or brand loyalty. Complex decision making 
occurs when the consumer is prepared to put a great deal of effort into the process of 
decision making. Complex decision making is systematic, where the adopter learns 
about the attributes of products and then develops a set of purchase criteria. This 
process includes the association of product characteristics with the benefits the 
adopter seeks, and the selection and adoption of an innovation. If the adopter is 
satisfied with the product then they are more likely to repurchase at a further date and 
continued satisfaction will eventually lead to brand loyalty (Kaine, 2004). 
Brand loyalty thus represents an adopter's personal commitment, to repeatedly 
purchase a certain "brand" of innovation. This could change when an adopter 
experiences a change in their needs, they become dissatisfied by the brand because of 
continual poor performance, or a demonstrably superior brand may induce a change 
of brand. Nevertheless, adopters will generally be unwilling to change technologies 
where the failure of that technology may have a high level of risk associated with it. 
This is especially the case with certain agricultural innovations (Kaine, 2004). 
Strengths and weaknesses of Consumer Behaviour Theory 
The application of CBT to the adoption of agricultural innovations suggests that 
primary producers are likely to be motivated and discriminating purchasers of new 
technologies. They actively seek information on, and systematically learn about, 
innovations that are highly relevant to their needs. Starting with end-users needs is a 
very helpful concept. In circumstances where the failure of an innovation can have 
serious consequences for the farm enterprise, and existing technologies and practices 
have proved to be reliable, producers will sensibly resist the introduction of an 
innovation. This behaviour can be interpreted as resembling brand loyalty and is a 
rational and strategic response to risk (Kaine, 2004). Moreover CBT does not assume 
that the population of potential adopters has already been correctly identified, but it 
provides a framework to do exactly that. 
CBT has other useful concepts for the adoption decision-making model, i.e. 
there are a variety of types of decisions and different decision processes are 
invoked in different circumstances 
different individuals purchase the same product (adopt the same innovation) 
to satisfy different needs 
the notion of social and psychological risks and their influence on adoption 
decision-making 
We believe that CBT is unclear about categorising potential adopters into "more 
effort" and "less effort" and "high involvement" and "low involvement" categories. 
Moreover, CBT does not cater well for individuals who move/switch between these 
poles. 
Discussion 
It is generally accepted that the adoption of an innovation is a process that does not 
simply happen instantaneously or spontaneously. In order to study the process it can 
be broken down into different stages and we chose a psychological perspective to do 
so (see figure 1). We reviewed several theoretical frameworks to better inform our 
concept of the adoption process and found that they complement each other in a 
variety of ways. Where the frameworks add and what they bring to the adoption 
process concept is summarised in table 2. 
Extension theory is very helpful to better inform the contextual factors and brings 
perspective to the communication channels and mechanisms used to influence the 
individual. In terms of the contextual factors, Bounded Rationality indicates that 
perfect information is not possible, i.e. individuals cannot get perfect information to 
help them with decision-making. BR further points out that individuals are bound by 
their resources, i.e. time, money, knowledge, etc. when they make decisions and they 
therefore accept reasonable outcomes from their decisions - called "satisficing". BR 
also adds to the personal factors in that it indicates that individuals' goals are 
important when they make decisions and they are only partly rational in their 
decision-making. 
Diffusion theory is a meta-theory that adds much to better informing the adoption 
process. It describes, through the innovation-decision process theory, five phases of 
the adoption process. These phases align very well with our concept of the adoption 
process (figure I). Diffusion theory specifically adds to the contextual factors by 
(refer table 1): 
discussing the role of communication channels and mechanisms 
indicating the importance of the influences of the social system within 
which an individual lives 
pointing out the role of promotion efforts 
showing that the innovation itself is important and has five particular 
attributes viz. relative advantage, compatibility, complexity, trial ability and 
observability. 
Diffusion theory also adds to the personal factors by showing that adoption is a 
mental process with five phases (refer table 1). Moreover, it points to the role of an 
individual's attitude towards the innovation and that there are different types of 
decision-makers i.e. collective, individual or institutional. Diffusion theory also 
highlights the notion and role that an individual's perception of the innovation plays 
in the process. 
Table 2 summarises the elements that each of the five theoretical frameworks bring 
to the adoption process. From table 2 it is clear that the Theory of Reasoned Action is 
a psychological theory and therefore adds to the personal factors of the adoption 
process, and not to the contextual factors. It shows that concepts like intention to 
behave, attitude towards particular behaviours, subjective norms, beliefs about own 
behaviour and beliefs about other people's perception of behaviour are important 
drivers of decision-making. 
Consumer Behaviour Theory as a theory of adoption in agriCUlture is about complex 
decision-making. It focuses on both contextual and personal factors. In terms of 
contextual factors it adds to the adoption process the notion that different 
circumstances invoke different decision processes and that the innovation itself is 
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important because the same innovation can satisfy different needs. In terms of the 
personal factors it points out that the needs of the individual are important, that in 
agriculture adoption decisions are about high involvement in the decision and high 
effort put into making the decision. It also points out that an individual takes social 
and psychological risks when making a decision. 
We believe that these five theoretical frameworks are complementary and add to the 
adoption process (figure 1). Making use of their different concepts and notions can 
help to better understand a few aspects of the adoption process, like: 
which communication processes and mechanisms are useful for behaviour 
change 
how promotion efforts influence decision-making 
why and how individuals make decisions without perfect information 
why individuals make decisions that don't maximise outcomes 
how resource constraints influence decision-making 
how individuals' goals influence their decision-making 
how and why social systems influence individual's decision-making 
how different combinations of the characteristics of an innovation impact on 
an individual's decision-making about the innovation 
how individuals make collective decisions 
how attitudes, perceptions and beliefs impact on decision-making 
which circumstances invoke which type of decisions 
which needs of an individual are satisfied by the same and different 
innovations 
an individual's involvement in decision-making for different innovations 
the effort an individual will put into making a particular decision 
which social and psychological risks and individual takes when making a 
decision 
The frameworks have different disciplinary roots but we found no contradiction 
between them. They can be used in a complementary way to study the adoption 
process. 
Table 2 summarises the contributions of the different theoretical frameworks to the 
adoption process as outlined in figure 1. ° 
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Abstract 
The objective of this research is to undertake an ex ante economic analysis of basic 
scientific research that aims to identify the gene(s) that control apomictic 
reproduction, with the ultimate aim of transferring the characteristic into 
commercially important crops. This paper reports very preliminary results, using the 
introduction of apomixis into rice as a case study. Apomixis is a natural, asexual 
method of plant reproduction resulting in offspring that are genetically identical to 
the mother plant. Apomixis promises to revolutionize plant breeding by providing a 
system for crop improvement that allows any desired variety, including hybrids, to 
breed true. This ability will make both breeding and seed production more efficient. 
It offers the opportunity for plant breeders to more readily develop varieties that are 
specifically adapted to local conditions, using, and thus conserving, greater genetic 
diversity. Apomixis will also allow resource-poor farmers to replant the seed they 
produce from locally bred varieties year after year, a strategy not possible with 
today's commercial hybrid varieties. Global changes in aggregate welfare, resource 
allocation, production and price levels are calculated using the global economy-wide 
computable general eqUilibrium model known as GTAP. Preliminary modeling 
results suggest that the overall welfare gains associated apomictic rice could be 
substantial. 
1. Introduction 
The word apomixis is derived from Latin: apo meaning 'away from' and mixis, 
meaning 'the act of mixing or mingling'. It refers to asexual reproduction through 
seed (Khush et ai, 1994). Plants reproduce either sexually by seed, or by some 
method of asexual propagation (cloning). In sexual reproduction, the combination of 
pollen and egg during fertilization gives rise to a seed that carries a unique 
combination of genes derived from both parents. This recombination causes 
variability in a sexually propagated popUlation. Sexual reproduction and genetic 
uniqueness have provided most species with evolutionary advantages. In agriCUlture, 
however, the variability that arrises from sexual reproduction is often regarded as 
undesirable, since it can negatively effect production practices and the quality of the 
harvested and processed product. To mitigate these effects breeding strategies 
typically involving inbreeding are used to 'fix' characteristics in a 'true breeding' 
commercial variety. Sch strategies are expensive to conduct and often result in 
potential yield loss through inbreeding depression. 
Asexual reproduction, by contrast, provides the advantages of absolute crop 
uniformity. The genetic make-up of the parents is identical to the progeny, so a 
single desirable plant can become the basis of a new variety. The efforts essential for 
sexually propagated plants to 'fix' characteristics to ensure 'true breeding' are 
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therefore unnecessary. Consequently, cloning makes the development of new 
varieties more time and cost effective. 
Asexual reproduction is not a new concept. It can take place either vegetatively or 
through clonal seed. Many economically important fruiting plants, such as date 
palms and grapevines, have been propagated by vegetative means for hundreds, 
sometimes even thousands of years. Similarly, many root and bulb crops such as 
cassava, potato and garlic are cloned by natural means. More recently, technologies 
such as tissue culture and cutting propagation have greatly expanded the number of 
species that can be cloned. Despite the clear advantages of asexual reproduction, it is 
not viable for the majority of the worlds important crops such as maize, rice, wheat, 
millet, sorghum, most pulse species, and the majority of economically important 
forage, fibre and timber species. 
Apomixis is an alternative form of clonal reproduction. One of the advantages of 
apomixis is that it involves clonal seeds, as opposed to vegetative stock. Seeds are 
ideal planting stock as they are physiologically robust, naturally primed for growth 
and adapted for field emergence. Apomixis is widespread in plants, occurring 
naturally in about 400 plant species distributed over more than forty plant families 
(BeUagio Apomixis Conference, 1998). Few commercially important crops, 
however, are apomictic. Of those that are, the majority are either tropical fruit trees, 
such as citrus and mango, or forage species, such as Kentucky Bluegrass (P. 
pratensis) and Signal Grass (Brachiaria decumbens). 
2. The benefits of introducing apomixis into rice 
Rice is the second largest cereal crop in the world, and it has been estimated that half 
the world's population subsists wholly or partially on rice. Although rice production 
has doubled over the past 30 years, current consumption trends mean that much more 
of this cereal will be needed in the future. In addition, rice is a crop that requires 
abundant water. Global warming trends may mean that rice will need to be more 
robust in the face of increasing droughts. As a consequence, it is vitally important 
that rice yields continue to improve and that rice breeding advances are made as 
quickly as possible. 
The potential value of apomixis for plant breeding has been recognized for many 
years (Hanna and Bashaw, 1987). The following list of benefits has been adapted 
from Bicknell and Bicknell (1999), focusing on benefits relating to rice production: 
I. 
2. 
Rapid development of new hybrid varieties. A hybrid is the product of crossing 
genetically dissimilar parents. A hybrid breeding programme involves 
establishing a group of genetically uniform and distinct lines that are inbred by 
repeated self-pollination, and the identification of those combinations of pure 
lines that render increased vigour. With apomixis the desirable genetic make-
up of any individual plant could be 'fixed' immediately without the creation of 
inbred lines, thereby significantly reducing the costs of a hybrid breeding 
programme and the time it takes to develop a new variety. 
Increased biodiversity. Perhaps paradoxically, clonal reproduction through 
seed may actually increase crop biodiversity. It is hoped that access to 
apomixis will provide an incentive for National Agricultural Research 
Institutes (NARIs), producer cooperatives and possibly even individual 
producers in resource poor regions to develop their own varieties. As it will be 
theoretically possible to cross existing landraces with apomictic varieties, new 
hybrid varieties could be formed which may potentially be specifically adapted 
to local environmental conditions and growing practices. 
3. Economic hybrid seed production. In hybrid seed production, the maintenance 
of inbred lines is a cost decisive activity, and has been cited as the limiting 
factor for wide-scale adoption of hybrid rice in the tropics and subtropics 
(Khush et al 1994). Furthermore, the production of seed by these inbred lines 
remains complicated by their decreased viability, and the laborious and 
expensive activities for preventing cross-pollination. With apomixis, the cost of 
hybrid seed production could be drastically cut. Once a favourable variety is 
created by hybridisation, that plant and its identical offspring could produce 
seeds asexually at a higher rate than inbred lines. 
4. Propagation of hybrid seed. Seed produced by hybrid crops is genetically 
variable. By contrast, apomictic varieties do not change their genetic make-up 
and thus 'breed true'. Therefore, instead of purchasing new hybrid seed each 
planting, farmers could save and sow seed of apomictic hybrid varieties 
without losing its hybrid vigour. 
5. Increased reproduction efficiency. Crop losses are often caused by limitations 
of the 'mechanics' of sexual reproduction itself, such as fertilization or 
pollination difficulties, caused by incompatible varieties, inadequate pollinator 
activity, or biotic/abiotic stress. 
The above list of potential benefits implies that the introduction of apomixis into rice 
could substantially increase yields in regions where the production of hybrid varieties 
is currently uneconomic, and reduce the cost of producing hybrid varieties in regions 
(most notably China) where hybrid varieties are currently produced with 
conventional breeding practices. It has been estimated that apomixis could increase 
rice production from 10 - 20%, and reduce the cost of producing hybrid varieties by 
approximately 10% (McMeniman and Lubulwa, 1997). 
3. Methodology 
The literature on estimating the returns from agricultural research is vast. The 
standard approach to the ex ante evaluation of research benefits uses a partial 
equilibrium framework, and involves the assumption that successful research induces 
a shift in the aggregate supply of a particular output (Alston, Norton and Pardey, 
1998). The gross annual research benefits are therefore modeled as the additional 
area under the demand curve, and between the two supply curves. Under various 
assumptions about the shape of the supply and demand curves, as well as the nature 
of the research-induced supply shift, these benefits can be disaggregated into 
increases in producer and consumer surplus for the commodity under investigation. 
McMeniman and Lubulwa (1997) use a partial eqUilibrium framework to estimate 
the returns to apomixis in rice. Their results suggest that over a 30 year time horizon, 
the social benefits of introducing apomixis into rice outweigh the costs by over $8 
billion (AUD), resulting in an internal rate of return of nearly 80%. 
More recently, ex ante evaluations of new technologies have been evaluated within a 
general eqUilibrium framework. This approach has at least two advantages (Frisvold, 
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1997). First it allows for endogenous movements of regional prices and quantities in 
all markets in response to technological change in the market of interest. Second, it 
allows the analyst to examine the potential impact of technological spillovers 
between regions. 
Anderson and Yao (2003) use a general equilibrium framework to quantify the 
economic effects of China either adopting or not adopting GMOs under a variety of 
assumptions regarding the adoption behaviour and political reactions of various 
trading partners. They model the adoption of GMOs as a 5% Hicks-neutral 
technology shift for adopting countries, representing one-off 5% gain in total factor 
productivity. In addition, they incorporate potential consumer backlash as a refusal 
to grant market access to counties that adopt GMO technology. Their results suggest 
that the potential gains to China from adopting GMO technology are substantial, and 
that these gains are reduced only slightly if West em Europe were to ban food imports 
from China. However, if consumer backlash extended to Northeast Asia, the welfare 
loss to China would be significant. 
In a subsequent paper Anderson, Jackson and Nielsen (2003) use a general 
equilibrium framework to compare the adoption of 'traditional' productivity 
enhancing GM technology with the adoption of GM technology that has well defined 
consumer benefits. Productivity enhancing GM technology was modelled as factor-
biased technical change, increasing labour productivity by 8%, land productivity by 
6% and chemical input productivity by 5%. Golden rice was used as example of GM 
technology with consumer benefits. Golden Rice had no direct yield advantage, but it 
was assumed to increase unskilled labour productivity by 2%. Their results suggest 
that the potential gains from adopting GM technology are large, and that the gain 
from adopting Golden Rice are more profound than the gains from traditional GM 
technology. Furthermore, these gains were robust to trade sanctions. This results was 
particularly true for rice, which is not a widely traded commodity. 
Huang, et al (2004) use a similar general equilibrium framework to conduct a cost 
benefit analysis of biotechnology adoption in China under various assumptions 
regarding the crops that are affected and the political stance of China's trading 
partners. In their study the adoption of GM technology is assumed to augment output 
and reduce labour and pesticide costs, but increase the cost of seed. They extend the 
existing literature by using a two-step updating procedure that allows them to capture 
the dynamics of technology adoption. Their results suggest that the returns to the 
adoption of a hypothetical productivity-enhancing GM technology for rice are 
substantial, and significantly greater than the adoption of Bt Cotton even though the 
forward-linkages are much stronger for cotton. Because so little rice is traded 
internationally, the trade impacts surrounding this crop are minimal. In addition, the 
domestic demand conditions in China are such that a supply-induced reduction in 
price stimulates demand for other consumer goods rather than increasing the demand 
for rice. 
For this preliminary analysis, the benefits of introducing apomixis into rice were 
quantified using the computable general equilibrium model of the global economy 
known as GTAP (Global Trade Analysis Project). Table I shows the regional and 
commodity aggregation. As a base case, the adoption of apomixis was assumed to 
result in a 15% Hicks neutral gain in productivity. For Australia and China, the 15% 
productivity shock was weighted downward by 0.66 based on the adoption ceiling 
reported in McMeniman and Lubulwa (1999). For ASEAN countries it was 
weighted by 0.45. So, for the GTAP simulations, the rice sectors in China and 
Australia received a shock of 15% X 0.66 = 10%, while the rice sector of ASEAN 
countries received a shock of 15% X 0.45 = 6.75%. 
Table 1. Regional and Commodity Aggregation 
Canada 
US 
Mexico 
EU 
China 
Regional Aggregation 
ASEAN countries (Thailand, Malaysia, 
Singapore, Indonesia, and the Philippines) 
Australia 
Rest of World (ROW) 
Commodity Aggregation 
Paddy rice 
Wheat 
Other grains 
Non-grain crops 
Livestock (Wool, Other livestock) 
Food products and Textiles 
Manufacturing (including mining) 
Services 
The simulation is a comparative static one. It increases rice productivity in the base 
year of the GTAP version 5 model. So, essentially it asks, what would be the 
impacts if apomoxic rice were available and widely adopted in China, Southeast 
Asia, and Australia in the contemporary economy? In this respect it is a simpler 
exercise than the Huang et al (2004) study which used a recursive approach to 
examine the impacts of adopting GM rice and cotton in China from 1997-2010. This 
study is more akin to Anderson and Yao (2003), which assumes that GM adopting 
sectors experience a one-off increase in the total factor productivity (Hicks-neutral 
shock) of 5%. 
4. Results 
Preliminary results with the GTAP model indicate that increased productivity in the 
rice sector frees land and labour (particularly in the adopting countries), which is 
reallocated to other sectors (Table 2). In China, where the demand for rice is highly 
inelastic, this reallocation effect is most pronounced. Acreage devoted to rice 
declines by 6.1 %, while labour declines 10.3%. Land is reallocated to production of 
other crops and to animal products. Labour moves to all other sectors. Labour 
allocated to processed food and textile production increases 1.8%. In ASEAN 
countries, where the demand for rice is a bit more elastic, the reallocation is less 
pronounced. Land allocated to rice declines 3% and labour 5.9%. In ASEAN 
countries, labour input to food and textiles rises 2%. In Australia, the effect is more 
muted, with increases in manufacturing and services labour of less than 0.05%. 
Resources move out of rice production in other regions as a result of the falling 
supply price of rice (See Table 4 below). 
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Table 2. Percent change in land and labour allocated to each sector 
Canada USA Mexico EU China ASEAN Australia ROW 
Land 
Rice 
Wheat 
Other Grain 
Other Crops 
Animal Products 
Labour 
Rice 
Wheat 
Other Grain 
Other Crops 
Animal Products 
Food / Textiles 
Manufacturing 
Services 
-0.1 
0.1 
-OJ 
0.2 
-0.1 
-0.1 
-0.1 
-0.1 
-0.2 
-0.4 
-0.1 
-0.1 
-0.1 
-0.1 
-0.1 
-0.3 
-0.1 -0.5 
0.0 
-0.1 
-0.1 
-0.1 
-0.1 
Blanks indicate a change of less than 0.05%. 
-6.1 
1.3 
1.1 
1.0 
1.4 
-1003 
0.8 
0.6 
0.5 
1.0 
1.8 
0.2 
0.6 
-3.0 
1.1 
1.5 
1.1 
1.6 
-5.9 
0.2 
1.0 
0.4 
1.1 
2.0 
-OJ 
0.1 
-0.4 
0.2 
0.1 
0.1 
-0.1 
-0.8 
0.1 
-0.2 
-0.1 
-0.1 
-0.1 
-0.1 
-0.1 
-0.1 
-0.1 
Despite the large productivity gains associated with apomIXIS, rice production 
increases only 0.05% globally. While production increases in ASEAN countries and 
Australia, it declines elsewhere. Rice production actually declines in China, albeit by 
only 0.05%. The effect of apomixis adoption in China is to free up resources to 
increase production in other sectors with the greatest increase (1.6%) in processed 
food and textiles. These results are consistent with Huang et at. (2004), who found 
only modest changes in production, despite large productivity shocks. Their study 
differed from the present research, in that technological change occurred only in 
China. In our study, incentives for domestic Chinese production are further reduced 
by increased production in ASEAN countries and Australia. 
Table 3. Percent change in production 
Canada USA Mexico ED China ASEAN Australia ROW 
Rice -0.2 
Wheat 0.2 
Other Grain -0.1 
Other Crops -0.1 
Animal Products -0.1 
Food / Textiles -0.1 
Manufacturing 0.0 
Services 0.0 
-0.4 
0.0 
-0.1 
-0.1 
-0.1 
-0.1 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-0.4 -0.1 
0.0 0.9 
-0.1 0.7 
-0.1 0.6 
-0.1 1.1 
-0.1 1.6 
0.0 0.0 
0.0 0.4 
1.5 
0.5 
1.2 
0.7 
1.3 
2.0 
-0.4 
0.1 
903 
0.1 
0.0 
0.0 
-0.2 
-0.1 
0.0 
0.0 
-0.1 
0.0 
-0.1 
0.0 
-0.1 
-0.1 
0.0 
0.0 
Even though the changes in Chinese, ASEAN and global rice production were only 
modest, domestic supply price changes are quite significant in the adopting regions 
(Table 4). The magnitude of these price changes is greater than those in Anderson 
and Yao (2003), who report price changes of between -1.8% and -4.6% for adopting 
nations. Much of the discrepancy can be explained, of course, by the relative sizes of 
the productivity shocks between the two studies. 
Table 4 Percent change in supply prices 
China ASEAN Australia 
Rice -11.6 -7.9 -9.6 
Wheat 0.0 -0.1 0.0 
Other Grain 0.0 0.0 -0.1 
Other Crops -0.2 -0.1 -0.1 
Animal Products -1.0 -0.5 -0.1 
Food / Textiles -0.8 -1.1 -0.1 
Manufacturing 0.1 0.1 0.0 
Services 0.2 0.2 0.0 
In dollar terms, changes in rice trade balances are quite modest. For China and 
ASEAN countries, the trade balance for wheat decreases, while it increases for 
animal products. In China, the trade balance for other crops (such as cotton) 
increases. Also for China and ASEAN countries, the trade balance increases for 
processed food and textiles, while it decreases for manufacturing and services. 
Overall, the largest trade balance impacts are in the processed food and textiles, with 
China and ASEAN countries improving their trade balance relative to other regions. 
The CGE model suggests that, although, the large productivity shock is concentrated 
in the rice sector, the largest dollar impacts are in processed food and textiles and 
manufacturing. 
Table 5 Change in trade balance in $US million (positive figure indicates 
increase in exports exceeds increase in imports) 
Canada USA Mexico EU China ASEAN Australia ROW 
Rice 0 -6 0 -1 2 7 8 -II 
Wheat 7 3 0 I -18 -11 3 14 
Other Grain 0 -8 0 0 0 -4 0 12 
Other Crops 0 -4 -I 8 10 -25 2 7 
Animal Products -4 -11 -I -15 71 6 -14 -36 
Food / Textiles -54 -312 -18 -504 845 1125 -44 -1092 
Manufacturing 40 255 14 361 -748 -735 29 788 
Services 6 73 3 109 -54 -262 12 172 
The single-year increase in global welfare from the adoption of apomictic rice in 
China, ASEAN countries, and Australia is over $4.1 billion (Table 6). China and 
ASEAN countries capture the bulk of these gains. The EU as a whole gains by $94 
million even though the trade position of its processed food and textile sectors 
declines, as does its overall trade balance. Welfare declines in ROW, a net importer 
of agricultural products that, in the simulation, does not adopt apomictic rice. The 
real price of land falls in all regions, while real wages increase by 1.04% in China 
and 0.55% in ASEAN countries. 
N 
Ul 
i-' 
Table 6. Aggregate welfare effects of the introduction of apomixis into rice 
Change in Change in returns to primary factors adjusted 
welfare Change in for change in consumer price index 
(equivalent aggregate Real land Real capital 
variation) trade balance rental rate Real wage rental rare 
SUS SUS 
millions millions Percent Percent Percent 
Canada 6.0 -5.4 -0.12 0.00 0.00 
USA 44.5 -9.7 -0.15 0.00 0.00 
Mexico 1.5 -2.2 -0.05 0.00 0.00 
EU 94.3 -41.6 -0.13 0.00 0.00 
China 2892.0 106.9 -0.97 1.04 1.37 
ASEAN 11 52.4 100.6 -1.94 0.55 0.57 
Australia 3.1 -3.5 -0.2 0.01 0.01 
ROW -40.3 -145.1 -0.14 0.01 0.01 
World Total 4153.5 0.0 
Sensitivity analysis reveals that improvements in global welfare and trade balance 
are roughly proportional to the size of the productivity shock that is assumed (Table 
7). Global equivalent variation, for example, improves by $4.15 billion annually 
assuming that the introduction of apomixis into rice is associated with a 15% 
productivity increase. Changes in the productivity shock of approximately 33% in 
either direction result in similar percent changes in equivalent variation. 
Table 7. Sensitivity Analysis - Welfare and Trade Balance Impacts of Different 
Productivity Shocks to Rice Sectors of China, ASEAN countries, and Australia 
Equivalent Variation 
($US million) 
Change in Aggregate Trade Balance 
($US million) 
.. ..!.Q~ .. §~?~.~ ...... }.?r.~ .. ~.~.~.~~ .. 3Q~ .. §~?~.~ .... ) .. QY.? .. ~.~.?.~~ .... }.?'.~ .. ~~~.~~ ... ?'Q~ ... ~.~.?~~. 
Canada 4.1 6.0 7.8 -3.7 -5.4 -7.1 
USA 30.3 44.5 58.1 -6.6 -9.7 -12.6 
Mexico 1.0 1.5 2.0 -1.5 -2.2 -2.8 
EU 64.2 94.3 123.3 -28.4 
-41.6 -54.3 
China 1996.8 2892.0 3727.3 73.4 106.9 138.5 
ASEAN 784.9 1152.4 1504.6 68.3 100.6 131.7 
Australia 2.1 3.1 4.2 
-2.4 -3.5 -4.5 
ROW -27.9 -40.3 -51.9 
-99.1 -145.1 -188.9 
World Total 2855.5 4153.5 5375.3 0.0 0.0 0.0 
5. Discussion 
The total welfare benefits calculated in this study are consistent with the annual 
benefits reported by McMeniman and Lubulwa (1997). Their study, which uses a 
modified partial equilibrium framework, models the benefit of apomixis research as a 
parallel shift in the supply curve for rice assuming that all of the major rice 
producing nations adopt apomixis technology up to a pre-determined 'adoption 
ceiling'. Their results suggest total annual gross research benefits of approximately 
$4 billion (Australian) once the technology has been widely adopted. Most of the 
benefits are predicted to accrue to China, India, and Indonesia. They do not 
disaggregate their results to provide information on price, productivity or terms of 
trade effects. 
The results are also broadly consistent with Anderson and Yao (2003), who also use 
the GT AP framework to model a hypothetical GM-driven growth in productivity in 
the rice sector. These authors model the impact of GM technology as a one-off 5% 
Hicks-neutral increase in productivity in China, North America, the Southern Cone 
of South America and Southeast Asia. Their results suggest a total increase in global 
economic welfare of approximately $2 billion, with China and Southeast Asia 
enjoying the majority of the gains. With the exception of North America, there is an 
increase in rice production in all GM adopting countries. The price of rice declines in· 
all countries, with the largest impact being felt in the adopting countries. China, 
India, Southeast Asia and Northeast Asia all experience positive changes to their 
aggregate trade balance in rice, while in the other regions changes in imports 
outweigh changes in exports. 
The results of this study are not so readily compared with Huang et al. (2004), as 
their analysis focused on the impact of China's GM policies. Consequently, 
productivity gains from the hypothetical adoption of GM rice were confined to 
China, with no subsequent technological spillovers. They also used a two-step 
recursive approach which allowed them to capture the dynamics of technology 
adoption from 2001 through to 2010, where our preliminary results are static in 
nature. With no consumer backlash from trading partners, the adoption of GM rice in 
China leads to a substantial decline in producer prices a modest increase in output 
and an improvement in the terms of trade for rice. The overall welfare effects are 
considerable, with a gain in equivalent variation for the Chinese economy of over $4 
billion by 2010. The demand-side effects on the rice sector in China are, however, 
very similar to our results. Because the demand for rice is not particularly responsive 
to changes in price or income, the adoption of a technology that enhances rice 
production ultimately stimulates demand in other sectors of the economy as 
consumers pend their increased income and money they save on buying rice on other 
products. 
6. Conclusion 
This preliminary exercise estimated the impacts in a single year of a one-time 
increase in rice yields in a limited number of countries from the introduction of 
apomixis into rice. It can be argued that the resulting welfare effects represent a 
'lower bound' estimate, because yield increases from apomixis would not be a single 
year event. It is probably more appropriate to think of the benefits as an income 
stream (Frisvold, 1997). A first approximation of the total benefits would be to 
assume that the single-year benefits are received in each subsequent year. This is a 
conservative assumption, however, because it does not consider subsequent shifts in 
the demand curve resulting from income and popUlation growth. 
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A number of tentative conclusions can be drawn from this very preliminary analysis. 
First, the potential benefits from the adoption of apomixis are substantial. This result 
supports the consensus of opinion in the scientific community, that the introduction 
of apomixis technology is probably the most important target of current efforts in 
plant biotechnology. The main beneficiaries of apomixis technology are, of course, 
consumers. This result is entirely consistent with predictions based on partial 
eqUilibrium analysis. Because the demand for rice is inelastic, particularly in China, 
the main effect of the adoption of apomixis is to liberate resources from the paddy 
rice sector and increase the effective income of consumers. Finally, our results 
suggest that the largest dollar impacts of the proposed technology do not occur in the 
rice sector, but in the processed food, textiles and manufacturing. 
There is tremendous scope for further work on this topic. This preliminary analysis 
demonstrates the magnitude of the potential benefits from the relatively wide 
adoption of a new technology that is made freely available. From a distributional 
perspective, some of the most interesting issues involving apomixis technology 
surround the potential that it holds for increasing yields in the lesser developed 
countries. Whether this potential is realised may very well depend on the property 
rights that ultimately govern the use of the technology. It would be interesting to 
explore the impact that more restrictive or well-defined property rights would have 
on the magnitude of the benefits from the technology. 
In addition, this case study involved only one crop. The nature of the benefits of 
apomixis will depend on the crop in question. Not only will the potential yield or 
cost saving advantages vary among crops, but the market linkages within a global 
economy will differ as well. As a consequence, it would be interesting to examine a 
variety of case studies. 
There are also important dynamic issues to explore. One of the primary advantages 
of apomixis is that it hastens the speed of crop improvement. This is particularly 
advantageous considering the continual pressure that a growing world population 
places on our food supply. 
Finally, because the introduction of apomixis into commercially important crops is 
likely to involve genetic modification, it would be logical to consider the potential 
impacts of trade sanctions in a manner similar to the previous general equilibrium 
analyses cited above. 
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Abstract 
Several different New Zealand economic models produce measures of 
rural economic activity that have greenhouse gas implications. For climate change 
analysis, models need to translate economic activity into greenhouse gas 
emissions. This document estimates functions and creates projections for land-use 
related greenhouse gas emissions per unit of economic activity that are simple; are 
based on readily available data and strong science; are consistent with the national 
inventory in 2002; evolve so that implied net emissions approximately match past 
inventory totals (1990-2002); and can be linked easily to a variety of models so 
they can be used in simulations. We estimate dynamic greenhouse gas emission 
functions for five land uses: dairy, sheep, beef, plantation forestry, and indigenous 
forests; and for three greenhouse gases: methane, nitrous oxide, and carbon 
dioxide. We use an approach based on the consensus reached at the November 
2004 "Land Use, Climate Change and Kyoto: Human dimensions research" 
project research workshop. These functions will allow different researchers who 
are studying activity levels in the rural sector to draw on a consistent set of 
emission functions when considering the greenhouse gas implications of their 
model results. All these data are available at www.motu.org.nzJdataset.htm so 
other researchers can easily apply these functions. 
JEL classification 
[Enter JEL classification( s) 1 
Keywords 
Climate change, greenhouse gases, methane, nitrous oxide, carbon dioxide, scrub, 
forest 
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1 Introduction 
Several different New Zealand economic models produce measures of 
rural economic activity that have greenhouse gas (GHG) implications. 'Land Use 
in Rural New Zealand' (LURNZ) simulates land-use areas under different 
scenarios and translates these into simulations of animal numbers. 1 The 'Pastoral 
Supply Response Model' (PSRM) and the 'Lincoln Trade and Environment 
Model' (L TEM) directly produce predictions of national animal numbers. The 
Australian Bureau of Agricultural and Resource Economics' 'Global Trade and 
Environment Model' (GTEM) and the various New Zealand computable general 
equilibrium (CGE) models (including those run by the New Zealand Institute of 
Economic Research, Infometrics, and Business and Economic Research Ltd.) 
produce forecasts of agricultural commodities. For climate change analysis, all of 
these models need to translate economic activity into greenhouse gas emissions. 
This document estimates functions and creates projections for land-use 
related greenhouse gas emissions per unit of economic activity that are simple; are 
based on readily available data and strong science; are consistent with the national 
inventory in 2002; evolve so that implied net emissions approximately match past 
inventory totals (1990-2002); and can be linked easily to a variety of models so 
they can be used in simulations. This will allow different researchers who are 
studying activity levels in the rural sector to draw on a consistent set of emission 
functions when considering the greenhouse gas implications of their model 
results. All the data used to create the functions are available at 
www.motu.org.nz/dataset.htm (Greenhouse gas emissions factors vI) so other 
researchers can easily replicate and apply them. 
We estimate dynamic greenhouse gas emission functions for five land 
uses: dairy, sheep, beef, plantation forestry, and indigenous forests, and for three 
greenhouse gases: methane, nitrous oxide, and carbon dioxide. We use an 
approach based on the consensus reached at the November 2004 "Land Use, 
Climate Change and Kyoto: Human dimensions research" project research 
workshop. We would like to acknowledge all of the participants at our workshop 
who contributed to designing this approach but are in no way responsible for any 
omissions or errors. Participants included Cecile deKlein and Harry Clark from 
AgResearch; Len Brown from the Climate Change Office; Barbara Hock and 
Steve Wakelin from Forest Research; Peter Kouwenhoven from the International 
Global Change Institute at Waikato University; Adrian Wa\croft, Craig Trotter, 
Garth Harmsworth, Kevin Tate, Roger Parfitt, Surinder Saggar, and Troy Baisden, 
from Landcare Research; David Lillis and Rod Forbes from the Ministry of 
Agriculture and Forestry (MAF); Keith Lassey from the National Institute of 
Water and Atmospheric Research; and Mark Aspin from the Pastoral Greenhouse 
Gas Research Consortium. 
I For details of the construction and use of LURNZ vI see Hendy, Joanna, Suzi Kerr, and Troy 
Baisden. 2005. "The Land Use in Rural New Zealand (LURNZ) Model: Version I Model 
Description." Motu Working Paper: Wellington. 
1.1 National inventory report 
Every year the Ministry for the Environment compiles a national 
greenhouse gas inventory for New Zealand as part of its obligations as a signatory 
to the United Nations Framework Convention on Climate Change and the Kyoto 
Protocol (Brown, Len and Helen Plume 2004). The report is an inventory of all 
human-induced emissions and removals of greenhouse gases in New Zealand. It 
covers six sectors of the New Zealand economy including two related to rural land 
use: agriculture, and land-use change and forestry. 
The two main greenhouse gases emitted in the agricultural sector are 
methane (CH4) and nitrous oxide (N20). Methane is emitted from enteric 
fermentation in domestic livestock and from animal excreta on agricultural soils; 
nitrous oxide is emitted directly from agricultural soils and animal excreta on 
agricultural soils, and indirectly from nitrogen used in agricultural fertiliser. 
In the 2003 inventory report, emissions from agriculture are calculated 
using data on agricultural activity and estimates of emissions made by scientists. 
Data on animal productivity from MAF is used to estimate the amount of food 
eaten by the livestock (in terms of dry matter intake). From this intake, scientists 
from New Zealand Crown Research Institutes AgResearch and Landcare Research 
estimate the corresponding methane production and nitrous oxide emissions from 
excreta. Fertiliser data from FertResearch along with emission factors calculated 
by AgResearch and Landcare Research are used to estimate nitrous oxide 
emissions from fertiliser. 
The key greenhouse gas related to the land-use change and forestry 
sector is carbon dioxide. Emissions and removals occur when forest and other 
woody biomass stocks are cleared or grow and when the land use is changed, 
including conversion of scrub into plantation forestry or grassland and the 
abandonment of managed land. Soil also emits or removes C02. 
The 2003 inventory reports for GHG emIssIons related to clearing 
scrubland for forest or grassland and harvesting plantation forests. However, it 
only reports GHG removals by plantation forestry. This is because of insufficient 
data on removals by scrubland, indigenous forests, and soil. Emissions from soil 
are not counted because of lack of data. 
GHG emissions and removals from changes in plantation forests are 
calculated using activity data from MAF forest surveys in conjunction with 
computer models developed by Forest Research, which are used to estimate the 
carbon sequestered when growing and released at harvest. They do not distinguish 
between Kyoto and non-Kyoto forests. Data on the clearance of scrubland comes 
from MAF, and research on scrubland and indigenous forest biomass from Forest 
Research and Landcare Research. Wildfire burning is included using data from 
the National Rural Fire Authority. 
To calculate net emissions related to rural land use, the greenhouse gas 
emissions and removals are made equivalent by converting to a carbon dioxide 
equivalent, which then allows the different emissions to be summed. This 
conversion is done using measures of global warming potential (GWP). GWPs 
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represent the relative warming effect of a unit mass of the gas when compared 
with the same mass of carbon dioxide over a specific period; for the inventory this 
period is 100 years (Table 1). We express emissions and removals in this paper as 
carbon dioxide equivalent, calculated using the GWPs specified by the UNFCCC 
requirements for national inventories (Intergovernmental Panel on Climate 
Change 1995). In 2002, the inventory reported that about 37 Mt of CO2 equivalent 
was emitted from agriculture; this was around half of New Zealand's total 
emissions. In contrast, land-use change and forestry removed around 24 Mt 
(Brown, Len and Helen Plume 2004). 
1.2 LURNZ GHG module 
In this paper, we outline the implied emissions factor (IEF) approach 
included in the LURNZ greenhouse gas module. An IEF represents the expected 
emissions from a unit of economic activity. In theory the same emissions models 
could be used in LURNZ and for other economic analyses as in the national 
inventory. This is not feasible in reality because the models on which the national 
inventory is based are complex and often involve proprietary or confidential 
information. Thus they cannot be replicated or adapted for wider use. The 
complexity also makes it difficult to forecast emissions per unit of economic 
activity without in-depth knowledge of the underlying models. The GHG module 
in LURNZ contains functions designed to be consistent with the national 
inventory levels in 2002 and trends over the previous decade, and that can be used 
to calculate the GHG implications of changes in rural activity. Basing the LURNZ 
IEF approach on the national inventory allows relatively easy updating to future 
national inventories when the underlying models change. 
Changes in activities related to rural land use will affect greenhouse gas 
emissions or removals. The purpose of creating emission functions is to allow us 
to calculate the greenhouse gas implications of simulated changes in future 
activity levels. Where appropriate, we create dynamic functions because 
emissions per unit of activity are not necessarily constant over time. Accounting 
for changes over time will increase the accuracy of simulations and mean that our 
simulations will be valid further into the future. 
We designed the 'implied emissions factors' (IEFs) so that the total 
emissions, implied by different rural activity models, will match inventory total 
emissions in 2002. Matching inventory means that we can directly relate any 
results to the inventory. For example, we could consider questions like how will 
emissions in 2008 compare to emissions in 2002? Or, if a policy had been 
implemented in 1990, how much would it have reduced emissions in 2002? 
This module includes estimated dynamic functions for methane and 
nitrous oxide emissions from dairy, sheep, and beef. The function for emissions 
from fertiliser is static. The emissions from other livestock are assumed constant 
in total and equal to their 2002 inventory value. The module's estimated 
emissions and removals for plantation forestry are a function of the distribution of 
age-classes of the forest; the function is constant over time. The function uses the 
same age-class carbon stock tables that the inventory is based on. For reverting 
indigenous scrubland, the module goes one step further than the inventory and 
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accounts for all removals and emissions. The remaining emissions and removals 
related to rural land use accounted for in the inventory are included in the module 
as constants in our final emission functions. 
We statistically estimate dynamic emission functions for each gas and 
at most two activity measures for each land use. The activity measures are animal 
numbers and fertiliser application. Where an economic model produces output in 
terms of a different activity measure, translation is needed. The LURNZ model 
produces estimates of areas in each land use but also provides a method to 
translate these into animal numbers and fertiliser use (Hendy, Joanna and Suzi 
Kerr 2005). A similar translation could be created between levels of agricultural 
commodity production and animal numbers and fertiliser use so these emission 
functions could be applied in GTEM or any of the New Zealand CGE models. 
As our dependent variable, we use an historical series of IEFs for each 
greenhouse gas related to particular activities. We then fit linear trends to capture 
the systematic variation in each IEF. 
We create our IEFs by taking estimates of emissions by land use at the 
national level and dividing by a contemporaneous measure of national activity 
levels. For example, we create an IEF for dairy methane emissions by dividing the 
national inventory report (Brown, Len and Helen Plume 2004) estimates of 
national methane emissions for dairy and dividing by Statistics New Zealand 
dairy animal number estimates. 
The total emiSSIOn implications of any activity prediction can be 
calculated using the IEF function. The IEF function is evaluated for the particular 
year of interest giving the amount of greenhouse gas emitted per unit of activity. 
Multiplying this by the forecast activity level for the specific year gives the total 
emissions related to the activity: 
Total Emissions(Year) = L IEF(Year) x Activity level(Year) + constant (1) 
activity 
PSRM and LURNZ estimate activity levels annually, and are estimated from 
annual data. L TEM is calibrated against annual data as are the CGE models. 
However, the national inventory is derived from three-year rolling averages of 
activity levels. We want the estimates of greenhouse gases, based on translating 
the activity levels from these models using the IEFs developed here, to match the 
inventory in 2002. Consequently, we developed IEFs using the inventory total 
emissions but based on annual activity level data. 
2 Data 
2.1 GHG emissions data 
We use national emiSSIOns time-series (1990-2002) for enteric 
methane, and nitrous oxide and methane from livestock excreta on agricultural 
soils, by land-use type (dairy, sheep, beef). These were prepared by Len Brown at 
the Climate Change Office based on the data used in the national inventory report 
4 
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for 1990-2002 (Brown, Len and Helen Plume 2004) and are reproduced in Table 
2, Table 3 and Table 4. Our carbon accumulation rates for pllintation forestry are 
based on the age-class carbon yield tables given by (Te Morenga, Land S 
Wakelin 2003), which are the tables used for national inventory reporting (Table 
5). Our scrub accumulation rates are based on Landcare Research's carbon 
calculator, developed by Craig Trotter (2004) based on sampling carried out by 
Landcare Research scientists, primarily on the East Cape (Table 6). 
2.2 Activity data 
Our stock number data were provided by Rod Forbes at MAF and are 
based on the Statistics New Zealand (SNZ) agricultural production census/survey 
data (see Table 2).2 We use area by land-use data prepared by (Kerr, Suzi and 
Joanna Hendy 2004), based on SNZ agricultural production census area data 
calibrated to match the land cover database in 2002 (LCDB2) (Table 7). The 
volume of fertiliser applied was taken from the national inventory report (Table 
4). 
3 Developing implied emission 
factor functions 
We first develop an enteric methane emission function per animal for 
each of three animal types and then, extending the results from this analysis, 
develop a function for nitrous oxide and methane emissions from livestock excreta 
per animal for each animal type, and a nitrous oxide emission function from 
fertiliser per hectare. Finally, we develop carbon emission and removal functions 
for the average hectare in plantation forest and in scrubland. All emissions are 
measured in millions of tonnes of carbon dioxide equivalent (Mt C02e). 
3.1 Emissions from agriculture 
3.1.1 Enteric methane emissions 
Enteric methane emissions from ruminant livestock have risen over the 
last decade as a result of increased animal productivity (Clark, Harry, Ian 
Brookes, and Adrian Walcroft 2003). Methane is a by-product of the microbial 
fermentation of ingested feed in the rumen of livestock (including dairy cattle, 
sheep, and beef cattle), and thus is related to animal productivity. Over the last 
decade, beef and sheep animals have become larger and have increased the 
number of offspring they produce. Dairy cows have produced more milk per 
animal with extended milking seasons, and more bobby calves (Parliamentary 
Commissioner for the Environment 2004).3 This increase in productivity has 
resulted in an increase in per animal emissions. When animals produce more 
meat, milk, or offspring in a year they require a higher energy intake. This means 
they consume more food and emit more methane. 
2 These are the same data that were used to estimate LURNZ and PSRM. 
3 Bobby calves are culled before they reach one year of age. 
As well as capturing productivity trends related to animals becoming 
fatter and producing more offspring, our IEFs will include trends in emissions 
related to the number of animals that are born and culled within the same farming 
year. This is because our livestock numbers are based on total number of animals 
at June 30 of each year, but our total emissions figures take into account 
emissions from all animals over a farming year. So our animal numbers will not 
include any increasing trends in these offspring, but their emissions will be 
captured by increases in the IEFs. 
Figure I shows total dairy, sheep, and beef enteric methane emissions 
and June 30 animal numbers over the last decade. Total enteric methane emissions 
from dairy increased by about 65% between 1990 and 2002, while dairy stock 
numbers increased by only 50%. Thus the amount of methane emitted per animal 
increased over time; Figure 2 illustrates this increase. Total enteric methane 
emissions from sheep decreased by about 15% between 1990 and 2002. Over the 
same period sheep stock numbers fell at about twice that rate. As with dairy, this 
indicates that more methane is being emitted per animal, showing that the animals 
are becoming more productive over time. Total enteric methane emissions from 
beef increased by about 10% between 1990 and 2002. Over the same period, beef 
numbers have fluctuated without an obvious long-term trend. This indicates that 
beef animals have become slightly more productive over time. 
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Figure 1: Enteric methane emissions and animal numbers4 
4 Sources: Dairy methane emissions are from a personal communication in 2004 with Len Brown 
at the Climate Change Office, and are based on national inventory 2002 data. Animal numbers are 
from MAF, based on data from the agricultural production census. The total emissions calculations 
are based on three-year averages of stock numbers from the agricultural production census. 
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The physical productivity of New Zealand's ruminant livestock is 
expected to continue to increase into the future (Clark, Harry, Ian Brookes, and 
Adrian Wa!croft 2003). Because productivity in New Zealand is much lower than 
other countries, there is thought to be much scope for it to increase. Consequently, 
per animal emissions are also likely to continue to increase.5 
We fit trend models to historical series of emISSIOn functions. 
Commonly used growth models include linear, logarithmic, and exponential 
growth. Fitting a model that has non-decreasing slope, such as one of these 
models, will mean that any forecasts of the IEFs will have continued positive 
growth. In the long term, this is likely to be unrealistic as it is commonly expected 
that there will be a physical limit to productivity growth (Clark, Harry, Ian 
Brookes, and Adrian Wa!croft 2003». However, the IEF trends over the last 
decade appear to be roughly linear with definite positive slopes for each of the 
livestock types (see Figure 2) and, as we mentioned above, there is considered to 
be plenty of scope for more increases before any physical limit is reached. So, 
models with positive growth are likely to remain valid in the short to medium 
term. 
Using an exponential growth model would imply exponentially 
increasing growth. This may be appropriate in the very short term, especially for 
dairy, which has had large increases in productivity in the last few years. Any 
model we fit that has exponential growth now, however, would likely need an 
inflection point at some time in the near future. We do not have enough 
explanatory data to fit this type of model. The linear and logarithmic models are 
likely to remain valid for longer without an inflection point. Consequently, we fit 
logarithmic and linear models to our IEF data and assess which is the better fit.6 
Table 1 shows the results of fitting the linear and logarithmic models to the IEF 
time-series, with both constrained to match the inventory in 2002. Both models 
have virtually the same explanatory power for dairy emissions, explaining around 
70% of the variation. The linear trend model has greater explanatory power for 
sheep, explaining 94% of the variation. The linear model is also a better fit for 
beef. However, although the trend is highly significant, it explains only a small 
amount of the variation: about 25% in the linear model. 
The low level of explanatory power in the beef IEF will be mostly due 
to a data artefact. The beef livestock numbers are very noisy. If the national 
emissions we use were created from the same livestock numbers, much of the 
noise would be cancelled out in the IEF series. The national inventory total 
5 There is a second order effect that could work to partially offset this trend. There is potential to 
increase animal productivity by decreasing per animal emissions. Production methods and new 
technologies that help animals become more efficient at converting food into energy could also 
result in lowering the emissions per unit of dry matter intake (DMI). Trends in increasing 
productivity per unit of DMI could work to dampen the positive trend in emissions per animal 
(from discussion at the Workshop on the Science of Atmospheric Trace Gases, 2004, Wellington 
New Zealand-a transcript of this report is given by Clarkson, 2004). 
6 Clark et al (2003) have already fitted linear trends to dairy, sheep, and beef IEFs. The functions 
they estimate are not constrained to equal 2002 emissions and are based on three-year rolling 
average measures of livestock numbers. We fit functions that are constrained to match inventory in 
2002, and that are based on annual livestock numbers. 
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emisSIOns that we use to create the IEFs are created from three-year rolling 
averages of beef numbers, which dampens the noise. As a result, when we divide 
the national emissions series by the annual animal numbers to create the IEFs, the 
noise is not cancelled out. 
The fact that we constrain our IEFs to match 2002 and we do not use 
three-year rolling averages means that our dairy IEF will slightly underestimate 
emissions per animal, and our beef and sheep IEF will slightly overestimate 
emissions per animal. 
We selected the linear trend model for each of the animal types in our 
greenhouse gas module because of the greater explanatory power. The black lines 
in Figure 2 show the fitted lines. These fitted trends give us our dynamic methane 
implied emission functions, IEFenrer;cmethane.;(f). The estimated IEF functions are: 
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Figure 2: Implied emission factors-actual and estimated 
(2) 
(3) 
(4) 
Changes in total future emissions depend on changes in animal numbers 
and changes in emissions per animal. Total methane emissions can be estimated or 
projected for any year by inserting the estimated IEF functions for each animal 
type, (3) - (5), into Equation (2). The functions developed in this section can be 
multiplied with predictions of animal numbers to give predictions of total 
emissions. 
N 
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Emissions ,nteriem'than'.i (t) = IEF,nteriem,thane.i (t) x AnimalNumbersi (t) 
where: i={Dairy, Beef, Sheep} 
Total enteric methane emissions are given by: 
(5) 
EmissionSentericme,hone (t) = L IEF:n,ericmethane,f (t) x AnimalNumbers; (t) + Constantenrerlcmefhane 
t 
(6) 
where the constant accounts for emissions related to goats, horses, 
swine, and deer. 
3.1.2 Emissions from livestock excreta 
In this section we develop dynamic IEFs for nitrous oxide and methane 
emissions from livestock excreta on soil per animal from dairy, beef, and sheep 
farming. Changes in the inventory emissions from livestock excreta over the 
period 1990-2002 are due to variation in nitrous oxide emissions based on trends 
in animal productivity, changes in manure management, and fluctuations in 
weather conditions as well as changes in animal numbers (Brown, Len and Helen 
Plume 2004). The inventory assumes that methane derived from excreta, a small 
part of total livestock methane emissions, is constant per animal. 
The amount of nitrogen in animal excreta is related to animal 
productivity. As with enteric methane, nitrogen in animal excreta is a by-product 
of animal productivity (Kelliher, F. M., S. F. Ledgard, H. Clark, A. S. Walcroft, 
M. Buchan, and R. R. Sherlock 2003). As discussed earlier, animal productivity 
has increased over the last decade and is expected to continue increasing in the 
near future. Thus, we would expect nitrous oxide emissions to also increase in the 
future due to increasing productivity. 
The amount of nitrous oxide and methane emitted from livestock 
excreta will also be influenced by manure management. Farmers can potentially 
reduce their livestock excreta emissions through manure management, especially 
for dairy, whereas they cannot reduce their enteric methane emissions. Thus, 
increases in animal excreta emissions could potentially be dampened by trends in 
emission reductions through manure management. We would not expect to see 
any systematic trend in emissions related to weather; it will only introduce noise 
into our series. Figure 3 shows total dairy, sheep, and beef excreta related 
emissions and animal numbers over the last decade. These include emissions from 
manure management before the manure goes on pasture, manure direct onto 
pasture, manure spread from lagoons onto pasture, volatised N from animal waste 
applied to soils, and leached N from animal waste applied to soils. Total 
emissions from dairy excreta increased by about 65% between 1990 and 2002. 
Total emissions from sheep excreta have decreased by about 15% between 1990 
and 2002. Total emissions from beef excreta increased slightly by about 5% over 
the period. These are roughly the same as the corresponding trends in enteric 
9 
methane emissions. This suggests that there are no strong trends related to manure 
management.7 
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Figure 3: Livestock excreta emissions and animal numbers 
The black lines in Figure 4 show the actual IEFs for dairy, sheep, and 
beef. The grey lines show estimated enteric methane IEFs scaled so that they 
match the 2002 livestock excreta IEF (i.e. multiply by livestock excreta emissions 
over enteric methane emissions). We can see that the two IEFs basically follow 
the same trend. So, for internal consistency within this module, we use the trend 
estimated from the enteric methane emissions time-series data as our measure of 
productivity, rather than estimating a new trend. 
7 The inventory for livestock excreta includes productivity changes as they affect nitrous oxide 
emissions, changes in manure management, and changes in the number of 'average' relative to 
June 30 animals. However, it ignores any productivity-related trend in methane emissions from 
livestock excreta. In contrast, our 'productivity' trend estimated from enteric methane emissions 
incorporates productivity changes and changes in 'average' livestock numbers but excludes 
manure management. Thus manure management is not the only difference between the two series, 
which weakens our conclusion about lack of a trend in manure management. However, methane 
emissions from livestock excreta are very small so this is probably not important. 
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Our final IEF functions for soil excreta emissions are: 
IEF/ivestockdeposits.da;ry(t) = !:~~ x IEFenter;cmethane.dalry(t) 
4.14 
IEF/ivestockdeposi(s,sheep(t) = '9.i2 x IEFentertcmelhane,sheep (I) 
() 2.29 IEFuvestockdeposits,beej t = 5.39 x IEFentericmethane,bee/(t) 
2002 
(6) 
(7) 
(8) 
where the IEF for enteric methane includes a constant term so that the 
constant effect of methane emissions from livestock excreta is accounted for. 
Total emissions related to soil can be calculated by: 
EmissionsfivestockdepOSilS (t) = L IEF'uvestock depOSits,i(t) x AnimalNumbers; (t) + Constant/iveslockdeposits 
where: i={Dairy, Beef, Sheep) (9) 
The constant accounts for livestock excreta emissions related to other 
animals. 
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3.1.3 Emissions from fertiliser 
In this section we measure the IEF in relation to the tonnes of nitrogen 
applied to the soil. Our IEF covers total fertiliser emissions, including direct 
emissions from fertilisers, indirect emissions from volatisation, and indirect 
emissions from leaching. When calculating fertiliser-related emissions, the 
inventory uses a constant emission factor, 6.82 tonnes C02e per tonne fertiliser, 
for nitrous oxide emissions from fertiliser with the amount of fertiliser applied 
varying over time (Brown, Len and Helen Plume 2004). This means that our 
fertiliser IEF will also be constant. 
Thus, in the GHG module we assume the IEF from nitrous oxide is 
constant over time and equal to the actual IEF in 2002. 
IEFferriliser = 6.820 (10) 
No time-series data on fertiliser application are available disaggregated 
by animal type (personal communication Hilton Furness, FertResearch, 2005). 
Thus our activity measure is simply tonnes of fertiliser. Then total emissions can 
be calculated as: 
3.2 
Emissions fertillser(t) = IEFferriliser x Fertiliser(t) 
Emissions and removals from land use change 
and forestry 
3.2.1 Emissions and removals in plantation forestry 
(11) 
As plantation forests grow they n:move carbon dioxide from the 
atmosphere, storing carbon in biomass. When the forests are harvested, this 
biomass carbon can be released through the logs that are removed and the 
harvesting residues that remain on the ground. If the harvested land is replanted, 
the residue remains on the ground and decays slowly over the first few years (Te 
Morenga, L and S Wakelin 2003). However, if the forest is converted to another 
land use it is probable that the residue is removed (e.g. burnt), and the biomass 
carbon from it is emitted immediately. Because forestry activity data is more 
complex than animal numbers, depending on age-classes as well as total activity, 
we take a different approach to IEFs. 
We calculate two IEFs: one for land continually in forest, 
IEFp'an,ot;onfores" which includes sequestration as well as the effect of harvest, and 
one for land that is converted out of forestry, IEFplantaJlondefore.<led' IEFplanlaJlonforest is 
negative as the forest grows and positive when the forest is harvested (year 0 in 
rotation 2). We assume that all the carbon in harvested logs is released into the 
atmosphere instantaneously; this is consistent with national inventory 
assumptions. After the harvest, the remaining biomass releases carbon gradually, 
offsetting part of the sequestration in the new trees. We assume rotation 3 will be 
identical to rotation 2. For IEFplan,aJlondeforesJed' we assume that the entire carbon 
stock associated with the plantation is released into the atmosphere 
instantaneously. 
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For both IEFs, we assume that carbon removals and emissions for a 
given age-class and rotation are constant over time.8 We use constant IEFs for 
each age-class, a, and rotation, r, based on the age-class carbon yield table given 
by (Te Morenga, Land S Wakelin 2003), which is the table used for national 
inventory reporting. Thus our two IEFs are given by: 
IEFp'antationjorest,a,r(t) = constanta,r (12) 
IEFp/antaliondejorest,a,r (t) =: constanta.r (13) 
We calculate the IEF for forestry for each age-class (see Table 5) by calculating 
the change in carbon between the age-classes. The IEF for age-class zero in 
rotation 2 depends on the age of harvest of the previous rotation. We assume this 
to be on average 31 years, so that we are consistent with (Te Morenga, Land S 
Wake lin 2003) assumption for inventory reporting. The IEF for deforestation is 
equal to the amount of carbon stored on the forest land for a given age-class and 
rotation. 
The inventory reports 2002 net emissions from plantation forestry derived from 
forest and deforestation area data, disaggregated by annual age-class and rotation. 
These data are not publicly available so we cannot directly replicate the inventory 
report results. 
Hendy and Kerr (2005) use annual age-class area and deforested area, which are 
in the public domain. We assume that all forest is rotation 2 and that the 
deforested area is all 31 years old. We calibrate the annual age-class area to match 
LCDB2 in 2002, with the age-class distribution scaled uniformly. We also use 
annual rather than the three-year rolling averages used in the inventory. These 
assumptions require a constant of 1.61 in the equation below to match the 
inventory in 2002. 
Thus, net emissions related to plantation forestry can be calculated by: 
Net Emissions planlalion/omlry (t) = 
"" [JEFplantalion /orest,a,r x AreaForestry a,r (t) ] (14) 
L.. L.. x constant 
a r + JEFplantalionde/orested,a.r (t) x AreaDejoresteda,r (t) 
3,2,2 Emissions and removals in scrubland 
Land reverting to scrub will remove carbon dioxide from the 
atmosphere, storing it as carbon. If the scrub is cleared and the land converted to 
another land use, the carbon will be released, 
Emissions related to scrubland being cleared are included in the 
national inventory but removals of GHG by land reverting to scrub are not 
included; the amount of carbon in the scrub comes from (Hall, G, S Wiser, R 
Allen, T Moore, P Beets, and C Goulding 1998), who do not provide data on 
8 In particular, we do not take account of pruning regimes or changes in the productivity of forest. 
scrub sequestration by age-class.9 We create IEFs for both emISSIOns and 
removals for all ages of scrub. Consequently, because we need our emissions and 
removals data to be consistent, we use different data than the inventory. We use 
the carbon accumulation rates by scrub age incorporated in the Landcare Research 
carbon calculator (Trotter, Craig 2004) to calculate an IEF for scrubland for 
reverting scrub, and an IEF for scrub clearance, both measured in tonnes of C02 
per hectare. JEFscrub reversion will always be negative because the scrubland is 
removing carbon dioxide from the atmosphere. In contrast, JEFscrubcleamnce will 
always be positive as we assume that the carbon is released when it is cleared. lo 
These IEFs are constant over time, and vary by year since the land began reverting 
to scrub: 
JEF,crub reversion.yr (t) = constant yr (15) 
JEFscrub reversion is based on accumulation rates by age given in Table 6, 
adjusted to account for heterogeneous ages of scrub across a hectare of reverting 
land. We assume that a hectare of scrubland will be on average fully covered after 
10 years of reversion, assuming a sigmoidal distribution of ages. I I After 10 years, 
a small fraction of the hectare will be 10 years old, 50% will be 5 years and older, 
etc. We apply the carbon accumulation rate table to the age distribution for every 
year of reversion, creating carbon yield and accumulation rate tables by year since 
reversion began. Figure 1 shows how accounting for heterogeneous ages within 
scrub affects' the average accumulation rate and hence the JEFscrub reversion which is 
the negative of average accumulation. Table 6 shows the JEF,crub reversion by year for 
the first 50 years of reversion. JEF,crubclearance is equal to the total carbon stock on a 
hectare of land that has been accumulated since reversion began. 
scrubclearance _yr 
IEF;,'crub clearance,yr(f) = consfanfyr = - :L1EF'scrubreversion,yr (16) 
yr::>O 
9 Except when it is cleared for plantation forestry. 
10 Available online at http;llwww.landcareresearch.co.nz/services/air.asp. The parameters for the 
carbon calculator are soil fertility and average annual rainfall. We selected medium-low soil 
fertility and an annual rainfall of 1500m, 
II This functional form was suggested in a personal communication with Craig Trotter, Landcare, 
2004. 
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Net emissions related to reverting scrubland can be calculated by: 
Net Emissionsremtlngscrubland(t) = 
L [lEF.crubremsian.yr x AreaReverting yr (t)] 
yr + lEFscrubclearance.yrAreaClearedyr(t) 
where yr is the years since reversion began. 
4 Summary 
(17) 
The greenhouse gas module of LURNZ gives a way of translating 
simulations of rural activity levels from any model into their greenhouse gas 
emission implications. To do this, the rural activity levels first must be translated 
into dairy, sheep, beef numbers, fertiliser tonnage, plantation forestry area 
changes by age, scrubland area changes by age. LURNZ produces forecasts of 
land use, so has a separate land use intensity module to translate land use into 
implied animal numbers and fertiliser use. GTEM and the New Zealand CGE 
models could potentially use a similar approach to translate their forecast 
commodities into impacts on animal numbers, fertiliser, and forest area. Once the 
activity levels have been translated, the net greenhouse gas emissions for a 
specific year can be calculated by simply multiplying the IEF evaluated at that 
year by the translated activity levels: 
15 
enter/emethane - L..J I 
Net Emissions . (t)- ,,[IEFenteri,melhQn,.,(t)XAnimaINumbers (t)] 
I + Constant enter/emethane,1 
Nel Emissions,. kd (I) _ ,,[JEFh"''''kdeposlIs,,(I) X Anima/NumberSI(I)] 
Ives/oc eposlts,' - £... 
I + ConstantUvestockdeposits,1 
Net Emissions fer/ihser (t) = lEFfertiliser X Fertiliser(t) 
Net Emissions plantation jorestry (t) = 
L L[IEFplanialionforesl.a,r x AreaForeslrya,r (I) ] 
+ IEFplanlaliond,fores/ed a r (I) x AreaDeforeSleda r (I) a r ~'I I • 
Net Emissions rmr/ingscrubland (t) = 
L [lEFscrubreverSiOn,yr X AreaRevertingscrubreversion,yr (t)] 
yr + lEFscrubclearance,yrAreaClearedyr(t) 
(18) 
(19) 
(20) 
(21) 
(22) 
where i={Dairy Beef Sheep}, a=age-class, r=rotation, yr= year since reversion 
began. 
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5 Tables Table 3 Livestock excreta emissions b~ animal type Total Dairy Total Sheep Emissions Total Beef Emissions 
Emissions (Mt) (Mt) (Mt) 
. -_.- . _._-_ ... _ ....... . _.---.- -- ---
Gas GWP 2.45 4.87 2.10 
Carbon dioxide 1 2.50 4.72 2.14 
Methane 21 2.58 4.57 2.21 
Nitrous oxide 310 2.69 4.51 2.33 
Source: (Intergovernmental Panel on Climate Change 1995) 2.85 4.47 2.39 
Note: to convert from C to CO2, mUltiply by 1113. 2.99 4.44 2.40 
3.12 4.43 2.34 
Table 2 Total enteric methane emissions1 and livestock numbers2 by 3.17 4.43 2.29 
3.25 4.47 2.26 
- ... -_._-
rtear Dairy Sheep Beef 
3.38 4.37 2.26 
3.58 4.37 2.26 
iNumbers Emissions Numbers Emissions Numbers Emissions 
(thousands) (Mt) (thousands) (Mt) (thousands) (Mt) 
1990 3,441 4.996 57,852 10.808 4,593 4.899 3.96 4.22 2.26 
1-
1991 3,429 5.117 55,162 10.488 4,671 5.007 3.98 4.14 2.29 
1992 3,468 5.303 52,568 10.097 4,676 5.175 Source: 
1993 3,550 5.537 50,298 9.961 4,758 5.458 
Len Brown (CeO) Personal Communication. based on the national inventory Report 2002 Data 
--I--- ., 
1994 3,839 5.862 49,466 9.814 5,048 5.593 
-
Table 4 Fertiliser use and emissions 
N 
~ 1995 
4,090 6.158 48,816 9.809 5,183 5.606 
, 
1996 4,165 6.424 47,394 9.744 4,852 5.443 
1----
Year Fertiliser use (tonnes) Total fertiliser emissions (Mt) 
1990 59,265 0.392 
1997 4,257 6.519 46,834 9.803 4,806 5.345 
- ---
1991 61,694 0.435 
1998 4,345 6.685 45,956 9.824 
-
4,432 5.271 1992 70,122 0.536 
1999 4,316 6.998 45,680 9.594 4,644 5.279 1993 104,095 0.678 
000 4,599 7.523 42,845 9.570 4,670 5.294 
I--- 1994 124,131 0.863 
~001 4,846 7.823 40,010 9.295 4,791 5.342 1995 151,263 0.975 
~002 5,162 8.272 39,546 9.121 
Sources: 
4,495 5.392 1996 153,780 1.019 
1 Len Brown (CCO) Personal Communication. based on the national Inventory Report 2002 Data 
~ Personal communication Rod Forbes. MAF 1997 143,295 1.029 
1998 155,467 1.058 
1999 166,819 1.163 
2000 189,096 1.373 
2001 248,000 1.628 
2002 279,148 1.976 
Source: Len Brown (CCO) Person.l Communication. based on the national inventory Report 
2002 Data 
N 
0'1 
... 
• "''''''''' .., _ ........ ""'1 :/_..,._ .. __ ..... -:I -:;,- _._-- _ •• - ._ .. - ... _ .. --,,-
Age IEF plantation forest IEFplantation deforested Age IEF plantation forest IEF plantation deforested 
Rl R2 Rl R2 Rl R2 Rl R2 
Years C02e TonneslHalYr C02e TonneslHa Years C02e TonneslHalYr C02e TonneslHa 
0 0 457.23 429.37 41 -2.2 -2.2 1215.87 1221.73 
1 -0.73 71.87 0.73 357.5 42 -2.93 -2.93 1218.8 1224.67 
2 -1.1 55.73 1.83 301.77 43 -2.57 -2.57 1221.37 1227.23 
3 -5.13 40.33 6.97 261.43 44 -2.57 -2.93 1223.93 1230.17 
4 -14.3 22.73 21.27 238.7 45 -2.93 -2.93 1226.87 1233.1 
5 -30.8 0.37 52.07 238.33 46 -2.57 -2.57 1229.43 1235.67 
6 -37.03 -27.87 89.1 266.2 47 -2.57 -2.57 1232 1238.23 
7 -77.37 -13.57 166.47 279.77 48 -2.57 -2.93 1234.57 1241.17 
8 -12.47 -6.97 178.93 286.73 49 -2.93 -2.57 1237.5 1243.73 
9 -16.87 -15.77 195.8 302.5 50 -2.57 -2.93 1240.07 1246.67 
10 -35.2 -1.83 231 304.33 51 -1.83 -1.83 1241.9 1248.5 
11 -19.8 -14.67 250.8 319 52 -1.47 -1.47 1243.37 1249.97 
12 -50.6 -43.27 301.4 362.27 53 -1.47 -1.47 1244.83 1251.43 
13 -6.6 5.87 308 356.4 54 -1.1 -1.1 1245.93 1252.53 
14 -33 -22.73 341 379.13 55 -1.47 -1.47 1247.4 1254 
15 -12.47 -13.2 353.47 392.33 56 -1.47 -1.1 1248.87 1255.1 
16 -20.9 -18.7 374.37 411.03 57 -1.1 -1.47 1249.97 1256.57 
17 -31.53 -28.23 405.9 439.27 58 -1.1 -1.1 1251.07 1257.67 
18 -31.17 -27.87 437.07 467.13 59 -1.1 -0.73 1252.17 1258.4 
19 -34.83 -32.63 471.9 499.77 60 -0.37 -0.73 1252.53 1259.13 
20 -37.4 -34.47 509.3 534.23 61 0 0 1252.53 1259.13 
21 -37.77 -35.2 547.07 569.43 62 0 0 1252.53 1259.13 
22 -37.03 -35.57 584.1 605 63 0 0 1252.53 1259.13 
23 -37.03 -35.57 621.13 640.57 64 -0.37 0 1252.9 1259.13 
24 -39.23 -37.77 660.37 678.33 65 0 0 1252.9 1259.13 
25 -38.13 -36.67 698.5 715 66 0 -0.37 1252.9 1259.5 
26 -38.5 -37.77 737 752.77 67 0 0 1252.9 1259.5 
27 -38.13 -37.03 775.13 789.8 68 0 0 1252.9 1259.5 
28 -37.4 -37.03 812.53 826.83 69 0 0 1252.9 1259.5 
29 -37.77 -27.5 850.3 854.33 70 0 0 1252.9 1259.5 
30 -36.3 -36.67 886.6 891 71 0 0 1252.9 1259.5 
31 -35.93 -36.3 922.53 927.3 72 0 0 1252.9 1259.5 
32 -35.2 -35.2 957.73 962.5 73 -0.37 0 1253.27 1259.5 
33 -34.47 -34.83 992.2 997.33 74 0 0 1253.27 1259.5 
34 -34.47 -34.47 1026.67 1031.8 75 0 0 1253.27 1259.5 
35 -32.27 -32.63 1058.93 1064.43 76 0 0 1253.27 1259.5 
36 -32.63 -32.27 1091.57 1096.7 77 0 0 1253.27 1259.5 
37 -31.53 -31.9 1123.1 1128.6 78 0 -0.37 1253.27 1259.87 
38 -30.43 -30.8 1153.53 1159.4 79 0 0 1253.27 1259.87 
39 -30.07 -30.07 1183.6 1189.47 80 5.13 4.77 1248.13 1255.1 
40 -30.07 -30.07 1213.67 1219.53 0 
R1 - rotation 1, R2 - rotation 2. Source: Te Morenga and Wakelin (2003) 
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Age Accumulation IEF scrub reversion IEF scrub clearance IAge Accumulation IEF scrub reversion rEF scrub clearance 
or Rate by Age* by year since by year since or Rate by Age* by year since by year since 
Year reversion reversion lYear reversion reversion 
began began began began 
Tonnes Tonnes Tonnes Tonnes Tonnes Tonnes 
C02/halyear C02/halyear C02/ha C02lhalyear C02/halyear C02/ha 
1 1.6 -0.01 om 26 7.5 -9.84 160.91 
2 2.3 -0.03 0.04 27 7 -9.46 170.75 
3 3 -0.09 0.14 28 6.5 -9.03 180.21 
4 3.8 -0.24 0.38 29 6.1 -8.58 189.25 
5 4.7 -0.57 0.95 30 5.7 -8.12 197.83 
6 5.6 -1.13 2.08 31 5.2 -7.66 205.95 
7 6.5 -1.87 3.95 32 4.8 -7.19 213.61 
8 7.4 -2.66 6.6 33 4.5 -6.72 220.8 
9 8.2 -3.47 10.07 34 4.1 -6.27 227.53 
10 9 -4.3 14.37 35 3.8 -5.84 233.8 
11 9.6 -5.16 19.53 36 3.5 -5.42 239.64 
12 10.1 -6.02 25.56 37 3.2 -5.01 245.06 
13 10.5 -6.87 32.43 38 2.9 -4.64 250,07 
14 10.8 -7.69 40.12 39 2.7 -4.28 254.71 
15 10.9 -8.43 48.55 40 2.4 -3.95 258.99 
16 11 -9.09 57.64 41 2.2 -3.63 262.94 
17 10.9 -9.64 67.29 42 2 -3.33 266.57 
18 10.7 -10.09 77.38 43 1.8 -3.05 269.9, 
19 10.5 -10A1 87.79 44 1.7 -2.79 272.96 
20 10.2 -10.63 98.42 45 1.5 -2.54 275.75 
21 9.8 -10.73 109.14 46 1.4 -2.31 278.29 
22 9.4 -10.72 119.86 47 1.3 -2.11 280.6 
23 8.9 -10.62 130.48 48 1.1 -1.92 282.71 
24 8.4 -10A3 140.91 49 1 -1.75 284.63 
25 8 -10.17 151.07 50 0.9 -1.6 286.38 
Source: * Landcare Research's Carbon Calculator (Trotter, 2004). 
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Table 7 Land use areas Table 8 Regression Results - Trend models for enteric methane implied 
Plantation Forestry Reverting Scrubland 
Year Dairy (ha) Sheep (ha) (ha) (ha) 
emissions factors by animal t\ 'De 
Dairy Sheep Beef 
1 2 3 
1974 1,122,362 8,604,787 449,414 2,297,335 
Emissions (Gg) Emissions (Gg) Emissions (Gg) 
1975 1,090,601 8,593,358 507,242 2,393,188 
9.6'" 3.9*'** 11.2'" 
1976 1,062,395 8,571,436 552,583 2,635,599 Year 2.3) 0.26) -2.6 
1977 1,049,634 8,652,961 572,137 2,693,737 
1978 1,054,536 8,709,082 598,452 2,458,909 
Ln(Year- 171'" 68*** 197'" 
1979) 36 6 45 
-17659'" 1066'" -7515'" 17.4 -21305'" 583'" 
1979 1,050,077 8,680,133 628,198 2,475,965 Constant -4500 100 -520 17 -5200 130 
1980 1,077,836 8,913,135 685,133 2,235,121 , 
N 13 13 13 13 13 13 
R2 0.69 0.70 0.94 0.89 0.24 0.13 
1981 1,059,882 8,737,680 742,287 2,155,530 
1982 1,076,365 8,685,043 749,893 2,125,274 I 
1983 1,101,201 8,544,679 779,896 2,158,310 I Table 9 Livestock excreta Implied Emissions Factors and Animal 
.. _--_ .... - .. _ .. _-
1984 1,080,789 8,544,679 811,056 2,194,311 
1985 1,072,077 8,544,679 854,985 2,372,428 
Dairy (C02 equivalent Sheep (C02 equivalent Beef(C02 equivalent 
tonneslhead) tonnes/head) tonnes/head) 
1986 1,172,462 8,632,407 896,170 2,326,536 
1987 1,089,457 8,807,862 917,763 2,381,871 
Scaled Scaled Scaled 
IEF** Productivity* lEF** Productivity* IEF** Productivity* 
1988 1,049,582 8,238,829 985,584 2,311,988 0.711 0.716 0.084 0.084 0.457 0.452 
1989 1,066,242 8,272,803 973,158 2,323,207 0.73 0.72 0.086 0.086 0.459 0.457 
N 1990 1,121,751 8,034,583 1,016,073 2,304,969 0.743 0.724 0.087 0.087 0.473 0.461 
~ 1991 1,111,081 8,065,846 1,035,520 2,336,809 0.757 0.729 0.09 0.089 0.49 0.466 
1992 1,094,956 8,034,583 1,040,172 2,053,827 0,742 0.734 0.09 0.091 0.474 0.47 
1993 1,118,443 7,594,508 1,087,371 1,917,628 0.731 0.738 0.091 0.092 0.464 0.475 
1994 1,212,024 7,905,065 1,159,298 1,493,121 0.749 0.743 0.093 0.094 0.482 0.479 
1995 1,290,646 7,834,484 1,245,504 1,347,662 0.745 0.747 0.095 0.096 0.477 0.484 
1996 1,301,386 7,364,486 1,311,317 1,489,181 0.747 0.752 0.097 0.097 0.509 0.489 
1997 1,370,547 7,457,342 1,379,931 1,468,873 0.782 0.757 0.096 0.099 0.486 0.494 
1998 1,401,006 7,345,827 1,417,795 1,448,566 0.778 0.761 0.102 0.101 0.485 0.499 
1999 1,391,059 7,378,650 1,458,167 1,428,258 0.817 0.766 0.106 0.103 0.472 0.504 
2000 1,385,900 7,393,168 1,479,423 1,407,950 
0.771 0.771 0.105 0.105 0.509 0.509 
2001 1,469,080 7,308,743 1,516,818 1,407,950 Sources: * From Methane Trends. ** Derived from Table 3 data. 
2002 1,574,510 7,231,132 1,551,875 1,407,950 
Source: (Hendy, Joanna, Suzi Kerr, and Troy Baisden 2005) 
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Abstract 
Hendy and Kerr (2005b) find that an emissions charge on agricultural 
methane and nitrous oxide of $25 per tonne of carbon dioxide (C02) equivalent 
would be likely to reduce New Zealand's net land-use related emissions for 
commitment period one in the order of 3%, with full accounting. The costs per 
farmer and as a percentage of profit would be very high. This paper considers the 
regional impacts of such a policy in New Zealand by allocating the emission 
charge across space according to the location of animals. We then combine our 
emissions charge information with data on the socio-economic characteristics of 
the affected areas. Obviously rural areas are heavily affected. In many respects, 
for example median income, ethnic mix, and percentage of working people with a 
university degree, the rural areas most affected have very similar socio-economic 
characteristics to other parts of rural New Zealand. Only in two ways do they 
appear to differ. Our findings indicate that areas with high emission costs tend to 
have high employment rates, but that they also have a disproportionately high 
number of unqualified people. 
JEL classification 
Q25, Q28, R14 
Keywords 
climate change, land use, social impacts, methane, nitrous oxide, dairy, sheep, 
beef, distribution of costs, regional 
1 Introduction 
In most developed countries, agricultural emissions are a tiny fraction 
of total greenhouse gas emissions. In New Zealand, however, they are much more 
significant, constituting approximately half of the country's overall emissions 
(Brown and Plume, 2004). It therefore seems likely that New Zealand's fight to 
reduce greenhouse gas emissions will one day come to include agricultural 
emissions. In fact, the regulation of agricultural emissions has already entered the 
thoughts of politicians. The New Zealand Government recently proposed a 
methane research levy aimed at increasing funding for research into reducing 
ruminant methane emissions. However, this proposal was met by violent 
opposition on the part of farmers, and became infamously known as the 'fart tax'. 1 
Despite all the public debate over the proposed methane levy, we still know very 
little about what the actual economic and social costs of an agricultural emissions 
charge would be. This information is necessary for making informed policy 
decisions. 
The policy we consider in this preliminary paper is an emissions charge 
of $25 per tonne of carbon dioxide (C02) equivalent on agricultural methane and 
nitrous oxide in 2002. In Hendy and Kerr (2005b) we use an integrated model, 
Land Use in Rural New Zealand: Climate (LURNZvl: Climate), to suggest that 
such a charge would have reduced net land-use related emissions for commitment 
period one by 3%, ifit had been introduced from 2003. The very small size of this 
effect may be partly because currently a methane charge would be based on 
animal numbers and species only, and a nitrous oxide tax would probably be 
based on these and on fertiliser use only so farmers' ability to reduce taxed 
emissions is extremely limited. They can only reduce animal numbers and 
fertiliser use. In our current model, the response is further limited because we 
allow only the area of each land use to change, and not stocking rates or rates of 
fertiliser application within each land use. Thus our estimate is likely to be low 
relative to what could be achieved with a more sophisticated policy. 
In this paper we consider the regional impacts of a climate change 
policy that targets agricultural emissions. Agricultural emissions may be targeted 
through a tax, a credit system (with credits allocated in a range of ways), or a 
command and control policy. Any emissions charge levied by the Government 
would probably be accompanied by a reduction in other distortionary taxes, such 
as labour taxes, so that the policy would be fiscally neutral overall. It is not clear, 
however, which other taxes the Government would cut. Consequently, we cannot 
determine the distribution of effects of the tax cut. Thus we make the implicit 
assumption that the benefits of the tax cut are spread equally across all people and 
regions in the economy, and focus only on the distributional effects of the 
methane and nitrous oxide charges. The distributional effects of any specific 
I In mid-2003 the Government proposed that farm businesses pay an agricultural emiSSIOns 
research levy that would raise NZ$8.4 million to fund research into ways of reducing non-C02 
emissions from agricultural activities. This proposal was replaced in 2004 by a partnership 
agreement on voluntary research into agricultural greenhouse gas emissions signed by the 
Government and agricultural sector groups. 
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choice of tax reduction could be analysed separately and added to the effects we 
find here. 
We assume that every hectare with a specific land use is equally 
affected by the cost of the emissions policy in proportion to regional stocking 
rates, and that the cost is not shifted out of the geographic area in which the land 
lies. For example, we assume that impact on dairy land only differs between the 
Far North and Gore because there are more dairy cows per hectare on a dairy farm 
in the Far North than on a dairy farm in Gore. We expect that the costs of the 
charge will mostly be borne by the farmers but that the charge would also have a 
significant effect on the local economy, in the same way that recent high dairy 
prices have led to regional economic expansion. Having estimated how the costs 
of the emissions charge will fall across the country, we combine this information 
with data on the socio-economic characteristics of areas by linking the Geographic 
Information System (GIS) datasets of current land use with meshblock level 
census data. This allows us to assess the characteristics of the areas that are likely 
to be most affected by the tax. 
2 Tax incidence 
2.1 Theory 
Through legislation, taxes are levied on particular groups of agents, 
such as employers, employees, or the producers of a specific good. These agents 
face the impact of the tax, or its direct effects, in the absence of any changes to 
price or economic behaviour. However, the ultimate cost of the tax may be 
passed on through prices, and thus may end up distributed quite differently across 
agents. The agents upon whom the tax is levied may in fact bear only a small (or 
even zero) direct cost. The agents that ultimately bear the cost of tax are said to 
bear the tax incidence, or indirect effects.2 
A tax levied on employers, for instance, may be shifted forward to 
customers through higher output prices, or backward to employees through lower 
wages. In a competitive market, th.e degree to which a tax is passed on to 
customers depends on the relative elasticities of supply and demand for the 
output. Consider the case of a per unit tax of x dollars on a specific good, levied 
on firms. Before the tax, supply and demand in the industry are given by So and 
D in Figure I. After the tax, the price paid by consumers required for producers 
to be willing to produce each quantity increases by x. Graphically, this is 
represented by an upwards shift of the supply curve of x dollars to S I. However, 
the final price paid by consumers rises by less than x because quantity adjusts 
downwards. 
2 This section on tax incidence draws heavily on Stiglitz (1988). 
Figure 1: A tax shared between producers and consumers 
price 
post-tax price paid 
. by consumers 
pre-tax price 
post-tax price 
received by firms 
QI Qo 
SI 
So 
D 
quantity 
In this illustrated case, part of the incidence falls upon producers, who 
receive a lower price, and part upon consumers, who pay a higher price. 
However, it may be that most or all of the incidence falls on just one type of 
party. If demand is perfectly elastic (the demand curve is horizontal), or supply is 
perfectly inelastic (the supply curve is vertical), it is easy to see that the price paid 
by consumers does not change at all, thus producers bear the entire incidence. 
Conversely, if demand is perfectly inelastic (vertical) or supply is perfectly elastic 
(horizontal), then the price paid by consumers rises by x, quantity does not 
change, and consumers bear the entire incidence. These cases suggest a general 
result for competitive markets: the more elastic is demand or inelastic is supply, 
the greater is the proportion of the incidence borne by suppliers, and vice versa. 
A tax of this type could also cause demand for labour by the producing 
firms to fall, and thus the wage to decline. If this occurs, the tax incidence is 
partially or fully shifted backwards to employees. Similarly to the case detailed 
above, the extent to which the tax incidence is shifted backwards depends on the 
elasticities of supply and demand for labour. The more elastic is labour demand 
in the affected industry or inelastic is labour supply, the greater is the proportion 
of the tax borne by workers, the suppliers oflabour. 
When an additional tax is levied in an economy, however, the effects 
tend to spread beyond those directly associated with the party on whom the tax is 
levied. This occurs because those who bear the tax incidence may alter their other 
N 
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economic behaviour because of the effects of the tax. A workers who have wages 
reduced may cut back on consumption expenditure, as may a shareholder in a 
firm that bears some of the tax incidence. The firm itself may reduce investment. 
The economic agents affected by these secondary effects may also alter their 
behaviour, and so on. 
In this paper, we consider a tax levied at the level of the farmer. 
New Zealand sheeplbeef farmers sell their products in a large international 
market. Furthermore, the outputs from sheeplbeef farms are commodities, and so 
are undifferentiated from sheeplbeef products produced in other countries. 
Consequently, New Zealand sheeplbeef farmers are price takers and are unable to 
pass any tax burden on to their customers. Thus the only way they are able to shift 
the tax burden is backwards to their workers. 
Dairy farmers, on the other hand, may have a small influence on 
international dairy prices. Although international demand for New Zealand's dairy 
exports is still very elastic, dairy exports face one of the least elastic international 
demands of any of New Zealand's exports.3 That is, international demand for 
New Zealand's exports of dairy products falls more slowly as dairy output price 
rises than do the demands for most of New Zealand's other exports when their 
prices rise. 
The supply of New Zealand farm outputs may be reasonably elastic 
because if returns to farm labour decrease, farmers may choose to work less on 
their farms, reduce farm output, and increase their off-farm work. There is 
evidence to suggest that many farmers do some form of additional non-farm work, 
so they may not have great difficulty increasing the quantity of this.4 They may 
also choose to change their land use. However, in this paper we do not consider 
how supply is likely to change in response to an agricultural emissions charge. We 
assume perfectly inelastic supply. 
In addition to potentially being able to pass a small proportion of the 
cost of an emissions charge forwards to international consumers, dairy farmers 
may pass some of the burden to farm workers. The degree to which both dairy and 
sheeplbeef farmers would pass the burden of an agricultural emissions charge on 
to their workers depends on two major factors. The first is the degree to which 
they are able to reduce their labour requirements through measures such as 
substituting unpaid family labour for hired employees, reducing work on farm 
maintenance, or reducing farm production. Iffarmers are more able to reduce their 
demand for labour, they will pass more of the effects of the tax on to farm 
workers. The second factor is the degree to which farm workers are willing and 
able to find work in alternative industries. If farm workers have a lot of options 
for work outside the agricultural industry, farm owners will have difficulty 
retaining labour if they attempt to reduce the wages of their employees. In this 
case, farmers will bear more of the tax incidence. 
3 Personal communication with Ralph Lattimore, agricultural economics consultant, 9 June 2005. 
Also see Finlayson et al (1988). 
4 See, for example, Parminter (1997). 
The effects of a methane tax would spread beyond farmers and farm 
employees. These people, when faced with lower incomes, would most likely 
curtail their spending in a range of areas, thus adversely affecting businesses that 
relied on their custom. 
We expect that most of the cost would stay with farmers, and perhaps 
some be passed on to farm employees, who tend to be located where the farms 
are. Though these people may affect their local communities, by curtailing their 
spending and thus adversely affecting businesses that relied on their custom, we 
expect the short run spread of the cost of the emissions charge to mostly be 
limited to the geographic areas containing farms. Hall and McDermott (2004, 
Abstract) find "considerable evidence of certain regional cycles being associated 
with movements in New Zealand's aggregate terms of trade, real prices of 
milksolids, real dairy land prices and total rural land prices". 
In the long run, migration and capital movements will tend to smooth 
out regional differences. The wider macroeconomic impacts of changes in 
agricultural returns will be felt all over the country. 
2.2 Previous literature on the incidence of 
environmental taxes 
A range of literature explores the incidence of environmental taxes. The 
simplest consideration that relates to an environmental tax is the question of who 
legally pays the tax bill. 
At the next level of complexity, we can consider who pays the cost of 
the tax in a partial equilibrium setting. In the context of this paper, this means that 
we allow for farmers to pass the cost of the tax on to consumers or back to 
workers, but we assume that farmers do not change the use of their land in 
response to the tax, nor do other prices or behaviours in the economy change. The 
majority of environmental policy incidence studies fall into this level of 
complexity. For instance, Poterba (1990 and 1991) investigates the extent to. 
which gasoline tax is regressive by calculating expenditure on gasoline as a 
proportion of total expenditure for households with different levels of overall 
expenditure. It allows the cost of the gasoline tax to be passed on to consumers, 
but does not consider the extent to which different households are likely to have 
changed their gasoline purchasing habits in response to the tax. Kerr (2001), a 
New Zealand paper, uses the same approach to analyse the distributional effects of 
a tax on petrol in New Zealand. At a slightly higher level of complexity, Creedy 
and Sleeman (2004), a New Zealand study, uses input-output analysis to explore 
the impacts of carbon taxes on consumer prices. 
The highest level of complexity is general equilibrium. For 
investigating a methane tax, this would mean allowing for adjustments such as 
converting some sheeplbeef farms (which emit methane) to forestry (which does 
not), as well as adjustments that would occur throughout other sectors of the 
economy. The information requirements for general equilibrium analysis are 
much higher than for partial equilibrium. For instance, to estimate the degree of 
real adjustment caused by price changes we need to estimate price elasticities, 
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which can be very challenging to do well. Papers such as Jorgenson et al (1992), 
Bovenberg et al (forthcoming), and Bento et al (forthcoming) use general 
equilibrium frameworks. The former analyses the distributional effect of a carbon 
tax set at the level required to stabilise US carbon dioxide emissions at their 1990 
levels. Jorgenson chooses this framework because it allows for both energy prices 
and other prices to change, whereas a partial equilibrium analysis would only 
permit energy prices to change. 
In the case of a New Zealand methane and nitrous oxide tax, most of 
the incidence of the tax is likely to fall on producers rather than consumers. Thus 
we are interested in the location of rural landowners, farmers and farm workers, as 
well as the local economies that are driven by agricultural profitability. 
3 Data 
This section outlines the data we use in our analysis. Appendix A gives 
more detailed information on the data. 
3.1 Emissions charge impact data5 
Our emissions charge impact data is derived from Hendy and Kerr 
(2005b). They calculate the impact of an emissions charge of $25 per tonne of 
C02 equivalent in terms of changes in the price of the farm output.6 Methane 
emissions are converted to CO2 Global Warming Potential (GWP) equivalents 
using the formula C02(kg) = 1121 x CH4(kg); nitrous oxide emissions are 
converted by C02(kg) = 1/310 x N20(kg). This $25 amount is the same as the 
maximum charge the Government plans to put on fossil fuel emissions from 
2007.7 These impacts are calculated for the two main rural land uses that produce 
methane and nitrous oxide emissions: sheep/beef farming (63% of total enteric 
methane emissions and 70.3% of agricultural direct nitrous oxide emissions), and 
dairy farming (35% of total enteric methane emissions and 27.3% of direct nitrous 
oxide emissions). 
Dairy cattle produce different emissions to sheep and beef cattle and 
have outputs of different values. The manner in which Hendy and Kerr (2005b) 
translate the $25 emissions charge into a cost per kg of output, when combined 
with data on revenue per kg of output, makes the two impact values comparable, 
Emissions per animal are based on the total national emissions for 2002 
in Clark et al (2003) and the Statistics New Zealand Agricultural Production 
, The derived methane costs presented in this paper are preliminary and subject to inaccuracy. 
They are most useful to interpret differences in cost impacts between areas. Absolute costs should 
not be taken seriously, and should not be cited. 
6 Note that a $25 agricultural emissions charge is much higher than the methane research levy the 
Government proposed in 2003. 
1 The Government will introduce an emissions charge of $15 per tonne of carbon dioxide 
equivalent on fossil fuels and industrial process emissions (i.e. carbon dioxide and fossil methane) 
from 2007 (New Zealand. Ministry for the Environment, 2005). The charge of $25 that we use 
approximates the international emissions price. 
Census 2002. The two sections below detail the revenue implications of a charge 
on dairy and sheep/beef emissions as calculated in Hendy and Kerr (2005b). 
3.1.1 Dairy 
The cost of a tax of $25 per tonne of C02 equivalent emitted is $0.30 
per kg of milk solids. Revenue per kg of milk solids in 2002 was $5.31, so this tax 
equates to a 7% reduction in revenue. 
3.1.2 Sheep/beef 
To calculate the impact of an emissions charge on sheep/beef land use, 
Hendy and Kerr (2005b) derive an emissions function based on actual national 
emissions 2002, with its unit defined in terms of a composite sheep/beef product. 
The components of this composite product are beef, lamb, mutton, and wool. The 
cost of a charge of $25 per tonne of C02 equivalent emitted is $0.42 per kg of 
composite product. Revenue per kg of composite product in 2002 was $3.94, so 
this tax equates to an II % reduction in revenue. 
3.1.3 Spatial allocation 
We use the model LURNZvl from Hendy and Kerr (2005a) to allocate 
land uses spatially across the country. LURNZ assigns a single land use to each 
25 hectare area, using information from the Ministry for the Environment's 
Landcover Database 2 (LCDB2) based on a composite of satellite maps, regional 
agricultural production statistics from Statistics New Zealand Agricultural 
Production Surveys and Meat and Wool New Zealand: Economic Service Farm 
Surveys, and physical productivity mappings from Landcare Research. For this 
paper, we aggregate the LURNZvl results to labour market area (LMA) level, i.e. 
an area defined so that most people live and work within the same area.s 
Emissions costs are then allocated to LMAs in direct proportion to the areas in 
sheep/beef farming and dairy farming. Thus we create costs for each LMA that 
vary depending on the land uses and land use intensity modelled by LURNZ. 
Because most people live and work in the same LMA, they operate as 
self-contained labour markets in the short run so that wage and employment 
effects from emissions charges borne in these areas will be felt within these areas. 
Other effects, such as through purchase of inputs and retail shopping, may also 
tend to occur within the same LMA. Thus LMAs seem the natural geographic 
units in which the costs of a methane tax are likely to be confined in the short run. 
3.2 Socio-economic data 
Details of the data used are given in Appendix A. One question that is 
of particular interest to us is whether emissions charges would primarily affect 
people who are in a poor position to cope with the costs. The socio-economic 
characteristics of the people in the most affected areas give us some indication of 
8 There are 58 LMAs in New Zealand as defined in Newell and Papps (2001). The LMAs are 
defined so that most people who live in an LMA also work in it, and most people who work in an 
LMA al~o live in it. 
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this. Equity issues arise if the emissions charge disproportionately targets one 
group. There is also potential for a political backlash, particularly if the charge 
targets a specific ethnic group. 
We use the 2001 Statistics New Zealand meshblock census database, 
and compile the following variables: 
• Median incomes (of those aged 15 and over) 
• Employment rates (as percentages of the population 15 years and over) 
Ethnicity-New Zealand European, Maori, Pacific Islander, Asian 
(percentages of the total usually resident population who specify these 
ethnicities as either their ethnicity, or as one of their ethnicities) 
• Occupation (percentages ofthe employed population 15 years and over 
with each of these occupations: administration, professional, clerical, 
sales and services, agricultural, and manual) 
• Qualifications (percentages of the population aged 15 and over with 
each of these highest qualification levels: no qualifications, school 
qualifications, vocational qualifications, and degrees) 
Employment rates tell us about the level of activity in the economy and 
the strength of its labour market. Qualifications give another perspective on the 
ability of people to adjust to shocks. Those with higher qualifications tend to have 
more employment options, and are more able to move to other areas of the 
country for work. 
4 The differential regional impact of an 
agricultural emissions policy 
;::! The effects of an emissions charge would touch many people and 
businesses. We classify the effects of an emissions charge into direct effects and 
indirect effects. Direct effects are those on the people who actually have to pay the 
charge. Indirect effects are all the other effects that occur as the effects of the 
charge feed through the economy. 
4.1 Direct effects 
At $25 per tonne of C02 equivalent, the total annual revenue from the 
charge would have been around $207m from dairy farms and $363m from sheep 
and beef farms in 2002, assuming no behavioural response. This corresponds to 
$109 per ha per year in dairy and $42 per ha per year on sheeplbeef land, and will 
probably have corresponding effects on the value of that land. For the average 
dairy farm this corresponds to a loss of $15,000 in profit out of average farm net 
trading profits of $48,739 in 2002/03 and $85,029 in 2003/04 (New Zealand. 
Ministry of Agriculture and Forestry, 2004a). For the average sheeplbeef farm it 
corresponds to a loss of $13,000 out of average farm net trading profits of 
$86,620in 2002/03 and $40,492 in 2003/04 (New Zealand. Ministry of 
Agriculture and Forestry, 2004b). 
The people directly affected by an emissions charge are dairy farmers 
and sheeplbeef farmers, who actually pay the emissions charge. We can get a fair 
idea of where these farmers tend to live from the proportions of rural land in the 
LMAs, specifically the share of sheeplbeef land or dairy land. Consequently, 
direct effects will be concentrated in areas with high proportions of sheeplbeef or 
dairy land. 
The parties directly affected by an emissions charge, the owners of 
dairy and sheeplbeef farms, face charges in proportion to their number of stock. 
Geographically, the distribution of these people is close to the distribution of dairy 
and sheeplbeef farms, which we show in Figure 2. When the owners are not living 
on the farms, the impact of charges on profit and land values may occur in other 
regions but the employment impacts will still be co-located with the farms. The 
distributions of farmland shown here are derived using the model LURNZvl. 
With detailed information on the socio-economic characteristics offarm 
owners, including information on the level of debt farmers bear, we would be able 
to determine the ability to cope of the people directly affected by the emissions 
charge. In the absence of this information, we focus for the remainder of this 
paper on the characteristics of those indirectly affected. 
Figure 2: The distribution of land use 
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4.2 Indirect effects 
Indirect effects spread out through the economy from those directly 
affected. For example, when an emissions charge is introduced dairy farmers will 
find themselves facing increased costs. They will reduce their spending. Some of 
these farmers may layoff farm workers or reduce the wages they offer. These 
adversely affected farm workers may reduce their own expenditure, negatively 
affecting businesses in their communities. In this manner, the effects of a methane 
charge would flow on through the community. 
We expect indirect effects to be strongest for people geographically 
close to those directly affected, and thus we make the assumption that indirect 
effects strike the LMAs in which the direct effects occur. It is important to 
examine these impacts spatially because the size of the impact depends on the 
nature ofthe local economy. For instance, the impact of laying off 50 people in an 
isolated area will be much greater than laying off 50 people in a dynamic urban 
area with a strong labour market. 
One way that we can gauge the magnitude of the indirect effect in 
various LMAs is by measuring the per capita cost of an emissions charge by 
LMA. Alternatives include calculating the proportion of the population of the 
LMA employed directly by the dairy or sheeplbeef industries, and calculating the 
proportion employed either directly or indirectly by the dairy or sheeplbeef 
industries. Another way of estimating where impacts will be most severe is by 
looking at the proportion of the total economy that consists of agricultural 
farming. Where agricultural farming is a large proportion of the overall value of 
the economy, impacts are likely to be severe. We calculate these alternative 
measures, and find a high correlation between them and our chosen measure, the 
per capita annual emissions charge. This measure controls for the population of 
the area and tells us about how the charge is spread between LMAs. 
Figure 3 illustrates the locations of the areas that are most affected by 
the emissions charge. The black lines are LMA boundaries. The higher is the cost 
per capita of the charge, the darker is the LMA. The white areas on the map are 
Department of Conservation land. The hardest hit areas in the South Island are 
Gore and MacKenzie, which are sheeplbeef farming areas. In the North Island the 
hardest hit areas are Taihape, Waipukurau, Te Kuiti and Dannevirke, which are 
mostly sheeplbeef farming areas, some with regions of dairy farming. All the 
areas that are hardest hit by the per capita annual emissions charge have fairly low 
populations. Each of these districts is predominantly rural and the towns within 
them are rural centres. 
N 
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Figure 3: The distribution of a per capita emissions charge over LMAs 
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Figure 4 illustrates graphically the spread of per capita costs over 
LMAs. It is immediately evident that the effects of the emissions charge are 
spread very unequally across LMAs. A large number of LMAs are hardly affected 
at all, while a few are very highly affected. The least affected LMAs tend to have 
large urban populations, and include New Zealand's major cities. Appendix B 
includes a table ofLMAs ranked as in Figure 4. 
Figure 4: The distribution of emissions charge effects over LMAs 
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5 Socio-economic characteristics of 
affected LMAs 
In this section of the paper we examine the relationship between the 
socio-economic characteristics of LMAs and their emissions charge costs, based 
on current land use. We use the measure "per capita annual emissions charge" 
throughout this discussion. 
5.1 Employment rates 
Figure 5 shows the emissions charge effect on LMAs by employment 
rate. Some relationship between the two variables is evident, with areas with high 
emissions charge effects also tending to have fairly high employment rates. One 
result of the emissions charge is likely to be job losses in the hard-hit areas. From 
the graph it seems that the areas most likely to face job losses have fairly strong 
labour markets. They may be well placed to absorb the displaced workers back 
into the workforce. This ignores the uneven distribution of people who are not in 
N 
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the labour force across LMAs. For instance, an LMA with a very large proportion 
of retired people will have a deceptively low employment rate in this figure. 
Figure 5: Emissions charge effects by employment rates 
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5.2 Median income 
• 
80% 
An emissions charge would affect the incomes of many people, 
especially in the harder-hit areas. Median income levels in these areas give one 
indication of how well those affected would be able to cope with decreases in 
their incomes. However, we cannot say from this data where in the income 
distributions of these areas are the people who are most affected. 
Figure 6 suggests that areas with the highest emissions charge effects 
have a variety of median incomes. They are not noticeably different from other 
areas. 
Figure 6: Emissions charge effects by median income 
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5.3 Ethnicity and occupation 
Our findings for ethnicity and occupation are consistent with 
expectations. For occupation, we find that more agricultural and fishery workers 
live in areas with higher emissions charge effects, and fewer technicians, trades 
workers, workers in administration, professional and clerical occupations live in 
these areas. Other workers are evenly distributed across affected areas. For 
ethnicity, we do not find any clear relationships between emissions charge effects 
and the proportions of Europeans or Maori in the area. However, we find that 
Pacific Islanders and Asians tend not to live in areas with high emissions charges. 
This may simply be caused by the fact that both Pacific Islanders and Asians tend 
not to live in rural areas. 
Neither the ethnicity nor the occupation results suggest that an 
emissions charge would inequitably target any particular socio-economic group. 
However, agricultural workers would unavoidably be affected to a greater extent 
than most other professions. 
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5.4 Education and formal qualifications 
Figure 7 shows the emissions charge effect on LMAs by the proportion 
of people with no formal qualifications. We can see that most of the observations 
are grouped in the bottom right, with a just a few areas with high qualification 
levels and low emissions charge costs, or with low qualification levels and high 
emissions charge costs. The interesting result here is that the areas with high 
emissions charge effects tend to also have high proportions of people with no 
qualifications. Other levels of qualification did not show a clear pattern. 
Figure 7: Emissions charge effects by people with no qualifications 
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The level of formal education that a person has is an imperfect indicator 
of his or her employability in a wide range of jobs. People with some formal 
qualifications may be more likely to be able to find alternative work if they are 
laid off than are people with no qualifications. 
Many of the occupations that revolve around dairy and sheeplbeef 
farms, however, tend to involve 'learning by doing' rather than formal 
qualifications. Thus many people working in these regions who lack formal 
qualifications may in fact be highly skilled, though the skills may not all be 
transferrable outside the agricultural sector. Consequently, the data on numbers of 
people with no formal qualifications are likely to be a little misleading as an 
indicator of employability. 
6 Conclusions 
In this paper we have investigated the possible social impacts of an 
agricultural emissions charge levied on methane and nitrous oxide of $25 per 
tonne of C02 equivalent. For dairy farmers, this equates to a 7% decrease in 
revenue in the absence of price changes; for sheeplbeef farmers, it equates to an 
11 % decrease. We assume the effects of the charge stay in the labour market areas 
in which the affected farms are located, and disregard the benefits of the likely 
accompanying tax decrease on the implicit assumption that they are evenly 
distributed across the country. Calculated on a labour market area basis, annual 
emissions charges per capita range from $5 in the Hutt Valley to $2,715 in 
Taihape. 
We examine the socio-economic characteristics of the labour market 
areas with very high per capita emissions charges. These labour market areas 
mostly have high employment rates, which suggests people who lose their jobs 
because of the emissions charge are likely to have decent prospects for finding 
alternative work. On the other hand, labour market areas that would face high per 
capita emissions charges tend to have high proportions of people with no 
qualifications. This may mean that people who are made redundant would tend to 
have low levels of formal qualifications, and thus may have difficulty finding jobs 
in alternative industries. On the whole the socio-economic characteristics of high 
emissions rural areas are very similar to those in rural New Zealand as a whole . 
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Appendix A: Data 
Methane and nitrous oxide emissions data 
Table 1 D . 
- ------ - ----- -- ---------
Area of pasture 1,574,510 (hectares) Kerr and Hendy (2005a) 
(2002) 
Total Methane 8,272xl06 (kgs CO2 equivalent) Brown and Plume (2004) 
Emissions (2002) 
Methane 4,356 (kgs CO2 equivalent -
Emissions per per hectare) 
hectare (2002) 
Total Nitrous 5,071 xl06 (kgs CO2 equivalent) Brown and Plume (2004) 
oxide Emissions 
(2002) 
Nitrous Oxide 3,221 (kgs CO2 equivalent -
Emissions per per hectare) 
hectare (2002) 
Table 2 Sheep/beef 
------------
Area of pasture 7,231,133 (hectares) Kerr and Hendy (2005a) 
(2002) 
Total Methane 14,512 xl 06 (kgs C02 equivalent) Brown and Plume (2004) 
Emissions (2002) 
Methane 2,007 (kgs C02 equivalent -
Emissions per per hectare) 
hectare (2002) 
Total Nitrous 6,929 xl06 (kgs C02 equivalent) Brown and Plume (2004) 
Oxide Emissions 
(2002) 
Nitrous Oxide 958 (kgs C02 equivalent -
Emissions per per hectare) 
hectare (2002) 
Social characteristics data 
All these data were drawn from Statistics New Zealand's 2001 
meshblock census data at meshblock level and were aggregated to LMA level. 
Median income data are the median income of all people aged 15 years 
or over who live in the LMA in 2001. Employment rates were calculated as the 
proportion of the population aged 15 years or over in the LMA who were 
gainfully employed in 2001. These were calculated from the number of people 
aged 15 or over who were gainfully employed, and the total number of people 
aged 15 years or over. 
Ethnicity data for 2001 are series giVing the percentage of the 
population claiming each of Maori, European, Pacific Island and Asian ethnicity 
as either their only ethnicity or one of their ethnicities. These were calculated 
from the number of people in each LMA claiming each ethnicity, .and the total 
population of the LMA. 
Occupation data for 2001 are the percentage of the employed 
population aged 15 years and over in each of a number of occupations. This is the 
percentage of the gainfully employed population aged 15 and over in an LMA that 
are in a particular occupation. The occupations used are: 
• agriculture and fishery workers 
• legislators, administrators, and managers 
• professionals 
• technicians and associate professionals 
• clerks 
• service and sales workers 
• trades workers 
• plant and machine operators and assemblers. 
We also use 'employment by industry' data drawn from the 2001 
census at the meshblock level. 
Qualification data are the proportion of the population aged 15 years or 
over in the LMA whose highest qualification fell into one of the categories: 'no 
qualifications', 'school qualifications', 'vocational qualifications', and 'degree'. 
These categories exclude those with post-school qualifications such as university 
diplomas. Except for 'no qualifications', each qualification category is an 
aggregation of a number of finer categories. 
• "School qualifications" contains School Certificate, sixth form 
qualifications, higher school qualifications, unspecified school 
qualifications, and overseas school qualifications. 
• "Vocational qualifications" contains basic vocational, skilled 
vocational, intermediate vocational, and advanced vocational 
qualifications. 
• "Degree" contains bachelor degree and higher degree. 
Appendix B: Impacts by labour market area (LMA) 
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c-- 207 Hamilton $18,991 61 70 19 2 5 24 35 19 11 
161 Levin $15,002 51 72 20 2 34 29 16 5 
141 Nelson $16,832 61 87 7 1 1 26 33 21 7 
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Abstract 
This paper describes preliminary work on establishing a pilot project for carbon 
sequestration. The proj ect is intended to simulate the structure of the Permanent Forest 
Sinks Initiative, a program that may extend to the national level under the supervision 
of the Ministry of Agriculture and Forestry. In the process of establishing the project, 
we will identify opportunities and barriers for landowners to engage in the management 
system of "carbon farming". We will also use the results of the process to inform 
policymakers of potential improvements to the Permanent Forest Sinks Initiative and to 
demonstrate to landowners the benefits of this management system. 
Introduction and Justification 
As a signatory to the Kyoto Protocol, New Zealand has agreed to limit its greenhouse 
gas emissions to 1990 levels during the two Kyoto commitment periods, 2008-2012 and 
2013-2017. The recent revision of emissions estimates released a few months ago 
makes it all the more urgent to develop tools for meeting these commitments. One 
mechanism that has been proposed by the govemment is the creation of new, 
permanent forests for generating carbon credits. The policy, known as the Permanent 
Forest Sinks Initiative (PFSI), would offer landowners tradable carbon credits for land 
they set aside for forest regeneration. Presumably, landowners will trade these credits 
on international markets. 
The complex details of administering the PFSI are currently being worked out in the 
Indigenous Forestry Unit of the Ministry of Agriculture and Forestry (MAF). 
However, as with the creation of any new policy initiative, stakeholders on both sides 
have been quick to realize the potential implications. Foresters, landowners, farmers, 
government agents, and policymakers are all taking steps to protect themselves from 
liabilities while maximizing their access to benefits. However, few resources are going 
into an analysis of how the structure of the policy will affect these stakeholders or how 
alternative structures might impact them. 
Therefore, in parallel with national-scale analysis of environmental policy on land use, 
our research team has begun a pilot project to investigate the dynamics of decision-
making among landowners. The project complements the national-scale work by 
focusing on the decision-making environment of individual landowners and how 
environmental policies such as the PFSI may affect that environment. 
Our conceptual model of the decision-making environment is organized into three 
areas, or dimensions. First, the landowner must consider the conditions of the land 
itself: its biophysical capacity to be productive under different land uses. Second, the 
landowner ought to consider the condition of the market: the economic value that can 
be generated by different land uses. Third, landowners' decision is embedded within 
the social, cultural, political, institutional, and demographic conditions of the owners 
themselves. The introduction of a new political avenue to economic opportunities will 
change this decision-making environment. But the magnitude of the change will 
depend on the structure of the policy. It will also be constrained by the biophysical 
capacity of each land block for which a landowner makes decisions. 
Landscape Systems 
Fig. 1. Conceptual model of landowner decision-making within landscape systems. 
The third dimension of decision-making encompasses the specific tenure structure of 
landowners or anyone who makes decisions about land use. In New Zealand, the 
tenure structure of Maori land is often much different from other land. This tenure 
structure alters the decisions on that land in measurable ways. On the North Island, 
where Maori land is a significant percentage of private land, these decisions may have a 
significant impact on the uptake of any public policy related to land use. We have 
chosen to focus on Maori land in the GisbomelEast Cape area (GEC) for the pilot 
project in order to address this issue in more detail. 
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Purpose, Goals, and Research Questions 
Purpose of the project 
The purpose of this project is to create a trial of the contract process for carbon 
sequestration on private land. 
Goals 
o To initiate a project on the ground and see it through early stages. 
o To coordinate opportunities for landowners. 
o To identify barriers to efficient contracts for carbon credits. 
o To inform policymakers and agencies of barriers and opportunities. 
o To serve as a demonstration and learning tool for landowners. 
Research Questions 
For this project, the motivating research questions are as follows: 
Where carbon sequestration appears to be economically competitive, are there barriers 
to uptake? 
What are the pathways through barriers? In particular, can opportunities be aligned to 
enhance the appeal of "carbon farming"? 
In the case of multiple-ownership, especially Maori land, can contract process be 
streamlined to reduce transaction costs? 
Opportunities and Barriers of "Carbon Farming" 
Managing land to generate carbon credits requires setting it aside from other 
management activities, closing the door to many benefits. However, carbon 
sequestration may be just one of many benefits available from a management system of 
"carbon farming". Such a system is compatible with several sources of income and 
value that are largely unavailable to other land uses. These benefits that apply to the 
GEC are listed below: 
Opportunities compatible with native forest reversion 
1. Carbon credits 
2. East Coast Forestry Program 
3. Nga Whenua Rahui 
4. Tourism 
5. Hunting 
6. Firewood 
7. Manuka oil and honey 
8. Catchment protection 
9. Kaitiakitanga: the Maori concept of honoring their ancestors and descendents 
through good stewardship of the land. 
On the other hand, a system of carbon farming faces its own unique barriers. These 
include the factors on the following list: 
Potential barriers to native forest reversion 
1. Competing land uses 
2. Bureaucratic hurdles 
3. Slow decision-making process 
4. Uncertainty of returns 
5. Perception of scrub as "bad management" 
6. Inability to align incentives 
7. Spatial incompatibilities 
8. Rangatiratanga: the Maori right of self-determination or sovereignty in decision-
making about their lands. 
Each landowner/decision-maker must evaluate the importance of these opportunities 
and barriers in comparison to the other possible land uses. In all cases, the relative 
risks associated with each land use must also be accounted for. In the GEC, competing 
land uses include sheep and beeffarming, plantation forestry, other set-aside programs 
(Nga Whenua Rahui and Queen Elizabeth II), the East Coast Forestry Project, and other 
activities. In some cases, these land uses are exclusive, but in other cases they may 
over lap each other or provide complementary benefits. For instance, reversion of 
native forests for "carbon farming" can also qualify for the East Coast Forestry Project 
where reversion occurs on land targeted for that project. These separate land uses can 
also be used to create a portfolio of benefits on a single block ofland in order to 
diversify income sources and insure against risks. 
Role of the Pilot Project 
Ongoing work of the research team has focused on two areas: 1. the national- and 
regional-scale economic factors that drive land-use decisions, and 2. the spatial 
mapping of biophysical features that determine the capacity of land for different 
productive uses. These two research programs have created an understanding of how 
economic and biophysical factors affect landowners' decisions. The pilot project, then, 
is a first step in examining the third component of our conceptual model: how 
conditions of the landowners affect their decisions. In particular, we are focusing on 
how the decision environment affects the ability of decision-makers to utilize 
opportunities. We are using the Pilot Project to reveal the nature of the decision 
environment and the possible barriers that face decision-makers. The goal, of course, is 
to identify how public policy can create pathways through those barriers. Thus, the 
project has implications for both policy-makers and landowners (Fig. 2). 
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Fig. 2. The Pilot Project complements other research programs and addresses 
remaining questions relevant to policy-makers and landowners. 
Steps of the Pilot Project 
The Pilot Project will proceed through five steps: 
1. Identify land blocks that are eligible for PFSI and are "good" targets. 
2. Approach landowners and engage in discussion of opportunities and trade-offs. 
3. Present multiple contract arrangements and reach an agreement on contract 
specifications. 
4. Establish the project and begin payments as specified in the contract. 
5. Evaluate the results and present to funders and policymakers. 
Contract goals 
The goals of the contract are as follows: 
o Payment structure that is straightforward and attractive to landowners 
o Limited-term contract (35 years) with provision to opt-out by refunding payments 
o Identify strategies for buffering landowners against risk and uncertainty 
o Include provisions for allowing other sources of income and protections against 
carbon loss 
o Lay the groundwork for landowners to capture future values of biodiversity, erosion 
reduction, etc. 
Identifying targets using GIS 
The first step of the project is to identify eligible land blocks that are likely to provide 
useful information during the contract process. We identified the following criteria for 
selecting blocks within the GEC: 
Conditions: 
o Maori block 
o Multiple decision-makers 
o Existing decision structure in the form of a trust 
o Qualifies for Kyoto forestry 
o > 50 ha conversion 
Analysis using a geographic information system (GIS) identified 76 blocks that were 
likely to meet these criteria. Discussions with local authorities and researchers quickly 
identified three of these blocks that had high potential for success. 
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Fig. 3. Target blocks identified by GIS analysis. 
The characteristics of these blocks are listed below. For confidentiality reasons, the 
exact details of the blocks has not been revealed. 
Block I 
Contact point: Manager 
Size: - 450 hectares 
Current Activities: Sheep/beef is main source of income 
Much already in native forest 
Up to 100 ha marginal pasture 
Notable Features: Potential for tourism, honey production 
Small number of trustees and shareholders 
Block 2 
Contact point: Trustee 
Size: - 100 hectares 
Current Activities: Mostly sheep/beefpasture with patches of man uk a and native forest 
Notable Features: Block adjacent to and visible from marae 
Relatively small number of trustees and shareholders 
Block 3 
Contact point: Multiple interests 
Size: - 175 hectares 
Current Activities: Mixed existing management 
Notable Features: Part ofa 1400 ha catchment targeted for erosion control 
N Already qualifies for East Coast Forestry Project 
~ Downstream infrastructure vulnerable 
Next steps: 
After the identification of several target blocks, work will continue through the 
remaining phases of the project. The next steps to complete the project are as follows: 
o Fonnulate contract options, in conversation with landowners 
o Reach agreement on contract and sign 
o Establish project 
o Deliver payments 
o Report results 
Conclusion 
The process of establishing this pilot project is expected to answer questions about the 
decision-making process relevant to uptake of the Permanent Forest Sinks Initiative. 
However, it is also likely to raise new questions and suggest revisions to the current 
policy structure. We intend to carry out the project in a way that is most informative to 
all stakeholders involved. 
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