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E-mail address: cﬁegl@student.ethz.ch (C. Fiegl).Objective: The aim of this study was to develop an algorithm for scheduling pick-up and delivery tasks in
hospitals. The number of jobs and the dynamic nature of the problem, in having jobs arriving over time,
makes the use of information technology indispensable. An optimized scheduling for all types of trans-
portation tasks occurring in a hospital accelerates medical procedures, and reduces the patient’s waiting
time and costs.
Methods: In the design of the algorithm we use techniques from classical scheduling theory. In addition,
due to some special properties and constraints, we model the problem using methods from graph theory.
The resulting algorithm combines both approaches in a transparent manner.
Conclusions: To optimize the schedules, we deﬁne the average weighted ﬂow time as an objective func-
tion that corresponds to a measure for the task throughput. An evaluation of the algorithm at the Natters
State Hospital in Austria shows that it has a superior performance than the current scheduling
mechanism.
 2009 Elsevier Inc. All rights reserved.1. Introduction
The main goal of healthcare institutions is to provide a high
quality clinical service for their patients. In the case of hospitals,
to guarantee such a high quality service, a close cooperation
between the different working units, such as wards, clinics, and
institutions of diagnosis and treatment is necessary. Due to the
complexity of modern medical procedures, an efﬁcient implemen-
tation of medical workﬂows is a key requirement for any hospital
to minimize a patient’s waiting time and to reduce costs. Transpor-
tation of patients and all types of medical items (e.g., records,
forms, medicine, and laboratory samples) often occurs in a medical
workﬂow. Furthermore, goods that are not directly related to the
medical treatment, such as food, mail, and waste have to be picked
up at one location and delivered to another location. The coordina-
tion and scheduling of these so-called pick-up and delivery (PD)
tasks is challenging, and demands the use of information technol-
ogy (IT). We presuppose in this paper that the hospitals under con-
sideration have a dedicated class of employees in the hospital that
is responsible for the PD tasks. We propose an algorithm to assign
tasks in order to deploy these employees efﬁciently, and we pro-
pose an architecture of a software system suited for the distributed
computing devices as well.ll rights reserved.1.1. Research environment
To evaluate the outcomes of the proposed system, a study was
conducted at the Natters State Hospital, in Natters, Austria. The
hospital has approximately 170 beds, and the medical services
consist of departments for internal medicine and pneumology.
Currently, there is no IT support for scheduling any PD tasks. Each
employee of the PD service is equipped with a mobile phone.
Whenever a task is to be performed, the employee receives a call
from the appropriate working unit, e.g., by a ward or by radiology.
Due to the lack of IT support in the scheduling of tasks, each
employee of the PD service is assigned a ﬁxed set of working units
from which they receive their tasks. This static assignment of
resources obviously leads to suboptimum performance. For exam-
ple, an employee who is close to the pick-up location of a certain
task may not receive a call because he is not assigned to the corre-
sponding working unit that places the call.
In order to analyze the problems related to the PD service and,
in particular, to measure its task volume over different time peri-
ods we conducted a preliminary survey at the hospital where all
six employees of the PD service participated. Over a period of
1 week every task submitted to the PD service was recorded on a
sheet of paper by the corresponding employee. Properties like time
of arrival, starting point, destination and a short description of the
job were put down on the form. Fig. 1 shows some of the results
concerning the task volume of the different employees at different
times.
Fig. 1. Task count per time interval over the period of 1 week.
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 Due to the high number of tasks, the PD service plays an essen-
tial role in the daily business of the hospital.
 Two types of tasks exist: ad hoc tasks that will be sent to the
employees of the PD service as soon as they are executable
and standard tasks that have to be executed daily or weekly at
a given time. In the case of standard tasks, the employees of
the PD service will not be notiﬁed by a phone call.
 An imbalance in workload between the different employees
occurs because of the static assignment of employees of the
PD service to working units. The data shows that some employ-
ees have to execute three times as many tasks as other employ-
ees in the same time frame.
 Sometimes tasks get rejected because the corresponding
employee of the PD service is either overloaded or has left work
for the day. In these cases, new contact phone numbers have to
be acquired, which results in extra expenditure of time.
 Due to the imbalance in workload, some employees of the PD
service experience a considerable amount of idle time.
 Working units, such as the laboratory, are usually located in an
isolated spot in the hospital, being distant from the different
wards. Therefore, it makes sense to collect all the goods to be
delivered to such places and bring them simultaneously to this
destination. Currently, it is possible that several resources may
deliver goods to such isolated spots simultaneously.
To tackle the above problems, the following goals were set to be
achieved by the new scheduling algorithm and software system:
 A convenient way of sending tasks to the PD service should be
arranged for the different working units.
 The resources of the PD service should be utilized in a better
way.
 The highest task throughput possible should be achieved, that is,
the highest possible number of tasks should be executed in
shortest possible time.
1.2. Related work
Transportation problems have been studied extensively in com-
puter science and operations research. The transportation problem
studied here shows some similarities to the open vehicle routingproblem (OVRP) that itself is a modiﬁcation of the classic vehicle
routing problem (VRP). The latter can be described as follows:
‘‘Given a ﬂeet of vehicles with a ﬁxed capacity, a common depot,
and several costumer locations, ﬁnd the set of routes with an over-
all minimum route distance that supplies all customers. All itiner-
aries start and end at the depot, and they must be designed in such
a way that each costumer is served only once, and by only one
vehicle [1,2]”. In the (OVRP) the model is changed to the effect that
vehicles do not have to return to a depot after ﬁnishing a route [3].
Several solutions to these problems have been shown in the liter-
ature [1–3]. Also other methods have been proposed to consider
the effect of delivering goods and also picking them up during a
journey [4,5]. However, all these methods assume that the amount
of tasks is known beforehand. In the case of a hospital PD service,
ad hoc tasks arrive over time, and we have no previous information
about incoming tasks. Such problems are called online problems,
and in the context of vehicle routing, they have been studied under
the names ‘‘dynamic pick-up and delivery” [6] and ‘‘dial-a-ride”
[7–10]. In the dial-a-ride problem, users request for a transporta-
tion with known PD locations. Users want to avoid detours and
thus, often a certain stretch factor is ﬁxed that deﬁnes the maxi-
mum length of a tour compared to the shortest path available.
Comparing the problems described above with the PD problem in
a hospital setting shows that the latter features certain aspects that
are not captured appropriately by the former:
 Resources have no ﬁxed capacity. An employee of the PD service
cannot transport two bed-ridden patients, but he can transport
ﬁve blood samples.
 We face different types of tasks: ad hoc tasks and tasks that have
to be performed daily or weekly. Furthermore, we encounter
tasks that fully load the resource, and tasks that do not.
 Tasks may not get rejected.
 We do not set a limit on the detour of a task. It does not matter if
mail is transported in a large detour if it improves the overall
performance.
However, probably the most important difference is that the
distance in a hospital compared with the various routing prob-
lems is very small. Thus, in contrast to traditional routing prob-
lems, an occupied resource is available again in rather short time
and can react quickly to changes in the scheduling that may oc-
cur due to incoming jobs. The latter implies that a fast dispatch-
ing mechanism is preferable. Another implication of both the
short execution time and the uncertainty about incoming jobs
is that it is generally not rewarding to wait with the execution
of a certain task t until other suitable tasks have arrived that
can be combined well with t.
The approach treated here makes use of classical scheduling
theory as it is found in scheduling machines in industry or in pro-
cesses in operating systems [11,12], and combines it with results
from graph theory. Furthermore, we wish to emphasize that we
do not provide hospital patient scheduling [13]. We assume that
the schedules in the different working units already exist, and that
we only have to schedule all the types of transport needed to
accomplish the different medical procedures.2. Scheduling
Assigning tasks to scarce resources to optimize a given set of
criteria is known as scheduling. What exactly a task or a resource
means depends on the context. For example, resources can be ma-
chines in a plant or they can be CPUs. Tasks can then be a manufac-
turing process or a process involving a computer program. Typical
goals to achieve are: (i) minimizing the lateness of tasks or (ii)
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task, and a resource is an employee of the PD service.
2.1. Classiﬁcation of scheduling problems
We will now switch to a terminology frequently used by the
scheduling community. A task is denoted as a job, and a resource
is denoted as a machine. We assume that the number of jobs and
machines is ﬁnite. Index j refers to a job, and index i refers to a ma-
chine. The following attributes are usually associated with a job:
the processing time pij represents the time the execution of a job j
will last on machine i. If all machines execute a job jwith the same
speed the processing time is denoted as pj. The release date rij is the
earliest date a job j can start on machine i. If a job j has the same
release on all machines i the release date is denoted as rj. The
due date dj is the date by which a job j should be ﬁnished. The com-
pletion time of a job j can exceed the value of dj, but would result in
extra costs. The weightwj reﬂects the importance of a job j. We fur-
ther assume that jobs arrive at discrete steps t. In ofﬂine schedul-
ing problems the arrival time is assumed to be zero and different
release dates act as constraints during optimization. In online
scheduling problems the arrival time is unknown and one distin-
guishes between clairvoyant and non-clairvoyant scheduling. In
clairvoyant scheduling the processing time of a job is assumed to
be known once it arrives whereas in non-clairvoyant scheduling
it is not. When the processing times are known, an algorithm obvi-
ously produces better schedules than if this information is absent.
Many algorithms for solving scheduling problems have been
proposed [14]. For classiﬁcation purposes, [15] introduced the so-
called ajbjc notation. The a ﬁeld speciﬁes information about the
machines. For a single machine system, the entry contains a ‘1’.
Having parallel machines executing the jobs with the same speed
means the entry contains a ‘P’. Machines executing jobs with dif-
ferent processing times pij are called unrelated machines. The a
ﬁeld then contains a term ‘R’.
Attributes of the jobs are speciﬁed by the entries in the b ﬁeld. A
possible entry is rj for specifying jobs that have a release date.
Clairvoyant scheduling models additionally contain an online-time
entry. We introduce the entry multijob in the b ﬁeld for indicating
that a machine can execute more than one job at a time.
The c ﬁeld deﬁnes the objective function. A well studied objec-
tive function in ofﬂine scheduling is the total weighted completion
time ðPwjCjÞ where the completion time Cj is deﬁned as the time
when a job is ﬁnished. The completion time does not necessarily
need to correspond with the processing time of the executing ma-
chine, since there may not be a machine available to process the
job when a job arrives. In online scheduling one usually studies
the total weighted ﬂow time (
P
wjFj) where Fj ¼ Cj  rj.
Several algorithms for solving scheduling problems have been
proposed in literature. Smith [16] suggested an algorithm that pro-
vides provable optimum solutions to problems of the kind
1jjPwjCj and stated to schedule jobs in a nondecreasing order of
the ratio pjwj. If we consider Pjj
P
wjCj, then the problem is already
NP-hard [17]. Thus, we cannot expect to calculate the optimum
schedule for such problems in a reasonable time. Even 1jrjj
P
Cj
is NP-hard [18], meaning that Pjrjj
P
wjCj is also NP-hard. In this
case, approximation algorithms have to be used. Smith’s rule is
also a good approximation for PkPwjCj [19]. Approximation algo-
rithms have also been developed for Rjrijj
P
wjCj [20].
In online scheduling it is nearly impossible to construct optimal
solutions due to the lack of information. Therefore in ofﬂine sched-
uling usually rules like Shortest Job First (SJF), or the Highest Den-
sity First (HDF) are used to construct schedules and to decrease the
ﬂow time [21]. When using SJF the job with shortest processing
time is executed ﬁrst, whereas HDF executes the job with the high-est density wjpj ﬁrst. Thus, applying HDF results in the same decisions
as the application of Smith’s rule.
2.2. Modeling the scheduling problem
The remainder of Section 2 is devoted to develop a model for
the scheduling problem of assigning PD tasks to employees of
the PD service. By use of this model and adaptation of scheduling
algorithms from literature we derive subsequently an efﬁcient
approach to the solution of this particular problem.
We start by classifying our particular problem in terms of the
ajbjc scheme sketched above. Concerning the b ﬁeld, that is, the
speciﬁcation of job attributes, we ﬁrst note that our problem is
an online problem where multiple jobs can be executed at a time
such that the online-time and multijob tags have to be set here.
Because of the multijob property of the scheduling problem we
store a Boolean variable bj for each job, indicating that a job is a
major job. These jobs have the property that a machine can execute
only one of them at a time. Further, it can occur that a job arrives
before it can be executed, so we add the release date tag, rj. As due
dates for the PD jobs are in general not set we could refrain from
modeling them. However, there are of course some jobs that have
to be ﬁnished within a certain period, e.g., the transportation of
food. We capture this issue by introducing a weight wj to each
job and assigning bigger weights to such jobs. Furthermore, we
propose a dynamic weight adaptation in Section 2.6 in order to
prevent that the execution of a job is delayed too long. Thus, alto-
gether the b ﬁeld is online time;multijob; rj.
Before specifying the a and c ﬁelds we have to explain how the
processing time for a job can be estimated. To this issue, we need
some information about the topographic structure of the hospital
and in particular, the distances between the different PD locations.
We use some notions from graph theory to establish a topographic
model of the hospital from which distances between different PD
locations can be derived.
Deﬁnition 1. A graph G is deﬁned as an ordered pair G ¼ ðV ; EÞ,
where V is a set of vertices, and E#V  V , a relation over V , the set
of edges. If the graph is undirected, then the adjacency relation,
deﬁned by the edges, is symmetric.
Our topographic model of the hospital is represented by an
undirected graph. This graph is constituted by the set of PD loca-
tions that serve as the vertice set and the links between them (cor-
ridors, stairways, etc.) that are modeled as edges. A PD job j is then
characterized by a start point startj and an end point endj.
Deﬁnition 2. A weighted graph G is an ordered triple with a cost
function, G ¼ ðV ; E; bÞ where b : E! R.
The topographic model of the hospital becomes a weighted
graph by assigning to every edge ðv1; v2Þ in the graph the effort ex-
pended to move from PD-location v1 to PD-location v2. The weight
is usually proportional to the length of the path, except for eleva-
tors and stairways, where the weight is higher. The weight as-
signed does not need to have a speciﬁc unit or certain
magnitude. Important for the scheduling decisions is the ratio of
the numbers.
Deﬁnition 3. A walk W in a graph is an alternating sequence of
edges, W ¼ ðv0; v1Þ; ðv1; v2Þ; . . . ; ðvn1; vnÞ, where v0 is the start
and vn is end of the walk. A walk is closed if v0 ¼ vn, otherwise it is
open. A walk in G starting at v1 and ending at v2 is denoted by
Wv1v2 . A walk is a path if each vertex is only visited once. Further,
we denote by PðGÞ the set of all paths in a graph G.
For later considerations we have to deﬁne further terms and an
operation on walks.
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walk. A subwalk - of W is a sequence - ¼ ðvk; vkþ1Þ; . . . ; ðvl1; vlÞ
with k; l 2 N and 0 6 k < l 6 n. If k ¼ 0 or l ¼ n we speak of a
starting and ending subwalk, respectively.
We now deﬁne a concatenation operation  if two walks are
connectable.
Deﬁnition 5. Two walks W1 ¼ ðv0; v1Þ; . . . ; ðvn1; vnÞ and W2 ¼
ðu0;u1Þ; . . . ; ðum1;umÞ are connectable (denoted by W1W2) if
one of the following is true:
(1) One walk is a subwalk of the other.
(2) The last vertex of one walk is the ﬁrst one of the other.
(3) There exists a starting subwalk of one walk which is an end-
ing subwalk of the other. We distinguish here between two
cases. First, if there exists only one such subwalk we call the
walks singly connectable. Second, if there exists a starting
subwalk ofW1 which is ending subwalk ofW2 and a starting
subwalk ofW2 which is an ending subwalk ofW1 we call the
walks doubly connectable.
The concatenation of two connectable walksW1 andW2 is then
deﬁned as follows:
(a) Assuming thatW1 is a subwalk ofW2 thenW1 W2 ¼W2. If
W2 is a subwalk of W1 we have W1 W2 ¼ W1.
(b) Assuming the walks do not share any starting or ending
subwalks but the ﬁrst vertex of W2 equals the last vertex
of W1 then W1 W2 ¼ ðv0; v1Þ; . . . ; ðvn1; vnÞ; ðu0; u1Þ; . . . ;
ðum1;umÞ. In case that the ﬁrst vertex of W1 is equal to the
last vertex ofW2 the concatenation is deﬁned analogously.
(c) If the walks are singly connectable we assume without
loss of generality that there exists a starting subwalk
-1 ¼ ðv0; v1Þ; . . . ; ðvk1; vkÞ of W1 which is an ending
subwalk -2 ¼ ðul;ulþ1Þ; . . . ; ðum1;umÞ of W2. Then
W1 W2 ¼ ðu0;u1Þ; . . . ; ðum1;umÞ; ðvk; vkþ1Þ; . . . ; ðvn1; vnÞ. If
W1 andW2 are doubly connectable with an additional start-
ing subwalk -3 ¼ ðu0;u1Þ; . . . ; ðup1;upÞ of W2 which is an
ending subwalk -4 ¼ ðvq; vqþ1Þ; . . . ; ðvn1; vnÞ of W1 then
W1 W2 ¼ ðv0; v1Þ; . . . ; ðvn1; vnÞ; ðup;upþ1Þ; . . . ; ðul1;ulÞ; . . . ;
ðum1; umÞ (Fig. 2).
In the following, we use a graph model G of the hospital to
determine for each job j the set of all paths that are associated with
the job j. A path /j ¼ ðv0; v1Þ . . . ðvn1; vnÞ 2 PðGÞ is associated to j if
v0 ¼ startj and vn ¼ endj. We denote the set of all paths associated
with a job j by PjðGÞ. The weight g of a path /j is deﬁned as the sum
of its edge weights
g : PðGÞ ! R
p #
X
e2p
bðeÞ:
A minimum path /j (denoted by an underline) is deﬁned byFig. 2. Two walks which are doubly connectable as deﬁned in case (c) in Deﬁnition
5.8x 2 PjðGÞ : gðxÞP gð/jÞ with /j 2 PjðGÞ:
In case there is more than one minimum path for a job j we can
just pick an arbitrary one and set this one to be the minimum path
/j of j. For this reason we can assume that there exists a unique
minimum path for each job. In addition, we denote the minimum
path between two vertices, v1 and v2, as /v1v2 . We now deﬁne
the general processing time of a job as
gpj ¼ g /j
 
:
To compute the actual processing time of a job jwe have to take
into account that ﬁrst in the execution of j the respective employee
of the PD service has to walk from his actual position to the pick-up
location of j. The time needed for moving from a vertex v1 to a ver-
tex v2 on the minimum path is deﬁned as
ppathðv1 ;v2Þ ¼ gð/v1v2 Þ:
Thus, we obtain a resulting processing time pij for job j and ma-
chine i
pij ¼ ppathðposi ;startjÞ þ gpj ¼ gð/posistartj Þ þ g /j
 
:
The term posi denotes the position of an employee i of the PD
service at the time he becomes available for the execution of a task.
We are aware that posi is actually time dependent but to simplify
notation in subsequent sections we refrain from introducing fur-
ther indices.
We see that the processing time depends on the machine and
therefore, we encounter unrelated machines such that ‘R’ is the a
ﬁeld in the classiﬁcation of our scheduling problem. Further, to
minimize the processing time, it makes sense to assign tasks to
machines such that ppathðposi ;startjÞ is small. Thus, we need to know
the value of posi. GPS technology to determine position does not
work well in hospitals due to the wall obstructions encountered
in the building. Hence we simply assume that the position of i is
the destination of his previous job jprev. Thus, we deﬁne posi ¼
endjprev when i starts the execution of its next scheduled job.
Concerning the c ﬁeld, as discussed in the previous subsection
we use the total weighted ﬂow time as objective function. By min-
imizing this function we achieve the highest job throughput possible.
Altogether, we face a clairvoyant online scheduling problem
with unrelated machines. In addition, machines can handle multi-
ple jobs at once. Furthermore jobs can be constrained by release
dates and we use algorithms to minimize the total weighted ﬂow
time. In a j b j c notation, our problem can be classiﬁed as being
Rjonline time;multijob; rjj
P
wjFj.
2.3. Partitioning the job set
Since employees of the PD service can execute more than one
job at a time we aim at pooling those PD jobs whose combined exe-
cution leads to a saving of time. Thus we do not distribute single
jobs but distribute job sets instead. In this subsection, we will pro-
pose an algorithm for partitioning a given job set into subsets in
such a way that the execution of the jobs included in any of these
subsets may be combined efﬁciently. We will show that indeed,
our partitioning results in a decrease in the total weighted ﬂow
time.
Let J be the set of m jobs at time t that has to be assigned to the
available machines. A partition of the set J is by deﬁnition a set J of
subsets J1; . . . ; Jn of J with the following properties:
jJij–; 1 6 i 6 n ð1Þ[
16i6n
Ji ¼ J ð2Þ
Ji \ Jk ¼ fg 8i–k ð3Þ
Fig. 3. Two singly connectable jobs which may get bundled into a new job set (J1,
solid line and J2, dashed line).
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tition J contains at most one major job.X
j2Ji
bj 6 1 1 6 i 6 n ð4Þ
The ﬂow time of a job was deﬁned as Fj ¼ Cj  rj. In our nota-
tion, we can write Fj as
Fj ¼ tidlej þ ppathðposi ;startjÞ þ gpj:
The term tidlej is the time that has elapsed between the arrival of
a job at the scheduler and the start of its execution on a machine.
There is no way to reduce this quantity to zero in all cases due to
the limited resources available. A heuristic that we follow in order
to minimize this idle time is to do the shorter jobs ﬁrst. In a second
step, we can minimize ppathðposi ;startjÞ by assigning jobs to employees
of the PD service who are close to startj. Third, as already stated
above, we can decrease gpj by distributing appropriate job sets in-
stead of single jobs.
Our construction of job sets will always ﬁt in the same general
framework. Given a relation  #PðJÞ PðJÞ, whereP denotes the
power set, two job sets J1 and J2 will get bundled into a new single
job set J3 if J1 and J2 are in the relation, i.e. ðJ1; J2Þ 2 . In the follow-
ing we will specify three such relations. Since these relations are
only deﬁned on job sets we also have to deﬁne all quantities
needed for the scheduling decisions for job sets. We will do this
recursively. A single job j is considered as a job set J1 with one ele-
ment and the following attributes:
wJ1 :¼ wj
startJ1 :¼ startj
endJ1 :¼ endj
/J1 :¼ /j
gpJ1 :¼ gpj
If two jobs sets J1 and J2 are in the relationwewill construct J3
according to the following update step:
J3 :¼ J1 [ J2 ð5Þ
wJ3 :¼maxfwJ1 ;wJ2g ð6Þ
/J3 :¼ hðJ1; J2Þ ð7Þ
startJ3 :¼ firstð/J3 Þ ð8Þ
endJ3 :¼ lastð/J3 Þ ð9Þ
gpJ3 :¼
X
e2/J3
bðeÞ ð10Þ
Furthermore we will deﬁne the processing time and the ﬂow
time of a job set J3 processed by machine i as:
piJ3 :¼ ppathðposi ;startJ3 Þ þ gpJ3 ð11Þ
FJ3 :¼maxj2J3 t
idle
j
n o
þ ppath posi ;startJ3ð Þ þ gpJ3 ð12Þ
The functions ﬁrst() and last() return the ﬁrst and the last ver-
tex of a sequence of edges, respectively. The function h :! PðGÞ
will be deﬁned later for each speciﬁed relation , we use. It is clear
that if we apply this update step iteratively this will always result
in a valid partition of J according to(1)–(3) because of (5). At every
time t when a new job j ¼ J1 arrives at the scheduler it will be
checked whether there is a job set J2 queued at the scheduler for
which J1  J2. If this is the case J1 and J2 will be bundled into a
job set J3. From an algorithmic point of view relations for this
new set J3 are then calculated again since there may exist new
relations after the fusion of two existing job sets. Two further is-
sues arise. First, we always have to check for condition (4) when
we bundle two jobs. Second, we can not bundle a job set J1 intoan executable job set J2 if its release date is later than the current
time t. The dispatcher described in Section 2.8 will take care of this
issue.
2.4. The path relation
To derive the ﬁrst relation consider the following situation in
Fig. 3. Two overlapping jobs J1 ¼ fj1g (solid line) and J2 ¼ fj2g
(dashed line) have arrived at the scheduler. The weights of the
edges in the shown graph model are d1; d2; and d3. Without loss
of generality, we assume that we have no idle time, wJ1 ¼ wJ2 ¼ 1
and the jobs are assigned to machines i1 and i2. This results in
the following total weighted ﬂow time
J1 ! i1 : pi1 J1 ¼ ppathðposi1 ;startJ1 Þ þ d1 þ d2
J2 ! i2 : pi2 J2 ¼ ppathðposi2 ;startJ2 Þ þ d2 þ d3X
j2J1[J2
wjFj ¼ ppathðposi1 ;startJ1 Þ þ ppathðposi2 ;startJ2 Þ þ d1 þ 2d2 þ d3:
We now assume that the job set J3 ¼ J1 [ J2 is assigned to a sin-
gle machine. This assumption is reasonable, because the pick-up
location of J2 is on the path of J1. Because the two paths of the jobs
are connectable (see Deﬁnition 5) we deﬁne the function hðÞ in (7)
for our update step as /J3 ¼ hðJ1; J2Þ ¼ /J1  /J2 . This results in the
following ﬂow time for J3:
FJ3 ¼ pi1 J3 ¼ ppathðposi1 ;startJ1 Þ þ d1 þ d2 þ d3
As a consequence, ppathðposi1 ;startJ2 Þ ¼ 0, because the pick-up loca-
tion is on the path of J1. Furthermore, the general processing time
of J3 is smaller than the sum of the general processing times of J1
and J2 because a part of the job J2 is already being processed
through J1. Because of that we see
)
X
j2J1[J2
wjFj  FJ3 > 0;
showing that constructing job sets with connectable paths reduces
our objective function.
However, there also exist cases where collecting jobs with an
overlapping path does not make sense. Fig. 4 shows examples
where constructing job sets would not necessarily reduce the total
weighted ﬂow time. Thus, two job sets with overlapping path de-
noted by J1 and J2 will only be bundled into a single job set if they
are in the relation Path. Let J be the set of job sets, then Path is
deﬁned as
Path ¼ ðJ1; J2Þ 2 JJ /J1/J2
n o:
Summarizing the concepts we just have to check whether the
minimum paths of two job sets are connectable before we bundle
them into a new job set. The resulting minimum path will be de-
ﬁned by the function h with:
Fig. 4. Jobs not to be collected to form a job set (J1, solid line and J2, dashed line).
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We will now describe another case where constructing job sets
will decrease the total weighted ﬂow time. Consider the scenario
shown in Fig. 5. We assume that the three jobs: J1 (solid line), J2
(dashed line), and J4 (dotted line) are queued at the scheduler.
Once again, we assume no idle time and wJ1 ¼ wJ2 ¼ wJ4 ¼ 1 for
all three jobs. Assigning J1 and J2 to two different resources, i1, i2,
respectively, and disregarding ppathðposi1 ;startJ1 Þ and ppathðposi2 ;startJ2 Þ, we
obtainX
j2J1[J2
wjFj ¼ gpJ1 þ gpJ2 ¼ d1 þ d2:
Another possibility would be to pick up the goods at the pick-up
locations ﬁrst, and then bring them to the delivery point. In other
words, we bundle J1 and J2 into a new job set J3. In this case, we
encounter two options. We could either pick up the goods at
startJ1 or at startJ2 . Our minimum path construction function h
(when j J1 j¼j J2 j¼ 1) is then deﬁned as follows
/J3 ¼ h J1; J2ð Þ ¼ /startJ1startJ2  /J2
/J03 ¼ h J2; J1ð Þ ¼ /startJ2startJ1  /J1 :
This results in the following two weighted ﬂow times
FJ3 ¼ pi1 J3 ¼ d3 þ d2
FJ03 ¼ pi1 J03 ¼ d3 þ d1:
We obtain different ﬂow times depending on the option chosen.
We only reduce the ﬂow time if d3 is less than d1 or d2. Obviously,
we can only reduce the ﬂow time if
gpJ1 þ gpJ2 > minfgpJ1 ; gpJ2g þ ppath startJ1 ;startJ2ð Þ:
A counter example where collecting job sets with common end-
points does not reduce the ﬂow time is also shown in Fig. 5.
Assuming that d5 > d1 > d4, the ﬂow time would not be reduced
if we ﬁrst pick up goods at the pick-up locations of J1 and J4 and
then carry them simultaneously to the delivery location.
We will now extend the concept of collecting tasks with the
same delivery location for sets greater than two. The question is,Fig. 5. Jobs with the same delivery location (J1, solid line and J2, dashed line; and J4,
dotted line).‘‘How to integrate new tasks?” What is the resulting path when
integrating a new job into such a job set? We assume that a job
set with same delivery location is ordered according to the se-
quence in which the pick-up locations are visited. If a new job
jnew is to be integrated into such a job set, then this happens
according to the following rule. Assuming J1 is a job set with the
same delivery location consisting of jobs j1; . . . ; jn in the order,
j1 ! j2 ! . . . ! jn. We denote its path as /J1 ¼ /startj1startj2
/startj2startj3
     /startjn1startjn  /jn .
This means that ﬁrst goods are picked up at the pick-up location
of j1, then at j2, etc. To integrate a new job, jnew, with the same end-
point, we ﬁrst determine the job ji in J1 whose pick-up location has
a minimum distance to the pick-up location of jnew. If
ppathðstartjnew ;startji1 Þ
> ppathðstartji ;startji1 Þ
, then jnew will be ordered as
follows:
(1) j1 ! . . . ! ji1 ! ji ! jnew ! . . . ! jn, or otherwise:
(2) j1 ! . . . ! ji1 ! jnew ! ji ! . . . ! jn.
If ji ¼ j1 then ji1 is undeﬁned. In this case, we would check if
ppathðstartjnew ;startj2 Þ > ppathðstartj1 ;startj2 Þ, and then, we order jnew as:
(3) jnew ! j1 ! j2 ! . . . ! jn or otherwise
(4) j1 ! jnew ! j2 ! . . . ! jn.
For the abovementioned cases our minimum path construction
function /J3 ¼ hðJ1; JnewÞ is deﬁned as:
(1) /J3 ¼ /startj1startj2      /startjistartjnew/startjnewstartjiþ1     
/startjn1startjn
 /jn .
(2) /J3 ¼ /startj1startj2     /startji1startjnew/startjnewstartji     
/startjn1startjn
 /jn .
(3) /J3 ¼ /startjnewstartj1      /startjn1startjn  /jn .
(4) /J3 ¼ /startj1startjnew  /startjnewstartj2      /startjn1startjn  /jn .
In addition, we have to check whether collecting the tasks will
decrease the general processing time or not. Considering the exam-
ple shown in Fig. 6, we assume three jobs j1; j2 and j3 with pick-up
locations A, B, and C, respectively, and the same delivery location,
Z, are already in a job set, j1 ! j2 ! j3. Now, a new job j4 from loca-
tions D to Z has to be executed. Corresponding to the rule above,
this would be integrated in the order shown in Fig. 6 The resulting
processing time is given by 25þ 20þ 15þ 40 ¼ 100. If we do not
add j4 to the job set, and execute the job set consisting of the three
jobs and j4 afterward, separately, then we have a general process-
ing time of 10þ 15þ 40þ 5þ 5 ¼ 75, which is lower. Collecting
does not decrease the general processing time. Thus, we only col-
lect tasks if the additional path that occurs in the job set is less
than the path of the new job itself. Given a job set J1 and an incom-
ing job set J2 with same delivery location we can write this condi-
tion more formally asX
e2hðJ1 ;J2Þ
bðeÞ < gpJ1 þ gpJ2 :Fig. 6. Jobs with same delivery location where a collection to a job set does not
reduce the general processing time.
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overlapping paths, we deﬁne a relation, which states when a new
job gets integrated in an existing job set.
End ¼ J1; J2ð Þ 2 JJ endJ1 ¼ endJ2 ^ ð9Þ
 :
ð9Þ
X
e2hðJ1 ;J2Þ
bðeÞ < gpJ1 þ gpJ2
Of course, one can also construct job sets with same pick-up
location instead of same delivery location. Analogous consider-
ations hold, thus, we deﬁne
Start ¼
J1; J2ð Þ 2
JJ
startJ2 ¼ startJ1 ^ ð10Þ
 
:
ð10Þ
X
e2hðJ1 ;J2Þ
bðeÞ < gpJ1 þ gpJ2
With the three relations, Path;End;Start , we have three criteria
for partitioning our job set according to the necessary conditions,
Eqs. (1)–(4) in Section 2.3.
Due to these different relations we have to deﬁne an order in
whichwe check for possible candidate job sets already at the sched-
uler which can be bundled to new job sets with an incoming job. For
example, for an incoming job k and two existing job sets l;m it can
occur that k and l have connectable paths but k and m do not. At
the same time it might be possible to collect k and m into a job set
with same delivery location but k and l do not fulﬁll this relation.
These conﬂicts have to be resolved, and we have to deﬁne a priority
on the relations. To do this we use heuristics. For a job set J1 arriving
at the scheduler we ﬁrst determine if there exists a J2 already at the
scheduler such that the paths of J1 and J2 are connectable. The reason
for this is, initially, that the graphmodel represents paths in a hospi-
tal. Thedegreeof thevertices is lowandnotusuallygreater than two.
Therefore, jobs frequently have overlapping paths. Second, the
reduction of the general processing time is expected to be higher
than through job sets bundled by StartorEnd.
Now that the order of the relations is deﬁned we furthermore
have to think about how job sets with connectable paths can be
bundled with job sets with common end or start point. Assuming
we have a job set J1 with connectable paths (dotted and short
dashed line in Fig. 7), the question is, ‘‘Can we put an additional
job j1 with same delivery location as J1 into the set or not?”. This
is only the case if j1 (solid line in Fig. 7) will be ordered before J1
ðj1 ! J1Þ, otherwise the new job set could have a resulting path,
for which it could not be guaranteed that every job in J1 will be
executed properly. The same holds for a job j2 (long dashed line
in Fig. 7) with the same pick-up location, with the difference that
they have to be ordered after J1 ðJ1 ! j2Þ. Summarizing, it is valid
to add jobs to a job set with respect to Path, as long as jobs with
the same delivery location are ordered before J1 and jobs with
same pick-up location after J1. We can even allow the addition of
a job j3 (chain dotted line in Fig. 7) with a connectable path to such
complex task sets. However, the job set is ﬂagged as being closed
afterward, meaning no additional jobs can be added to this set be-
cause calculating valid paths for such job sets would become too
complex for an online algorithm. Furthermore, it is extremely un-
likely that so many jobs will be related at a given time considering
the amount of tasks counted in our survey.Fig. 7. Complex job set with connectable paths and common end and start points
which would be ﬂagged as closed at this stage (J1, short dashed/dotted line; j1, solid
line; j2, long dashed line; and j3, chain dotted line).2.6. Dynamic weight adaptation
The priorities of jobs play an important role in the context of
scheduling the PD tasks. Since we did not take into account due
dates in our scheduling model, there needs to be a mechanism
assuring that certain tasks are fulﬁlled in time. We solve this
problem by introducing weights for each job. Important tasks re-
ceive higher weights initially. The speciﬁcation of the weight can
be inputted by the user who assigns the task, or weights can be
assigned on the server depending on the job attributes. For
example, jobs starting at the kitchen initially obtain a higher
weight because food is not allowed to become cold. Weights
are also needed to solve another problem associated with many
scheduling strategies. Algorithms for minimizing
P
wjFj, such as
HDF, minimize the objective function as a whole, but a small
subset of tasks can suffer from an extremely bad ﬂow time. If
a job has a very large processing time, it may not be executed
as long as there are other jobs in the pool. This phenomenon
is known as the ‘‘starvation of jobs”. This problem can be re-
solved if such tasks receive higher weights over time. In our
implementation, there is a variable called allowedMismatches,
which speciﬁes how often a job in the pool may be not chosen
by the scheduler before its weight is increased.
2.7. Scheduling algorithm
We now specify the scheduling algorithm used. In contrast to
most online scheduling algorithms, a job will only be assigned to
a machine when the machine requests a job, i.e., the machine indi-
cates that it is available for the execution of a task. The scheduler
assigns the job set J1 with the highest ratio
wj
piJ1
to the machine i
requesting a job according to the HDF rule to minimize the ﬂow
time, where
piJ1 ¼ ppath posi ;startJ1ð Þ þ gpJ1 :
Our decision for not assigning jobs before the machine requests
a job is necessary because due to the online character of the prob-
lem, jobs better suited for the machine can always arrive. Of course
it can occur that when a machine requests a job, there is no job in
the pool. In this case, the machine will be placed in a notify-queue.
When a new job arrives at the scheduler, the machine will be as-
signed the job and notiﬁed. If more than one machine is in the no-
tify queue, then there are two strategies to determine which
machine will get the job ﬁrst. Using the Equal Machine Load
(EML) strategy, the jobs will be distributed in such a way that all
machines execute approximately the same number of jobs over
the day. Using the Minimizing Average Flow Time (MAFT) strategy,
the job will be assigned to a machine according to the HDF rule.
The system will have different behaviors depending on the work-
load. Job sets according to the relations Path;End and Start will
only be calculated if there are idle jobs in the job pool, because it
does not make sense to hold jobs back when free machines are
available. In the following discussion, the pseudocode of the algo-
rithms for adding a job to the pool, and requesting of a job by a
machine is presented.Algorithm 1. addJob(Job job)
if not notifyQueue.isEmpty() then
machine = notifyQueue.getMachine(job)
assignJob(job, machine)
else
jobPool.add(job)
calculatePartitions()
end if
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maxDensity = 0, optimumJob = NULL
if jobCount > 0 then
pos = lookupPosition(m)
for all job sets j in jobPool do
density ¼ j:weightpathðpos;j:pickupÞ þ pathðj:pickup;j:deliveryÞ
if density > maxDensity then
if not optimumJob == NULL then
optimumJob.updateWeight()
end if
maxDensity = density
optimumJob = j
else
j.updateWeight()
end if
end for
else
notifyQueue.put(m)
return NULL
end ifIn Algorithm 1 a job is added to the job pool and the job rela-
tions are calculated if there is nobody in the notifyQueue, meaning
nobody is waiting for a job. Otherwise the method notifyQueue.get-
Machine(job) determines the machine for the incoming job accord-
ing to EML or MAFT. Algorithm 2 is executed when a PD employee
requests a job. First it is checked if the amount of jobs in the job
pool (jobCount) is greater then zero. If not the employee is put in
the notifyQueue for later notiﬁcation. Otherwise the job with the
highest density is chosen for execution. The method update-
Weight() increases the weight for the jobs according to the rule de-
scribed in Section 2.6.
2.8. Job dispatching
All three relations only depend on the job attributes, meaning
that they can be calculated without knowing the position of the
employees of the PD service. This has the advantage in that the job
partition canbe formedat the timeanew job is added to the jobpool.
The schedulingprocess consists of twoparts (Algorithms1 and2), so
the computing time can be distributed for a better overall perfor-
mance. Because we calculate the relations at a time t, when a job is
added to the pool, jobs with a release date rj > t must not be added
to the pool. Therefore, we store these jobs in a second pool (the de-
layed job pool). A dispatcher moves a job j at time rj to the job pool.
Thedispatcher is also responsible for the standard jobsmentioned in
Section 1.1. The dispatcher checks over periodic intervals Dt if there
is a standard job tobeexecuted in thenear future. Let t0 be the timeof
this inspection, then each standard job sj with t0 < rsj < t0 þ Dt is
moved to the delayed job pool.
3. System architecture
Our software system was implemented in JAVA. It consists of
three main parts. A server stores the incoming jobs in a database
and makes the scheduling decisions. The server also has a module
where the architecture of the hospital can be modeled as a graph
model for the scheduling decisions. Furthermore, there were two
different types of client. One client for the employees of the PD ser-
vice and another client for others, e.g., the people working in
wards, who send tasks to the PD service. The employees of the hos-
pital can send tasks to the PD service via a digital form. They can
keep track of the status of the sent jobs in tabular form (see Fig. 8).The employees of the PD service are equipped with a pocket PC,
where the client software is installed. Using this tool, new jobs can
be requested and job information is displayed, in addition to a
description of the optimum path. Furthermore, the actual position
can be updated at the server. If no job is available, then the server
will notify the client as soon as a job is available. We used a library
based on JAVA RMI as middleware for any remote calls. The pocket
PCs needed to be able to connect to the server. This connection was
established via internet through a GPRS module. However, the
technology also works for WLAN connections.
4. Results and discussion
The outcomes of our proposed algorithm were compared with
the outcomes of the current scheduling of the PD service using
organizational measures. The data collected in the survey was used
in our study. As an objective function, we calculated the sum of the
weighted ﬂow time
P
wjFj
	 

for each employee of the PD service
using processing times derived from a graph model of the hospital.
To achieve a fair comparison we used weights wj ¼ 1, because, in
the scheduling without computer support, there is no way to
weight the different jobs. For evaluation purposes, we used the
two days with the highest number of jobs: Monday and Tuesday.
After calculating the value of
P
wjFj for the job assignment shown
in the survey, we reassigned the jobs using the scheduling algo-
rithm with MAFT as our pushing strategy. Using the new schedul-
ing algorithm, about 55% and 75% of the jobs were assigned to
other employees on Monday and Tuesday, respectively. The results
are shown in Tables 1 and 2 and were acquired through a simula-
tion of the system with the data collected in the survey. The num-
bers in the tables represent the corresponding sum of the edge
weights in the graph model as deﬁned in Section 2.2. Quantities
denoted by the asterisk are those resulting from the new algo-
rithm. The ﬁrst two lines show the reduction of the ﬂow time as
a whole and the second two lines show the reduction of the ﬂow
time simply by assigning jobs to employees close to the pick-up
locations without considering the construction of job sets. It can
be seen that the jobs are distributed more evenly with the com-
puter-aided scheduling mechanism. Furthermore, one can notice
that
P
Fj is lower on both days, and on both days, a reduction of
approximately 17% in the ﬂow times was achieved. The main part
of minimizing the objective function was achieved by assigning
jobs to employees close to the pick-up location, as expected. How-
ever, the smaller ﬂow time did not simply occur by assigning jobs
with closer pick-up locations
P
Fj 
P
Fj–
P
ppathðposi ;startjÞ

Table 1
Comparison of the new and old job assignments on Monday.
Monday Employee 1 Employee 2 Employee 3 Employee 4 Total
P
Fj 1306 1790 2723 459 6278P
Fj 1510 1185 1292 1238 5225P
ppathðposi ;startjÞ 631 753 1178 188 2750P
ppathðposi ;startjÞ 533 407 401 546 1887
Table 2
Comparison of the new and old job assignments on Tuesday.
Tuesday Employee 1 Employee 2 Employee 3 Employee 4 Total
P
Fj 2212 2197 2899 521 7829P
Fj 1450 1992 1398 1682 6522P
ppathðposi ;startjÞ 987 998 1254 224 3463P
ppathðposi ;startjÞ 522 712 517 637 2388
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ppathðposi ;startjÞÞ. A decrease of 3% was achieved by creating job sets.
Due to the construction of job sets, the general processing time de-
creased directly, and using our proposed algorithm, 10 and nine job
sets were constructed on Monday and Tuesday, respectively.
These results show the superior performance of the new sched-
uling mechanism compared to the one without computer support.
A possible follow-up study would be a long-term performance
study. Currently there are no statistics available which would take
aspects like failure rates, power recharge for mobile devices or the
time needed for handling the electronic systems into account. Nev-
ertheless it can be expected that the proposed scheduling system
results in a reduction of PD staff and a reduction of patient turn
around time.
5. Conclusions
We have proposed an online algorithm for the scheduling PD
tasks in hospitals. We used approaches from scheduling theory,
due to the fact that jobs arrive over time, and that we need a fast
dispatching mechanism to capture the dynamics of the PD problem
in hospitals. Our objective function for the optimization was the
average weighted ﬂow time
P
wjFj
	 

, which is a well-studied opti-
mization goal in online scheduling. Minimization of this function
means that we can achieve the highest possible task throughput.
In applying known algorithms to minimize this function, we faced
the problem that quantities, such as the processing time of the
jobs, were unknown. We solved this problem by modeling these
quantities using graph theory. Furthermore, we tried to integrate
additional knowledge about the problem domain to obtain better
results. A special property of the transportation problem in hospi-
tals is that employees of the PD service can execute more than one
job at a time, while not having a ﬁxed capacity at the same time.
We showed how such job sets can be constructed, and how theycan decrease the average weighted ﬂow time. An evaluation of
the algorithm at the Natters State Hospital in Austria has shown
the algorithm is superior to current scheduling of PD services.
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