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Abstract
We study parallelizable algorithms for maximization of a submodu-
lar function, not necessarily monotone, with respect to a cardinality con-
straint k. We improve the best approximation factor achieved by an algo-
rithm that has optimal adaptivity and query complexity, up to logarithmic
factors in the size n of the ground set, from 0.039 − ε to 0.193 − ε. We
provide two algorithms; the first has approximation ratio 1/6 − ε, adap-
tivity O(logn), and query complexity O(n log k), while the second has ap-
proximation ratio 0.193 − ε, adaptivity O(log2 n), and query complexity
O(n log k). Heuristic versions of our algorithms are empirically validated
to use a low number of adaptive rounds and total queries while obtaining
solutions with high objective value in comparison with highly adaptive
approximation algorithms.
1 Introduction
A nonnegative set function f : 2N → R+, defined on all subsets of a ground set
N of size n, is submodular if for all A,B ⊆ N , f(A)+f(B) ≥ f(A∪B)+f(A∩B).
Submodular set functions naturally arise in many learning applications, includ-
ing data summarization [32, 33, 34, 28], viral marketing [23, 21], and recom-
mendation systems [11]. Some applications yield submodular functions that are
not monotone (a set function is monotone if A ⊆ B implies f(A) ≤ f(B)): for
example, image summarization with diversity [29] or revenue maximization on
a social network [21]. In this work, we study the maximization of a (not neces-
sarily monotone) submodular function subject to a cardinality constraint; that
is, given submodular function f and integer k, determine arg max|S|≤k f(S)
(SMCC). Access to f is provided through a value query oracle, which when
queried with the set S returns the value f(S).
As the amount of data in applications has exhibited exponential growth in
recent years (e.g. the growth of social networks [30] or genomic data [28]), it is
necessary to design algorithms for SMCC that can scale to these large datasets.
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One aspect of algorithmic efficiency is the query complexity, the total number of
queries to the oracle for f ; since evaluation of f is often expensive, the queries to
f often dominate the runtime of an algorithm. In addition to low query complex-
ity, it is necessary to design algorithms that parallelize well to take advantage
of modern computer architectures. To quantify parallelization, the adaptivity
or adaptive complexity of an algorithm is the minimum number of rounds such
that in each round the algorithm makes O(poly(n)) independent queries to the
evaluation oracle. The lower the adaptive complexity of an algorithm, the more
suited the algorithm is to parallelization, as within each adaptive round, the
queries to f are independent and may be easily parallelized.
The design of algorithms with nontrivial adaptivity for SMCC when f is
monotone has been recently initiated by Balkanski and Singer [2], who also
prove a lower bound of Ω(log n/ log log n) adaptive rounds to achieve a constant
ratio. Recently, much work has focused on the design of adaptive algorithms for
SMCC with general submodular functions, as summarized in Table 1. However,
although many algorithms with low adaptivity have been proposed, most of
these algorithms exhibit at least a quadratic dependence of the query complexity
on the size n of the ground set, for k = Ω(n). The only exception is the
(0.039 − ε)-approximation algorithm developed by Fahrbach et al. [16], which
has O(n log k) query complexity.
Contributions In this work, we present algorithms that have optimal query
and adaptive complexity, up to logarithmic factors in the size n of the ground
set. Specifically, we provide a (1/6 − ε)-approximation algorithm AdaptiveS-
impleThreshold with adaptivity O(log n) and query complexity O(n log k).
A second (0.193 − ε)-approximation algorithm AdaptiveThresholdGreedy
is provided with adaptivity O(log2 n) and query complexity O(n log k). This
improves the approximation factor of an algorithm with nearly optimal query
and adaptive complexity from 0.039− ε of Fahrbach et al. [16] to 0.193− ε.
The design and analysis of these algorithms integrate ideas and techniques
from a number of previous works on submodular optimization. As in Fahrbach
et al. [16], both of our algorithms use the ThresholdSample subroutine of
Fahrbach et al. [15] and a subroutine for unconstrained maximization of a
submodular function [17, 10] as key components. For our algorithm Adap-
tiveThresholdGreedy, we also use ideas from the threshold greedy algorithm
of Badanidiyuru and Vondrák [1] for monotone submodular maximization and
the iterated greedy algorithm of Gupta et al. [20] for SMCC. More details are
given in the related work discussion below, as well as in Section 3.
Empirically, we demonstrate that heuristic versions of both of our algorithms
use fewer queries than current state-of-the-art algorithms and use a small num-
ber of adaptive rounds on two applications of SMCC.
Related Work: Adaptive Algorithms Since the study of parallelizable
algorithms for submodular optimization was initiated by Balkanski and Singer
[2], there have been a large number of adaptive algorithms designed for SMCC.
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Table 1: Adaptive algorithms for SMCC where objective f is not necessarily
monotone
Reference Approximation Adaptivity Queries
Buchbinder et al. [7] 1/e− ε O(k) O(n)
Balkanski et al. [3] 1/(2e)− ε O (log2(n)) O (OPT 2n log2(n) log(k))
Chekuri and Quanrud [9] 3− 2√2− ε O(log2(n)) O (nk4 log2(n))
Ene and Nguyên [13] 1/e− ε O(log(n)) O (nk2 log2(n))
Fahrbach et al. [16] 0.039− ε O(log(n)) O(n log(k))
Theorem 2 1/6− ε O(log(n)) O(n log(k))
Theorem 3 0.193− ε O(log2(n)) O(n log(k))
When f is monotone, adaptive algorithms that obtain the optimal ratio [31] of
1− 1/e− ε have been designed by Balkanski et al. [4], Fahrbach et al. [15], Ene
and Nguyen [12]. Of these, the algorithms of Fahrbach et al. [15], Ene and
Nguyen [12] also have nearly optimal query complexity.
However, when the function f is not monotone, the best approximation ra-
tio with polynomial query complexity for SMCC is unknown, but falls within
the range [0.385, 0.491] [5, 18]. For SMCC in this context, algorithms with
nearly optimal adaptivity have been designed by Balkanski et al. [3], Chekuri
and Quanrud [9], Ene et al. [14], Fahrbach et al. [16]; for the query complexity
and approximation factors of these algorithms, see Table 1. Of these, the best
approximation ratio of (1/e − ε) ≈ 0.368 is obtained by the algorithm of Ene
et al. [14] However, this algorithm requires access to an oracle for the gradi-
ent of the continuous extension of a submodular set function, which requires
Ω(nk2 log2(n)) queries to sufficiently approximate, and hence is not efficient for
large k. Other than the algorithm AdaptiveNonmonotoneMax of Fahrbach
et al. [16], all parallelizable algorithms exhibit at least quadratic dependence on
n, if OPT or k is a constant fraction of n.
Unconstrained Maximization When the function f is non-monotone, the
problem of maximizing f without any constraints is NP-hard. In this context,
Feige et al. [17] showed that a random set yields a (1/4)-approximation. This
result was improved by Buchbinder et al. [6], who designed a linear-time, (1/2)-
approximation. Chen et al. [10] developed an algorithm that achieves nearly the
optimal ratio of 1/2 with constant adaptivity, as summarized in the following
theorem.
Theorem 1 (Chen et al. [10]). For each ε > 0, there is an algorithm that
achieves a (1/2− ε)-approximation for unconstrained submodular maximization
using O(log(1/ε)/ε) adaptive rounds and O(n log3(1/ε)/ε4) evaluation oracle
queries.
Our algorithms use a procedure for unconconstrained maximization as a
subroutine; to achieve the approximation factor listed in Table 1, the algorithm
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of Chen et al. [10] is employed.
The IteratedGreedy Algorithm Although the standard greedy algo-
rithm performs arbitrarily badly for SMCC, Gupta et al. [20] showed that
multiple repetitions of the greedy algorithm, combined with an approxima-
tion for the unconstrained maximization problem, yields an approximation for
SMCC. Specifically, Gupta et al. [20] provided the IteratedGreedy algorithm,
which achieves a randomized 1/6 approximation ratio for SMCC when the 1/2-
approximation of Buchbinder et al. [6] is used for the unconstrained maximiza-
tion subproblems. Our algorithm AdaptiveThresholdGreedy uses ideas
from IteratedGreedy, the threshold greedy algorithm of Badanidiyuru and
Vondrák [1], and the threshold sample algorithm discussed below, as described
in Section 3. Pseudocode for IteratedGreedy is given in Appendix C.
ThresholdSample A key component of our algorithms is the Thresh-
oldSample procedure of Fahrbach et al. [15]. This procedure was designed
to be broadly useful for adaptive submodular optimization, and is an essential
ingredient of the algorithms in Fahrbach et al. [15, 16] and formed the inspira-
tion for a similar thresholding approach in Kazemi et al. [22] for a parallelizable,
streaming algorithm for (monotone) SMCC. In brief, ThresholdSample en-
sures the marginal gain of any singleton falls below a given threshold τ , while
the average contribution of elements added is roughly τ with probability 1− δ.
ThresholdSample is O(log n) adaptive and requires linearly many queries.
Pseudocode for ThresholdSample is given in Appendix A. Below, we require
the following lemma of Fahrbach et al. [15].
Lemma 1 ([15]). The algorithm ThresholdSample outputs S ⊆ N with
|S| ≤ k in O(log(n/δ)/ε) adaptive rounds such that the following properties hold
with probability at least 1−δ: 1) There are O(n/ε) oracle queries in expectation.
2) According to a randomly uniformly chosen permutation of S, the expected
marginal E
[
fsi+1(Si)
] ≥ (1− ε)τ. 3) If |S| < k, then fx(S) < τ for all x ∈ N .
2 The AdaptiveSimpleThreshold Algorithm
In this section, we present the algorithm AdaptiveSimpleThreshold (AST,
Alg. 1), which uses as subroutinesThresholdSample and an (1/α)-approximation
algorithm UnconstrainedMax for the unconstrained maximization problem.
We prove the following theorem concerning the performance of AST.
Theorem 2. Suppose there exists an (1/α)-approximation for Unconstrained-
Max with adaptivity Θ and query complexity Ξ, and let ε, δ > 0. Then there ex-
ists an algorithm for SMCC with expected approximation ratio 14+α−ε with prob-
ability at least 1 − δ, expected query complexity O (log1−ε(1/(6k)) · (n/ε+ Ξ)),
and adaptivity O (log(n/δ)/ε+ Θ).
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Algorithm 1 The AdaptiveSimpleThreshold Algorithm
1: procedure AST(f, k, ε, δ)
2: Input: evaluation oracle f : 2N → R+, constraint k, accuracy parame-
ter ε > 0, failure probability δ > 0
3: M ← arg maxx∈N f(x); c← 4+α, where α is ratio of Unconstrained-
Max
4: for i← 0 to log1−ε(1/(ck)) in parallel do
5: τi ←M (1− ε)i
6: Ai ← ThresholdSample (f, k, τi, ε, δ/2)
7: Bi ← ThresholdSample
(
fN\Ai , k, τi, ε, δ/2
)
8: A′i ← UnconstrainedMax(Ai)
9: Ci ← arg max{f(Ai), f(A′i), f(Bi)}
10: return C ← arg maxi{f(Ci)}
If the algorithm of Chen et al. [10] is used for UnconstrainedMax, AST
achieves ratio 1/6 − ε with adaptive complexity is O (log(n/δ)/ε+ log(1/ε)/ε)
and query complexity O
(
log1−ε(1/(6k)) ·
(
n/ε+ n log3(1/ε)/ε4
))
.
Overview of Algorithm Algorithm AST is a simple thresholding approach
that seeks to add any element with gain at least τ and exclude any element
with less than τ . The for loop on line 4 is done in parallel to guess a threshold
close to the desired threshold of τ = OPT/(ck), where c = 4 + α, which bal-
ances a trade-off in the approximation ratio between two cases of the proof. To
control the potential nonmonotonicity of the function, it is necessary to repeat
the thresholding procedure twice; in the second procedure, the function f is re-
stricted to N \A. The ThresholdSample algorithm of Fahrbach et al. [15] is
used to adaptively add elements with gain at least τ . The (1/α)-approximation
algorithm for UnconstrainedMax is called upon A. The best solution Ci
from the two thresholding procedures and the UnconstrainedMax algorithm
is obtained, and the algorithm returns the best Ci found in any iteration of the
for loop. Pseudocode for AST is provided in Algorithm 1.
Proof of Theorem 2. Let (f, k) be an instance of SMCC, and let ε, δ > 0. Sup-
pose algorithm AST uses a procedure for UnconstrainedMax with expected
ratio 1/α. We will show that the set C returned by algorithm AST(f, k, ε, δ)
satisfies E [f(C)] ≥
(
1
4+α − ε
)
OPT with probability at least (1 − δ), where
OPT is the optimal solution value on the instance (f, k).
Observe that τ0 = M = maxx∈N f(x) ≥ OPT/k by submodularity of f .
Let c = 4 + α. If j = dlog1−ε(1/(ck))e, then τj = M(1 − ε)j ≤ OPT/(ck)
since M ≤ OPT. Hence, there exists i0 such that (1−ε)OPTck ≤ τi0 ≤ OPTck . Let
A,B,A′ denote Ai0 , Bi0 , A′i0 , respectively. For the rest of the proof, we assume
that the properties of Lemma 1 hold for the calls to ThresholdSample with
threshold τi0 , which happens with at least probability 1− δ by the union bound.
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Case |A| = k or |B| = k. Let S ∈ {A,B} satisfy |S| = k. By Lemma 1 and
the value of τi0, we have
E [f(S)/k] = E [f(S)/|S|] ≥ (1− ε)τi0 ≥
(1− ε)2OPT
ck
≥ (1/c− ε)
k
OPT.
Then E [f(C)] ≥ E [f(S)] ≥ (1/c− ε)OPT.
Case |A| < k and |B| < k. Let O be a set such that f(O) = OPT and
|O| ≤ k. Since |A| < k, by Lemma 1 it holds that for any x ∈ N , fx(A) < τi0 .
Similarly, for any x ∈ N \A, fx(B) < τi0 . Hence, by submodularity
f(O ∪A)− f(A) ≤
∑
o∈O
fo(A) < kτi0 ≤ OPT/c, and (1)
f((O \A) ∪B)− f(B) ≤
∑
o∈O\A
fo(B) < kτi0 ≤ OPT/c. (2)
Next, from (1), (2), submodularity, nonnegativity, and the fact that A∩B = ∅,
we have that
f(A)+f(B)+2OPT/c ≥ f(O∪A)+f((O\A)∪B) ≥ f(O\A)+f(O∪A∪B) ≥ f(O\A).
(3)
Since UnconstrainedMax is an α-approximation, we have
αE [f(A′)] ≥ f(O ∩A). (4)
From Inequalities (3), (4), and submodularity, we have
OPT = f(O) ≤ f(O ∩A) + f(O \A) ≤ αE [f(C)] + 2E [f(C)] + 2OPT/c,
from which it follows that E [f(C)] ≥ OPT/c.
Adaptive and query complexities. The adaptivity of AST is twice the
adaptivity of ThresholdSample plus the adaptivity of UnconstrainedMax
plus a constant. Further, the total query complexity is log1−ε(1/(6k)) times
the sum of twice the query complexity of ThresholdSample and the query
complexity of UnconstrainedMax.
3 The AdaptiveThresholdGreedy Algorithm
In this section, we present the algorithm AdaptiveThresholdGreedy (ATG,
Alg. 2), which uses as subroutines ThresholdSample and an algorithm Un-
constrainedMax for the unconstrained maximization problem. We prove the
following theorem concerning the performance of ATG.
Theorem 3. Suppose there exists an (1/α)-approximation for Unconstrained-
Max with adaptivity Θ and query complexity Ξ, and let ε, δ > 0. Then the
algorithm AdaptiveThresholdGreedy for SMCC has expected approxima-
tion ratio e−1e(2+α)−α − ε with probability at least (1 − δ), adaptive complexity of
O (log(n/δ)/ε+ Θ) and expected query complexity of O
(
log1−ε(1/(6k)) · (n/ε) + Ξ
)
.
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Algorithm 2 The AdaptiveThresholdGreedy Algorithm
1: procedure ATG(f, k, ε, δ)
Input: evaluation oracle f : 2N → R+, constraint k, accuracy parameter
ε > 0, failure probability δ > 0
2: c← 8/η, ε′ ← (1− 1/e)ε/8, δ′ ← δ/(2 log1−ε′(1/(ck)))
3: M ← arg maxx∈N f(x), A← ∅, B ← ∅
4: for i← 0 to log1−ε′(1/(ck)) do
5: τ ←M (1− ε′)i
6: S ← ThresholdSample(fA, k − |A|, τ, ε′, δ′)
7: A← A ∪ S
8: for i← 0 to log1−ε′(1/(ck)) do
9: τ ←M (1− ε′)i
10: S ← ThresholdSample(fBN\A, k − |B|, τ, ε′, δ′)
11: B ← B ∪ S
12: A′ ← UnconstrainedMax(A, ε′)
13: C ← arg max{f(A), f(A′), f(B)}
14: return C
If the algorithm of Chen et al. [10] is used for UnconstrainedMax, ATG
achieves approximation ratio≈ 0.193−ε with adaptive complexityO (log(n/δ)/ε+ log(1/ε)/ε)
and query complexity O
(
log1−ε(1/(6k)) · (n/ε) + n log3(1/ε)/ε4
)
.
Overview of Algorithm To obtain an efficient algorithm with low adap-
tivity, ATG employs several building blocks. In addition to ThresholdSam-
ple and a procedure for UnconstrainedMax, ATG uses 1) a low-adaptivity
modification of the ThresholdGreedy algorithm for monotone functions of
Badanidiyuru and Vondrák [1], and 2) a framework analagous to that of the
IteratedGreedy algorithm of Gupta et al. [20]. In the pseudocode for ATG,
Alg. 2, ThresholdSample is called with functions of the form fS , which is
defined to be the submodular function fS(·) = f(S ∪ ·). In addition, as in the
preceding section, the notation fS denotes the restriction of function f to set
S.
Equipped with the low-adaptivity modification of ThresholdGreedy de-
scribed in Appendix B, the overall strategy of ATG is as follows: first run one
greedy approach to yield set A (for loop on line 4). Next, run a second greedy
approach with f restricted to N \ A, which yields set B (for loop on line 8).
Finally, run an algorithm for UnconstrainedMax on A to yield set A′, and
return the best of the resulting candidates A,B,A′. Although this strategy is
exactly analagous to IteratedGreedy of Gupta et al. [20] modulo the greedy
approach used, we are able to improve the approximation ratio of Gupta et al.
[20] from 1/(4 +α) to e−1e(2+α)−α − ε. We remark that the application of Lemma
1 required by ThresholdSample creates considerable technical complications
in the proof of Theorem 3 below. In Appendix C, we give a simpler form of
these arguments to prove ratio e−1e(2+α)−α for IteratedGreedy.
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Proof of Theorem 3. In this proof, we assume that the guarantees of Lemma
1 hold for each call to ThresholdSample made by ATG; this occurs with
probability at least (1− δ) by the union bound and the choice of δ′.
Definitions of Random Variables Consider the probability space of all pos-
sible sequences of sets returned by the successive calls to ThresholdSample
on line 6 and line 10 and the call to UnconstrainedMax on line 12. Further,
after each call to ThresholdSample, suppose the elements of S returned by
ThresholdSample are added to A or B in uniformly random order. Let Ai
be the random variable defined as the value of the set A during the execu-
tion of ATG when |A| = i; define Bi analogously. Let t = (t1, t2, . . . , tl) and
τ = (τ1, τ2, . . . , τl) be the random variables recording the sizes of nonempty
sets returned by ThresholdSample and the corresponding values of τ , re-
spectively, during the for loop on line 4. Similarly, let t′ = (t′1, t′2, . . . , t′l′) and
τ ′ = (τ ′1, τ
′
2, . . . , τ
′
l′) record the analogous values during the for loop on line 8.
For 0 ≤ i ≤ k, let j(i) be the largest index j satisfying ∑jh=1 th ≤ i or 0 if
t1 > i. and let j′(i) be defined analogously for the sequence (t′1, . . . , t′l′). Finally,
let O ⊆ N have f(O) = OPT, |O| ≤ k.
Let l ≤ k, α ∈ Nl and β ∈ Rl be sequences of length l. Let i ≤ k, and let
E ⊆ U . Let ω be the event that t = α and τ = β and Aj(i) = E; let Ω be the
collection of all events ω of this form.
Lemma 2. Let ω ∈ Ω. Then E [f(Ai+1)− f(Ai) | ω]+Mck ≥ (1−ε
′)2
k ·(f(O ∪ E)− f(E)) .
Proof. The proof proceeds in two cases depending on the values of i and t.
Case i <
∑l
j=1 αj . Since we condition on the events t = α, τ = β,
and Aj(i) = E, there is a call to ThresholdSample on line 6 that returns a
nonempty set S of size αj(i)+1; the input parameters of this call to Thresh-
oldSample are (fE , k − |E|, βj(i)+1, ε′, δ′). By Lemma 1, if the set S is added
to E one element at a time according to a uniformly random permutation of
S, then the expected marginal gain of each addition is at least (1 − ε′)βj(i)+1.
In Appendix D, we show that for each o ∈ O, it holds that fo(E) ≤ γ, where
γ = βj(i)+1/(1− ε′). Hence,
E [f(Ai+1)− f(Ai) | ω] ≥ γ(1−ε′)2 ≥ (1− ε
′)2
k
·
∑
o∈O
fo(E) ≥ (1− ε
′)2
k
·(f(O ∪ E)− f(E)) .
Case i ≥ ∑lj=1 αj . In this case, i ≥ |E|, and hence by Lemma 1 and the last
value of τ in the for loop, fo(E) < M/(ck) for each o ∈ O, which yields
M/(ck) ≥ (1− ε
′)2
k
·
∑
o∈O
fo(E) ≥ (1− ε
′)2
k
· (f(O ∪ E)− f(E)) .
The next lemma follows from the law of total expectation. The next three
lemmas are proven in Appendix D.
Lemma 3. E [f (Ai+1)− f (Ai)] ≥ (1−ε
′)2
k E
[
f
(
O ∪ Aj(i)
)− f (Aj(i))] .
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The next two lemmas show an analogous result for the expected gain of B.
Let l ≤ k, and let α ∈ Nl and β ∈ Rl be sequences of length l. Let i ≤ k,
let A be a subset of U of size at most k, and let F be a subset of U \A. Let ω′
be the event that A = A ∧ Bj′(i) = F ∧ t′ = α ∧ τ ′ = β. Finally, let Ω′ be the
collection of all events ω′ of this form.
Lemma 4. Let ω′ ∈ Ω′. Then E [f(Bi+1)− f(Bi) | ω′]+Mck ≥ (1−ε
′)2
k ·(f((O \A) ∪ F )− f(F )) .
Lemma 5. E [f (Bi+1)− f (Bi)]+Mck ≥ (1−ε
′)2
k E
[
f
(
O \ A ∪ Bj′(i)
)− f (Bj′(i))] .
The next lemma establishes the main recurrence.
Lemma 6. Let Γi = f (Ai)+f (Bi). Then E [Γi+1]−E [Γi]+ 2Mck ≥ (1−ε
′)2
k (E [f (O \ A)]− E [Γi]) .
Proof of Lemma 6.
E [Γi+1]− E [Γi] + 2M
ck
(a)
≥ (1− ε
′)2
k
(
E
[
f
(
O \ A ∪ Bj′(i)
)− f (Bj′(i))]+ E [f (O ∪ Aj(i))− f (Aj(i))])
(b)
=
(1− ε′)2
k
E
[
f
(
O ∪ Aj(i)
)
+ f
(
O \ A ∪ Bj′(i)
)− f (Aj(i))− f (Bj′(i))]
(c)
≥ (1− ε
′)2
k
E
[
f (O \ A)− f (Aj(i))− f (Bj′(i))]
(d)
≥ (1− ε
′)2
k
(E [f (O \ A)]− E [Γi]) ,
where (a) and (b) follow from linearity of expectation and Lemmas 3 and 5.
Inequality (c) follows from the submodularity and nonnegativity of f and
the definition of expected value; indeed,
f ((O \A) ∪B′) + f (O ∪A′)− f (A′)− f (B′) ≥ f (O \A)− f (A′)− f (B′) ,
from submodularity and nonnegativity of f , for any sets satisfying A′ ⊆ A and
B′ ∩ A = ∅; the values of the random variables during any single run of the
algorithm satisfy these conditions.
Inequality (d) follows from linearity of expectation and the facts that during
any run of the algorithm, j(i) ≤ i, j′(i) ≤ i; and E [f (Aj+1)− f (Aj)] ≥ 0 and
E [f (Bj+1)− f (Bj)] ≥ 0 for any j; these latter two inequalities hold by Lemma
1 and imply E [f (Ai)] ≥ E
[
f
(Aj(i))] and E [f (Bi)] ≥ E [f (Bj′(i))].
Lemma 6 yields a recurrence of the form ui+1 ≥ aui + b, u0 = 0, and has
the solution ui ≥ b1−a (1− ai). Consequently, we have
E [f(Ak)] + E [f(Bk)] ≥
[
E [f(O \A)]− 2M
c(1− ε′)2
]
·
(
1− e−(1−ε′)2
)
(5)
Let β = 1 − e(1−ε′)2 . From the choice of C on line 13, we have 2f(C) ≥
f(A) + f(B) and so from (5), we have
E [f(O \A)] ≤ 2
β
E [f(C)] +
2M
c(1− ε′)2 ≤
2
β
E [f(C)] +
2f(O)
c(1− ε′)2 . (6)
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For any set A, f(O) ≤ f(O ∩A) + f(O \A) by submodularity and nonnega-
tivity. Therefore,
f(O) ≤ E [f(O ∩A)] + E [f(O \A)] . (7)
Since an (1/α)-approximation is used for UnconstrainedMax, for any A,
f(O ∩A)/α ≤ E [f(C)|A]; therefore,
E [f(O ∩A)] ≤ αE [f(C)] . (8)
From (6), (7), and (8) and the choices of c, ε′ on line 2, we have from Lemma
7 in Appendix D
E [f(C)] ≥
(
1− 2c(1−ε′)2
α+ 2β
)
f(O) ≥
(
(e− 1)
α(e− 1) + 2e − ε
)
f(O).
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Figure 1: Comparison of objective value (normalized by the IteratedGreedy
objective value), total queries, and adaptive rounds on web-Google for the max-
cut application for both small and large k values. The large k values are given
as a fraction of the number of nodes in the network.
In this section, we demonstrate that across the three metrics of objective
value, adapativity, and query complexity, AdaptiveSimpleThreshold and
AdaptiveNonmonotoneMax are very similar, butAdaptiveSimpleThresh-
old achieves better objective value on small k values (k < 200). Over these two
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algorithms, AdaptiveThresholdGreedy provides significant improvement in
objective value (up to 18%), especially for larger k values (k = Ω(n)), at the cost
of more adaptive rounds. AdaptiveThresholdGreedy also outperforms the
Ω(n log k)-adaptive algorithm FastInterlaceGreedy, both in terms of objec-
tive value and total number of queries.
Algorithms We evaluate the following algorithms: our algorithms Adap-
tiveSimpleThreshold andAdaptiveThresholdGreedy as described above
and in Appendix E.3, the IteratedGreedy algorithm of Gupta et al. [20], the
linear-time (1/e− ε)-approximation algorithm FastRandomGreedy of Buch-
binder et al. [7], the deterministic 1/4-approximation algorithm FastInter-
laceGreedy of Kuhnle [24] with query complexity and adapativity Θ(n log k),
the AdaptiveNonmonotoneMax algorithm of Fahrbach et al. [16], and the
O(log2 n)-adaptive BLITS algorithm of Balkanski et al. [3]. For all algorithms,
accuracy parameter ε was set to 0.1; 100 samples were used to evaluate expec-
tations in all adaptive algorithms (thus, these algorithms were run as heuristics
with no performance guarantee). Randomized algorithms are averaged over 20
independent repetitions, and the mean is reported. The standard deviation is
indicated by a shaded region in the plots. Any algorithm that requires a sub-
routine for UnconstrainedMax is implemented to use a random set, which is
a (1/4)-approximation by Feige et al. [17].
Applications All algorithms are evaluated on two applications of SMCC: the
cardinality-constrained maximum cut application and revenue maximization on
social networks, a variant of the influence maximization problem in which k
users are selected to maximize revenue. We evaluate on a variety of network
technologies from the Stanford Large Network Dataset Collection [26]. For more
details on the applications and datasets, see Appendix E.
Results Results were qualitatively similar across datasets and applications; in
Fig. 1, we show representative results for cardinality-constrained maximum cut
on web-Google (n = 875713), for both small and large k values. The algorithms
are evaluated by objective value of solution, total queries made to the oracle,
and the number of adaptive rounds (lower is better). Objective value is nor-
malized by that of IteratedGreedy; see Appendix E for complete results. In
terms of objective value (Figs. 1(a) and 1(c)), AdaptiveThresholdGreedy
maintained better than 0.99 of the IteratedGreedy value, while all other
algorithms fell below 0.95 of the IteratedGreedy value on some instances.
For total queries (Figs. 1(b) and 1(d)), the most efficient for k > 100 was
AdaptiveSimpleThreshold, although it exhibited high variance. The next
most efficient was AdaptiveThresholdGreedy. Finally, with respect to the
number of adaptive rounds (Fig. 1(e)), the best was AdaptiveNonmonotone-
Max, closely followed by AdaptiveSimpleThreshold.
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5 Broader Impacts
In this work, we have provided nearly linear time, parallelizable approximation
algorithms for SMCC, and we have improved the best ratio of an optimally
adaptive, nearly linear time algorithm from 0.039 to 1/6. As we demonstrate
empirically, our algorithms parallelize well (low number of adaptive rounds),
while being very efficient in total queries and returning a set with good objective
value. This has the potential to speed up the analysis of large datasets present in
many ML applications, such as revenue maximization or video summarization,
as described in Section 1.
As with any improvement in algorithmic efficiency, larger datasets could be
analyzed with the same resources using our algorithms over existing methods.
Whether such analysis results in benefit or harm to society depends on the
application in question and how the algorithms are employed. Submodular opti-
mization has such a large variety of applications that it is impossible to predict
all of the possible ramifications of an algorithmic improvement, whether ben-
eficial or detrimental. However, an improvement in efficiency for submodular
optimization will decrease the resources required for any application, with possi-
ble beneficial implications for the carbon footprint of submodular optimization
as a whole, even if particular applications are pursued maliciously.
Furthermore, any one application is likely to have dual use. As an illustrative
example, we use the revenue maximization application evaluated empirically in
Section 4. The revenue maximization application studies how to best adver-
tise on a social network. There are both positive and negative outcomes for
increased facility of advertising on a social network: if such advertisement is
used to promote the general welfare, such as behaviors that increase public
health [19], our algorithms would facilitate a benefit to society. On the other
hand, if advertisement is used to spread misinformation or manipulate people
into irrational behavior [27], our techniques would facilitate harm to society.
Furthermore, submodular techniques to counter misinformation on social net-
works have been developed as well [8, 35, 25], which potentially are aided by
our techniques. Countering misinformation is also dual use, since it could be
used to censor real information and leads to the question of who or what is
entrusted with the authority to act as an arbiter of truth. We believe the ethics
of these and other applications are interesting in their own right and deserve
serious scientific study by experts of philosophy and sociology, as well as from
the perspective of public policy.
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Algorithm 3 The ReducedMean algorithm of Fahrbach et al. [15]
1: Input: access to a Bernoulli distribution D, error ε, failure probability δ
2: Set number of samples m← 16dlog(2/δ)/ε2e
3: Sample X1, X2, . . . , Xm ∼ D
4: Set µ¯← 1m
∑m
i=1Xi
5: if µ¯ ≤ 1− 1.5ε then
6: return true
7: return false
Algorithm 4 The threshold sampling algorithm of Fahrbach et al. [15]
1: procedure ThresholdSample(f, k, τ, ε, δ)
2: Input: evaluation oracle f : 2N → R+, constraint k, threshold τ , error
ε, failure probability δ
3: Set smaller error εˆ← ε/3
4: Set iteration bounds r ← dlog(1−εˆ)−1(2n/δ)e,m← dlog(k)/εˆe
5: Set smaller failure probability δˆ ← δ/(2r(m+ 1))
6: Initialize S ← ∅, A← N
7: for r sequential rounds do
8: Filter A← {x ∈ A : ∆(x, S) ≥ τ}
9: if |A| = 0 then
10: break
11: for i = 0 to m in parallel do
12: Set t← min{b(1 + εˆ)ic, |A|}
13: rm[t]←ReducedMean (Dt, εˆ, δˆ)
14: t′ ← min t such that rm[t] is true
15: Sample T ∼ U (A,min{t′, k − |S|})
16: Update S ← S ∪ T
17: if |S| = k then
18: break
19: return S
A ThresholdSample
The full pseudocode for ThresholdSample is given in Alg. 4; this does not
exactly match the pseudocode in Fahrbach et al. [15], since we have clarified
that the for loop on line 11 must be executed in parallel. The notation U(S, t)
represents the uniform distribution over subsets of S of size t. ThresholdSam-
ple relies upon the procedure ReducedMean, given in Alg. 3. The Bernoulli
distribution input to ReducedMean is the distribution Dt, which is defined as
follows.
Definition. Conditioned on the current state of the algorithm, consider the
process where the set T ∼ U(A, t − 1) and then the element x ∼ A \ T are
drawn uniformly at random. Let Dt denote the probability distribution over
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Algorithm 5 The ThresholdGreedy Algorithm of Badanidiyuru and Von-
drák [1]
1: procedure ThresholdGreedy(f, k, ε)
2: Input: evaluation oracle f : 2N → R+, constraint k, accuracy parame-
ter ε > 0
3: M ← arg maxx∈N f(x);
4: S ← ∅
5: for τ = M ; τ ≥ (1− ε)M/k; τ ← τ(1− ε) do
6: for x ∈ N do
7: if f(S + x)− f(S) ≥ τ then
8: S ← S + x
9: if |S| = k then
10: break from outer for
11: return S
the indicator random variable
It = I[f(S ∪ T + x)− f(S ∪ T ) ≥ τ ].
For a discussion of the intuition behind the algorithm ThresholdSample
and rigorous proof of Lemma 1, we refer the reader to Fahrbach et al. [15].
B ThresholdGreedy and Modification
In this section, we describe ThresholdGreedy (Alg. 5) of Badanidiyuru and
Vondrák [1] and how it is modified to have low adaptivity. This algorithm
achieves ratio 1−1/e− ε in O(n log k) queries if the function f is monotone but
has no constant ratio if f is not monotone.
The ThresholdGreedy algorithm works as follows: a set S is initialized
to the empty set. Elements whose marginal gain exceed a threshold value
are added to the set in the following way: initially, a threshold of τ = M =
arg maxa∈N f(a) is chosen, which is iteratively decreased by a factor of (1− ε)
until τ < M/k. For each threshold τ , a pass through all elements of N is made,
during which any element x that satisfies f(S+x)−f(S) ≥ τ is added to the set
S. While this strategy leads to an efficient O(n log k) total number of queries,
it also has Ω(n log k) adaptivity, as each query depends on the previous ones.
To make this approach less adaptive, we replace the highly adaptive pass
through N (the inner for loop) with a single call to ThresholdSample, which
requires O(log n) adaptive rounds and O(n/ε) queries in expectation. This
modified greedy approach appears twice in ATG (Alg. 2), corresponding to the
two for loops.
17
Algorithm 6 The IteratedGreedy Algorithm of Gupta et al. [20]
1: procedure IteratedGreedy(f, k)
2: Input: evaluation oracle f : 2N → R+, constraint k,
3: A← ∅
4: for i← 1 to k do
5: ai ← arg maxx∈N f(A+ x)− f(A)
6: A← A+ ai
7: B ← ∅
8: for i← 1 to k do
9: bi ← arg maxx∈N\A f(B + x)− f(B)
10: B ← B + bi
11: A′ ← UnconstrainedMax (A)
12: return C ← arg max{f(A), f(A′), f(B)}
C Improved Ratio for IteratedGreedy
In this section, we prove an improved approximation ratio for the algorithm
IteratedGreedy of Gupta et al. [20], wherein a ratio of 1/(4 + α) is proven
given access to a 1/α-approximation for UnconstrainedMax. We improve
this ratio to e−1e(2+α)−α ≈ 0.193 if α = 2. Pseudocode for IteratedGreedy is
given in Alg. 6.
IteratedGreedy works as follows. First a standard greedy procedure is
run which produces set A of size k. Next, a second greedy procedure is run
to yield set B; during this second procedure, elements of A are ignored. A
subroutine for UnconstrainedMax is used on f restricted to A, which yields
set A′. Finally the set of {A,A′, B} that maximizes f is returned.
Theorem 4. Suppose there exists an (1/α)-approximation for Unconstrained-
Max. Then by using this procedure as a subroutine, the algorithm Iterated-
Greedy has approximation ratio e−1e(2+α)−α for SMCC.
Proof. For 1 ≤ i ≤ k, let ai, bi be as chosen during the run of IteratedGreedy.
Define Ai = {a1, . . . , ai−1}, Bi = {b1, . . . , bi−1}. Then for for any 1 ≤ i ≤ k, we
have
f(Ai+1) + f(Bi+1)− f(Ai)− f(Bi) = fai(Ai) + fbi(Bi)
≥ 1
k
∑
o∈O
fo(Ai) +
1
k
∑
o∈O\A
fo(Bi)
≥ 1
k
(f (O ∪Ai)− f (Ai) + f ((O \A) ∪Bi)− f (Bi))
≥ 1
k
(f (O \A)− (f (Ai) + f (Bi))) ,
where the first inequality follows from the greedy choices, the second follows
from submodularity, and the third follows from submodularity and the fact
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that Ai ∩Bi = ∅. Hence, from this recurrence and standard arguments,
f(A) + f(B) ≥ (1− 1/e)f (O \A) ,
whereA,B have their values at termination of IteratedGreedy. Since f(A′) ≥
f(O ∩A)/α, we have from submodularity
f(O) ≤ f(O ∩A) + f(O \A)
≤ αf(A′) + (1− 1/e)−1(f(A) + f(B))
≤ (α+ 2(1− 1/e)−1)f(C).
D Proofs for Section 3
In this section, we provide the proofs omitted from Section 3, in the order in
which they were omitted.
“for each o ∈ O, it holds that fo(E) ≤ βj(i)+1/(1− ε′)”
Proof. Let γ = βj(i)+1/(1 − ε′). If the call to ThresholdSample is the first
in the for loop of line 4, then j(i) = 0, E = ∅, and we have fo(∅) ≤ γ for
each o ∈ O by the fact that in this case β1 = M ; otherwise, by the call to
ThresholdSample during the previous iteration of the for loop with τ = γ
and by Lemma 1, we have fo(E) ≤ γ for each o ∈ O.
Proof of Lemma 3.
E [f (Ai+1)− f (Ai)] + M
ck
=
∑
ω∈Ω
(
E [f (Ai+1)− f (Ai) | ω] + M
ck
)
Pr (ω)
≥
∑
ω∈Ω
(
(1− ε)2
k
· (f(O ∪ E)− f(E))
)
Pr (ω)
=
(1− ε)2
k
∑
E⊆U
(f (O ∪ E)− f (E))Pr (Aj(i) = E)
=
(1− ε)2
k
(
E
[
f
(
O ∪ Aj(i)
)− f (Aj(i))]) .
The first equality above follows from the law of total expectation and the fact
that Ω is a countable partition of the probability space. The first inequality
is from Lemma 2. The second equality follows from the fact that Aj(i) = E
in each event ω, and the third equality follows from the definition of expected
value of a random variable.
Proof of Lemma 4. The proof proceeds in two cases depending on the values of
i and t′.
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Case i <
∑l
j=1 αj . Since we condition on the events t
′ = α, τ ′ = β,
and Bj′(i) = F , there is a call to ThresholdSample on line 10 that re-
turns a nonempty set S of size αj′(i)+1; the input parameters of this call are
(βj′(i)+1, fF ). By Lemma 1, if the set S is added to F one element at a time
according to a uniformly random permutation of S, then the expected marginal
gain of each addition is at least (1− ε)βj′(i)+1.
Claim 1. Let γ = βj′(i)+1/(1− ε). For each o ∈ O \A, it holds that fo(F ) ≤ γ.
Proof. If the call to ThresholdSample is the first in the for loop of line 8,
then j′(i) = 0, F = ∅, and we have fo(∅) ≤ γ for each o ∈ O \ A by the fact
that in this case β′1 = M ; otherwise, by the call to ThresholdSample during
the previous iteration of the for loop with τ = γ and by Lemma 1, we have
fo(F ) ≤ γ for each o ∈ O \A.
Hence
Ξi ≥ γ(1− ε)2
≥ (1− ε)
2
k
·
∑
o∈O\A
fo(F )
≥ (1− ε)
2
k
· (f((O \A) ∪ F )− f(F )) .
Case i ≥∑lj=1 αj . Then fo(F ) < M/(ck) for each o ∈ O \A and
M/(ck) ≥ (1− ε)
2
k
·
∑
o∈O\A
fo(F )
≥ (1− ε)
2
k
· (f((O \A) ∪ F )− f(F )) .
Proof of Lemma 5.
E [f (Bi+1)− f (Bi)] + M
ck
=
∑
ω′∈Ω′
(
E [f (Bi+1)− f (Bi) | ω′] + M
ck
)
Pr (ω′)
≥
∑
ω′∈Ω′
(
(1− ε)2
k
· (f(O \A ∪ F )− f(F ))
)
Pr (ω′)
=
(1− ε)2
k
∑
F,A⊆U
(f (O \A ∪ F )− f (F ))Pr (Bj′(i) = F ∧ A = A)
=
(1− ε)2
k
(
E
[
f
(
O \ A ∪ Bj′(i)
)− f (Bj′(i))]) .
The first equality above follows from the law of total expectation and the fact
that Ω′ is a countable partition of the probability space. The first inequality is
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from Lemma 4. The second equality follows from the fact that Bj(i) = F and
A = A in each event ω′, and the third equality follows from the definition of
expected value of a random variable.
Lemma 7. Let η ∈ (0, 1), and suppose c = 8/η, ε = (1 − 1/e)η/8, and β =
1− e(1−ε)2 . Then (
1− 2c(1−ε)2
1
α +
2
β
)
≥
(
α(e− 1)
e− 1 + 2eα − η
)
. (9)
Proof of Lemma 7. We start with the following two inequalities, which are ver-
ified below.
1− 2
c(1− ε)2 ≥ 1− η, (10)
2
1− e−(1−ε)2 ≤
2
1− 1/e + η/2. (11)
Let A = 1, B = 1/α + 2/(1 − 1/e). From the inequalities above, the left-hand
side of (9) is at least A−ηB+η and
A− η
B + η
≥ A
B
− η ⇐⇒ η ≥ A
B
− A− η
B + η
⇐⇒ 1 ≥ A
ηB
− A
η(B + η)
+
1
B + η
.
Next,
A
ηB
− A
η(B + η)
+
1
B + η
=
A
B(B + η)
+
1
B + η
≤ 1/4 + 1/2 < 1,
since B ≥ 2 and A = 1. Finally, A/B = α(e−1)e−1+2αe .
Proof of (10)
c ≥ 8/η = 2
η(1/2)2
≥ 2
η(1− ε)2 ,
since ε = (1− 1/e)η/8 ≤ 1/2.
Proof of (11) Let λ = 1− 1/e, κ = e−(1−ε)2 . Inequality (11) is satisfied iff.
2λ ≤ 2(1− κ) + λη(1− κ)
2
⇐⇒ 2λ ≤ 2− 2κ+ λη/2− ληκ/2
⇐⇒ 2κ+ ληκ/2 ≤ λη/2 + 2− 2λ
⇐⇒ κ = e−(1−ε)2 ≤ λη/2 + 2− 2λ
2 + λη/2
⇐⇒ (1− ε)2 ≥ log
(
2 + λη/2
λη/2 + 2− 2λ
)
,
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which in turn is satisfied if
2ε ≤ 1− log
(
2 + λη/2
λη/2 + 2− 2λ
)
.
Then
2ε = λη/4 ≤ 2 + λη/2− 4λ
2− λ ≤
2 + λη/2− 4λ
2 + λη/2− 2λ
=
2(λη/2 + 2− 2λ)− 2− λη/2
λη/2 + 2− 2λ
= 2− 2 + λη/2
λη/2 + 2− 2λ
= 1−
(
2 + λη/2
λη/2 + 2− 2λ − 1
)
≤ 1− log
(
2 + λη/2
λη/2 + 2− 2λ
)
,
where we have used log x ≤ x− 1, for x > 0.
E Additional Experiments
In this section, we describe additional details of the experimental setup; we also
provide and discuss more empirical results.
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Figure 2: Additional results for maximum cut on BA and ca-GrQc. The legend
in Fig. 1 applies, and the yellow pentagon denotes the results of BLITS.
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Figure 3: Results for revenue maximization on ca-Astro, for both small and
large k values. Large k values are indicated by a fraction of the total number n
of nodes. The legend is the same as in Fig. 1.
E.1 Applications and Datasets
The cardinality-constrained maximum cut function is defined as follows. Given
graph G = (V,E), and nonnegative edge weight wij on each edge (i, j) ∈ E. For
S ⊆ V , let
f(S) =
∑
i∈V \S
∑
j∈S
wij .
In general, this is a non-monotone, submodular function.
The revenue maximization objective is defined as follows. Let graph G =
(V,E) represent a social network, with nonnegative edge weight wij on each
edge (i, j) ∈ E. We use the concave graph model introduced by Hartline et al.
[21]. In this model, each user i ∈ V is associated with a non-negative, concave
function fi : R+ → R+. The value vi(S) = fi(
∑
j∈S wij) encodes how likely the
user i is to buy a product if the set S has adopted it. Then the total revenue
for seeding a set S is
f(S) =
∑
i∈V \S
fi
∑
j∈S
wij
 .
This is a non-monotone, submodular function. In our implementation, each
edge weight wij ∈ (0, 1) is chosen uniformly randomly; further, fi(·) = (·)αi ,
where αi ∈ (0, 1) is chosen uniformly randomly for each user i ∈ V .
Network topologies from SNAP were used; specifically, web-Google (n =
875713, m = 5105039), a web graph from Google, ca-GrQc (n = 5242,m =
23
14496), a collaboration network from Arxiv General Relativity and Quantum
Cosmology, and ca-Astro (n = 18772,m = 198110), a collaboration network of
Arxiv Astro Physics. In addition, a Barabási–Albert random graph was used
(BA), with n = 968, m = 5708.
E.2 Additional results
Results on additional datasets for the maximum cut application are shown in
Fig. 2. These results are qualitatively similar to the ones discussed in Section
4. Results for BLITS are included on the BA dataset (depicted in Figs. 2(a)–
2(c)); since this algorithm uses many more queries than the other algorithms
and returned a worse objective value, the results from BLITS are not depicted
in the other figures. For the revenue maximization application, results on ca-
Astro are shown in Fig. 3, for both small and large k values. These results are
qualitatively similar to the results for the maximum cut application.
E.3 Further Details of Algorithm Implementations
As stated above, we set ε = 0.1 for all algorithms and used 100 samples to eval-
uate expectations for adaptive algorithms. Further, in the algorithms Adap-
tiveSimpleThreshold, AdaptiveThresholdGreedy, and AdaptiveNon-
monotoneMax, we ignored the smaller values of ε, δ passed to Threshold-
Sample in each algorithm, and simply used the input values of ε and δ.
For AdaptiveThresholdGreedy, we used an early termination condition
to check if the threshold value τ < OPT(1− ε)/(ck), by using the best solution
value found so far as a lower bound on OPT; this early termination condition
is responsible for the high variance in total queries. We also used a sharper
upper bound on OPT/k in place of the maximum singleton: the sum of the
top k singleton values divided by k. We attempted to use the same sharper
upper bound in AdaptiveNonmonotoneMax, but it resulted in signficantly
worse objective values, so we simply used the maximum singleton as described
in Fahrbach et al. [16].
Further, we remark that algorithms that use queries to the marginal gain of
a function are much faster on our applications than algorithms that use queries
of arbitrary sets. All of the algorithms we evaluated can be implemented to use
queries of the marginal gain, except for BLITS. For this reason and the fact
that our implementation of BLITS is not competitive with the other algorithms
in terms of objective value and number of queries, we only evaluated BLITS on
the small BA random graph (n = 968).
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