Abstract-When discrete-event systems are used to model systems with a large number of possible (reachable) states, many problems such as simulation, optimization, and control, may become computationally prohibitive because they require some enumeration of such states. A common way to effectively address this issue is fluidization. The goal of this paper is that of studying the effect of fluidization on fault diagnosis. In particular, we focus on the purely logic Petri net (PN) model that results in the untimed continuous PN model after fluidization. In accordance to most of the literature on discrete-event systems, we define three diagnosis states, namely N , U , and F , corresponding respectively to no fault, uncertain, and fault state. We prove that, given an observation, the resulting diagnosis state can be computed solving linear programming problems rather than integer programming problems as in the discrete case. The main advantage of fluidization is that it enables to deal with much more general PN structures. In particular, the unobservable subnet needs not be acyclic as in the discrete case. Moreover, the compact representation of the set of consistent markings using convex polytopes can be seen in some cases as an improvement in terms of computational complexity.
Set of markings that are reachable at m 0 .
Input (output) set of a node x ∈ P ∪ T . Π Projection operator.
L(w)
Set of firing sequences consistent with the observed word w.
Γ(w)
Set of unobservable sequences consistent with the observed word w.
C(w)
Set of markings consistent with the observed word w. Y (m 0 , w)
Set of y-vectors associated with m 0 and the observed word w [see (5) ].
Y (m 0 , w)
Set of -vectors associated with m 0 and the observed word w [see (6) ].
EN (t)
Structural enabling bound of transition t [see (8) ].
∆(w, T i f )
The diagnosis state relative to the observed word w and the fault class T i f .
I. INTRODUCTION
T HE COMPLEXITY of nowadays systems makes the problem of deriving efficient approaches for fault diagnosis a major requirement. As a consequence, significant contributions have been proposed in the literature in the last years, dealing with fault detection, isolation, and treatment of failures in the case of continuous-time, discrete-time, and discrete-event systems [4] - [8] . The idea is to construct fault-tolerant models which can detect and adapt their software or hardware in order to allow the system to continue working until repairs can be realistically scheduled.
Faults correspond to discrete-event modeling anomalous behaviors. As an example, in a telecommunication system, a fault may correspond to a message that is lost or not sent to the appropriate receiver. In a traffic system, a fault may be a traffic light that does not switch from red to green according to the given schedule. In a manufacturing system, it may be the failure of a certain operation, e.g., a wrong assembly, or a part put in a wrong buffer, and so on.
In the literature, faults are often classified as permanent, intermittent, or control faults. A fault is "permanent" if its effect remains permanently after its occurrence. On the contrary, "intermittent" faults model faulty behaviors that occur intermittently, with fault events followed by "reset" events, new occurrences of fault events, and so forth [9] . Finally, "control faults" usually model errors of the control system, e.g., software errors. Therefore, optimal controllers should be designed so as to tolerate control errors. In practice, the control approaches should be robust so as to avoid violating security specifications also in the presence of fault errors. Now, according to the above classification, the faults considered in this paper may either be permanent or control faults, while they cannot be intermittent faults since no notion of "reset" is introduced here.
In the case of discrete-event systems with a large number of reachable states, the problem of fault detection, as well as many others, becomes computationally prohibitive because of the state explosion. A common technique to overcome this is fluidization. Several discrete-event-based fluid models have been proposed in the literature, some of them derived by the fluidization of queuing networks [10] - [12] or Petri nets (PNs) [13] - [16] . The main idea of the fluidization of PNs is the relaxation of the transitions firings allowing them to fire in positive real amounts. Therefore, the content of the places is no more restricted to take natural values, but it may be expressed by nonnegative real numbers. This implies a series of significant properties. As an example, the reachability set is convex [17] . Moreover, as it will be proved in this paper, in the case of partial observation of the transitions firings (namely in the presence of silent transitions), the set of markings that are consistent with a given observation is convex.
Using this convexity property, the fault detection problem is studied here for untimed continuous PNs (CPNs). In particular, in this paper, we assume that certain transitions are not observable, including fault transitions and transitions modeling a regular behavior. Thus, faults are only detected on the basis of the observation of a subset of transitions. Fault transitions are partitioned into different fault classes, and three different diagnosis states are defined, each one representing a different degree of alarm: N means that no fault of a given class has surely occurred; U means that a fault of a given class may have occurred or not (uncertain state); F means that a fault of a given class has surely occurred. We derive a criterion to define, for each fault class, the value of the diagnosis state, given the observation of a sequence of transitions firings.
Note that uncertain states are common to all discrete-event systems diagnosis approaches. This is a natural consequence of partial events observation. Indeed, when the observation of the system behavior is not complete, it may occur that the observed sequence of events is consistent with both a regular and a faulty behavior, thus the resulting diagnosis state is uncertain.
In this paper, general PN structures are considered and the only assumption made, common to all works dealing with fault diagnosis, is that the unobservable subnet has no spurious markings, i.e., all solutions of the state equation are reachable markings. Since in continuous case, this assumption is not very restrictive, this allows one to consider as well unobservable subnets that are cyclic, making the procedure more general with respect to almost all the approaches developed in the discreteevent systems framework [18] - [20] .
The paper is organized as follows. In Section II, a survey on the literature on diagnosis of discrete-event systems is presented. Section III provides a comparison among the proposed approach and the other approaches mentioned in Section II. In Section IV, some background on untimed CPNs is given. In Section V, we introduce the main notations and definitions used in the paper. Then, the convexity of a particular set, that is the key point for the proposed diagnosis procedure, is proved, and an algorithm to compute it is given. In Section VI, diagnosis states are defined, and it is shown how to compute them using linear programming. Two manufacturing examples are considered in Section VII so as to validate the effectiveness of the procedure. Conclusions are finally drawn in Section VIII.
II. LITERATURE REVIEW
The diagnosis of discrete-event systems is a research area that has received a lot of attention in the last years and has been motivated by the practical need of ensuring the correct and safe functioning of large complex systems. A failure is defined to be any deviation of a system from its normal or intended behavior. Diagnosis is the process of detecting an abnormality in the system behavior and isolating the cause or the source of this abnormality.
In the discrete-event systems framework, fault detection has been firstly studied using automata. Interesting contributions have been proposed by Boel and van Schuppen [21] , by Debouk et al. [22] , by Hashtrudi Zad et al. [23] , by Jiang and Kumar [24] , by Lunze and Schroder [25] , and by Sampath et al. [26] , [27] .
More recently, this problem has also been addressed in the framework of PNs. The intrinsically distributed nature of PN models, where the notion of state, i.e., marking, and action, i.e., transition, is local, have often been an asset to reduce the computational complexity involved in solving a diagnosis problem. Among the different contributions in this area, we recall the work of Benveniste et al. [28] , Cabasino et al. [19] , Dotoli et al. [20] , Genc and Lafortune [18] , Jiroveanu and Boel [29] , Lefebvre and Delherm [30] , and Ramirez Treviño et al. [31] .
In particular, Benveniste et al. [28] use a net unfolding approach for designing an online asynchronous diagnoser. The state explosion is avoided but the online computation can be high due to the online building of the PN structures by means of the unfolding.
In [19] , Cabasino et al. present a fault detection approach for discrete-event systems using PNs, where some transitions of the net are unobservable, including all those transitions that model faulty behaviors. The diagnosis approach is based on the notions of basis marking and justification, which allow one to characterize the set of markings that are consistent with the actual observation, and the set of unobservable transitions whose firing enables it. This approach applies to all net systems whose unobservable subnet is acyclic.
Dotoli et al. [20] address the online fault detection of discrete-event systems modeled by PNs. The paper recalls a previously proposed diagnoser that works online and employs an algorithm based on the definition and solution of some integer linear programming problems to decide whether the system behavior is normal or exhibits some possible faults. To cope with the algorithm computational complexity, they present sufficient conditions guaranteeing that the continuous relaxation of the integer programming problem provides an integer solution if the unobservable subnet of the PN system considered is an acyclic state machine. In this way, the proposed algorithm turns out to exhibit polynomial complexity.
Genc and Lafortune [18] propose a diagnoser on the basis of a modular approach that performs the diagnosis of faults in each module. Subsequently, the diagnosers recover the monolithic diagnosis information obtained when all the modules are combined into a single module that preserves the behavior of the underlying modular system. A communication system connects the different modules and updates the diagnosis information. Even if the approach does not avoid the state explosion problem, an improvement is obtained when the system can be modeled as a collection of PN modules coupled through common places.
Jiroveanu and Boel [29] propose an algorithm for the modelbased design of a distributed protocol for fault detection and diagnosis of large systems. The overall process is modeled as time PN models that interact with each other via guarded transitions that become enabled only when certain conditions are satisfied. Different local agents receive local observation as well as messages from neighboring agents. Each agent estimates the state of the part of the overall process for which it has model and from which it observes events by reconciling observations with model-based predictions. They design algorithms that use limited information exchange between agents and that can quickly decide questions about whether and where a fault occurred and whether some components of the local processes have operated correctly. The algorithms they derive allow each local agent to generate a preliminary diagnosis prior to any communication, and they show that after the communications among agents, the diagnosis performances are the same as in the central case.
Lefebvre and Delherm [30] study the faulty behaviors modeled with ordinary PNs with some "fault" transitions. Partial but unbiased measurement of the places marking variation is used in order to estimate the firing sequences. The main contribution is to decide which sets of places must be observed for the exact estimation of some given firing sequences. Minimal diagnosers are defined that detect and isolate the firing of fault transitions immediately.
Ramirez-Treviño et al. [31] employ interpreted PNs to model the system behavior that includes both events and states partially observable. Based on the interpreted PN model derived from an online methodology, a scheme utilizing a solution of a programming problem is proposed to solve the problem of diagnosis.
III. COMPARISON AMONG THE PROPOSED APPROACH AND OTHER METHODS IN THE LITERATURE
Let us now discuss the main differences among the proposed fault diagnosis approach and the ones mentioned in the previous section.
The first main difference consists in the assumed model. In fact, in this paper we consider untimed CPNs while in [18] - [20] , [28] , [30] discrete PNs are taken into account; [29] focuses on timed PNs and [31] on interpreted PNs. Moreover, in Ramirez-Treviño et al. [31] , continuous information on the marking of some places are given, while in [30] the authors deal with ordinary PNs, and in [18] - [20] the assumption on the acyclicity of the unobservable subnet has to be satisfied. Finally, in [18] , [29] the authors propose distributed techniques for diagnosis while here we are considering a centralized approach.
The second main difference with respect to all the fault diagnosis approaches presented in the discrete-event systems literature, not only based on PNs, but on automata as well, is that to the best of our knowledge, the proposed procedure is the only one that can also be applied to systems whose unobservable part contains cycles. This obviously consists in a significant advantage in terms of generality of the method.
The other important aspect that should be considered to evaluate the effectiveness of the proposed technique is the computational complexity and in particular the number of information that should be kept into account. Unfortunately, it is not so easy, and probably nonsense, to compare the fluid approach with an arbitrary other one, based on a different model and on different assumptions. What we have done in this paper is to compare the proposed procedure with the approach for discrete nets we presented in [19] , based on the notion of basis markings. Note that we believe such a comparison significant since the technique in [19] is known to present significant advantages in terms of computational complexity since it does not require an exhaustive enumeration of the system states, but only a subset of it.
As a result of such a comparison, we conclude that, as it will be shown in Section VII, the computational complexity of both procedures depends on the particular net structure, on the observed word and on the initial marking as well, thus a general claim cannot be given in this respect. Nevertheless, there exist cases in which the proposed method provides a considerable improvement on the computational complexity also allowing to deal with cases that cannot be dealt with the discrete framework.
Summarizing, the conclusion of our investigation is that fluidization is basically suggested in two cases. The first one is when the unobservable subnet is cyclic, being in such a case the only viable approach. The second case is when the advantages in terms of computational complexity are really significant such as in the case of systems with a very large number of reachable states as in the manufacturing example in Section VII-B.
IV. BACKGROUND ON UNTIMED CPNS
In this section, we provide the basic background on untimed CPNs. For more details, we address to [13] , [14] .
Definition 1: A CPN system is a pair N , m 0 , where:
• N = P, T, P re, P ost is the net structure with two disjoint sets of places P and transitions T ; pre-and post-incidence matrices P re, P ost ∈ R
|P |×|T | ≥0
, denote the weight of the arcs from places to transitions (respectively, transitions to places);
≥0 is the initial marking.
Let q = |P | and n = |T | be the cardinality of the set of places and transitions, respectively.
The input and output set of a node x ∈ P ∪ T are denoted
• x and x
• , respectively. The token load of a place p i at the marking m is represented as m(p i ) or simply by m i .
A transition t j ∈ T is enabled at a marking m if ∀p i ∈ • t j , m(p i ) ≥ 0 and the enabling degree of t j at m is
When a transition t j is enabled at a marking m, it can be fired. The main difference with respect to discrete PNs is that in the case of CPNs, it can be fired in any real amount α, with 0 < α ≤ enab(t j , m), and it is not limited to a natural number. Such a firing yields to a new marking m = m + α · C(·, t j ), where C = P ost − P re is the token flow matrix (or incidence matrix). This firing is also denoted m[t j (α) m .
If a marking m is reachable from the initial marking through a firing sequence
and we denote σ ∈ R |T | ≥0 the firing count vector whose component associated with a transition t j is The set of all firable sequences is L(N , m 0 ), while the set of all markings that are reachable is R(N , m 0 ). An interesting property of R(N , m 0 ) is that it is a convex set [17] . That is, if two markings m 1 and m 2 are reachable, then any marking
, it is consistent iff there exists at least a complete sequence, i.e., that considers all transitions, whose firing vector x does not lead to a variation in the actual marking.
A CPN N = P, T, P re, P ost is a marked graph if ∀p ∈ P , |
• p| = |p • | ≤ 1 and P re(p, t), P ost(p, t) ∈ {0, 1} for any p ∈ P and any t ∈ T .
Dually, a CPN N = P, T, P re, P ost is a state machine if ∀t ∈ T , |
• t| = |t • | ≤ 1 and P re(p, t), P ost(p, t) ∈ {0, 1} for any p ∈ P and any t ∈ T .
Given a net N = P, T, P re, P ost , and a subset T ⊆ T of its transitions, the T -induced subnet of N is the new net N = P, T , P re , P ost where P re , P ost are the restrictions of P re, P ost to T . The net N can be thought as obtained from N removing all transitions in T \ T (and isolated place).
Let T * be the set of all possible sequences obtainable combining elements in T , included the empty word. 1 Given a subset T ⊆ T , the projection Π of a sequence σ ∈ T * over T is defined as Π : T * → T * such that:
(i) Π(ε) = ε, where ε denotes the empty word;
(ii) for all σ ∈ T * and t ∈ T , Π(σt) = Π(σ)t if t ∈ T , and Π(σt) = Π(σ) otherwise. Given a sequence σ ∈ L(N , m 0 ), we denote w = Π o (σ) the corresponding observed word, i.e., the projection of σ over the set of observable transitions T o .
In the following, with a little abuse of notation, we will write that w ∈ T * o , where T o is the set of observable transitions as specified in the following section.
Analogously, we denote Π u (σ) the unobservable projection of σ, namely its projection over the set of unobservable transi-
Let C o (C u ) be the restriction of the incidence matrix to T o (T u ), namely the matrix obtained from the incidence matrix C removing all columns not relative to transitions in
Finally, in the following, the T u -induced subnet will also be called the unobservable subnet.
V. SET OF y-VECTORS
Let us introduce the notion of y-vectors on which our diagnosis approach is based on. We consider the following basic assumptions. A spurious marking is a nonreachable marking solution of the state equation, i.e., there exists no firing sequence corresponding to the firing vector. The following proposition provides constructive criteria to establish the validity of Assumption (A3).
Proposition 2: Let N , m 0 be a CPN system. All markings m ∈ R m ≥0 : m = m 0 + C · σ, with σ ≥ 0, are reachable, i.e., N has no spurious solution, if at least one of the following three conditions is satisfied:
• N is acyclic;
• N is consistent and all transitions can fire at m 0 ;
• m > 0. Proof: The first item can be proved following exactly the same arguments of Theorem 16 in [32] where the result is proved for discrete PNs, with the only difference that in the continuous case the restriction to natural numbers of the firing amount is relaxed.
The second item has been proved in [17, Theorem 3] . Finally, the third item has been proved in the first item of [33, Corollary 18] .
The third assumption, characteristic for continuous nets, states that the interior points of the polytope of the markings solution of the state equation are reachable markings. This condition allows one to deal with a larger class of PNs with respect to the discrete case. In particular, nets having the unobservable subnet cyclic can be studied (see Section VII-A as an example).
Definition 3: Let N , m 0 be a CPN system where N = P, T, P re, P ost and
o be an observed word. We define the set of firing sequences consistent with w by
and the set of markings consistent with w by
Definition 4: Let N , m 0 be a CPN system where N = P, T, P re, P ost and
The set of unobservable sequences consistent with w is
The corresponding set of y-vectors is
while the set of -vectors is
In simple words:
• Γ(w) is the set of sequences of unobservable transitions interleaved with w whose firing enables w.
• Y (m 0 , w) is the set of y-vectors, where:
-the first q = |P | entries of the generic vector y coincide with a consistent marking m, i.e., a possible marking of the system after the observation w; -the last n u = |T u | entries correspond to the firing count vector of the unobservable sequence that has fired, interleaved with w, in order to reach the consistent marking m from m 0 . They define a set of vectors that will be called -vectors in the rest of the paper.
Example 5: Let us consider the CPN system in Fig. 1 where
Let us first assume that no transition is observed, thus w = ε. In such a case, Γ(w) = {ε 6 belong to the set Y (m 0 , ε). In particular, y 1 corresponds to α = 0, while y 2 corresponds to α = 1. Indeed, the first q entries of y 1 coincide with the initial marking, while its last n u entries are null. Finally, the first q components of y 2 coincide with the marking reached firing ε 6 (1), while its last n u entries correspond to the firing count vector of the unobservable transitions:
As it will be formally proved in Proposition 6, all vectors y obtained as a convex combination of y 1 and y 2 are y-vectors as well. Now, let us assume that t 1 (0.7) is observed, i.e., w = t 1 (0.7). For sure ε 6 has fired at least for an amount α = 0.7 before w since its firing is the only way to enable t 1 (0.7). However, after the firing of t 1 , transition ε 8 may fire for an amount α ∈ [0, 0.7] while ε 6 can be fired in any amount α ∈ [0, 0.3]. Hence, Γ(t 1 (0.7)) = {ε 6 Proposition 6: Let N , m 0 be a CPN system where N = P, T, P re, P ost and
Given an observable transition t ∈ T o firing an amount α, under assumption (A3), the set Y (m 0 , w) is convex.
Proof: Let us rewrite the observed sequence as
Moreover, let
be two sequences whose observable projections are equal to w, being
Assume that σ and σ are both enabled at m 0 . Thus, by definition
We want to prove that any convex combination of y and y still belongs to Y (m 0 , w).
To this aim, let δ, β ∈ [0, 1] such that δ + β = 1. Being the net system continuous, by assumption (A3) it holds
thus,
Generalizing to a word w of arbitrary length k ≥ 1 defined as in (7), we can conclude that
thus proving the statement. If the net system is bounded, the set Y (m 0 , w) can be easily characterized in linear algebraic terms. Moreover, if the net system is bounded, even if there exist cycles of unobservable transitions, the enabling degree of the unobservable transitions is upper bounded. In more detail, the structural enabling bound of a given transition t of N is the solution of the following linear programming problem (LPP) (see [34] for more details):
Now, let EN ∈ R |T u | ≥0 be a vector with as many entries as the number of unobservable transitions, where each entry is equal to the structural enabling bound of the corresponding unobservable transition. The following algorithm can be used for the characterization of Y (m 0 , w).
3) Let t(α) be a new observation and w = vt(α).
4) Compute the set of vertices
a) compute the set of vertices Note that there are two vertices relative to the same consistent marking, namely y 9 and y 12 . The reason of this is that the same marking can be obtained by firing two unobservable sequences having different firing vectors. More precisely, m = [0 0 0.8 0 0.8 0.7 0.5]
T can be obtained from m 0 firing σ 1 = ε 6 (1)t 1 (0.7)t 2 (0.5)ε 4 (0.5)ε 6 (0.5) or σ 2 = ε 6 (1)t 1 (0.7)t 2 (0.5)ε 5 (0.5)ε 7 (0.5). We can conclude that ε 6 (0.7) must have fired before the observation of t 1 (0.7) and ε 5 (0.5) must have fired before t 3 (0.5). By looking at this very simple example, we can conclude that the number of vertices of Y (m 0 , w) can either increase or decrease. However, it keeps bounded if the net system is bounded.
VI. FAULT DIAGNOSER DESIGN
Assume that a certain number of anomalous (or fault) behaviors may occur in the system. The occurrence of a fault behavior corresponds to the firing of an unobservable transition, but there may also be other transitions that are unobservable as well, whose firing corresponds to regular behaviors. Then, assume that fault behaviors may be divided into r main classes (fault classes), and we are not interested in distinguishing among fault events in the same class. Usually, fault transitions that belong to the same fault class are transitions that represent similar physical faulty behavior.
This can be easily modeled in PN terms assuming that the set of unobservable transitions is partitioned into two subsets, namely
where T f includes all fault transitions and T reg includes all transitions relative to unobservable but regular events. The set T f is further partitioned into r subsets, namely
where all transitions in the same subset correspond to the same fault class. We will say that the ith fault has occurred when a transition in T •
In such a case, the ith fault cannot have occurred, because none of the firing sequences consistent with the observation contains fault transitions of class i.
In such a case, a fault transition of class i may have occurred or not, i.e., it is uncertain, and we have no criteria to draw a conclusion in this respect.
•
In such a case, the ith fault must have occurred, because all firable sequences consistent with the observation contain at least one fault transition of class i.
Thus, states N and F correspond to "certain" states: the fault has not occurred or it has occurred for sure; on the contrary, state U is an "uncertain" state: the fault may either have occurred or not.
Example 10: Let us consider again the CPN system in Fig. 1 . Assume that there exists only one fault class:
Obviously, before any observation, ∆(ε, T 1 f ) = N since there exists no sequence enabled at the initial marking including no observable transition and the fault ε 5 . Now, let w = t 1 (0.7)t 2 (0.5). The vertices of the set Y (m 0 , w) are given in Example 8. It is easy to observe that ε 5 may have fired in an amount of 0.5 (see y 1 , y 3 , y 6 , y 8 , y 10 , y 12 , y 14 and y 16 ) or not (e.g., y 2 ). This implies that ∆(t 1 (0.7)t 2 (0.5), T 1 f ) = U , i.e., the fault may have occurred or not.
The online computation of the sets L(w) and Γ(w) may be computationally demanding in large-scale systems. In the following, we suggest an alternative procedure to compute diagnosis states that is based on the knowledge of the set of -vectors Y (m 0 , w).
Proof: It follows from Definitions 4 and 9. If u i = 0, it means that none of the unobservable sequences consistent with w contains transitions in T i f . By Definition 9, this corresponds to diagnosis state N . Moreover, if u i > 0, it means that at least one unobservable sequence consistent with w contains at least one transition in the ith class, thus the diagnosis state cannot be N .
If l i = 0 and u i > 0, it means that there exists at least one sequence of unobservable transitions consistent with w that does not contain transitions in the ith class and at least one sequence of unobservable transitions consistent with w that contains transitions in the ith class. By definition, this is the case of diagnosis state equal to U . Similarly, if any of such conditions is violated, the diagnosis state cannot be equal to U . (10), it is immediate to obtain the following diagnosis states:
Note that the numerical results in Examples 5, 8, 10, and 12 have been obtained using the software in [35] .
A. Some Remarks Related to Fluidization
It is well known that the set of reachable markings of the discrete net is included in the set of reachable markings of the underling continuous one. However, there may exist integer markings in the reachability set of the continuous net that are not reachable in the discrete one. The same result can be easily proved for the set of markings consistent with a given observation. This implies that even if a fault has occurred in the original net and it would have been detected using the discrete approach, it may happen that using the continuous approach, we do not detect it, and the output is an uncertain state. On the contrary, if a fault is detected in the continuous case, then for sure it has occurred in the original net.
Obviously, this is a drawback of fluidization. However, in many cases, fluidization is the only viable solution, either because the unobservable subnet is cyclic, or because the computational complexity of the discrete approach is prohibitive as discussed in the following Section VII via a numerical example. In simple words, it is the same kind of limitation, we met when using linear programming to solve integer programming problems.
However, there exist some cases in which the above limitation does not appear. In particular, we can prove that under particular assumptions on the net structure, e.g., total unimodularity of the incidence matrix, the diagnosis states in the two cases are guaranteed to be coincident.
Before formalizing this, let us recall that a square integer matrix is called unimodular if its determinant is equal to ±1. A totally unimodular matrix is a matrix for which every square nonsingular submatrix is unimodular.
Proposition 13: Let N , m 0 be a bounded discrete PN system satisfying assumptions (A1) to (A3). If the incidence matrix of the unobservable subnet is totally unimodular and the observed transitions fire in integer amounts, then the set Y (m 0 , w) computed using Algorithm 7 is an integer convex polytope. Additionally, the diagnosis states of the underlying discrete net can be computed using LPPs (10) .
Proof: The above statement can be proved using two basic results in [36] .
• The first one claims that, if A is a totally unimodular, then matrix [A | I] is totally unimodular as well.
• Concerning the second result, let us consider the polyhedron
where A is a square matrix of integer numbers, and the entries of vectors b, b , c, c are either integer numbers or ±∞. Theorem 2 in [36] states that Q (A, b, b , c, c ) is an integer polyhedron iff A is totally unimodular. Based on the result in the first item above, we can conclude that, since the incidence matrix of the unobservable subnet C u is totally unimodular, then the matrix [I − C u ] is totally unimodular as well.
We now prove that Y (m 0 , w) is an integer polytope by induction on the length of the observed word.
Basis step: Let us consider the polytope computed in Step 2 of Algorithm 7, namely Y (m 0 , ε). The set of constraints defining it can be rewritten as
Since A is a unimodular matrix, based on the result in [36] recalled in the second item above, (11) defines an integer polyhedron. Moreover, being 0 ≤ σ u ≤ EN and the net system bounded by assumption, all variables are bounded, therefore (11) corresponds to an integer polytope, thus proving the basis step. Inductive step: Assume that Y (m 0 , v) is an integer polytope. We want to prove that Y (m 0 , vt(α)) is an integer polytope for any observable transition t and any integer amount α.
Let us preliminary observe that, since Y (m 0 , v) is an integer polytope by assumption, vectorsm and˜ in (9) have integer entries. Moreover, by the second constraint of (9), it is σ u = −˜ . Moreover, let us observe that the set of constraints (9) can be rewritten as Fig. 2 . Layout of the automated manufacturing system in Section VII-A. Now, let
Since A is a unimodular matrix, based on the result in [36] recalled in the second item above, it follows that (12) is an integer polyhedron. Moreover, since x is bounded being˜ ≤ ≤ EN +˜ and the net system is bounded, (12) corresponds to an integer polytope. This concludes the proof.
There exist algorithms to check total unimodularity of a matrix in polynomial time [37] . Moreover, if the unobservable subnet is either a state machine or a marked graph this is always true [1] and the set of integer points of the set of consistent markings in the continuous net coincides with the set of consistent markings in the discrete one. Hence, the fault diagnosis approach presented in this paper guarantees to compute the same diagnosis state we obtain using a discrete approach.
VII. MANUFACTURING EXAMPLES
In this section, we apply the proposed approach to two manufacturing systems. In the first case, the unobservable subnet is cyclic, thus it can only be dealt in the continuous framework. In the second case, we consider a PN whose unobservable subnet is acyclic, thus it can also be dealt in the discrete case. A detailed comparison among the proposed approach and the approach in [19] is presented in terms of computational complexity, and it is shown that, as expected, the advantage of fluidization highly depends on the initial marking of the net. In more detail, it highly increases as the number of reachable markings increases.
A. Unobservable Subnet is Cyclic
We now apply the above approach to a classical automated manufacturing system whose layout is sketched in Fig. 2 and whose PN model is shown in Fig. 3 . Note that such an example has not been taken from the industrial world. However, it is recognized to be significant in the literature since slight variations of it have already been considered by Zhou and DiCesare [38] , by Basile et al. [39] and by Cabasino et al. [40] . Note however, that while in [38] - [40] the manufacturing system has been modeled as a discrete PN, we now consider the untimed CPN model resulting from the fluidization of the discrete model in [39] .
The plant consists of five machines (M1 to M5), four robots (R1 to R4), a finite capacity buffer B, two inputs of raw parts (I1 and I2) of type 1 and type 2, respectively, two automated guided vehicle (AGV) systems (AGV1 and AGV2), and finally two outputs (O1 and O2) for the processed parts. The plant produces two different types of products from two types of raw materials. An unlimited source of raw parts is assumed. It is supposed that there are 19 pallets for the first production line and 20 pallets for the second production line.
This net has m = 35 places and n = 24 transitions. The marking of place p 33 , the cobuffer, represents the number of free buffer slots, while the marking of places p 9 and p 19 represent, respectively, the number of type 1 and type 2 parts present in the buffer. Moreover, there exist 14 circuits.
As in [39] , we assume that the system is controlled with the addition of three monitor places (p 36 , p 37 , p 38 ) that impose the satisfaction of three generalized mutual exclusion constraints [41] , [42] 
We assume that transitions t 1 to t 12 correspond to observable events, while transitions ε 13 to ε 24 correspond to unobservable but regular events. In particular, we observe the introduction of parts in one of the two production lines (transitions t 1 and t 12 ), the introduction of parts in the buffer by R3 (transitions t 2 and t 3 ), all operations performed by robot R4 (transitions t 6 , t 7 , t 8 and t 9 ), the withdrawal of parts from one of the two production lines by robot R2 (transitions t 4 and t 10 ) and the output of parts in the AGV systems AGV1 and AGV2 (transitions t 5 and t 11 ).
Finally, we consider two different types of fault modeled by the unobservable transitions ε 25 and ε 26 . In particular, we assume T corresponds to a malfunctioning of robot R1 that moves one raw part of the second type to the first production line, so that it is processed by machine M2 instead of M4. The second kind of fault corresponds to a malfunctioning of robot R2 that moves one part of the first type, after it has been processed by machine M3, and sends it to AGV2 who directs it to the wrong output (O2 instead of O1). Note that using fluidization is a requirement here being the unobservable net cyclic (see, e.g., the cycles ε 13 p 3 ε 15 p 29 , ε 16 p 6 ε 18 p 25 , and so on). Now, let us assume that the word
is observed. The results of computations carried out on a PC Intel with a clock of 1.80 GHz are briefly summarized in Table I . In particular, here we shown: the number of vertices N v of the set Y (v, m 0 ) for all prefixes v of w, the time T v necessary to compute them, and the corresponding diagnosis states. The MATLAB software used for computation is available online [35] . Note that for simplicity of notation in Table I , we omitted the amount of firing of the observations, which are unitary in all cases. Let us also observe that the times to compute the diagnosis states, once the set of vertices is given, is omitted here because in all cases, it is practically negligible (less than 1 sec.).
Moreover, let us observe that in this case, as it occurs in general cases, the number of vertices is not related to the length of the observed word. What is happening here is that the time to compute the diagnosis state at a given observation increases when the number of vertices at the previous observation increases. This is a direct consequence of the algorithm used to compute them.
For the sake of brevity, we do not report all vertices. As an example, in Table II , we only summarize the set of vertices of Y (t 1 (1), m 0 ) that includes seven entries, namely e 1 to e 7 . In particular, these vertices correspond respectively, to the firing of the following unobservable sequences at the marking reached from m 0 firing t 1 for a unitary amount
Clearly, no fault occurrence may have been occurred when the observation is t 1 (1), thus the two diagnosis states are both equal to N .
The first uncertain state occurs after the observation of w = t 1 (1)t 1 (1)t 2 (1)t 12 (1) . This is consistent with the fact that there exist sequences, such as w = t 1 (1)t 1 (1)ε 13 (1)ε 15 (1)ε 17 (1)t 2 (1)t 12 (1)ε 25 (1) that are consistent with the observation and contain the fault transition ε 25 , but there also exist sequences consistent with the observation that do not contain it, such as
On the contrary, the diagnosis state relative to the first fault class is equal to F after the observation w = t 1 (1)t 1 (1)t 2 (1)t 12 (1)t 3 (1)t 12 (1)t 3 (1). The correctness of this is evident. In fact, given the initial marking, if t 1 has been observed for an amount 2, the total amount of firing of t 2 plus t 3 may be greater than 2 if and only if transition ε 25 has fired. Similar considerations can be repeated to explain the other diagnosis states.
B. Unobservable Subnet Is Acyclic
The second example we consider is voluntarily simple. It aims to show that, even in very simple examples with no unobservable cycle, it may happen that the discrete approach fails due to the exponential growth of the number of basis markings, and a fortiori of the number of reachable states, while the continuous approach reveals efficient due to a small number of vertices.
Let us consider the PN in Fig. 4 . It represents a part of a large manufacturing system consisting of several machines, robots and buffers. In particular, transitions t 1 and t 2 model two robots R 1 and R 2 , that take parts from two different buffers modeled by places p 1 and p 2 , respectively. The four parts taken by robot R 1 are packed in couples and placed on two different conveyor belts modeled respectively by places p 3 and p 4 , that follow two parallel lines at two different levels. In more detail, p 4 is located in the lowest level, while p 3 is in the highest level. The bottom part of the net models similar operations. Transitions t 3 and t 4 model, respectively, the output of parts from the conveyor belts modeled by p 3 and p 6 to a common buffer modeled by p 8 , while transition t 5 models the output of parts from the common buffer p 7 . To each part exiting p 7 and p 8 corresponds a new part entering p 1 and a new part entering p 2 , and the process repeats cyclically.
As usual, transitions t j , j = 1, . . . , 6, represent observable transitions, while transitions ε i , i = 7, . . . , 10 model silent transitions. In more detail, ε 7 and ε 8 represent regular events, while ε 9 and ε 10 model fault events, i.e., some breakage in the highest conveyor belts at the beginning of the two main production lines. Finally, we assume that the two fault transitions belong to two different fault classes, i.e., T 1 f = {ε 9 } and T 2 f = {ε 10 }. Our goal here is that of evaluating the effectiveness of fluidization with respect to fault diagnosis. To this aim, we apply to the above example both the discrete approach in [19] and the continuous approach proposed in this paper, and provide a comparison among them in terms of computational complexity.
The diagnosis approach in [19] is based on the notion of basis markings, that are a subset of the set of consistent markings. In particular, given an observed word w, a basis marking is a marking that has been reached firing w and all those unobservable Note that, as well as in the previous example, numerical simulations are carried out on a PC Intel with a clock of 1.80 GHz. Moreover, the discrete approach is implemented using the MATLAB tool in [43] .
Two different scenarios are considered in the discrete case. Tables III and IV, In particular, in the first case, fluidization assumes that ten discrete tokens correspond to a unit of fluid content in the CPN system, while in the second case, 40 discrete tokens are approximated by a unit of fluid content.
The resulting number of vertices N v of Y (w, m 0 ) and the time T v to compute them are shown in Table V where the last column also shows the diagnosis states for the two fault classes. As it can be observed, the diagnosis states computed in the continuous case are in accordance with the discrete ones.
The advantages in terms of computational complexity are quite negligible in the case of the first discrete scenario, while they become evident in the case of the second scenario. Such advantages become even more significant if we consider the same discrete PN system with an even larger number of reachable states, e.g., the one obtained multiplying m 0 by 50. In particular, in such a case, the simulation does not end after one day.
Summarizing, we conclude that the advantages of fluidization depend on the considered net system, and in general, there is no a priori relationship among the number of vertices of the set Y (w, m 0 ) and the number of basis markings. This depends on the structure of the unobservable subnet, on the initial marking and on the observed word. Nevertheless, as intuitive, major advantages are in general obtained when the number of reachable markings in the discrete case is large.
VIII. CONCLUSION
In this paper, we investigated the effect of fluidization of PNs with respect to fault diagnosis. In particular, the focus is on untimed CPNs. Two are the main conclusions of such research.
The first one is that fluidization allows to relax the assumption, common to all the discrete-event system diagnosis approaches, that there exist no cycle of unobservable transitions.
The second one is that there may exist cases where fluidization leads to significant advantages in terms of computational complexity, enabling us to also perform diagnosis on systems whose number of reachable states is so large that discrete approaches are not applicable in practice. A very simple case of this is given in the paper.
In the next future, we plan to study the problem of diagnosability of untimed CPNs, i.e., determine some criteria to establish a priori if fault occurrences can be reconstructed after a finite amount of observations. 
