We use a direct simulation Monte Carlo (DSMC) 
Introduction
Micro-and nanochannels are widely encountered in microelectromechanical systems ͑MEMS͒. To enhance the design and performance of such systems, it is necessary to achieve a deeper understanding of their flow and heat transfer behaviors. The gas rarefaction is a main parameter to evaluate these systems provided that the Knudsen number is sufficiently large. In such conditions, the solutions are to be established based on the kinetic principles such as those in treating the Boltzmann equation. The nonequilibrium gas flow problems need the numerical treatments of the Boltzmann equation. However, the complexity of the Boltzmann equation promotes the use of alternative methods such as the direct simulation Monte Carlo ͑DSMC͒. DSMC is one of the most successful particle simulation methods and is widely used in analyzing rarefied gas flows ͓1͔.
The application of DSMC for solving the rarefied micro/ nanoflows was primarily focused on high speed flows ͓2͔. The extension of DSMC to low speed micro/nanoflow applications requires specific boundary condition considerations at the inlet/ outlet sections. For example, Liou and Fang ͓3͔ used the characteristics theory to specify the back pressure condition. They simulated flow in microchannels with suitable accuracy. Wang and Li ͓4͔ provided further improvement in applying inlet boundary conditions in low speed flow treatment via considering the effect of inlet pressure on the velocity field right at the channel inlet. Using this idea, Le et al. ͓5͔ studied the flow and heat transfer behavior in microchannels with parallel and series arrangements. Chong ͓6͔ also studied the choked subsonic flow in microscales. He reported that the sonic region would appear only near the midchannel. The current workers simulated channels with different flow regimes and discussed different possible choices to simulate the choked flow in micro/nanoscale channels ͓7͔.
The objective of this work is to provide a deeper understanding of subsonic flow and heat transfer behaviors in micro/nanoscale channels. The current work provides two important contributions to micro/nanoscale flow study. First, we study the effects of gas heating or cooling on the flow behavior in subsonic regimes. Second, we elaborate the choked subsonic flow more deeply and emphasize the importance of inserting a buffer zone at the channel outlet. We compare our DSMC mass flow rate magnitude, pressure distribution, and velocity profile with different analytical derivations. We consider both mono-atomic ͑helium͒ and diatomic ͑nitrogen͒ gases and discuss the differences in their behaviors. Generally, our investigation shows that the past references have neither deeply investigated the physics of flow under various heat flux boundary conditions nor practically considered the correct treatment of outlet boundary conditions in simulating the choked subsonic flow ͓2-6͔. These topics are properly addressed in this paper.
The DSMC Method
DSMC is a numerical tool to solve the Boltzmann equation based on direct statistical simulation of the molecular processes described by the kinetic theory ͓1͔. It is considered as a particle method in which particle represents a large bulk of real gas molecules. The primary principle of DSMC is to decouple the motion and collision of particles during one time step. The implementation of DSMC needs breaking down the computational domain into a collection of grid cells. The cells are divided into subcells in each direction. The subcells are then utilized to facilitate the selection of collision pairs. After fulfilling all molecular movements, the collisions between molecules are simulated in each cell separately. In the current study, variable hard sphere collision model is used and the collision pair is chosen based on the no time counter method ͓1͔.
Following Wang and Li ͓4͔, we use the 1D characteristics theory to apply inlet/outlet pressure boundary conditions. The channel walls are treated as diffuse reflectors using the full thermal accommodation coefficient, see Ref. ͓8͔ . The details of boundary condition implementation can be found in Ref. ͓7͔. Table 1 provides a summary of the current investigated test cases. Cases 1-5 study the effects of heat transfer on the flow field behavior in subsonic regime. Cases 6-8 study the choked subsonic flow behavior for mono-atomic and diatomic gases. We consider 10% of the wall at the channel inlet as a specular reflector.
Results and Discussion
Our experience has shown that this consideration would provide more realistic conditions at the real channel inlet in micro/ nanoflow treatments ͓9-11͔. Figure 1 shows the geometry of channel schematically. Considering a symmetric flow, we only study onehalf of the domain. The computational domain consists of two rectangles: the main channel and the buffer zone. To achieve cell independent solutions, we simulate nitrogen flow in a channel with AR =5, PR = 2.5, and Kn in = 0.055 using three different grid resolutions. Figure 2͑a͒ shows the pressure distributions for Grid 1 ͑50ϫ 30͒, Grid 2 ͑100ϫ 60͒, and Grid 3 ͑150ϫ 90͒ in a channel with no buffer zone. A finer grid resembles that the preceding coarse cell was divided into 2 ϫ 2 subcells. The solutions are compared with the first-order analytical Navier-Stokes ͑NS͒ solution ͓12͔ and DSMC ͓3͔. Figure 2͑b͒ presents the current pressure deviations from the linear pressure distribution. It is observed that Grids 2 and 3 provide similar pressure deviations. Therefore, we continue our study using Grid 2. Our study shows that Grid 2 is also accurate for choked flow simulation because the choking PR along the channel is not that high. As seen in Table 1 , the highest PR is 5.69 for Case 6. 
Grid Study.

DSMC Validation.
We set 20-25 molecules in each cell at time zero. Since the gas temperature is relatively low for the chosen cases, the vibrational energy is not taken into account for the diatomic nitrogen molecules ͓1͔. The values of mass flow rate at the inlet and outlet were monitored until achieving negligible differences between two consequent time steps. After that, we continued the computations to suppress the inherent DSMC statistical fluctuations. To validate the current mass flow rate, we observe that the past experiments in microchannels have mostly focused on long channels having low speed isothermal flows. Since our study is limited to relatively short channels, we compare our results with the DSMC and numerical NS solutions of Cai et al. ͓13͔ and the analytical NS solution of Arkilic et al. ͓12͔ . Table  2 provides the details of comparisons for a gas ͑oxygen͒ flow in a channel with PR = 2.5 and AR = 28.30. As seen in this table, there are good agreements among them.
Subsonic Flow With Heat Transfer, Cases 1-5.
In this section, we study subsonic helium flow in a channel subject to constant wall temperature and constant/variable wall heat flux boundary conditions. Our literature survey shows that the past investigations have mostly focused on constant wall temperature study ͓5,14͔.
Wall Thermal Boundary Condition Study.
The details of Cases 1-5 are provided in Table 1 . The table also provides the DSMC and the analytical Reynolds number magnitudes defined as Re in = uh / = Q / and Re in = ͱ ␥ / 2M in / Kn in , respectively. As seen, there are close agreements between the DSMC prediction and the analytical solution. Figure 3 shows the distributions of wall heat flux per unit width ͑positive from the wall to the fluid͒ for Cases 2 and 5. For Case 2, the heat flux is calculated from
where ͚ is the sum of the averaged molecular energies, A is the area, ⌬t is the interaction time, and i and r stand for the incidence and reflected molecules, respectively. Figure 3 shows that the gas is heated in Case 2 because the wall temperature is higher than that of the main flow. The rate of heat transfer decreases in the downstream of the channel and it almost vanishes near the exit. In Cases 3-5, we examine the specified heat flux ͑SHF͒ boundary condition at the wall, as suggested by Wang et al. ͓15͔. They developed an inverse temperature sampling technique, which benefits from calculating the wall temperature from the SHF at the wall. To simulate SHF in DSMC, we use
where ⌬ = q w / ͑␣AN imp ⌬t͒ is the average energy transferred to the wall, rot is the number of rotational degrees of freedom, and N imp is the number of molecules impinging the surface. Hence, the wall temperature is calculated from
We use Eq. ͑3͒ to find the temperature at the surface. Cases 4 and 5 are modeled using variable ⌬ distributions. In Case 3 with ⌬ = 0, the total energy of incident molecules would be carried out by the reflected molecules. Figure 4 shows the centerline pressure distributions for Cases 1-3 and compares them with the first-͓12͔ and second-order ͓16͔ NS analytical solutions. Good agreement is observed between Cases 1 and 3, while Case 2 shows slight deviations from them. This can be attributed to gas heating status, which causes more serious density variation and compressibility effect. As is known, the compressibility makes the pressure distribution more nonlinear. Indeed, the analytical pressure distributions are derived assuming low Reynolds number ͑ReϽ O͑1͒͒ isothermal flow in long microchannels, where the ratio of inertial terms ͑I͒ to diffusion terms ͑D͒, i.e., I / D Ϸ Re͑h / L͒⌬P / P in , is negligible. However, the current channel aspect ratio is small and the Reynolds number is O͑10͒. Therefore, the inertial to diffusion ratio is not negligible. This justifies the difference between the DSMC and the analytical solutions, specifically for Case 2, with gas flow heating condition. Figure 5 shows the distributions of centerline and wall temperatures and centerline Mach number for Cases 1-5. If the wall temperature is equal to the inlet flow temperature, i.e., Case 1, gas heating becomes negligible in most of the channel length. Therefore, we expect to observe close agreement between Cases 1 and 3. For a higher wall temperature, i.e., Case 2, the centerline temperature increases initially, reaches to a maximum of 330 K around X / L = 0.6, and starts decaying as soon as the wall heat flux vanishes ͑see Fig. 3͒ . The expansion at the channel outlet reduces the temperature more rapidly. Meanwhile, the flow temperature adjacent to the wall increases to a value close to the wall temperature. The temperature distribution behaves differently for Case 1. The centerline temperature remains constant and equal to the inlet temperature up to the expansion near the outlet, where a rapid decrease occurs. The heat flux distribution applied to Case 5 causes a wall temperature drop from 300 K to 250 K along the channel. The behavior of temperature field in Case 4 shows a semilinear decrease in centerline temperature. Alternatively, its wall temperature rapidly drops from the inlet temperature to 150 K, followed by a semilinear decrease until reaching the channel exit. Vakilipour and Darbandi ͓10͔ simulated low-speed flow in microchannels using SHF boundary conditions. Their simulations showed linear increase in either wall or centerline temperatures under positive wall heat flux condition. Contrary to the simulations in Ref. ͓10͔, all the simulated cases are compressible in this study. Since the flow speed near the wall is relatively low, we observe a linear decrease in wall temperature due to a negative heat flux. The centerline temperature performs slight nonlinearity, which is due to the effects of compressibility at the midchannel. Figure 5͑c͒ shows the centerline Mach number in the channel. The maximum M in belongs to Case 4 and the minimum to Case 2. Considering a fixed inlet temperature for all cases, it is concluded that gas cooling increases the velocity and mass flow rate. Figure  6 shows the Mach number and temperature maps for Case 4. The variation in the Mach number is finite in this condition. The temperature map shows a rapid decrease in temperature until the midchannel, while the reduction in the temperature is less pronounced in the second half. 
Results and Discussion.
Mass
where
, is the viscosity coefficient, and R is the gas constant. The derivations of Eqs. ͑4͒-͑6͒ are subject to assumptions such as isothermal-low Mach number flow and long channel with locally fully developed condition. Table 3 presents the DSMC mass flow rates for Cases 1 and 2 and compares them with the analytical solutions. Evidently, the analytical solutions are not applicable to other simulated cases such as Cases 4 and 5, which are not isothermal. There are good agreements between the current DSMC results and Eqs. ͑4͒ and ͑6͒. Equation ͑5͒ predicts higher mass flow rate than the two other expressions. The analytical NS solutions given by Eqs. ͑4͒-͑6͒ confirm that the increase in flow temperature reduces the mass flow rate because the temperature appears in the denominator. The equation of state indicates that the increase in temperature for a given pressure ratio leads to a reduction in density. Therefore, it is expected that the mass flow rate decreases as the inlet temperature increases.
Choked Subsonic Flow.
In this section, we study the choked subsonic flow and evaluate the effect of specifying back pressure at the real outlet and at the outer region of a buffer zone. Fig.  1 , the chosen buffer zone sizes are 0.2L and 1.33h. It is important to note that the use of buffer zone is to capture the choked condition at the channel exit precisely. Figure 7 shows the Mach number maps for Case 6. Enforcing a back pressure, i.e., P b = 6.73 kPa, much lower than the choking pressure, i.e., P e = 17.5 kPa, at the real channel outlet, it leads to incorrect velocity or Mach number estimations at the outlet. In fact, it predicts a nonphysical supersonic flow with M e = 1.15. If the pressure is specified right at the real channel outlet, two types of error appear in the solution. First, due to applying the back pressure via characteristics theory ͓4͔, the exit pressure directly influences the velocity of the molecules adjacent to the outlet boundary and the thermodynamic properties of the cells located near the outlet. Once choking occurs, the exit pressure does not drop anymore and consequently, applying a back pressure less than the choking pressure right at the channel outlet results in a nonphysical prediction of the flow field. Second, from the molecular gas dynamics point of view, we consider a Maxwellian distribution for velocity and number density of molecules that enter from the inlet and outlet boundaries to the solution domain. As the exit Mach number increases, the gradient of flow parameters increases at the channel outlet; hence, the flow parameter distributions may not exactly follow the Maxwellian distribution. There are different equilibrium breakdown parameters. One is local Knudsen number based on the gradients local length ͑GLL͒ of properties and is defined as Kn GLL, = ͑ / ͉͒d / dl͉, where is an arbitarary flow parameter and Kn GLL =max͑Kn GLL, Kn GLL,V ,Kn GLL,T ͒. The other one is the B parameter, which is considered as the maximum value of the shear stress and heat flux magnitudes, i.e., B =max͉͑q i ‫ء‬ ͉ , ͉ ij ‫ء‬ ͉͒,
Role of Buffer Zone on the DSMC Solution. Back to
Indeed, the equilibrium breakdown occurs when Kn GLL Ͼ 0.05 ͓19͔. Garcia and Aldert ͓20͔ indicated that the validity of Chapman-Enskog distribution fails if B = 0.1. Figure 7͑c͒ shows contours of B in the channel. Although the variation in this parameter is small up to X / L = 0.45, it starts exceeding 0.1 near the wall from this point. In general, the equilibrium breakdown is due to sharp property gradients and rarefaction. We observe both of these, i.e., high flow parameter gradients and low density near the wall close to the channel outlet. It is concluded that the subsonic choked flow is highly nonequilibrium especially near the outlet region.
To study the role of the buffer zone on the solution, we compute Kn GLL, in the channel with and without buffer zones for Case 7. As shown in Fig. 8 , Kn GLL, shows nonoscillatory variations for the case with a buffer zone. Meanwhile, the case without buffer zone shows a wavy behavior. Kn GLL, exceeds the limiting value of 0.05 as it approaches the channel outlet. Our study shows that the number of incoming molecules from the outlet is relatively low in comparison with the actual number of molecules in the domain. Therefore, using Maxwellian distribution for the incoming molecules at the channel outlet does not considerably disturb the solution. In fact, the characteristic-based implementation of back pressure right at the outlet enforces a very low back pressure there, which is nonphysical. Consequently, the magnitudes of velocity, temperature, and density of the cells adjacent to the outlet become incorrect. To implement the physics of flow properly, we apply the back pressure right at the outer region of the buffer zone. Therefore, the solution is permitted to be adjusted freely at the real outlet. This can help to obtain a reasonable Mach number ͑M=1͒ at the outlet.
In order to evaluate our choked flow solution, we use an analytical solution to calculate the outlet pressure for nonisothermal flows ͓21͔ as follows: Table 4 compares our DSMC exit pressure with the one derived from Eq. ͑7͒ for Cases 6-8. As seen, the analytical calculations predict the choked exit pressure suitably. Figure 9 shows the centerline temperature and Mach number distributions for Cases 6-8. For Case 6, there is an increase in the first half of the channel followed by a gas cooling in the second half. This is due to strong expansion occurring at the channel outlet. Figure  9͑a͒ shows that helium ͑Case 8͒ experiences more cooling and rarefaction than nitrogen ͑Case 7͒ for the same Kn in and PR. Figure 9͑b͒ shows that the helium Mach number is lower than that of nitrogen along the channel. Consistent with the results shown in Fig. 5͑c͒ , a hotter condition results in a lower Mach number along the channel. Figure 10 shows temperature profiles at six axial sections for Case 7. It is observed that the temperature field behaves in a complicated manner due to the mixed effects of rarefaction, wall heat transfer, thermal boundary layer development, and rapid conversion of the internal energy to a kinetic one. There is a slight heat transfer between the wall and its adjacent gas molecules close to the inlet section; therefore, we observe small temperature increase near the wall. This is followed by temperature decrease due to flow acceleration. Since the acceleration is more pronounced at the channel centerline, the temperature reduces there more rapidly. The figure shows different characteristics of mean flow and thermal boundary layer. It is observed that the thermal layer has influenced into most of the channel height at X / L = 0.6. Table 5 presents the DSMC mass flow rates for Cases 6-8 and compares them with the analytical solutions, i.e., Eqs. ͑4͒-͑6͒. We considered a choking pressure ratio along the channel instead of a real pressure ratio to calculate the analytical mass flow rates. It is observed that the analytical solutions fully underestimate the real mass flow rate in choked flow conditions. This point is expected because the underlying assumptions on which these solutions are derived are invalid here. A locally fully developed flow condition states that the pressure and density are uniform in any cross section, and the convection term is much smaller than the diffusion term in the momentum equation. As shown in Fig. 9 , there are large gradients in the Mach number and temperature near the channel outlet. It was already shown that the rarefied flow permits more mass flow rate than the continuum one ͓12,17͔. The current results are in contrast with the results reported by Chong ͓6͔. His DSMC simulation showed lower mass flow rates than the NS analytical solutions ͓17͔.
Temperature and Mach Number Distributions.
Mass Flow Rate.
Chong employed the applied pressure ratios along the channel in Eq. ͑4͒. However, we show that the applied pressure ratio may not be achieved in real physics because the channel pressure ratio does not drop anymore once the flow is choked in the channel, see Table 1 . Figure 11 shows the normalized velocity profiles of the DSMC and analytical solutions of Karniadakis et al. ͓16͔ at three different axial locations for Case 8. We use the average velocity from DSMC and analytical solutions to normalize each velocity profile. Figure 11 shows that the maximum normalized velocity for the DSMC is always lower than that of the analytical solution. As shown in Table 6 , this is due to a higher average velocity of the DSMC simulations and its usage to normalize the DSMC velocity profile. The mean velocities in Table 6 show that the average velocity in simulation is approximately 37-40% more than the analytical predictions at the chosen locations. This difference can be attributed to a greater pressure gradient under choked condition. As seen in Fig. 11 , the slip velocities are higher than those of the analytical predictions. This was similarly observed for Cases 6 and 7.
Velocity Distribution.
3.5 DSMC Versus the Analytical Solutions. Up to here, we presented a few analytical solutions to show how accurate they are if they are used to calculate subsonic micro/nanochannel flows. As is known, the rarefaction and compressibility cause the microfluid behaviors to be different from those in macroscale study. The analytical solutions provided in this work are for standard hydrodynamic flows. There are many rarefaction effects which cannot be reproduced in classical hydrodynamics, including bimodal temperature profiles, nonconstant pressure profiles across the channel, and many more, see Ref. continuum-based equations, such as the regularized 13 ͑R13͒ moment ͓23,24͔, were extended to reveal more unique aspects of microflows. Meanwhile, most of these latter equations are subject to some restrictions such as stability, difficulty in finding appropriate boundary conditions, and limitation to mono-atomic gases ͓23͔. To benefit from both continuum-based equations and DSMC, the current authors are willing to extend their NS solver ͓25,26͔ to higher-order continuum equations and develop a hybrid continuum-DSMC solver.
Conclusion
We used DSMC to simulate subsonic flow with and without choking in micro/nanoscale channels subject to different thermal wall boundary conditions. It was observed that gas heating would increase the compressibility effects in the channel and would augment the nonlinearity in axial pressure distribution. For a specified pressure ratio along the channel, gas cooling causes an increase in mass flow rate. Alternatively, a negative heat flux wall boundary condition yields a linear decrease in centerline and wall temperatures in low compressible flows. To derive more realistic solutions in the case of the choked flow, it was suggested to implement the back pressure at the outer region of a buffer zone. Applying a nonphysical pressure just at the channel exit would result in incorrect velocity predictions for the molecules adjacent to the channel exit and incorrect thermodynamic properties of the cells located there. This consequently would lead to a wrong Mach number prediction at the exit. The DSMC mass flow rate and velocity profile were compared with the analytical Navier-Stokes solutions. It was concluded that the rarefaction and high compressibility of the choked flow would deteriorate the analytical predictions in short channels.
Nomenclature
AR ϭ aspect ratio ͑L / h͒ h ϭ channel height ͑m͒ k ϭ Boltzmann constant ͑N m/K͒ Kn ϭ Knudsen number ͑Kn= / h͒ L ϭ channel length ͑m͒ M ϭ Mach number P ϭ pressure ͑Pa͒ PR ϭ pressure ratio Q ϭ mass flow rate per length ͑kg/ms͒ T ϭ temperature ͑K͒ V ϭ velocity ͑m/s͒
Greek Symbols
␣ ϭ thermal accommodation coefficient ϭ thermal conductivity ͑W/m K͒ ␥ ϭ specific heat ratio ϭ mean free path ͑m͒ ϭ density ͑kg/ m 3 ͒ ϭ shear stress ͑kg/ m s 2 ͒ Subscripts, Superscripts, and Accents E ϭ exit in ϭ inlet i , j ϭ cell indices in x and y directions o ϭ outlet tr ϭ translational energy w ϭ wall Ϫ ϭ averaged 
