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Introduzione: computabilità,
ricorsività, decidibilità
0.1 Computabilità e algoritmi
La teoria della computabilità, sorta in pochi anni intorno al 1930, rap-
presenta una delle più signicative acquisizioni intellettuali di tutto il XX
secolo, e non solo perché costituisce la base teorica dell'informatica ed una
teoria generale del computer, sorta prima ancora che se ne intravedesse la
possibilità di realizzazione tecnologica, che, anzi, ne è stata pregurata: que-
sta teoria costituisce al tempo stesso una sistemazione matematica del tutto
soddisfacente, anche nei limiti attuali, dell'idea, per secoli usata senza ap-
profondimento e con varie accezioni, dai matematici, di algoritmo e una de-
scrizione di una parte signicativa, se non completa, dei procedimenti mentali
razionali, potendo così dare un notevole contributo alle discussioni losoche
sulla natura della mente umana e della razionalità.
Nel séguito, sebbene il termine non sia sempre usato in questa accezione,
useremo computabile come termine non denito rigorosamente, per indicare,
con riferimento a funzioni, la possibilità di calcolarne i valori con un proce-
dimento sistematico, che accetta in entrata qualunque numero o k-upla di
numeri argomento della funzione (input). Il procedimento stesso sarà com-
pletamente descritto in modo da non lasciare alcuna incertezza sull'esecuzione
dei passi di cui consiste e terminerà sempre dopo un numero nito di essi for-
nendo come risultato (output) il valore della funzione corrispondente all'ar-
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gomento dato. Ancora, la discussione sarà limitata alle funzioni aritmetiche
ovunque denite di k argomenti (k-arie), cioè alle funzioni f : Nk  ! N:
una teoria soddisfacente per le funzioni di variabile reale ancora non esiste.
Come però si è detto, questa nozione permette di unicare (sempre nel-
l'àmbito aritmetico) le nozioni apparentemente varie di algoritmo, che inter-
vengono in almeno tre tipi distinti di problemi:
Algoritmi
8>>>>>>><>>>>>>>:
di calcolo per funzioni = computabilità vera e propria
di decisione per relazioni = computabilità
di funzioni caratteristiche
di generazione di valori = enumerazione di valori
di una funzione
Ai primi due tipi di algoritmi si richiede che terminino in un numero
nito di passi, dando risposta un numero o, rispettivamente, un SI o un
NO (generalmente sostituiti dai numeri 0 e 1) una volta fornito un input ;
non così al terzo tipo, che non ha input, e può procedere indenitamente,
producendo via via tutti i numeri richiesti in output.
A questi vari concetti vaghi (algoritmo, computabilità, decidibilità, enu-
merabilità,. . . ) si può, come vedremo, sostituire un unico costrutto matema-
tico (aritmetico): quello di funzioni (o relazioni) aritmetiche ricorsive. Anche
quando verranno usati i termini precedenti in contesto matematico, il loro
signicato preciso sarà legato alla ricorsività.
0.2 Computabilità e logica matematica
L'intuizione che permette di ottenere grandi risultati nello studio del
ragionamento matematico è che
i procedimenti dimostrativi si possono descrivere come passaggi di calcolo.
Si può sfruttare questa intuizione per mezzo di una codica in termini arit-
metici delle formule della logica predicativa e dei relativi procedimenti di-
mostrativi: se attualmente questo procedimento può sembrare naturale, data
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la nostra familiarità con la digitalizzazione insita nell'uso del calcolatore, il
suo uso sistematico ha permesso ben prima di scoprire risultati inaspettati
ed estremamente profondi e produttivi: in onore di chi la introdusse sistema-
ticamente e la seppe sfruttare in modo eccezionale in logica, il matematico
e logico K. Gödel, essa è ora nota come gödelizzazione. Essa può essere
descritta in molte maniere, ma il suo scopo essenziale è quello di trasformare
enti e concetti logici in aritmetici, permettendo l'applicazione della teoria del-
la computabilità. I principali risultati ottenuti sono negativi, come del resto
molti altri risultati fondamentali della matematica del XX secolo. Citiamo
per primi i famosi teoremi di incompletezza, che stabiliscono l'impossibilità
di assiomatizzare coerentemente parti fondamentali della matematica. Per
lo meno, non è possibile farlo in maniera eettiva all'incirca, in modo da
potere riconoscere con un algoritmo se un certo enunciato è o no un as-
sioma: questa ragionevolissima richiesta è sostanzialmente incompatibile con
la possibilità di provare formalmente certi enunciati, anche se per altre vie si
potesse essere certi che alcuni di essi sono veri (ma cosa signica in matem-
atica `verità' in assenza di dimostrazione?). Questi risultati riguardano anzi-
tutto l'aritmetica e la teoria degli insiemi, intese come teorie formalizzate nel
quadro della logica del I ordine: esse sono teorie fondamentali per l'intera
matematica, dato che esse, o almeno una piccola parte di esse, servono da
metalinguaggio per questa logica, normalmente intesa come la logica privile-
giata per la formalizzazione. Mentre la prima è fondamentale per lo studio
di tutte le strutture numeriche, la seconda funge, almeno attualmente, da
`teoria quadro' dell'intera matematica. Di qui l'interesse non solo tecnico,
ma anche losoco (per i fondamenti della matematica) e più generalmente
culturale di questi risultati.
Non è però impossibile che singole teorie di interesse matematico siano
complete, cioè che risulti possibile per ogni enunciato in esse formulato
trovare una sua dimostrazione o una sua refutazione, cioè una prova del-
la sua negazione. Anzi, alcune versioni deboli (`frammenti') della stessa
aritmetica sono complete, ma per difetto: il linguaggio usato risulta tan-
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to povero da non poter descrivere che pochi insiemi di interesse matematico.
Questo nonostante il fatto che possano sembrare a prima vista equivalenti
alle versioni `forti' corrispondenti. Vi sono però anche esempi di teorie si-
gnicative che sono complete, ad esempio quella di R come campo ordinato
completo, o quella di Q come insieme totalmente ordinato, con ordine denso
senza primo od ultimo elemento per maggiori dettagli e precisazioni, vedi
[Marcja-Toalori 1998].
Altri risultati assai importanti, più legati alla logica matematica, sono
relativi alla indecibilità, alla impossibilità cioè di avere un algoritmo siste-
matico di decisione per la proprietà di essere dimostrabile, di essere unn
teorema di una certa teoria: paradossalmente, in teorie fondamentali non
esiste una procedura per decidere se un certo enunciato è o no un teorema,
è o no dimostrabile, mentre esiste una procedura di enumerazione di tutti e
soli i teoremi: in termini di macchine (vedi il capitolo 1), mentre esiste una
macchina che sforna tutti e soli i teoremi, non ne esiste una che possa sempre
decidere se un certo enunciato verrà o no prodotto dalla prima. . .
Risultati di questo genere non riguardano la sola matematica: mentre si
possono derivare tutte le verità logiche (teorema di completezza di Gödel),
non è possibile decidere in generale se un certo enunciato è o no logica-
mente valido. Questo è un indizio della limitazione inerente alla logica pred-
icativa: addirittura ma questo esula dalla presente trattazione se una
teoria del I ordine ha modelli inniti, ne ha di qualunque cardinalità in-
nita, il che preclude ogni possibilità che una teoria signicativa possa da
sola provare l'unicità a meno di isomorsmi dei suoi modelli (teoremi di
Löwenheim-Skolem).
Tutti questi risultati possono indicare che, mentre la logica predicativa
non può fornire da sola un fondamento per l'intera matematica, permette
però di studiare molte proprietà assai profonde delle teorie così formalizzate:
esse dunque, come spesso è stato ripetuto da molti matematici, sono senz'al-
tro un mezzo di analisi (e anche di invenzione) delle tecniche matematiche, ma
la formalizzazione non può sostituire la creatività in quest'àmbito specico.
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Per contro, la matematica può fornire la base per molta investigazione logica,
tramite la quale è possibile ritrovare nuovi risultati matematicamente rile-
vanti. A questo proposito, è utile un cenno alla possibilità di provare risultati
signicativi, indimostrabili nella logica del I ordine, costruendo logiche non
strettamente nitistiche, con l'ausilio di nozioni matematiche non (completa-
mente) elementari; un risultato pionieristico in questa direzione fu quello di
G.Gentzen, che provò la consistenza dell'aritmetica nel quadro di una logi-
ca `innitaria' che fa uso dei numeri ordinali transniti. Un cenno a questo
è in 6.4.
0.3 Avvertenze al testo
Una precisa comprensione del testo presuppone una certa conoscenza della
logica matematica di base (logica dei predicati, o del primo ordine, compren-
siva della logica proposizionale); l'appendice non è certamente suciente e
serve soltanto a ssare alcuni simboli e convenzioni, richiamando alcuni teo-
remi e rimandando, come nel resto del testo, a diversi manuali della materia.
Si consiglia tuttavia di leggerla per prima, per ssare la terminologia e i
simboli usati, e per i necessari rimandi di approfondimento.
Un'altra appendice riunisce brevi cenni e osservazioni utili su altri risultati
elementari a volte impiegati: sui connettivi (tavole di verità), sugli insiemi,
sull'aritmetica e l'algebra. Mentre per il primo caso si rinvia naturalente a
manuali di logica, per la teoria degli insiemi si rinvia ad [Halmos 1980]. Per
l'aritmetica e l'algebra non sono citati manuali specici, data l'elementarità
dei risultati necessari. A volte si segnala un uso dei termini diorme dal con-
sueto in altri campi della matematica. Se non si comprende un simbolo, una
espressione o una osservazione, se si riscontra un uso diverso dal conosciuto
di essi, può risultare utile consultare queste brevi note, per il resto in molti
casi superue (o pedanti).
Come in altri manuali, anche avanzati, molte dimostrazioni sono accen-
nate (o si rimanda ad altri testi): specie se queste sono più veriche di natura
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tecnica, spesso di routine, che vere e proprie dimostrazioni. Ciò non toglie
che in molti casi esse si rivelino assai impegnative: il loro studio è un im-
portante approfondimento, ma in prima battuta è forse consigliabile cogliere
la struttura dell'argomentazione, più che molti dettagli ingegnosi che però
rischiano di essere fuorvianti per i non esperti.
Con pochissime eccezioni, gli esercizi riguardano aspetti marginali e non
sono indispensabili per la comprensione del séguito: tuttavia dovrebbero
essere utili per familiarizzarsi con le denizioni e i teoremi a cui si riferiscono.
In un qualsiasi testo, è quasi inevitabile che restino imperfezioni, dal
semplice refuso, all'espressione non chiara e al vero e proprio errore: sarò




1.1 Macchine di Turing
L'idea intuitiva di funzione eettivamente computabile ha una prima
denizione rigorosa in quella di (funzione computabile mediante una speci-
ca) macchina di Turing [Turing 1937]. Nonostante la denominazione, dovuta
del resto a A. Turing stesso, si tratta di una struttura astratta: ma de-
scriviamola anzitutto in qualche dettaglio. Per una descrizione leggermente
diversa ma più particolareggiata, vedi però [Mendelson 1972, 5.2].
Una macchina di Turing T consta di:
 una unità di input/output che si può idealizzare come un nastro esten-
dibile indenitamente nelle due direzioni, suddiviso in celle (si può
pensare che siano marcate con numeri interi): esso funge anche da
memoria1 per i passaggi intermedi del calcolo;
 una scatola nera di cui non interessa (non viene specicato) il funziona-
mento interno potrebbe essere il cervello umano o una macchina
che legge l'input sul nastro, lo elabora e inne trascrive, sempre sul
1Il fatto che il nastro sia indenitamente estendibile dice che non vi sono limitazioni di
memoria (così come di tempo) per l'elaborazione: dunque, nonostante la loro estrema sem-
plicità le macchine di Turing universali (vedi osservazioni 1.1.1, n.3) sono una idealizzazione
del PC.
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nastro, l'output ; essa può assumere soltanto un numero nito di con-
gurazioni interne (stati) s0; s1; : : : ; sn, ed eseguire un programma che
costituisce la tabella di macchina di T;
 una testina di lettura che permette alla scatola nera di interagire col na-
stro, leggendo i contenuti delle celle e riscrivendoli: i simboli ammissibili
costituiscono il linguaggio macchina di T.
Descriviamo ora i due linguaggi usati da T, quello di macchina e quello
di tabella.
 Nel linguaggio macchina vengono scritti sul nastro l'input, i passaggi
intermedi e l'output. Più specicamente, supponiamo che sia dato in
input un numero naturale (o una k-upla di numeri naturali) e l'output
sia il valore di una certa funzione da calcolare. Ci serviremo di questo
per denire con precisione cosa si intende per funzione esplicitamente
calcolabile, ma tramite una opportuna codica si vede come si può
tradurre l'idea generale di un procedimento eettivo su simboli di testi
o altro: un articio semplice per ottenere ciò è esposto in [Penrose 1992]
(vedi sempre osservazioni 1.1.1, n.3).
Dunque, questo linguaggio è costituito da un numero nito di simboli,
che si possono ridurre a uno soltanto (usiamo la sbarra |); in realtà è
indispensabile il carattere vuoto (blank), o spazio di separazione: lo
indichiamo con t. In ogni cella si può trovare di volta in volta un solo
simbolo; ad ogni passo di calcolo, solo un numero nito di celle risulta
occupato da |. Useremo le macchine per calcolare funzioni, anche se si
potrebbero codicare con lo stesso alfabeto molti altri simboli, oltre ai
numerali.
 Il linguaggio di tabella descrive il `programma' eseguito dalla macchina:
esso consiste di istruzioni e si può semplicare ammettendo che, con
la scatola nera in un certo stato sa la testina legga, sulla sola cella del
nastro su cui si trova, il singolo simbolo trovato (| oppure t): esso può
essere lasciato o riscritto, con eventuale passaggio della scatola nera a
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un nuovo stato interno sb, dopo di che la macchina compie una delle
seguenti azioni:
 fa scorrere il nastro di una cella verso sinistra sul nastro (comando
L), oppure
 verso destra (comando R), oppure
 si arresta (comando STOP).
L'alfabeto di tabella comprende allora:
 i simboli del linguaggio macchina per lettura e scrittura;
 i simboli per gli stati;
 i simboli per le azioni L, R, STOP
Le istruzioni del programma hanno quindi la forma
sa lettura sb scrittura azione
L'insieme (nito) delle istruzioni costituisce la tabella di T. La richiesta
che il calcolo sia impostato in maniera deterministica (l'esecutore non
ha libertà di scelta) si traduce nella funzionalità della tabella rispetto
alla prima coppia di argomenti : data una coppia iniziale stato-lettura,
vi è una sola riga della tabella che inizia con essa e quindi può venir
eseguita.
Osservazioni 1.1.1. 1. La codica dei numeri naturali con | si ispira al
preistorico sistema a tacche (o unario): tante tacche quante sono le
unità da rappresentare; per includere in questo sistema anche lo zero
lo si modica, ponendo2 0 := j, 1 := jj; in generale n si rappresenta con
una stringa di n+ 1 barre.
2La barra soprascritta indica il numerale relativo al numero naturale rappresentato da
questo simbolo, da non confondere con esso; spesso però i numerali, soprattutto lo zero, si
indicano poi senza barra, identicando il simbolo con il numero.
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2. Dagli esempi che verranno proposti, si potrebbe ricevere l'impressione
che una macchina di Turing possa eseguire soltanto il calcolo di una
specica funzione; ma grazie all'idea di codicazione, Turing riuscì a di-
mostrare la possibilità di una macchina che simulasse ogni altra macchi-
na: l'idealizzazione del moderno calcolatore programmabile. Vediamo
molto sommariamente come ciò sia possibile.
3. Anzitutto, il semplice alfabeto adottato (| e t) in linea di principio ne
codica qualsiasi altro. Si può avere una idea di questo con un pro-
cedimento adattato da [Penrose 1992]: si abbia ad esempio sul nastro
una sequenza
: : : ;t t jjj t jj t j t jjjjj t jj t j t jjjjjj t jj t j t j t jjjj t t : : :
interpretandolo in unario si ha (per semplicità confondiamo numeri e
numerali):
: : : ;t t 2 t 1 t 0 t 4 t 1 t 0 t 5 t 1 t 0 t 0 t 3 t t : : :
successivamente si interpretano le cifre 0 e 1 in binario e gli altri nu-
merali come simboli vari, ad esempio per indicare operatori, comandi,
eccetera:
 2 e 3 come simboli di inizio e ne formula;
 4 e 5 come i segni di addizione e di uguaglianza;
allora la stringa si legge (si interpreta)
2 + 2 = 4
Si intravede così la possibilità di macchine di Turing universali che ac-
cettino in input la tabella di qualsiasi altra macchina, opportunamente
codicata, e ne simulino il comportamento su ogni input : tali mac-
chine, la cui esistenza fu eettivamente provata da Turing, sono l'ideal-
izzazione ante litteram del moderno PC programmabile. La codica di
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una tabella può essere eettuata in vari modi; descriviamo sommaria-
mente un procedimento analogo a quello più dettagliato della sezione
5.1.
 Si assegnano numeri dierenti a ogni simbolo del linguaggio di
tabella;
 si assegnano ulteriori numeri ancora dierenti alle quintuple di
simboli, in particolare alle istruzioni;
 si assegnano ulteriori numeri ancora dierenti alle sequenze3 di
quintuple, in particolare alle tabelle.
Se questo viene fatto in modo da potere eettivamente decidere (con
una macchina) se un certo numero rappresenta una tabella `valida',
che si può poi ricostruire, la relativa macchina universale può essere
descritta particolareggiatamente.
Restringiamoci però di nuovo al calcolo di funzioni aritmetiche, a cui
del resto ci si può comunque riportare con opportuna codica, come si è
visto. Per analizzare esempi specici, si vedrà come siano assai utili alcune
convenzioni, per quanto arbitrarie; ad esempio:
1. che input ed output siano l'unica parte scritta del nastro, all'inizio e
alla ne dell'elaborazione;
2. che i numeri in input (eventualmente separati da uno spazio soltanto)
ed in output siano dati mediante rappresentazione unaria modicata;
3. che l'input sia dato a sinistra della testina di lettura, posizionata sulla
cella zero;
4. che l'output verrà letto a destra di essa;
5. che lo stato iniziale sia indicato con s0 e quello nale con sn.
3Per la distinzione tra sequenze e successioni, vedi in Appendice B.2.
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Con queste avvertenze, dovrebbe essere assai facile interpretare la tabel-
la seguente. Qualche volta si richiede che ogni coppia iniziale stato-lettura
possibile compaia nella tabella: ma questo non avviene negli esempi seguenti.
Esempio 1.1.1. Facciamo ora l'esempio della funzione successore: essa può
essere descritta con la tabella di istruzioni (o macchina) S seguente:
s0 t s0 t R
s0 j s1 j R
s1 j s1 j R
s1 t s2 j R
s2 t s2 t STOP
Il funzionamento della tabella (e della macchina S) si può commentare così:
 nello stato iniziale s0 la macchina, attivata su t, muove il nastro verso
destra nché non trova l'input, supposto alla sua sinistra; allora
 passa nello stato s1 (lettura dell'input), lasciando le j lette; quando,
muovendo il nastro verso destra,
 incontra t passa nello stato s2, scrive j, muove il nastro verso destra e
 incontrato t, si ferma.
Si noti anche la necessità di convenzioni come le precedenti (1.1): ad
esempio, la prima istruzione di S farebbe `sbagliare' e procedere indenita-
mente verso destra il nastro se l'input (e solo esso) non fosse posizionato alla
sinistra della cella zero iniziale. Osservazioni analoghe valgono naturalmente
anche per l'esempio seguente.
Esempio 1.1.2. Risulta semplice anche una tabella A per la somma ordi-
naria:
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s0 t s0 t R
s0 j s1 j R
s1 j s1 j R
s1 t s2 j R
s2 j s2 j R
s2 t s3 t L
s3 j s4 t L
s4 j s5 t R
s5 t s5 t STOP
Si suppone che gli addendi siano dati in unario, separati da un t soltanto e
alla sinistra della macchina. Il funzionamento della tabella (e della macchina
A) si può allora commentare così:
 nello stato iniziale s0 la macchina, attivata su t, fa scorrere il na-
stro verso destra nché non trova il primo addendo, supposto alla sua
sinistra; allora
 passa nello stato s1 (lettura del primo addendo N), lasciando le j lette;
quando, muovendo il nastro verso destra,
 incontra t, passa nello stato s2, scrive j, fa scorrere il nastro ancora
verso destra e
 incontrato il secondo addendo M , lo legge, lasciandolo inalterato e fa
scorrere il nastro verso destra, nché
 incontra una cella vuota; ora, sul nastro compaiono complessivamente
(N + 1) + 1 + (M + 1) = N +M + 3 sbarre: si passa nello stato s3
muovendo il nastro verso sinistra per cancellare una prima sbarra, per
poi passare allo stato s4; ancora
 incontrata una seconda sbarra, la si cancella e si passa nello stato s5,
muovendo il nastro verso destra; ora
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 si incontra t e sul nastro sono presenti N +M + 3   2 = N +M + 1
sbarre, che rappresentano correttamente la somma N+M : la macchina
si ferma.
1.2 Computabilità secondo Turing
Possiamo ora denire con precisione mediante l'idea di macchina di Turing
cosa si intende per funzione eettivamente computabile (o algoritmo eetti-
vo):
Denizione 1.1. Una funzione aritmetica f : Nk  ! N si dice computabile
secondo Turing (brevemente: Turing-computabile) se esiste una specica
macchina di Turing che esegue il suo calcolo per ogni valore degli argomenti.
Osservazioni 1.2.1. 1. Si intende che il calcolo è normato con restrizioni
convenzionali come quelle menzionate precedentemente (convenzioni
1.1) e che termina sempre in un numero nito di passi.
2. Dato che le tabelle sono nite e redatte con un alfabeto nito, che
molte tabelle semplicemente non calcolano nulla e che molte tabelle
diverse calcolano la stessa funzione, è facile riconoscere che le funzioni
Turing-computabili sono una innità numerabile: per esercizio, si tro-
vino ad esempio le tabelle di calcolo delle funzioni costanti. Le fun-
zioni aritmetiche sono invece una innità più che numerabile e quindi
le funzioni Turing-computabili sono una piccola minoranza tra le fun-
zioni aritmetiche. Questo del resto è ragionevole, se si riette che le
funzioni eettivamente computabili dovrebbero esserlo per mezzo di un
programma in un linguaggio concreto, che è certamente un insieme ni-
to di istruzioni redatte con un alfabeto nito (caratteri alfanumerici,
punteggiatura, spazi, eccetera).
3. Può sembrare che una macchina di Turing sia talmente ineciente da
non permettere il calcolo di funzioni ragionevolmente complesse: ma
la possibilità di mettere macchine di Turing in serie (l'input di una
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macchina viene calcolato precedentemente da un'altra macchina) o
in parallelo (varie macchine elaborano componenti di input per una
ulteriore macchina), insieme alla possibilità di codicare la tabella
di una macchina come input di un'altra (per maggiori dettagli, vedi
[Hermes 1975, cap. 2]) permettono di ampliare enormemente la classe
delle funzioni Turing-computabili: a livello quasi losoco il concetto
di computabilità è informale, una vera dimostrazione non ha senso
vale la tesi di Church-(Turing):
Le funzioni eettivamente computabili coincidono con le funzioni
Turing-computabili.




L'idea intuitiva di funzione eettivamente computabile ha avuto una pri-
ma rigorosa denizione in quella di (funzione computabile mediante una)
macchina di Turing. Vedremo adesso una denizione equivalente, data in ter-
mini più `aritmetici', quella di funzione ricorsiva. Iniziamo con la denizione
di funzione ricorsiva primitiva, ma prima vediamo alcune utili convenzioni
sugli indici, che saranno seguite anche in altri capitoli:
2.1.  con h:k; n; r si indicheranno indici che possono assumere valori in
N diversi da zero;
 con i; j; l;m si indicheranno invece indici che possono assumere valori
in N anche uguali a zero;
 con x; y; z si indicheranno variabili in N: la distinzione tra indici e
variabili è naturalmente di comodo;
 con mx = (x1; : : : ; xm) si indicherà una m-upla di variabili naturali (o
parametri), eventualmente mancanti (può essere m = 0);
 analogamente per nx = (x1; : : : ; xn) (ma qui i parametri saranno al-
meno uno) e simili;
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 per mettere in evidenza una variabile, non necessariamente l'ultima, in
una (n+ 1)-upla si scriverà (nx; y) o (nx; z) o simili.
 Convenzioni analoghe alle ultime per m-uple di variabili quanticate,
come nella logica del primo ordine (vedi Appendice A). Ad esempio,
9kx 2 Nk sta per 9x1 2 N : : : 9xk 2 N.
2.1 Funzioni iniziali
Vengono chiamate funzioni iniziali le seguenti:
1. La funzione successore, o successivo, S: S(x)=x+1;
2. Le funzioni proiezione Uni : U
n
i (
nx) = xi (i = 1; : : : ; n);
3. La costante zero Z: Z(x) = 0 1.
Osservazioni 2.1.1. 1. Le funzioni iniziali sono evidentemente una innità
numerabile di funzioni aritmetiche: si vede anche facilmente che sono
tutte Turing-computabili;
2. nel caso della funzione successore, anziché S(x) si scrive a volte Sx, x0
o anche x+: in séguito daremo signicati lievemente dierenti a questi
simboli, che per ora sono sinonimi;
3. tra le funzioni proiezione va annoverata naturalmente la funzione iden-
tica su N: I(x) = x (I = U11 ).
Esercizio 2.1.1. Provare che la proiezione U21 (x; y) = x è Turing-computabile.
2.2 Schemi costruttivi e denizione
Per generare le funzioni ricorsive primitive si usano schemi costruttivi,
che si possono ridurre a due:
1Come si vedrà, si potrebbe evitare di inserire Z tra le funzioni iniziali.
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(S) lo schema di sostituzione, descrivibile con l'equazione
f(nx) = g(h1(
nx); : : : ; hr(
nx))
Si dice infatti che f , funzione n-aria, è denibile (a partire da g; h1; : : : ; hr)
per sostituzione delle funzioni n-arie h1; : : : ; hr nella funzione r-aria g;
come caso particolare, si ha la composizione di funzioni 1-arie: f(x) =
g(h(x)).
(R) Lo schema di ricorsione semplice, dato dalle equazioni(
f(mx; 0) = g(mx)
f(mx; y0) = h(mx; y; f(mx; y))
Si dice allora che f , funzione (m+1)-aria, è denibile a partire da g 
la base della ricorsione, e da hil passo della ricorsione, per ricorsione
semplice dalle funzioni h, (m + 2)-aria, e g, m-aria. mx, o meglio le
sue componenti, si dicono i parametri della ricorsione: essi possono
mancare (m = 0) e in tal caso la g (0-aria) è una costante c 2 N.
La variabile y è la variabile di ricorsione: nel menzionare lo schema
si omette spesso l'espressione `semplice', anche se esistono altri schemi
basati sull'idea di riportare il calcolo dei valori f(; y) di una funzione
f a quello relativo a valori minori di y mediante il passo h, via via no
al caso y = 0; i parametri, se compaiono, hanno invece sempre gli stessi
valori nelle due equazioni.
Denizione 2.1 (Funzioni ricorsive primitive). Una funzione (aritme-
tica n-aria) si dice ricorsiva primitiva (brevemente, r.p.) se è ottenibile
una sua espressione mediante equazioni da funzioni iniziali applicando
un numero nito di volte gli schemi (R) ed (S).
Osservazioni 2.2.1. 1. La denizione precedente è analoga a quella di
derivazione nei sistemi formali della logica dei predicati: anziché
di fbf si parla di equazioni denitorie: al posto di regole di deriva-
zione compaiono gli schemi di costruzione. Una funzione iniziale
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ha ruolo di assioma; una denita come r.p. ha il ruolo di teorema.
Sempre in analogia con derivazioni di fbf , si può sempre inserire
negli schemi costruttivi una funzione già riconosciuta come r.p.
sottointendendo la derivazione di quest'ultima se ad esempio f
venisse denita con (R) mediante funzioni certamente r.p. g e h,
sarebbe senz'altro r.p.
2. Intuitivamente, le funzioni r.p. sono tutte computabili : il calcolo,
valore per valore, può essere compiuto con un numero nito di pas-
saggi, usando le equazioni della `derivazione' della funzione stessa:
il calcolo dei valori di una funzione iniziale è dato per scontato.
3. Le funzioni iniziali sono una innità numerabile: perciò anche la
classe delle funzioni r.p. risulta numerabile.
2.3 Schemi particolari e derivati
Ancora una volta, come nelle derivazioni formali è utile avere a dispo-
sizione regole derivate, per facilitare le `derivazioni' di equazioni che
permettano di riconoscere che una certa funzione è r.p., useremo sche-
mi derivati (o loro casi particolari) per eettuare certi passaggi. È
possible ottenere funzioni r.p. f da altre funzioni r.p. mediante:
Identicazione di variabili. Se f si ottiene identicando le variabili
di posizione h e k > h in g si ha (1  h; k  n)
f(nx) = g(x1; : : : ; xk 1; xh; xk+1; : : : ; xn)
f è allora r.p. se lo è g ((n+ 1)-aria), perché
f(nx) = g(x1; : : : ; xk 1; xh; xk; : : : ; xn)
= g(Un1 (
nx); : : : ; Unk 1(
nx); Unh (
nx); Unk+1(
nx); : : : ; Unn (
nx))
con ovvi adattamenti nei casi limite (qui h = 1 oppure k = n),
come sarà anche nel séguito. Come caso particolare, f(x) =
g(x; x) è r.p. se lo è g.
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Permutazione di variabili. Se f si ottiene permutando le variabili
di posizione h e k > h in g si ha
f(nx) = g(x1; : : : ; xk|{z}
h
; : : : ; xh|{z}
k
; : : : ; xn)
f è allora r.p. se lo è g (f; g n-arie), perché
f(nx) = g(Un1 (
nx); : : : ; Unk (
nx)| {z }
h
; : : : ; Unh (
nx)| {z }
k
; : : : ; Unn (
nx))
Iterando trasposizioni si può naturalmente ottenere qualunque
permutazione di variabili. Come caso particolare, f(x; y) = g(y; x)
è r.p. se lo è g.
Sostituzione parziale di variabili. Una singola variabile xk si può
sostituire con h(nx) in g(nx) ottenendo
f(nx) = g(x1; : : : ; h(
nx)| {z }
k
; : : : ; xn)
e f è r.p. se lo è g: infatti le altre variabili xr, r 6= k si possono
ritenere sostituite con proiezioni Unr , come si è visto. Iterando,
(S) si può applicare solo parzialmente ad alcune variabili e non a
tutte.
Inserimento di variabili ttizie. Una singola variabile ttizia xn+1
si può inserire in g(nx) ottenendo
f(n+1x) = g(nx)
e f è r.p. ((n+1)-aria) se lo è g (n-aria): infatti le variabili xr di g
si possono ritenere sostituite con le proiezioni Un+1r , r = 1; : : : ; n.
Iterando, si può naturalmente inserire un numero qualunque di
variabili ttizie in g: ad esempio, inserendo variabili ttizie in
Z(x) si ottiene che è r.p. la costante Z(nx) = 0 per ogni n.
I casi precedenti di (S) si possono naturalmente combinare tra loro,
ottenendo altre regole derivate; vediamo ora analoghi usi di (R).
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Ricorsione parzialmente senza parametri. Facendo comparire pa-
rametri ttizi in h (analogamente per g), si possono considerare
casi particolari di (R) schemi come(
f(nx; 0) = g(nx)
f(nx; y0) = h(y; f(nx; y))
Ricorsione uniforme. Facendo comparire ttiziamente in h la varia-
bile di ricorsione, si possono considerare casi particolari di (R)
schemi come (
f(nx; 0) = g(nx)
f(nx; y0) = h(nx; f(nx; y))
Naturalmente i due ultimi schemi si possono combinare tra loro e con
gli schemi precedenti.
Esempio 2.3.1. Per ricorsione uniforme e senza parametri si possono
introdurre le funzioni costanti a C 2 N 1-arie come funzioni r.p. con(
C(0) = C
C(y0) = C(y)
In particolare non risulta necessario, ammettendo la ricorsione senza
parametri, considerare funzione iniziale la costante zero.
Introducendo variabili ttizie si riconoscono come r.p. funzioni costanti
di un numero arbitrario di variabili; inne, per sostituzione parziale,
sono r.p. funzioni ottenibili ssando il valore di alcuni argomenti di una
funzione r.p.: ad esempio, se g è r.p. 2-aria, lo è f(x) = g(x; c), c 2 N.
2.4 Esempi fondamentali di funzioni r.p.
Oltre alle poche funzioni sinora considerate, vediamo alcuni esempi fon-
damentali di funzioni r.p. Il numero di argomenti è quello esplicitato; si
possono poi ottenere varianti mediante gli schemi visti nella sezione prece-
dente. Questi esempi fondamentali saranno anche utili per sviluppare la
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teoria, come vedremo nelle prossime sezioni, in cui saranno anche sempre più
necessari, concetti e simboli insiemistici: vedi Appendice B, p. 114.
Per ogni caso, vediamo la denizione `naturale' e le equazioni che per-
mettono di riconoscere la ricorsività primitiva: funzioni già riconosciute r.p.
vengono usate nelle equazioni successive senza ulteriori spiegazioni. Dopo i
primi esempi, si usano, se disponibili, i soliti simboli per indicare le funzioni
più comuni e non si esplicitano gli schemi essenziali usati.
Esempi 2.4.1. 1. Somma: f+(x; y) = x+ y(
f+(x; 0) = I(x)
f+(x; y
0) = S(f+(x; y))
Ricorsione uniforme su y, sottointesa x variabile apparente in S. Per
sostituzione risulta r.p. la somma di più addendi in numero ssato:
x+y+z = (x+y)+z eccetera. Sempre per sostituzione è possibile allora
aermare che: la somma di due o più funzioni r.p. è r.p. Scriveremo
d'ora in poi x+ y per f+(x; y).
2. Moltiplicazione: f(x; y) = x  y(
f(x; 0) = 0
f(x; y0) = f(x; y) + x
Ricorsione uniforme su y, uso della funzione somma nel passo di ricor-
sione. Come nel caso precedente, risulta r.p. il prodotto di più di due
fattori o di due o più funzioni r.p. Scriveremo d'ora in poi x  y per
f(x; y) e useremo sin dal principio, quando possibile, i soliti simboli di
funzione.
3. Elevamento a potenza: exp(x; y) = xy(
exp(x; 0) = 1
exp(x; y0) = exp(x; y)  x
4. Fattoriale: (
0! = 1
(y0)! = y!  S(y)
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5. Predecessore immediato: Pred(0) = 0, altrimenti Pred(x) = x  1(
Pred(0) = 0
Pred(y0) = y
6. Dierenza modicata _ : x _ y = 0 se x  y, altrimenti x _ y = x  y(
x _ 0) = x
x _ y0 = Pred(x; y)
Osservazione 2.4.1. In questi ultimi casi, ed assai spesso, per avere fun-
zioni denite per tutti i valori naturali degli argomenti, si danno spesso
denizioni di comodo in casi particolari: del resto con la denizione
precedente dell'elevamento a potenza, si poneva 00 = 1. In questo caso,
se la dierenza ordinaria è possibile tra numeri naturali, essa coincide
con questa funzione, e verrà indicata col consueto segno meno.
7. Dierenza assoluta (distanza) d: d(x; y) = jx  yj
jx  yj = (x _ y) + (y _ x)
Qui si usa la sostituzione della dierenza modicata nella funzione
somma.
8. Segno sgn: sgn(x) = 0 se x = 0, sgn(x) = 1 altrimenti(
sgn(0) = 0
sgn(x0) = 1
Osservazione 2.4.2. Questo è un primo esempio di funzione caratteristi-
ca, una funzione che assume soltanto i valori zero ed uno. Tali funzioni
saranno assai usate in séguito, ma contrariamente a quanto avviene in
altri capitoli della matematica, verranno associate al sottoinsieme del
dominio relativo al valore zero e non uno. sgn è dunque la funzione
caratteristica di f0g: come tale la si indica con f0g. Vedi B B.2.
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9. Controsegno sgn: (
sgn(0) = 1
sgn(x0) = 0
Il controsegno è r.p. per ricorsione semplice, ma si può anche osservare
semplicemente che
sgn(x) = 1 _ sgn(x)
Osservazione 2.4.3. In casi del genere, scriveremo d'ora in poi sem-
plicemente 1  sgn(x). sgn è la funzione caratteristica di N+: siccome
A = 1 A0 , in generale una funzione caratteristica di un sottoinsieme
di Nk è r.p. se e solo se lo è quella dell'insieme complementare.
10. Funzione ", caratteristica dell'identità su N:
"(x; y) = 0 se x = y, "(x; y) = 1 altrimenti.
Risulta r.p. dal momento che "(x; y) = sgn(jx  yj).
11. Funzione , caratteristica della non identità su N:
(x; y) = 0 se x 6= y, (x; y) = 1 altrimenti.
Basta osservare che  = 1   ": ";  sono funzioni caratteristiche di
insiemi complementari in N2.
12. Minimo e massimo: min(x; y) = minfx; yg e max(x; y) = maxfx; yg
sono r.p.:
min(x; y) = x _ (x _ y)
max(x; y) = y + (x _ y)
Come per addizione e moltiplicazione, risultano quindi r.p. i minimi
e massimi di più numeri o funzioni r.p.: ad esempio, min(x; y; z) =
min(x;min(y; z)) : : :
13. Quoziente e resto della divisione di y per x:
se x = 0 non si ha unicità o esistenza del quoziente e del resto della
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divisione, ma si trovano comunque numeri naturali qu(x; y) e re(x; y)
tali che
y = qu(x; y)  x+ re(x; y) con la condizione re(x; y) < x se x 6= 0:
Le funzioni qu e re si deniscono quindi, per ricorsione sul dividendo
y, in questo modo. Anzitutto, il resto:(
re(x; 0) = 0
re(x; y0) = S(re(x; y))  "(x; S(re(x; y)))
Il resto è zero se lo è il dividendo, oppure se il resto della divisione per
y   1 era x  1 (se x > 0: in tal modo il resto è minore del divisore).
Introdotta re(x; y) come funzione r.p. è facile denire qu(x; y) sempre
per ricorsione su y: il quoziente vale zero se lo è il dividendo, altrimenti
si incrementa di 1 quando il resto viene posto a zero perché il resto nel
caso di y   1 risulta x  1:(
qu(x; 0) = 0
qu(x; y0) = qu(x; y) + (x; S(re(x; y)))
Osservazione 2.4.4. Queste equazioni si esprimerebbero in maniera più
semplice se fosse possibile la denizione per casi : vedremo più avanti
(teorema 2.5.4) come questo sia possibile.
Esercizi 2.4.1. (a) Vericare che si ha identicamente y = q(x; y)  x+
re(x; y) e che re(0; y) = y, qu(0; y) = 0.
(b) Le funzioni modulo fk(x) = x(mod k) (k  2) sono tutte r.p.
2.4.1 Nuovi schemi derivati
Con le funzioni appena denite è possibile introdurre nuovi schemi derivati:
essenzialmente, in somme, prodotti e minimi (o massimi) si è visto che si
ottengono risultati r.p. se si parte da un numero ssato di funzioni r.p. Ve-
diamo ora che è possibile ottenere lo stesso risultato considerando variabile
il numero di addendi, fattori, eccetera.
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1. Sommatorie: se g è r.p. (m + 1)-aria tale risulta anche f(mx; y) =P
zy g(
mx; z). Infatti( P
z0 g(





mx; z) + g(mx; S(y))




la convenzione h(mx; 0) = 0).






(si somma uno ogni volta che z divide x). D(0) = D(1) = 1 (esercizio)
sono valori di comodo. Si noti che le due variabili x provengono da una
identicazione di variabili diverse.
Analogamente la funzione Dp, numero dei divisori propri di x: Dp(x) =
D(x) _ 2 è r.p.











mx; z)  g(mx; S(y))
In maniera analoga si prova la r.p. di h(mx; y) =
Q
z<y g(
mx; z) (con la
convenzione h(mx; 0) = 1).
3. Massimi e minimi: se g è r.p. (m+ 1)-aria tali sono
f(mx; y) = maxzyg(mx; z)
f(mx; y) = minzyg(mx; z)
Infatti, ad esempio nel primo caso(
maxz0g(mx; z) = g(mx; 0)
maxzy0g(mx; z) = max(maxzyg(mx; z); g(mx; S(y)))
L'altro caso e semplici altre varianti sono lasciati per esercizio.
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2.5 Relazioni ricorsive primitive
Si considerino ora relazioni k-arie (aritmetiche), cioè sottoinsiemi di Nk.
Denizione 2.2. Una relazione (aritmetica) k-aria R  Nk si dice ricorsiva
primitiva (r.p.) se tale è la sua funzione caratteristica R in Nk. Se k = 1 si
parla piuttosto di proprietà o di insiemi r.p.
Osservazioni 2.5.1. 1. I casi più notevoli di relazioni sono quelli denibili
mediante fbf aritmetiche. R  Nk è denibile mediante una tale
fbf , ', se essa ha esattamente k variabili libere ku scriveremo anche
'(u1; : : : ; uk) 2 Lk, vedi le convenzioni in A.1.2 e risulta
R = fkx 2 Nk; '(x1; : : : ; xk)g
In tal caso si tende a confondere R con ': il complementare R0 di R,
denibile con :', si indicherà anche con :R: unione ed intersezione di
R, S si indicano anche con R _ S e con R ^ S. Inne, anziché kx 2 R
si può scrivere R(kx).
2. Una funzione n-aria f è anche una relazione (n + 1)-aria   =  f
(il graco di f) : se f è r.p. anche   lo è come relazione, perché
 (
nx; y) = "(y; f(nx)). Le due denizioni sono dunque compatibili;
la denizione per relazioni, anzi, generalizza quella data per funzioni
(vedi 2).
Esempi 2.5.1. 1. Se R è la relazione di divisibilità j si ha R(x; y) =
= "(0; re(x; y)) e quindi j è r.p.; di conseguenza, la relazione di con-
gruenza modulo k  2, y = x (mod k), è r.p. perché equivalente a
kjd(x; y) (vedi n.7 di esempi 2.4.1 e confronta con b di esercizi 2.4.1).
2. Per quanto già visto, gli insiemi f0g, N+ (funzioni caratteristiche: sgn
e sgn) e le relazioni di uguaglianza e di non uguaglianza (funzioni ca-
ratteristiche: ", ) sono r.p. Molte altre relazioni e proprietà sono r.p.
in base al seguente
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Teorema 2.5.1. Combinazioni mediante connettivi ( combinazioni booleane)
di relazioni r.p. sono ancora r.p.
Dimostrazione. R, S siano r.p. Per adeguatezza, basta provare che
sono r.p. R _ S e :R; ciò risulta immediatamente da
:R = 1  R; R_S = min(R; S): 2
Può essere utile notare che R^S = max(R; S). Per richiami sulle proprietà
dei connettivi e delle tavole di verità qui sfruttate, vedi B.1.
Corollario 2.5.2. Unioni e intersezioni nite, complementi, dierenze di
sottoinsiemi r.p. di Nk sono r.p.
Corollario 2.5.3. Ogni sottoinsieme nito di Nk (o complementare di un
tale sottoinsieme) è r.p.
Dimostrazione. Basta osservare che un singoletto f(a1; : : : ; ak)g si de-
scrive con la fbf v1 = a1 ^ : : : ;^vk = ak e che un insieme nito o il suo
complementare (un insieme conito) si descrive con disgiunzioni e negazioni
di fbf del genere. 2
Esempi 2.5.2. 1. Le usuali relazioni d'ordine in N sono r.p.: ad esempio
< ha funzione caratteristica <(x; y) = (0; y _ x); di conseguenza lo è
 perché complementare di <. Analogamente per > e per  (esercizi).
2. L'insieme P dei numeri pari è r.p. perché P (x) = "(0; re(2; x)), e
quindi anche il suo complementare, l'insieme dei numeri dispari, risulta
r.p.
3. L'insieme Pr dei numeri primi si può descrivere come l'insieme dei
numeri x > 1 che hanno esattamente due divisori, quindi ha funzione
caratteristica Pr(x) = max("(D(x); 2); >(x; 1)) e perciò è r.p. (vedi
esempio 2.4.1).
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2.5.1 Nuovi schemi derivati
Per mezzo di relazioni r.p. si possono introdurre nuovi schemi derivati di
costruzione di altre relazioni e funzioni r.p.
Anzitutto, consideriamo la denizione di una funzione f k-aria per mezzo
di funzioni gi k-arie, ognuna della quali denisce f nel caso che valga una
relazione k-aria Ri (i = 1; : : : ; n):
f(kx) = gi(
kx) se e solo se Ri(
kx)
Naturalmente, perché la funzione sia correttamente denita ovunque bisogna
che le Ri formino una partizione di Nk (vedi appendice B.3.1). In altri termini
le Ri si possono considerare condizioni esaustive e incompatibili a due a due
sugli kx. Con queste condizioni di buona denizione si ha
Teorema 2.5.4 (Denizione per casi). Se le gi e le Ri (i = 1; : : : ; n) sono
r.p., tale è f .





kx)  "(1; Ri(kx))
dal momento che "(1; Ri(
kx)) si annulla se e solo se non vale Ri(kx): 2
Osservazione 2.5.1. 1. Siccome, nelle ipotesi fatte, una relazione risulta
complementare alla unione delle altre, l'ipotesi che siano r.p. tutte è
ridondante; basta supporre che lo siano tutte meno una: in altri termini,
nella denizione per casi, l'ultima clausola può essere semplicemente un
`altrimenti'.
2. Una funzione f che dierisca da un'altra g solo in un numero nito
di casi (cioè su un insieme nito A) risulta r.p. se e solo se lo è g:
questo perché A è comunque r.p. e, su ogni suo elemento, f può essere
ridenita mediante il corrispondente valore di g (una costante). Ad
esempio 00 può essere ridenita come 0 (vedi esempio 3 di 3.4).
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Vediamo ora come costruire nuove relazioni r.p. a partire non da connet-
tivi, ma da quanticatori : essi però devono essere limitati, un po' come le
operazioni di somma, eccetera. Anzitutto, ricordiamo che usiamo le stesse
convenzioni di A.1 per m-uple di variabili naturali, e che assimiliamo una
relazione aritmetica R a una fbf che la descriva: dunque, se R  Nm+1,
descriveremo le (m + 1)-uple con (mx; y) o simili, senza implicare che la va-
riabile naturale y si trovi all'ultimo posto nella (m+ 1)-upla; scriveremo poi
R(mx; y) per (mx; y) 2 R.
Denizione 2.3. Se R  Nm+1 è una relazione (m + 1)-aria, si dice quan-
ticazione limitata (esistenziale) di R (su y) la relazione (m+ 1)-aria S tale
che (mx; z) 2 S se e solo se esiste un y  z per cui R(mx; y). S = S(mx; z)
viene indicata con (9yz)R(mx; y).
Denizione 2.4. Se R  Nm+1 è una relazione (m+1)-aria, si dice quanti-
cazione limitata (universale) di R (su y) la relazione (m+ 1)-aria T tale che
(mx; z) 2 T se e solo se per qualunque y  z vale R(mx; y). T = T (mx; z)
viene indicata con (8yz)R(mx; y).
Segue facilmente il
Teorema 2.5.5 (Quanticazioni limitate). Se R è r.p. lo sono anche
S(mx; z) = (9yz)R(mx; y) T (mx; z) = (8yz)R(mx; y)
.
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Esempio 2.5.1. La relazione di divisibilità | è r.p.(esempio 1); risulta esserlo
allora anche la relazione binaria RP `essere relativamente primi': RP (x; y) si
denisce con (8zmax(x;y))((zjx ^ zjy) ) z = 1) . Allora la funzione totiente
di Eulero , (x) = (numero degli y  x relativamente primi con x) è r.p.,
perché (x) =
P
zx(1  RP (x; z))
Inne, avrà molta importanza nel séguito un operatore (-operatore, o
operatore di minimo); esso permette di costruire funzioni r.p. da relazioni
r.p. se viene limitato:
Denizione 2.5. Se R  Nm+1 è una relazione (m + 1)-aria, si dice che la
funzione f ((m+ 1)-aria) denita come
f(mx; z) =
(
minfy 2 N; y  z ^R(mx; y)g se l'insieme non è vuoto
z0 altrimenti
si ottiene daRmediante l'applicazione dell'operatore di minimo (o -operatore),
nel caso limitato; f = f(mx; z) viene indicata con (yz)R(mx; y).
Bisogna naturalmente provare che l'applicazione del -operatore limitato
permette di ottenere funzioni r.p.:
Teorema 2.5.6. Con le notazioni precedenti, se R è r.p., lo è anche la
funzione (m+ 1)-aria f data da f(mx; z) = (yz)R(mx; y).








I prodotti all'interno della sommatoria valgono zero a partire dal primo y per
cui vale R, se un tale y esiste; altrimenti valgono sempre 1. 2
Esempi 2.5.3. 1. La successione dei numeri primi. Consideriamo la suc-
cessione strettamente crescente dei numeri primi (pm)m2N: essa può
essere considerata una funzione 1-aria. Dalla famosa dimostrazione
di Euclide dell'ininità dei numeri primi segue facilmente che pm+1 
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(pm! + 1): questa disuguaglianza serve a limitare l'operatore di mini-
mo e a mostrare che la successione è r.p., usando Pr (vedi esempio 3).
Infatti (
p0 = 2
pm+1 = (y(pm!+1))(Pr(y) ^ y > pm)
2. Sfruttiamo la successione crescente dei numeri primi e il teorema fonda-
mentale dell'aritmetica sulla unicità della fattorizzazione di un numero
naturale x  2 per denire la funzione esp(i; x) esponente di pi; i  0
nella fattorizzazione di x 2 N :8>><>>:
esp(i; 0) = 0
esp(i; 1) = 0
esp(i; x) = (yx)(p
y
i j x ^ py+1i 6 j x); x  2
La denizione nel caso di zero è arbitraria. La funzione esp si ottiene
da una funzione r.p. per sostituzione di pi; ssato pi = p si può anche
denire una famiglia di funzioni r.p. 1-arie, Fp(x) =`esponente di p
nella scomposizione in fattori di x'= esp(i; x).
3. MCD e mcm. Si può denire mcm(x; y) usando la sua denizione
elementare:
mcm(x; y) = (z(xy))(xjz ^ yjz)
la limitazione, ovvia, serve a provare che mcm è r.p. Si usa poi la
formula MCD(x; y) mcm(x; y) = x  y per denire come funzione r.p.
2-aria il MCD:
MCD(x; y) = qu(mcm(x; y); x  y)
Esercizi 2.5.1. 1. Provare che è r.p. la funzione f(x) = bpxc, la parte
intera della radice quadrata di x, arrotondata per difetto.
2. Provare che è r.p. la funzione f(x) = blogb xc 2, la parte intera del
logaritmo (in base b 2 N, con b  2) di x, arrotondata per difetto.
2Se x 6= 0: si pone f(x) = 0.
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Poiché il numero di cifre della rappresentazione in base b di x è questo
numero aumentato di uno, si ha: è r.p. la funzione che associa a x il
numero g(x) di cifre nella sua rappresentazione in base b.
3. Un numero reale (per semplicare, supponiamo x  0, altrimenti con-
sideriamo il suo valor assoluto) si dice computabile elementarmente se
è r.p. la successione delle sue cifre decimali, più esattamente, se lo è la
successione (funzione 1-aria)(
a0 = bxc
an = n-esima cifra decimale dello sviluppo proprio di x
Provare che tutti i numeri razionali sono computabili elementarmente,
su un esempio (diciamo x = 0; 1243). Questo accade anche con altre
basi? Ritornando alla base dieci, ci sono numeri irrazionali computabili
elementarmente? Se sì, trovarne uno esplicitamente.
4. Provare che la funzione (2-aria) F2(x; y) = 2x  (2y + 1)   1 è r.p.
e che risulta una corrispondenza biunivoca tra N2 e N, con inversa
F 12 (z) = (1(z); 2(z)) che ha componenti r.p.
Generalizzare, ponendo Fn(nx) = F2(Fn 1(n 1x); xn) se n  3 e provare
che: Fn è una corrispondenza biunivoca r.p. tra Nn e N, (n  2) con
inversa che ha le n componenti tutte r.p. Le funzioni Fn sono una forma
di codica eettiva di n-uple di numeri mediante un solo numero.
Suggerimento. Se z = F2(x; y) = 2x  (2y + 1)   1 provare che:
x = 1(z) = esp(0; z + 1) e y = 2(z) = qu(2; (qu(21(z); z + 1)  1)).





3.1 Ricorsività primitiva e computabilità
Da esempi precedenti si intuisce che tutte le funzioni di uso comune in
aritmetica sono r.p. Certo, esse sono una innità numerabile, ma questo
non contrasta con l'idea (non formale) di computabilità mediante un algo-
ritmo: dopo tutto, se si pensa a un algoritmo programmabile su calcola-
tore, è facile convincersi che soltanto una innità numerabile di funzioni può
avere questa proprietà mentre le funzioni aritmetiche sono una innità più
che numerabile. Ci si chiede dunque se possono esistere funzioni, intuitiva-
mente calcolabili in maniera sistematica mediante un preciso algoritmo, che
non siano r.p. D. Hilbert nel 1926 formulò esattamente questo problema,
chiaramente non formale (l'idea di computabilità è informale); abbastanza
sorprendentemente, la risposta fu negativa: nel 1928 un allievo di Hilbert,
W. Ackermann, presentò un controesempio. Dopo questo, vedremo anche
come la stessa eettività delle funzioni r.p. porti ad uscire dal loro stesso
àmbito.
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3.1.1 L'esempio di Ackermann
Vediamo come si è giunti a trovare una funzione intuitivamente com-
putabile, ma non r.p. Senza dare una dimostrazione completa (per questa,
vedi [Hermes 1975, 13.1-13.5]) seguiamo le linee del ragionamento euri-
stico di Ackermann, adattandole e semplicandole. L'idea di funzione r.p.
comporta una certa possibilità di calcolarne i valori in dipendenza da valori
di funzioni a crescita lenta, come le proiezioni: sostanzialmente i valori di
funzioni r.p. non possono crescere `troppo in fretta'; per uscire da questa
situazione, si può costruire una successione di funzioni a crescita sempre più
rapida estendendo le denizioni `a cascata' di addizione, moltiplicazione, ele-
vamento a potenza,. . .
Se si esamina allora la relazione nel passo induttivo tra addizione (sia fm) e
moltiplicazione (sia fm+1) si ottiene
fm+1(x; y
0) = fm(x; fm+1(x; y))
Quando si estende questo schema da moltiplicazione ad elevamento a poten-
za, eccetera, si ottiene una successione di funzioni r.p. (fm)m2N se si aggiunge
 una funzione h r.p. per f0;
 una base gm r.p. dell'induzione per fm+1.
Si ottiene allora 8>><>>:
f0(x; y) = h(x; y)
fm+1(x; 0) = gm(x)
fm+1(x; y
0) = fm(x; fm+1(x; y))
che è uno schema che denisce con eettività fm(x; y) per ognim;x; y. Acker-
mann provò che, con opportuna scelta di h e gm, si può ottenere dalla suc-
cessione di queste equazioni una funzione dipendente anche dall'indice come
ulteriore variabile A = A(m;x; y), che è eettivamente computabile, ma che
non può essere r.p.. Di fatto, funzioni di questo tipo si possono ottenere in
vari modi: successive semplicazioni permettono ad esempio di presentare lo
schema con le seguenti varianti.
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 La sostituzione di h = h(x; y) con S = S(y) = y0;
 la sostituzione di gm = gm(x) con fm(x; 1), computata in equazioni
precedenti, nella denizione di fm+1;
 l'omissione ovunque di x, che gura come parametro, rinominando poi
m come x.
Si ottiene allora uno schema di ricorsione non semplice come il seguente:8>><>>:
A(0; y) = y0
A(x0; 0) = A(x; 1)
A(x0; y0) = A(x;A(x0; y))
Dati valori non nulli degli argomenti (quindi della forma x0, y0), il calcolo
procede applicando la terza equazione dello schema alla A più a destra nché
y = 0. Poi si applica la seconda, per passare da x0 a x: iterando ci si riduce
inne a x = 0, cui è applicabile la prima equazione. I casi di argomenti nulli
sono naturalmente più semplici: il calcolo termina sempre comunque dopo un
numero nito di passi. Dunque A è `eettivamente' computabile: ad esempio
A(1; 1) = A(0; A(1; 0)) = A(0; A(0; 1)) = A(0; 2) = 3
Però A non è ricorsiva primitiva. A in eetti cresce `più velocemente' di ogni
funzione r.p., nel senso che
Proposizione 3.1.1. Data qualunque funzione f r.p. n-aria, si può calcolare
eettivamente una costante m = mf tale che, per ogni valore degli argomenti:
f(nx) < A(m;maxfxi; i = 1; : : : ; ng)
Se viene usata questa disuguglianza nel caso n = 1 come f(x) < A(m;x),
si ottiene facilmente un assurdo supponendo A r.p. Allora infatti lo sarebbe
anche A(x; x) = g(x) e si avrebbe, per x = mg, l'assurdo
g(mg) = A(mg;mg) > g(mg):
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La disuguaglianza nella proposizione (per la cui dimostrazione vedi sempre
[Hermes 1975, loc. cit.]) dice proprio che A cresce più di ogni funzione
r.p.: il calcolo, pur terminando in un numero nito di passi per ogni coppia
(x; y), richiede un numero di passaggi che cresce a dismisura, senza poter
essere limitato a priori in modo eettivo. Per convincersene, basta tentare
il calcolo di A(5; 6) o simili: il calcolo poi di A(50; 60) eccede probabilmente
le capacità di qualsiasi calcolatore oggi esistente. . .
3.1.2 Il metodo diagonale
Vediamo ora un altro controesempio, di natura più generale. Le funzioni
r.p. sono intuitivamente tutte computabili, e si può provare [Hermes 1975,
13] che esse possono essere eettivamente enumerate. Per ottenerlo, a grandi
linee si può procedere così:
 si assegnano esplicitamente numeri di codice (tutti dierenti) alle fun-
zioni iniziali e tutti i possibili simboli funzionali per funzioni arit-
metiche;
 si assegnano poi ulteriori numeri (ancora diversi) di codice alle sequenze
di numeri-codice, e in particolare alle equazioni date dagli schemi (R)
ed (S);
 si generano sistematicamente tutte le sequenze nite  di questi numeri-
equazioni ottenibili dalle funzioni iniziali mediante gli schemi (R), (S)
in un ordine ben preciso, il che equivale a codicarle mediante un unico
numero n = n, diverso dagli altri;
 le funzioni r.p. verranno enumerate, nell'ordine naturale di costruzione
per questi numeri-codice.
Il procedimento, analogo a uno già visto (osservazioni 1.1.1), si può descrivere
più dettagliatamente: vedi la sezione 5.1.
Limitandosi al caso delle funzioni r.p. 1-arie si ha che una successione
(fm)m2N di esse che le presenti tutte, eventualmente con ripetizione, può
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essere descritta con una funzione di due variabili:
F (m;x) = (fm(x))m2N
intuitivamente computabile, ma non certamente r.p.:
Proposizione 3.1.2. F non è r.p. 2-aria.
Dimostrazione. Per assurdo, se F fosse r.p., lo sarebbe g(x) = F (x; x) + 1,
che pertanto si troverebbe nell'enumerazione, come g = fj: quindi fj(j) =
= g(j) = F (j; j) + 1 = fj(j) + 1, assurdo. 2
Osservazioni 3.1.1. 1. Rispetto al metodo esplicito di Ackermann, questo
controesempio non fornisce concretamente funzioni computabili infor-
malmente, ma non r.p. In compenso, permette di vedere come l'idea
di ricorsività primitiva è intrinsecamente troppo limitata per coprire
l'intera gamma degli algoritmi: essa è, per così dire, troppo eettiva.
2. Nella dimostrazione possiamo ritrovare l'idea della codicazione, già
vista a proposito delle macchine di Turing, accanto a una tecnica che,
insieme alla codica-enumerazione, gioca un ruolo determinante tra
le idee alla base dei teoremi di incompletezza: quella della diagonaliz-
zazione (o metodo diagonale di Cantor). Questa idea, introdotta da G.
Cantor per provare la non equipotenza tra N e l'intervallo [0; 1]  R,
si è rivelata una tecnica dimostrativa assai potente: intesa come identi-
cazione di due indici, viene applicata in ogni ramo della matematica.
B. Russell l'ha introdotta in logica come identicazione di variabili
in fbf , sfruttandola per formulare il suo paradosso: questa è tra le idee
fondamentali dei teoremi di incompletezza della sezione 5.3.
3.2 Le funzioni -ricorsive
È dunque necessario estendere la classe delle funzioni r.p.: lo si può fare
introducendo accanto ai due schemi di sostituzione e ricorsione semplice un
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terzo schema di minimo con l'uso del -operatore non limitato, ma nel caso
regolare:
Denizione 3.1. (-operatore e schema di minimo). Si dice che una funzione
f = f(nx; z) è regolare in z se l'equazione f(nx; z) = 0 ha (almeno una)
soluzione in z qualunque sia nx 2 Nn. Una g n-aria si dice denita a partire
da f ((n+ 1)-aria, regolare in z) mediante il -operatore se
g(nx) = z(f(nx; z) = 0) = minfz 2 N; f(nx; z) = 0g
Indicheremo questo nuovo schema con (M), sottointendendo che  verrà
applicato soltanto nel caso regolare.
Denizione 3.2. Una funzione (aritmetica n-aria) si dice -ricorsiva (breve-
mente, ricorsiva) se è ottenibile una sua espressione mediante equazioni da
funzioni iniziali applicando un numero nito di volte gli schemi (R), (S) e
(M). Una relazione n-aria si dice -ricorsiva (ricorsiva) se lo è la sua funzione
caratteristica.
Osservazioni 3.2.1. 1. Le funzioni e relazioni r.p. sono anche banalmente
(-)ricorsive; il viceversa non vale, poiché si prova che la funzione di
Ackermann è ricorsiva ([Hermes 1975, 14.3]), ma non r.p., come si è
detto.
2. Una funzione g n-aria è ricorsiva se e solo se lo è il suo graco   ( come
relazione (n+ 1)-aria). Questo segue dalle due equazioni
 (
nx; z) = "(g(nx); z)
g(nx) = z( (
nx; z) = 0)
Si noti che lo schema (M) viene applicato in un caso regolare: anzi, il
minimo z richiesto risulta di fatto l'unico z con tale proprietà.
3. Gli schemi costruttivi derivati già visti, se applicati a funzioni o re-
lazioni (in particolare, insiemi) ricorsivi dànno funzioni o relazioni o
insiemi ricorsivi.
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4. Si prova [Hermes 1975, 18.4] che una funzione -ricorsiva (non r.p.) si
può ottenere sempre con una sola applicazione dello schema (M).
Si possono considerare relazioni R  Nn+1 regolari in z, nel senso che per
ogni nx 2 Nn esiste (almeno) uno z per cui vale R(nx; z), cioè (nx; z) 2 R.
In tal caso si può denire uno schema (M') di minimo per relazioni :
Denizione 3.3. Una g n-aria si dice denita a partire da R (relazione
(n+ 1)-aria regolare in z) mediante il -operatore se
g(nx) = z(R(nx; z)) = minfz 2 N; R(nx; z)g
Anche per (M') sottointendiamo che  venga applicato soltanto nel caso
regolare.
Osservazione 3.2.1. Si può considerare (M') come uno schema derivato di
(M): in eetti, la condizione (nx; z) 2 R equivale a R(nx; z) = 0. Ma
d'altra parte, anche (M) può derivare da (M') perché f(nx; z) = 0 è una
relazione ricorsiva (e regolare), se lo è f (esercizio). Di fatto (M) ed (M')
sono equivalenti.
3.2.1 La tesi di Church
L'importanza della ricorsività risiede nel fatto che questa denizione
dà luogo ad una classe naturale di funzioni. Si ha infatti il
Teorema 3.2.1. Le funzioni -ricorsive coincidono con quelle computabili
mediante una macchina di Turing, normata in maniera precisa.
Dimostrazione. (Traccia: vedi [Hermes 1975, Cap.4])
Le funzioni ricorsive sono Turing-computabili. Le funzioni iniziali
sono computabili mediante una macchina di Turing; si possono poi
comporre macchine di Turing in modo da provare che gli schemi di
sostituzione, ricorsione semplice e operatore (caso regolare) portano
da funzioni Turing-computabili ad altre dello stesso tipo. Ad esempio,
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per lo schema di sostituzione (S), si mettono in parallelo le macchine
(esistenti per ipotesi) di h1; : : : ; hr e il loro output fornisce l'input a
quella di g. Più complessi sono i casi degli schemi (R) ed (M).
Le funzioni Turing-computabili sono ricorsive. Anzitutto, le mac-
chine di Turing possono essere `standardizzate' come composizione di
macchine elementari: esse danno luogo a funzioni ricorsive, e le
loro varie composizioni si possono interpretare come applicazione degli
schemi (S), (R),(M). 2
Questo teorema, dovuto a studi di Gödel, S. C. Kleene, Turing e al-
tri, è un forte supporto alla cosiddetta Tesi di Church, dal nome del logico
americano A. Church. La formuleremo così:
Le funzioni eettivamente computabili coincidono con quelle ricorsive.
Naturalmente la Tesi di Church in questa forma risulta del tutto equivalente
alla Tesi di Church-Turing già enunciata alla ne della sezione 1.2.
Si tratta comunque di una tesi di carattere losoco e non di un teore-
ma matematico, ma questa conclusione è ulteriormente raorzata da altri
risultati analoghi al precedente, che stabiliscono la coincidenza della classe
delle funzioni ricorsive con quella delle funzioni rappresentabili in PA (ve-
di sotto il teorema 4.5.1) e con altre classi ancora [Hermes 1975, 31 e 33]
[Mendelson 1972, 5.1], dando luogo ad ancora nuove formulazioni della tesi
di Church. In questo senso, la denizione di ricorsività descrive una classe
`oggettiva' di funzioni e dà una denizione matematica adeguata delle idee
informali di computabilità e di algoritmo.
Nei prossimi capitoli esporremo brevemente una importante applicazione
della ricorsività alla logica matematica i fondamentali risultati di Gödel
sulla essenziale incompletezza dei sistemi formali che esprimano l'aritmetica
ordinaria: prima di arrivare a questo, descriviamo però uno sviluppo signi-
cativo della ricorsività nel caso di insiemi numerici, anch'esso legato all'idea
di algoritmo: l'enumerabilità.
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3.2.2 Insiemi ricorsivamente enumerabili
L'idea di insieme ricorsivamente enumerabile (r.e.) è legata a quella di
algoritmo generatore: chiameremo r. e. un insieme i cui elementi, tutti e soli,
siano ottenibili mediante un algoritmo eettivo in base a quento appena
visto, una macchina di Turing o una funzione -ricorsiva.
Denizioni 3.2.1. (a) Un sottoinsieme A di N si dice ricorsivamente enu-
merabile (r.e.) se è ; oppure l'immagine1 f [Nk] di una funzione 
ricorsiva k-aria. Si dice che f enumera A.
(b) B  N si dice generabile mediante S, relazione (k+1)-aria ricorsiva,
se è descrivibile2 come B = fy 2 N; 9 kx 2 Nk S(kx; y)g. Si dirà che S
genera B.
Osservazione 3.2.2. 1. Queste denizioni e le proprietà seguenti si pos-
sono estendere a sottoinsiemi di Nk con k > 1: per questa generaliz-
zazione, vedi [Hermes 1975, 28].
2. Si noti che la denizione (a), nel caso non banale, equivale a
A = fy 2 N; 9kx 2 Nk (y = f(kx))g
si nota così una stretta analogia tra le due denizioni: vedremo che di
fatto sono equivalenti, per cui diremo indierentemente che f genera
A, o che R, nel caso (b) enumera B.
3. Non è restrittivo considerare, nel caso (a), soltanto funzioni f 1-arie,
dato che è possibile mettere in corrispondenza biunivoca r.p. con
componenti r.p. dell'inversa Nk e N: per un esempio concreto di
funzioni Fk = Fk(kz) con queste proprietà, vedi esercizio a p. 35 (n.
4).
1Per il simbolo, vedi B.2.
2Per le notazioni, vedi le convenzioni sugli indici a p. 19.
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4. Analogamente, nel caso (b) non è restrittivo supporre S binaria: se
S  Nk+1 (k  2) è ricorsiva, si ponga
R = f(x; y) 2 N2; x = Fk(kz) ^ (kz; y) 2 Sg: R è ricorsiva binaria e
B = fy 2 N; 9 ku 2 N S(ku; y)g = fy 2 N; 9x 2 N R(x; y)g
Vediamo soltanto alcune proprietà fondamentali degli insiemi r.e. Anzi-
tutto, con le corrisponenze biunivoche introdotte si può provare la equivalen-
za delle denizioni (a) e (b) di sopra.
Proposizione 3.2.2. A  N è r.e. se e solo se è generabile mediante una
relazione binaria ricorsiva.
Dimostrazione. La dimostrazione si divide naturalmente in due parti.
 Supponiamo A r.e.
 Se A = ;, allora è anche generato dalla relazione ricorsiva
x 6= x ^ y = y;
 Se A è enumerato da f , funzione ricorsiva 1-aria, come non è
restrittivo, allora è generato dalla relazione graco y = f(x).
Dunque, ogni insieme r.e. è generabile mediante una relazione (binaria)
ricorsiva.
 Viceversa, consideriamo B generato dalla relazione binaria ricorsiva
binaria R(x; y). Anche qui consideriamo due sottocasi:
 Nel caso banale di una relazione vuota, non c'è nulla da provare;






Da quanto si è visto, f è certamente ricorsiva. Deniamo ora
A = fy 2 N; 9x 2 N (y = f(x))g: A è r.e. e basterà provare che
A = B.
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 Sia y 2 B. Allora esiste un x 2 N tale che R(x; y) vale.
Risulta (x; y) = (1(z);2(z)) per uno z 2 N: quindi y = f(z)
e y 2 A.
 Ora consideriamo y 2 A: se y = y è y 2 B. Altrimenti, esiste
z 2 N tale che vale y = 2(z); posto x = 1(z) si ottiene che
vale R(x; y) e quindi y 2 B. 2
Proposizione 3.2.3. Se A  N è nito, allora è r.e.
Dimostrazione. Non tratteremo il caso A = ;, che è banale. Se A =
= fa1; : : : ; ang, si consideri una partizione di N con n sottoinsiemi A1; : : : ; An
r.p. (trovarne una per esercizio). Si denisca per casi una funzione 1-aria f
con f(x) = ai se x 2 Ai (i = 1; : : : ; n): essa risulta r.p. e la sua immagine è
naturalmente A. 2
Più in generale vale la seguente
Proposizione 3.2.4. Se A  N è ricorsivo, allora è r.e.
Dimostrazione. Dato il risultato precedente, possiamo esaminare soltan-
to il caso di A  N ricorsivo e innito. Si consideri lo schema di ricorsione
semplice uniforme e senza parametri(
f(0) = minA
f(y0) = z(z 2 A ^ z > f(y))
La condizione inserita nel operatore è ricorsiva perché lo è A e regolare
perché A è innito. f è dunque ricorsiva: dalla sua costruzione si nota che
essa genera A; inoltre è strettamente crescente. 2
Se A è ricorsivo, lo è anche A0 e quindi A e A0 sono r.e.; questa
condizione è anche suciente per la ricorsività:
Proposizione 3.2.5. A  N è ricorsivo se e solo se A e il suo comple-
mentare A0 sono entrambi r.e.
Dimostrazione. Basta provare che, se A e il suo complementare sono
entrambi r.e. e non vuoti, allora A è ricorsivo. A e A0 siano generati
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dalle funzioni ricorsive 1-arie f e g rispettivamente. La relazione binaria
z = f(x)_ z = g(x) è allora ricorsiva e regolare in x e quindi è ricorsiva
anche la funzione
h(z) = x(z = f(x) _ z = g(x))
Risulta allora f(h(z)) = z se e solo se z 2 A. Allora la funzione  denita
per casi con (
(z) = 0 se f(h(z)) = z
(z) = 1 altrimenti
risulta una funzione ricorsiva, caratteristica di A. 2
L'importanza degli insiemi -ricorsivi risiede nel fatto che vi sono insiemi
A r.e. e non ricorsivi (vedi la sottosezione 5.2.2, la proposizione 6.1.7 e,
con più dettagli, [Hermes 1975, 28]). Se, pensando alla tesi di Church,
chiamiamo decidibili gli insiemi -ricorsivi, diremo che questi insiemi, r.e.
ma non ricorsivi, sono soltanto semidecidibili. Infatti tali insiemi si possono
pensare come insiemi per cui esiste un algoritmo eettivo di generazione
(la funzione 1-aria f che li genera), che dà anche un criterio in positivo
di decidibilità per l'appartenenza all'insieme: se x viene generato dopo un
numero nito n di passi (x = f(n)) x 2 A; ma, se dopo un numero nito di
passi, x non viene generato, non si può decidere che x 62 A: se vi fosse modo
di decidere quest'ultima possibilità A0 sarebbe r.e. e A -ricorsivo (decidibile,
oltre che semidecidibile).
Osservazione 3.2.3. Si può ora capire il fatto che se un insieme A viene
enumerato da una successione f strettamente crescente, è ricorsivo; fatto
del resto dimostrabile facilmente. Se infatti x non viene generato dopo n
passi, ma f(n) > x, risulta x 62 A.
Un motivo per cui gli insiemi semidecidibili sono assai importanti è dovuto
al fatto che, per molte teorie matematiche essenziali l'insieme dei teoremi è
soltanto semidecidibile e non decidibile: naturalmente questo ha senso con
riferimento al fatto che i teoremi siano codicati come numeri in maniera
`fedele' (vedi ancora la proposizione 6.1.7). Una teoria di questo tipo si dice
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più genericamente indecidibile, cioè non decidibile, in rapporto all'insieme
dei suoi teoremi.
Gli insiemi r.e. dunque ampliano in maniera essenziale la famiglia R degli
insiemi decidibili (-ricorsivi): si possono vedere come la famiglia di sottoin-
siemi di N che si ottiene applicando a condizioni -ricorsive un quanticatore
esistenziale: per questo motivo, a volte la loro famiglia viene indicata con
9R.
Si noti però che una condizione universale sulla y come 8xR(x; y) (R ricor-
siva) non determina nemmeno un insieme semidecidibile quando 9x:R(x; y)
determina un insieme soltanto semidecidibile A = fy 2 N; 9x:R(x; y)g.
Questo perché l'insieme B = fy 2 N; 8xR(x; y)g = fy 2 N; :9x:R(x; y)g
sarebbe il complementare di A, ed è impossibile allora che sia anch'esso r.e.
Dunque, si può estendere eettivamente R con quanticazioni esistenziali,
ottenendo 9R, ma anche con quanticazioni universali : indichiamo questa
nuova famiglia di insiemi con 8R. Questi sono soltanto i primi membri del-
la cosiddetta gerarchia aritmetica [Hermes 1975, 29],una classicazione dei
sottoinsiemi di N ottenuta a partire dagli insiemi decidibili di R: con quan-
ticazioni si ottengono insiemi sempre meno `eettivi'. E si noti che tutti
questi sono insiemi aritmetici, cioè denibili mediante una fbf : dunque pur
sempre un sottoinsieme numerabile, quindi trascurabile per cardinalità, nei
confronti dell'insieme delle parti P(N) costituito da tutti i sottoinsiemi di
N . . .
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Capitolo 4
L'aritmetica di Peano e PA
4.1 Gli assiomi di Peano
Presentiamo i classici assiomi di Peano (1889) descrivono la struttura di N
in modo assiomatico: insieme ad assiomi (impliciti) della teoria degli insiemi
essi permettono la costruzione della struttura standard dei numeri naturali
(sostanzialmente: somma, prodotto, relazione d'ordine), la prova della sua
unicità a meno di isomorsmi e inne la costruzione degli altri insiemi nu-
merici e, in denitiva, di tutta la matematica classica. Gli assiomi di Peano
P1-P5 sono dunque:
Assiomi di Peano per N
P1 Zero è un numero naturale;
P2 ogni numero naturale ha un successore, che è un numero naturale;
P3 zero non è il successore di alcun numero naturale;
P4 numeri naturali dierenti hanno successori dierenti;
P5 un insieme A di numeri naturali tale che:
(i) A contiene zero (cioè zero è elemento di A);
(ii) A contiene il successore di ogni suo elemento;
coincide necessariamente con l'insieme di tutti i numeri naturali.
Osserviamo alcune caratteristiche della struttura così delineata, che saran-
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no forse più evidenti quando esamineremo l'assiomatizzazione (equivalente
dal punto di vista insiemistico) dovuta a R. Dedekind in sottosezione 6.1.1.
Osservazione 4.1.1. 1. Gli assiomi di Peano descrivono una struttura
NS = (N; 0;S)
Soltanto con l'aiuto implicito di proprietà degli insiemi si possono poi
denire addizione e moltiplicazione, nonché la relazione di minore.
L'esistenza di questa struttura è inoltre data per scontata e, nello
spirito degli Elementi di Euclide, gli assiomi descrivono le `proprietà
fondamentali' di essa.
2. Dagli assiomi segue che S è una corrispondenza biunivoca tra N e
N+ = N n f0g: in base alla famosa denizione di Dedekind (ispira-
ta probabilmente a questo caso) N si può mettere in corrisponden-
za biunivoca con un suo sottoinsieme proprio ed è quindi un insieme
innito.
4.2 Gli assiomi dell'aritmetica formale: PA
Per descrivere in un linguaggio predicativo il modello già visto dell'arit-
metica, indipendentemente dalla teoria degli insiemi, introduciamo l'aritmeti-
ca di Peano PA; è una teoria del primo ordine con uguaglianza i cui simboli
propri1 sono
Simbolo di costante: 0 `zero';
simbolo di funzione unaria, ad esponente: ()0 `successore' se t è un
termine, t0 è il successore di t;
simboli funzionali binari, inssi: +;  `somma, prodotto'.
1Il loro insieme viene sempre indicato con PA.
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Per la sintassi dei linguaggi predicativi e le relative convenzioni di scrittura
delle formule vedi un breve cenno in Appendice A.1; in particolare, indichia-
mo con  il simbolo di uguaglianza (insso), per distinguerlo dal consueto
segno di uguale, che è la sua intepretazione ssa come identità.
Gli assiomi propri di PA sono dunque:
Assiomi per il successore: PA1 8v0 v00 6 0
PA2 8v08v1(v00  v01 ) v0  v1)
Assiomi per la somma: PA3 8v0(v0 + 0  v0)
PA4 8v08v1[v0 + v01  (v0 + v1)0]
Assiomi per il prodotto: PA5 8v0(v0  0  0)
PA6 8v08v1[v0  v01  (v0  v1) + v0]
Schema di induzione per PA: PA7 Per ogni fbf (u) 2 LPAm+1(u;mw)
è un assioma il seguente enunciato:
8mw[[(0) ^ 8u((u)) (u0))]) 8u(u)]
Osservazioni 4.2.1. 1. Si possono denire in PA molti altri simboli con
denizioni conservative (vedi appendice A.1). Ad esempio, i simboli di
disuguglianza:
v0  v1 , 9v2[v1  v0 + v2]
v0 < v1 , [v0 6 v1 ^ v0  v1]
2. Soprattutto, si possono denire particolari termini chiusi, i numerali .
Essi sono (abbreviazioni per) i termini chiusi 0
m apiciz}|{
0 : : :0 , e si indicano
con la sopralineatura: m. Il numerale va tenuto distinto dal relativo
numero naturale, anche se, per coerenza con 1 = 00, 2 = 000,..., si
dovrebbe scrivere anche 0 anziché 0;
3. ancora, si scriverà , come è usuale, per un termine t, S(t), o addirit-
tura St per indicare l'interpretazione intesa di t0, confondendo in parte i
simboli con la loro interpretazione ovvia. A dierenza dell'uso nei capi-
toli precedenti, distinguiamo però l'apice dal suo signicato inteso di
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funzione successore, mentre non facciamo lo stesso per somma e prodot-
to: i simboli coincidono con la loro traduzione insiemistica privilegiata.
Questo è dovuto al fatto che PA viene formulata per descrivere una
precisa struttura, quella dell'aritmetica ordinaria, e pertanto i simboli
introdotti hanno questa interpretazione intesa. In altre parole PA ha
un modello privilegiato, il cosiddetto modello standard : come vedremo
meglio in séguito, essa lo descrive, ma con limiti ben precisi.
4. Esaminiamo ora gli assiomi separatamente. PA1-PA2 sono nient'al-
tro che la formalizzazione di P3 e P4; P1 e P2 non sono formalizzati,
introducono soltanto i simboli 0; 0.
5. PA3-PA6 non compaiono tra gli assiomi `classici', così come i simboli
di somma e prodotto. In eetti, con l'aiuto di costruzioni insiemistiche
queste equazioni permettono di introdurre, usando il principio di in-
duzione P5, somma e prodotto per denizione e di provarne le relative
proprietà. Nel caso di PA, i relativi simboli di somma e prodotto non si
possono denire analogamente a come si è fatto sopra con i predicati di
disuguaglianza. Addirittura, senza il segno di addizione non si potrebbe
descrivere nemmeno l'insieme dei numeri pari, denibile invece con la
fbf (v0) : 9v1(v0  v1 + v1); senza `' non si potrebbe descrivere
nemmeno l'insieme dei numeri primi (vedi le sottosezioni 6.1.1 e 6.1.2
coi relativi riferimenti). Perché?
6. La risposta sta in gran parte nella dierenza tra i due princìpi di in-
duzione: mentre P5 riguarda tutti i sottoinsiemi di N una innità
più che numerabile, PA7 riguarda soltanto i sottoinsiemi descrivibili
mediante fbf , e si è visto quanti pochi potrebbero essere: in ogni ca-
so, lo schema PA7 può riguardare soltanto una innità numerabile di
sottoinsiemi, quante sono le fbf .
7. Comunque, PA7 può essere trasformato, mediante Modus Ponens, in
una regola di derivazione tipica dell'aritmetica, lo schema di dimostra-





Qui  è una fbf come in PA7.
È ora relativamente semplice derivare le consuete regole dell'aritmetica
da questi assiomi: via via si ottiene da PA tutta l'aritmetica elementare.
4.3 Dimostrazioni in PA
Come esempi delle aermazioni precedenti, vediamo ora alcune derivazioni
in PA, rinviando per dettagli a [Mendelson 1972, capitolo 3]. In particolare,
vediamo la dierenza tra induzione nel linguaggio (di PA) e induzione nel
metalinguaggio: quest'ultima concerne i numerali e consente piuttosto schemi
di derivazioni.
Un esempio del primo tipo, cioè di applicazione della regola derivata da
PA7 appena vista, è il seguente:
PA ` 8v0(v0 6 0) 9v1(v0  v01))
ogni numero naturale diverso da zero è un successore. Chiamiamo  = (v0)
la fbf da provare universalmente: basterà allora provare le due fbf (0) e
(v0)) (v00):
0 6 0) 9v1(0  v01)
(v0 6 0) 9v1(v0  v01))) (v00 6 0) 9v1(v00  v01))
Ma la prima fbf equivale a
0  0 _ 9v1(0  v01)
che si può derivare facilmente per riessività da 0  0 con la regola di
attenuazione; la seconda equivale a
:(v0 6 0) 9v1(v0  v01)) _ (v00  0) _ 9v1(v00  v01)
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Poiché 9v1(v00  v01), cioè 9v1(v00  v01) deriva per esistenziazione da v00  v00
(un altro caso di riessività), si ha la tesi, per attenuazione.
Vediamo ora un caso dell'altro tipo di induzione, che si può chiamare sui
numerali : proviamo lo schema di teoremi (enunciati)




nei modelli di PA i numeri non rappresentabili con numerali sono mag-
giori di tutti quelli rappresentati da numerali.
Condurremo la dimostrazione in via informale ma formalizzabile in
PA e dando per scontate ovvie proprietà delle operazioni e relazioni d'or-
dine, dimostrabili in PA, per le quali si rimanda ancora a [Mendelson 1972,
3.1-3.7]. Si noti ancora che i segni di disuguglianza vanno considerati nelle
dimostrazioni, almeno in quelle preliminari, in base alla loro denizione.
Indichiamo qui il numerale zero con la sopralineatura e, per chiarezza qui
indispensabile, distinguiamo il simbolo di successore (l'apice), dal successore
aritmetico ordinario nel metalinguaggio, indicato con S. L'induzione è sul
numero m 2 N, e si prova anzitutto il caso m = 0:
(4.2) PA ` 8v0 (v0  0, (v0  0))
Successivamente si assume che per un m 2 N valga




Se ora si ha la premessa v0  S(m), da essa si ricava v0  m _ v0  S(m);
da entrambi questi disgiunti, per ipotesi di induzione, segue
WS(m)
l=0 (v0  l) e
quindi, per il teorema di deduzione






l=0 (v0  l), cioè
Wm
l=0(v0  l) _ v0  S(m); per
ipotesi d'induzione segue v0  m _ v0  S(m), da cui v0  S(m) e ancora
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per il teorema di deduzione
(4.5) PA ` 8v0 (
S(m)_
l=0
(v0  l)) v0  S(m))
Da 4.4 e da 4.5 segue




Inne, da 4.2 e dal fatto che da 4.3 segue 4.6 si ha lo schema di teoremi 4.1.
4.4 I modelli di PA
PA è stata elaborata per descrivere formalmente il modello standard
N = (N; 0;S; +; ) dove naturalmente i simboli propri sono stati scelti per
suggerire l'interpretazione intesa: `+' è la consueta somma, S il successore
ovvio (`il numero più uno'), eccetera. Però come in tutte le teorie del I
ordine, esistono molti altri modelli di PA, anche profondamente diversi da
N. Vediamo un paio di esempi.
Esempio 4.4.1 (Un modello non standard N). Aggiungiamo ai simboli
propri di PA un nuovo simbolo di costante !, e ai suoi assiomi i nuovi
enunciati
!n : n < !; n = 1; 2; : : :
si ottiene una nuova teoria PA!, estensione di PA, nel senso che:
 i simboli propri di PA! comprendono quelli di PA;
 gli assiomi propri di PA! sono quelli PA, PA7 essendo però relativa a
tutte le fbf del nuovo linguaggio ampliato.
Per il teorema di compattezza della logica dei predicati (vedi [Lolli 1991,
cap.8]) l'esistenza di un modello di PA! è assicurata se ogni sottoinsieme
nito dei suoi assiomi, sia  , ha un modello. Questo però è assai facile
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da vericare. Sono elementi di   soltanto un numero nito di assiomi !n:
sia allora K 2 N un numero maggiore di tutti gli n che compaiono negli
!n 2  . Basta interpretare in N tutti i simboli in maniera standard e in-
terpretare ! con K per avere un modello di  . Dunque esiste un modello
N = (N; 0;S; +; ;!) di tutti gli assiomi di PA!.
Esso è necessariamente un modello di PA e contiene elementi m cor-
rispondenti a tutti i numerali, ma anche un elemento ! per cui vale m < !
per ogni m. Nel modello standard N non esistono elementi diversi da quelli
corrispondenti ai numerali, come è ! in N. Dunque esistono modelli di PA
non isomor al modello standard.
Se poi ci si volesse chiedere se almenoN è numerabile, la risposta sarebbe
di necessità molto imprecisa: per altri fondamentali teoremi della logica dei
predicati si ha che:
se una teoria ha modelli inniti, ne ha di qualunque cardinalità innita2.
Quindi sia PA che PA! hanno modelli inniti di qualunque cardinalità.
Esempio 4.4.2 (I modelli di Th(N)). Si consideri l'insieme degli enunciati di
PA veri nel modello standard, la teoria di N: Th(N) = f 2 LPA0 ; N j= g.
Th(N) è eettivamente una teoria, nel senso che è un insieme di enunciati
chiuso per derivazioni. Inoltre:
 Th(N) è consistente, perché ha per modello N;
 è completa (nel senso di Hilbert-Post: HP-completa). Ciò signica che
per ogni enunciato  2 LPA0 si ha  2 Th(N) aut : 2 Th(N).
Come conseguenza, in tutti i suoi modelli sono veri esattamente gli stes-
si enunciati, cioè essi sono elementarmente equivalenti tra loro e con N.
Naturalmente, questi modelli non possono essere tutti isomor (e nemmeno
equipotenti) tra loro, ma dal punto di vista logico sarebbero perfettamente
interscambiabili: se si potesse assiomatizzare in maniera eettiva Th(N), da
questi assiomi si potrebbero derivare tutte le `verità aritmetiche', o almeno
2I teoremi citati sono i teoremi di Löwenheim-Skolem `verso l'alto' e `verso il basso'. Si
considerano solo modelli normali.
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tutte quelle esprimibili in PA: il sistema sarebbe veramente completo. Si
può naturalmente prendere per sistema di assiomi tutta Th(N), ma in con-
creto si produrrebbe un circolo vizioso: come sapere se  2 Th(N)? Con una
derivazione. Da quali assiomi? . . .
Occorre dunque un sistema d'assiomi esplicitamente dato: questo si può
formalizzare esattamente con le idee già viste sulla ricorsività ma, purtroppo,
la ragionevole richiesta di un sistema d'assiomi `esplicito' e al tempo stesso
completo si rivelerà impossibile da soddisfare.
4.5 Esprimibilità in PA
Vediamo ora una connessione molto signicativa tra tra la ricorsività e
l'aritmetica formale PA.
Denizione 4.1. Una funzione f : Nr ! N si dice rappresentabile (in PA e
per numerali) se esiste una fbf  = f 2 LPAr+1(v; ru) tale che, dati rk 2 Nr
e m 2 N qualsiasi:
 se m = f(rk), allora PA ` (m; rk)
 PA ` 9!v(v; rk)
Esempi 4.5.1. 1. La funzione successore y = S(x) è rappresesentabile
mediante la fbf 2 L2(v0; v1) : v0  v01 nel senso che per ognim; k 2 N
si ha
 PA ` m  k 0 se m = S(k)
 PA ` 9!v0(v0  k 0)
2. (Esercizio) Una funzione di proiezione y = U ri (
rx) = xi; 1  i  r, è
rappresentabile mediante la fbf  2 Lr+1(v0; rv):
v0  vi ^ v1  v1 ^ : : : ^ vr  vr
3. (Esercizio) La costante zero y = Z(x) = 0 è rappresentabile con la
fbf  2 L2(v0; v1) : v0  0 ^ v1  v1.
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Denizione 4.2. Una relazione r-aria R  Nr si dice esprimibile (in PA e
per numerali) se esiste una fbf  = R 2 LPAr (ru) tale che, dati rk 2 Nr
qualsiasi:
 se rk 2 R, allora PA ` (rk)
 se rk =2 R, allora PA ` :(rk)
Esempi 4.5.2. 1. La uguaglianza, come relazione binaria, è esprimibile
con v0  v1 (esercizio).
2. Se una funzione è rappresentabile, essa (il suo graco) è esprimibile
come relazione, vedi [Mendelson 1972, 3.2]. Per esercizio, si provi
questo per il graco della funzione successore y = S(x).
Osservazioni 4.5.1.
Le espressioni usate possono essere fuorvianti: quello che è essenziale è la
possibilità di dimostrare in PA le relazioni numeriche in questione.
Al tempo stesso, la rappresentabilità di funzioni non equivale necessaria-
mente alla denibilità in PA mediante , poiché l'unicità dei valori è ristretta
al caso dei numerali, mentre nei modelli di PA possono comparire elementi
non interpretabili con numerali (vedi però [Mendelson 1972, 3.2 e 3.3]). Il
discorso è diverso per le relazioni:  può senz'altro denire correttamente un
simbolo predicativo che nel modello standard verrà interpretato con R.
L'importante risultato cui si accennava è il seguente (vedi [Mendelson 1972,
3.5]):
Teorema 4.5.1 (Teorema di rappresentazione di Gödel per PA). Le funzioni
-ricorsive coincidono con quelle rappresentabili in PA.
Dimostrazione. (Traccia)
(a) In un senso, si prova che le funzioni -ricorsive sono tutte rappresenta-
bili:
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 le funzioni iniziali sono rappresentabili (vedi 4.5.1);
 gli schemi (S), (R), (M) determinano funzioni rappresentabili a
partire da funzioni rappresentabili.
(b) Nell'altro senso, la dimostrazione richiede la gödelizzazione della teoria:
vedi il prossimo capitolo. 2
Corollario 4.5.2. Le relazioni -ricorsive coincidono con quelle esprimibili
in PA.
Dimostrazione. [Mendelson 1972, corollario 3.29] Si prova facilmente
che una relazione k-aria R è esprimibile se e solo se la sua funzione caratte-
ristica R è rappresentabile: infatti, seR è esprimibile mediante R = R(kv),
R è rappresentabile mediante
(v0;
kv) = (R(
kv) ^ v0  0) _ (:R(kv) ^ v0  1):
Se invece R è rappresentabile mediante (v0; kv), (0; kv) esprime R. Dopo
questo, il corollario segue immediatamente dal teorema. 2
Il teorema di Gödel raorza sia la tesi di Church sulla `naturalezza' delle
funzioni -ricorsive che la opportunità di usare PA come assiomatica per
l'aritmetica elementare: se si aggiungono assiomi a questo sistema si potreb-
bero ottenere più funzioni rappresentabili o relazioni esprimibili, ma la nuo-
va famiglia di funzioni così determinata non sarebbe più collegata con la
computabilità in modo tanto semplice.
Il teorema di rappresentazione gioca anche un ruolo fondamentale nella
prova dei teoremi di incompletezza, come si vedrà nel prossimo capitolo,
insieme con la tecnica di codicazione dei linguaggi predicativi nell'aritmetica
nota come gödelizzazione, che ora considereremo.
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Capitolo 5
I teoremi di Gödel
5.1 Gödelizzazione
Uno strumento fondamentale per la dimostrazione del teorema precedente
è il metodo introdotto da Gödel per tradurre sistemi formali e aermazioni
su di essi, specie attorno alla sintassi, in `fatti' aritmetici mediante una cor-
rispondenza a più livelli tra simboli (o espressioni, o sequenze di espressioni)
e numeri naturali.
Essa è eettiva nel senso che
(a) dato un numero naturale g è sempre possibile determinare algorit-
micamente se esso rappresenta un simbolo (espressione, eccetera) ed
eventualmente di quale tipo;
(b) questa corrispondenza è iniettiva, e quindi si può determinare il simbolo
(o altro) a partire soltanto dal suo numero (il suo gödeliano).
È importante basarsi su una specica gödelizzazione, perché in base ad essa si
decide la eettiva decidibilità di predicati. A titolo di esempio, ne esponiamo
una adattata da [Mendelson 1972].
Consideriamo un linguggio L con alfabeto massimale, dotato di inniti
predicati, simboli per funzione di ogni ordine, e inniti simboli per costante.
Nei casi concreti, questo tipo di approccio viene adattato ai simboli in uso.
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 g(() = 3; g()) = 5; g(,) = 7;
 g(:) = 9; g(_) = 11; g(9) = 13;
 g() = 15 se il linguaggio ha un simbolo di uguaglianza;
 g(vi) = 21 + 8i; i 2 N;
 g(Ani ) = 19 + 8  2n  3i; i 2 N; n 2 N+ (simboli per predicati n-ari);
 g(ci) = 23 + 8i; i 2 N (simboli per costante);
 g(fni ) = 25 + 8  2n  3i; i 2 N; n 2 N+ (simboli funzionali n-ari).
Esempio 5.1.1. Nel caso di PA i simboli propri (siano 0;0 ;+; ) sono in nu-
mero nito. Basta quindi una tabella e si avrebbe, seguendo la gödelizzazione
precedente1:
Simboli per:
Costante Funzione 1-aria Funzioni binarie
g(0) = 23 g(0) = 41 g(+) = 57; g() = 121
Ma si può semplicare la gödelizzazione in:
Simboli per:
Costante Funzione 1-aria Funzioni binarie
g(0) = 17 g(0) = 19 g(+) = 25; g() = 23
Negli esempi, seguiremo quest'ultima tabella.
Veniamo ora alla gödelizzazione di espressioni e di sequenze di espressioni:
si usa il teorema di decomposizione di un numero naturale in prodotto di
numeri primi (qui conviene porre p1 = 2; p2 = 3; : : :)








1I simboli vengono gödelizzati nell'ordine di comparizione nelle fbf .
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Osservazioni 5.1.1. 1. Si verica facilmente che i gödeliani sono tutti di-
versi tra loro e da essi si risale al tipo di componente del linguaggio:
 i gödeliani dei simboli sono tutti numeri dispari diversi, e con
congruenze modulo 8 si può stabilire di che tipo siano;
 i gödeliani di espressioni sono tutti numeri pari diversi, ma l'espo-
nente di 2 nella loro scomposizione in fattori primi è dispari;
 i gödeliani di sequenze di espressioni sono tutti numeri pari diversi,
ma l'esponente di 2 nella loro scomposizione in fattori primi è
ancora pari.
Inoltre, si distingue il gödeliano di un simbolo (g(0) = 17) dal gödelia-
no dell'espressione `atomica' costituita da quel solo simbolo: g(0) = 217
(come termine). Così per una espressione rispetto alla sequenza costitu-
ita da quella sola espressione. Si dovrebbero perciò avere più `funzioni
di gödelizzazione' (ad esempio, g1 per i simboli, g2 per le espressioni,
eccetera): ma l'uso di una sola g non causa confusione.
2. Non hanno molta importanza i dettagli della gödelizzazione, ma il fatto
che sia accettata come eettiva: essa infatti deve riportare il problema
della eettività della sintassi sul piano aritmetico, come si vede dal
prossimo esempio.
3. Fissata una gödelizzazione g che risulti eettiva per L, il numero da essa
assegnato a un simbolo  (o a una espressione, o una sequenza nita
di espressioni) viene dunque indicato con g(); il relativo numerale (n.
di Gödel) sarà indicato con g() =<  >. Si noti che, con la nostra
gödelizzazione, se m è un numero naturale, < m > 6= m; ad esempio
< 1 >=< 00 >= 217  319 6= 1.
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4. Come si vede dall'esempio, i simboli introdotti con denizioni vanno
sostituiti con i simboli primitivi dell'alfabeto prima di eettuare la
gödelizzazione.
Esempio 5.1.2. Si consideri l'insieme VAR dei gödeliani di variabili: V AR =
fg(vi); i 2 Ng; esso coincide con l'insieme fx 2 N; x  21 ^ x = 5 (mod 8)g,
che è r.p. (vedi pagina 30). Si dice perciò che le variabili in quanto cor-
rispondono a un insieme di gödeliani (anche) -ricorsivo sono `eettiva-
mente date' in un linguaggio predicativo.
Ancora, si identica l'insieme V AR con una opportuna proprietà aritme-
tica ricorsiva (qui anche primitiva), V AR(x) = (x  21 ^ x = 5 (mod 8)).
Essa è esprimibile con una fbf  2 LPA1 (v0) anche indipendentemente dal
teorema di rappresentazione 4.5.1: si può usare 9v1(v1  v0)^(v0 = 21+8v1)
(esercizio: vedi la sezione 4.3 e in particolare il teorema 4.1). Indicheremo 
con var(v0) (lettere minuscole)2.
Una prima importante precisazione possibile in base alla gödelizzazione
è quella di alfabeto (o linguaggio) eettivamente dato: posto che i simboli
logici sono eettivamente riconoscibili, come sopra si è visto per le variabili,
potrebbe darsi che non lo fossero i simboli propri, se formassero insiemi in-
niti. Nel caso di un linguaggio predicativo L specico, si considerano perciò
i seguenti insiemi di (gödeliani di) simboli:
 C(L) = fx 2 N; x = g(s); s simbolo per costante di Lg;
 F (L) = fx 2 N; x = g(s); s simbolo funzionale di Lg ;
 P (L) = fx 2 N; x = g(s); s simbolo predicativo di Lg;
Se questi insiemi sono ricorsivi, allora si dice che L è eettivamente dato.
Ogni linguaggio con un insieme nito di simboli propri, come PA, lo è cer-
tamente: i corrispondenti insiemi sono anzi r.p. Daremo per scontata questa
assunzione minimale, che equivale a richiedere che si possa eettivamente
2Indichiamo le variabili aritmetiche con xi; x; y; : : : e i simboli per variabili con vi; v; : : :.
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determinare in ogni caso se un simbolo appartiene all'alfabeto di L oppure
no: supporremo che
Ogni linguaggio considerato d'ora in poi sarà supposto
eettivamente dato
Possiamo così determinare la eettiva decidibilità di varie proprietà sintat-
tiche: l'essere un termine (il corrispondente predicato aritmetico di gödeliani
si indicherà in maiuscole: TERM(x)), una fbf (FBF (x)), e più speci-
camente una fbf con esattamente n variabili libere (FBFn(x)), oppure un
enunciato (EN(x) = FBF0(x)), : : :
Il teorema di rappresentazione permette di trasporre queste proprietà
metalinguistiche in fbf di PA, che indicheremo con la stessa notazione in
minuscole: term(v0), fbf(v0), fbfn(v0), en(v0); : : :
In particolare, nel séguito saranno utili le seguenti relazioni aritmetiche,
se ricorsive, o anche addirittura r.p. non insistiamo su questa possibilità;
di esse diamo l'interpretazione metalinguistica:
 NEG(x; y): x è (il gödeliano di) un enunciato e y è (il gödeliano della)
sua negazione;
 SOST (x; y; z): SOST è una relazione in N3 che vale tra numeri x; y; z
se:
 x è il numero di Gödel di una fbf (v) con esattamente una
variabile libera;
 z è il numero di Gödel di (y).
 Nel séguito assume particolare importanza SOST (x; x; z), relazione
binaria ottenuta per identicazione di x con y e quindi ricorsiva; la
corrispondenza tra x e z è univoca, ma non determina una funzione
ovunque denita; si può ovviare con una denizione per casi:
SUBST (x) =
(
z se SOST (x; x; z)
0 altrimenti
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Si verica facilmente che SUBST è una funzione 1-aria ricorsiva. Per
convincersene, basta ad esempio usare l'operatore di minimo (caso
regolare):
SUBST (x) = z(SOST (x; x; z) _ :FBF1(x))
 più in generale, SOST (x;n y; z) è l'analoga relazione (n + 2)-aria che
si ha tra una fbf (nv) (di gödeliano x) con esattamente n variabili
libere e l'enunciato (ny) di gödeliano z.
Dopo questi esempi, è chiaro come si possono omettere le espressioni
tra parentesi, identicando oggetti sintattici con il loro gödeliano; non si
dimentichi tuttavia che le relazioni descritte sono puramente aritmetiche e
acquistano signicato metalinguistico solo per chi conosca la `chiave' della
gödelizzazione.
Per il teorema di rappresentazione 4.5.1, queste relazioni sono esprimibili
in PA con fbf che indicheremo con lettere minuscole: neg(v0; v1); : : :
5.2 Estensioni dell'aritmetica di Peano
Consideriamo d'ora innanzi teorie T date mediante assiomi che siano
 una estensione di PA, oppure
 un ampliamento3 di PA.
Lasciando per ora da parte il secondo caso (da trattare nella sottosezione
5.3.5 e nella sezione 6.2), esaminiamo il primo.
Denizione 5.1. Per estensione di PA si intende una teoria T che abbia tra
i suoi simboli propri quelli di PA e tra i suoi assiomi propri quelli di PA.
Del tutto analogamente si può denire cosa si intenda per estensione di una
qualsiasi teoria T0.
3Questa espressione non è sempre usata, mentre è più diusa l'espressione
relativizzazione per il suo contrario: vedi denizione 6.5.
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Osservazioni 5.2.1.  Esempi di estensioni di PA sono PA stessa, PA!,
Th(N) (vedi 4.4.2).
 I simboli di PA potrebbero essere denibili in T ed i suoi assiomi propri
esserne teoremi : ma con ciò non si otterrebbe niente di sostanzialmente
più generale.
 A rigore, le varie proprietà e relazioni FBF; EN; SOST , eccetera,
dipendono da T per i simboli propri; ma dato per scontato che questi
siano eettivamente dati, non lo metteremo in evidenza se non signi-
cativo.
 In queste teorie si possono denire i numerali e quindi le nozioni di
rappresentabilità ed esprimibilità : ogni relazione (funzione) esprimibile
(rappresentabile) in PA lo sarà anche in T.
 Per comprendere la portata dei risultati di Gödel si può far riferimento
soltanto ad estensioni che avessero tra i loro modelli quello standard,
come PA!: ma questi risultati rimangono comunque validi anche se ciò
non avviene.
5.2.1 Teoremi e verità aritmetica
Una prima importante proprietà delle estensioni dell'aritmetica riguarda
il concetto di teorema. Si consideri l'insieme THMT dei (gödeliani di) enun-
ciati di teoremi di T. Si può provare che esso non è ricorsivo [Mendelson 1972,
corollario 3.36]:
Teorema 5.2.1. T sia una estensione consistente di PA. Allora THMT non
è esprimibile in T.
Dimostrazione. Per non appesantire le notazioni, omettiamo di se-
gnalare la dipendenza da T. Per assurdo, supponiamo THM esprimibile
in T mediante una fbf thm(w). Consideriamo la funzione SUBST : essa
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è rappresentabile mediante subst(u;w) w = SUBST (u). Costruiamo la
fbf (u):
8w(subst(u;w)) :thm(w))
Siano k il gödeliano di (u) e h il gödeliano di (k). Allora:
1. T ` subst(k; h);
2. T ` 9!w(subst(k; w));
3. se h 2 THM; T ` thm(h);
4. se h 62 THM; T ` :thm(h).
Consideriamo ora due casi:
 T ` (k) e quindi, particolarizzando, T ` subst(k; h)) :thm(h) e, da
1, T ` :thm(h).
 T 6` (k). Allora h 62 THM e quindi T ` :thm(h).
In ogni caso,
(5.1) T ` :thm(h)
e quindi T ` w = h) :thm(w). Da 1 e 2 segue
T ` subst(k; w)) w = h
dunque T ` subst(k; w)) :thm(w) e, generalizzando,
T ` 8w(subst(k; w)) :thm(w))
cioè T ` (k), h 2 THM , T ` thm(h), e, per 5.1, T sarebbe inconsistente,
contro l'ipotesi. 2
Per il teorema di rappresentazione di Gödel 4.5.1 si ha:
Corollario 5.2.2. L'insieme dei teoremi di PA, THMPA, non è ricorsivo.
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Si esprime questo fatto anche dicendo che PA è una teoria indecidibile.
Ciò signica, all'incirca, che non esiste un metodo sistematico per decidere
se un enunciato aritmetico specico è un teorema, o per provare che esso non
è derivabile. Ovviamente, in alcuni casi, la risposta c'è: se ad esempio, dato
un enunciato  si produce una dimostrazione corretta di esso, allora esso è un
teorema, mentre se si produce una derivazione di : (e T è consistente) allora
 stesso non è certamente un teorema. Questo risultato si può specicare
ulteriormente (vedi sotto corollario 5.2.6).
Una importante conseguenza di quanto appena visto si applica a Th(N):
essa è una teoria consistente, estensione di PA e, per denizione, ogni propri-
età o relazione aritmetica cioè denibile con una fbf di PA è esprimibile
in Th(N). Dal teorema precedente segue allora il
Teorema 5.2.3 (di Tarski). L'insieme degli enunciati veri nel modello stan-
dard non è descrivibile mediante nessuna formula aritmetica.
Per formula aritmetica si intende naturalmente una fbf di PA. Proveremo
in altro modo questo teorema più avanti: teorema 5.3.6.
5.2.2 Estensioni ricorsivamente assiomatizzabili
Una proprietà signicativa di estensioni di PA è la ricorsiva assioma-
tizzabilità. Se si esaminano a uno a uno gli schemi di assiomi logici o
dell'uguaglianza si vede che (gli insiemi dei loro gödeliani) sono ricorsivi;
ciò può non accadere per (l'insieme dei gödeliani de) gli assiomi propri. La
situazione sarebbe paradossale, signicherebbe che non è sempre decidibile
se una fbf può essere introdotta come assioma in una derivazione, ma può
accadere. In ogni caso
Denizione 5.2. Una teoria T si dice ricorsivamente assiomatizzabile (r.a.)
o, più brevemente, assiomatica se l'insieme dei gödeliani dei suoi assiomi
propri è ricorsivo.
Osservazioni 5.2.2.  La denizione si applica a qualunque teoria pre-
sentata in forma assiomatica: come esempi, si possono citare le teorie
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che ammettono un numero nito di assiomi propri (teorie nitamente
assiomatizzabili), ad esempio la teoria dei gruppi.
 Interesserà qui il caso delle estensioni di PA (o, più tardi, di suoi am-
pliamenti): così PA, PA! (4.4) sono entrambe r.a., mentre Th(N) non
lo è, essendo completa, per il primo teorema di Gödel 5.3.1.
Un risultato fondamentale su estensioni r.a. di PA riguarda la proprietà
sintattica di dimostrabilità.
DIMT(y; x) sia la relazione binaria in N2 che vale tra numeri y; x se:
 x è il numero di Gödel di una fbf ;
 y è il numero di Gödel di una dimostrazione di  in T.
Come si vede, DIMT(y; x) dipende da T, e questa volta è importante tenerlo
presente: y dimostra x in T. Si ha
Teorema 5.2.4. DIMT(y; x) è (-)ricorsiva se T è una estensione r.a. di
PA.
Per la dimostrazione, vedi [Mendelson 1972, 3.26].
Una conseguenza immediata, ma fondamentale, è che DIMT(y; x) risulta
esprimibile in PA (ma, si noti, anche a maggior ragione in T stessa) mediante
una fbf dimT(v; u). Da questo derivano molte altre signicative conseguenze.
1. Anzitutto, si può dimostrare la seconda parte del teorema di rappresen-
tazione 4.5.1:
Teorema 5.2.5. Se F è una funzione n-aria rappresentabile in PA, allora
è (-)ricorsiva.
Dimostrazione. Risulti F (nk) = m e F sia rappresentabile mediante
 = (nu; v) 2 LPAn+1, di gödeliano g. Allora
PA ` (nk;m)
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Sia j il gödeliano di una di queste dimostrazioni. Consideriamo ora la
relazione (n+ 3)-aria PROOF (z; n+1y; x)
9s(s  z ^ SOST (x; n+1y; s) ^DIM(z; s))
dove DIM è DIMPA. Intuitivamente, il signicato della formula è x è il
gödeliano di una fbf  con n + 1 variabili libere esattamente, e z è il göde-
liano di una dimostrazione in PA dell'enunciato (n+1y), di gödeliano s.
Si noti che si è dato per scontato che i gödeliani di teoremi siano minori
o uguali di quelli delle loro dimostrazioni: ciò non si può provare in ge-
nerale, ma è ovvio nel caso della gödelizzazione introdotta. Data la limi-
tazione di 9 la relazione PROOF (z; n+1y; x) risulta ricorsiva: quindi anche
PROOF (z;n+1 y; g) lo è.
Se ora a = 2m 3j si ha m = esp(0; a) e j = esp(1; a) (per la funzione esp,
vedi pag. 35) e vale, per ogni nk 2 Nn; PROOF (esp(1; a);n k; esp(0; a); g).
La relazione ricorsiva
PROOF (esp(1; y);n x; esp(0; y); g)
è regolare in y (i parametri sono le nx), e dunque
F (nk) = esp(0; [y (PROOF (esp(1; y);n k; esp(0; y); g))])
e l'operatore  è applicato nel caso regolare: quindi F è -ricorsiva. 2
2. Se T è una estensione consistente di PA, si è visto che THMT non è
esprimibile in T: si può precisare questo risultato con il
Corollario 5.2.6. Se T è una estensione consistente e r.a. di PA, THMT
risulta r.e.
Infatti THMT = fx 2 N; 9y(EN(x) ^DIMT(y; x))g. 2
Il risultato si potrebbe interpretare così: si può vericare eettivamente
la correttezza o meno di una dimostrazione, ed esiste un metodo sistematico
che, in linea di principio, genera ogni derivazione corretta, ma non dà sempre
risposta in un numero nito di passi se un dato enunciato non è derivabile:
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se viene prodotta una sua refutazione una dimostrazione di : non può
essere un teorema se c'è consistenza, ma, come vedremo subito, può darsi che
nessuno dei due enunciati abbia una dimostrazione. Si dice che il problema
della dimostrabilità in questi casi è soltanto semidecidibile (pag. 48).
Il risultato dice anche, in generale, che esistono insiemi r.e. ma non ri-
corsivi : il complementare di THMT inoltre, non è nemmeno r.e. altrimenti
sarebbero entrambi ricorsivi: vedi 3.2.2. Questo suggerisce una classicazione
degli enunciati aritmetici (cioè di PA) secondo una complessità crescente: in-
siemi ricorsivi, r.e., complementari di r.e. eccetera: la gerarchia aritmetica
[Hermes 1975, 29].
3. Un altro risultato interessante è il seguente:
Corollario 5.2.7. Se T è una estensione di PA r.a. e completa THMT
risulta ricorsivo.
Dimostrazione. La dimostrazione è assai semplice: consideriamo solo il
caso non banale di T consistente. THMT è r.e. per il corollario precedente;
il suo complementare per la completezza consiste dei numeri di Gödel delle
negazioni dei teoremi, e quindi è anch'esso r.e. Per la proposizione 3.2.5,
THMT risulta ricorsivo. 2
La completezza è nel senso di Hilbert-Post (denizione 4.4.2). Se THMT
è ricorsivo si dice che la teoria è decidibile.
4. Il corollario precedente si può anche enunciare così:
Corollario 5.2.8. Una estensione T di PA che sia r.a. e consistente è
incompleta.
Dimostrazione. THMT non è ricorsivo (teorema 5.2.1); per il corollario
segue subito che T è incompleta. 2
Questo è il primo teorema di incompletezza di Gödel in versione non
costruttiva. Gödel stesso però mostrò come ottenere esplicitamente un enun-
ciato indecidibile per T in maniera sistematica: esaminiamo ora la sua dimo-
strazione, in cui entra un'altra importante tecnica logica, legata alla diago-
nalizzazione di Cantor: l'autoriferimento.
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5.3 Teoremi di incompletezza Gödel per le es-
tensioni dell'aritmetica
5.3.1 Enunciato di Gödel
Consideriamo dunque una qualsiasi teoria T, estensione consistente e r.a.
di PA. Iniziamo con il riprendere la relazione di sostituzione SOST in N3:
come si è detto, SOST è (-)ricorsiva, e quindi esprimibile in PA con una
fbf sost(u; v; w). Applicando una diagonalizzazione si ottiene la relazione
binaria SOST (x; x; y): x è il numero di Gödel di una fbf  2 LT1(v) e
y è il gödeliano di (x). Anche questa relazione è esprimibile in PA, con
sost(u; u; w).
Con SOST e DIMT si può costruire la relazione binaria WT(y; x): essa
vale tra numeri x; y se
x è il numero di Gödel di una fbf (v) 2 LT1 ;
y è il numero di Gödel di una dimostrazione di (x) in T.
In eetti, WT(y; x) si può ottenere con
9w(w  y ^ SOST (x; x; w) ^DIMT(y; w))
dove si sono usati i simboli logici a livello semantico per maggior chiarezza;
il fatto che il quanticatore esistenziale possa essere limitato con w  y
permette, come prima, di considerare WT ricorsivo, e al tempo stesso di
esprimerlo in PA con 9w(w  u^sost(v; v; w)^dimT(u;w)), che si abbrevia
in wT(u; v). Si costruisca ora la fbf
 = (v) = :9u(wT(u; v)) =
= :9u[9w(w  u ^ sost(v; v; w) ^ dimT(u;w))]
Sia g il gödeliano di : allora l'enunciato di Gödel (per T) è
G = (g) = :9u(wT(u; g)) =
= :9u[9w(w  u ^ sost(g; g; w) ^ dimT(u;w))]
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Poiché WT(x; g) vale se e solo se x è il gödeliano di una dimostrazione in
T di (g) = G, G stessa aerma, tramite la gödelizzazione, la sua propria
indimostrabilità .
Gödel stesso ha aermato di essersi ispirato all'antico paradosso del men-
titore (Io sto mentendo), nella forma moderna, meno pittoresca, Questa
proposizione è falsa. Quest'ultima frase è semplicemente un non-enunciato
(è impossibile attribuirle coerentemente un valore di verità), mentre G evita
la contraddizione perché si presenta come ed è a tutti gli eetti un com-
plesso enunciato aritmetico: soltanto la gödelizzazione permette di attribuire
a G un signicato, non formalizzabile, di autoriferimento, dove la verità viene
sostituita dalla dimostrabilità.
5.3.2 La !-consistenza
Per riottenere la dimostrazione originale di Gödel della essenziale in-
completezza dell'aritmetica occorre ancora un altro concetto, quello di !-
consistenza:
Denizione 5.3. Si dice che una estensione T dell'aritmetica è !-consistente
se per nessuna  2 LT1(v) si ha contemporaneamente
 T ` :(m) per ogni m naturale
 T ` 9v(v)
Osservazione 5.3.1. 1. Una forma equivalente di !-consistenza è che per
nessuna  2 LT1(v) si abbia contemporaneamente
 T ` (m) per ogni m naturale
 T ` :8v(v)
2. Se T è !-consistente è anche consistente. Infatti, sia (v) = v 6 v: al-
lora T ` m  m per ognim naturale (dalla riessività dell'uguaglianza)
e quindi in T (se essa è !-consistente) non si può provare T ` 9v v 6 v:
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come è noto, se un qualsiasi enunciato non è derivabile in T, essa è
consistente.
3. La !-consistenza è una forma di consistenza abbastanza naturale per
una teoria aritmetica: si dice in sostanza che se si può provare che un
enunciato (m) dipendente da un numerale non vale per nessun m, è
impossibile provare che vi è un v per cui vale. Questo non è ovvio, dato
che nei modelli di PA, come si è visto, vi sono in generale elementi che
non sono interpretazione di alcun numerale: ma PA è naturalmente
!-consistente, avendo per modello N.
4. Non tutte le estensioni di PA, pur consistenti, sono !-consistenti: un
semplice esempio è dato da PA!, che è consistente (vedi 4.4), anzi ha
tra i suoi modelli il modello standard. Però, PA! ` m 6 ! per ogni
m 2 N, ma banalmente PA! ` 9v0 v0  !.
5.3.3 Il primo teorema di incompletezza
Possiamo ora provare brevemente il primo teorema di incompletezza di
Gödel (1931):
Teorema 5.3.1. Ogni estensione T r.a. e !-consistente di PA è incompleta,
cioè si può costruire un enunciato G = GT indecidibile in essa 4 :
T 6` G ma anche T 6` :G
Dimostrazione. Per non appesantire le notazioni omettiamo l'indice T
in GT e simili. Chiamiamo come prima g il gödeliano di (v) = :9uw(u; v),
con (g) = G = :9u w(u; g). La dimostrazione si divide naturalmente in
due parti:
4Si dice anche che l'enunciato è indipendente dagli assiomi in questione. Non si confonda
comunque l'indecidibilità di una teoria con quella di un enunciato.
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 Proviamo per assurdo che T 6` G. Supponiamo che esista una deriva-
zione di G in T, con gödeliano k. Quindi vale W (k; g) e di conseguenza
T ` w(k; g), da cui T ` 9u w(u; g), o equivalentemente T ` :G, contro
la semplice consistenza di T.
 Proviamo ora che T 6` :G. Per quanto appena dimostrato, per nes-
sun x 2 N si ha W (x; g); dunque risulta, per esprimibilità in PA,
T ` :w(x; g) per ogni x 2 N e quindi, per !-consistenza, T 6` 9u w(u; g),
cioè T 6` :G. 2
Solo nella seconda parte della dimostrazione si fa ricorso alla !-consistenza
che, come si è visto, è una ipotesi più forte della consistenza pura e semplice.
Per mezzo di un altro enunciato più complesso, dovuto a J. Barkley Ross-
er5 (1936) è possibile sostituire nell'ipotesi del teorema la !-consistenza
con la consistenza. Si prova infatti il cosiddetto teorema di Gödel-Rosser
[Mendelson 1972, proposizione 3.32]:
Teorema 5.3.2. Ogni estensione T r.a. e consistente di PA è incompleta,
cioè si può costruire un enunciato G = GT indecidibile in essa:
T 6` G ma anche T 6` :G
.
Osservazioni 5.3.1.  GPA e GPA sono costruite in modo da risultare vere
nel modello standard, ma questo non è essenziale (anzi, può risultare
fuorviante): questi teoremi riguardano anzitutto le limitazioni del con-
cetto (sintattico) di derivabilità formale nei linguaggi predicativi: in-
fatti,
 questi teoremi non si limitano a sancire l'incompletezza di PA o di
qualche sua estensione: aermano che in qualunque estensione r.a. di
5John Barkley Rosser, Sr. L'enunciato di Rosser, anziché dire Io non sono dimostra-
bile, dice, sempre tramite la gödelizzazione, Per ogni mia dimostrazione, ne esiste una
più breve per la mia negazione.
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PA devono necessariamente presentarsi degli enunciati indecidibili, a
meno che la teoria non sia inconsistente. Si parla perciò di essenziale
incompletezza di PA: si possono aggiungere assiomi a PA e questo
porterà a nuove derivazioni e nuovi teoremi, ma comunque si potranno
sempre costruire enunciati indecidibili, a meno che non si produca in-
consistenza o che si ottenga un sistema di assiomi non ricorsivo e perciò
praticamente inutilizzabile.
 In particolare, a PA si potrebbe aggiungere come assioma GPA ottenen-
do così una teoria consistente più ampia, che avrebbe per modello quello
standard. Ma si noti che ugualmente si potrebbe aggiungere a PA la
negazione :GPA ottenendo una estensione consistente6 dell'aritmetica
che non avrebbe il modello standard. È quindi fuorviante interpretare
questo teorema come se aermasse soltanto che vi sono enunciati veri
in N non dimostrabili in PA: non solo questo avverrebbe per tutte le
estensioni r.a. consistenti che avessero il modello standard, ma anche
per queste altre.
5.3.4 Il secondo teorema di incompletezza
Per il primo teorema risulta indimostrabile un enunciato che traduce la
consistenza di una teoria T:
consT : :9 v1 9 v2 9 v3 9 v4 neg(v1; v3) ^ dimT(v2; v1) ^ dimT(v4; v3)
In T non sono dimostrabili un enunciato  e insieme la sua negazione :. La
dimostrazione della prima parte del primo teorema si può infatti tradurre dal
livello metalinguistico in cui è stata condotta nel livello formale, ottenendo
(5.2) T ` consT ) G
è allora facile arrivare al secondo teorema di incompletezza di Gödel :
6Se da un insieme di enunciati 	 non si può derivare l'enunciato , allora 	 [ f:g è
ancora consistente.
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Teorema 5.3.3. In ogni estensione T r.a. e consistente di PA il relativo
enunciato di consistenza consT non è dimostrabile.
Dimostrazione. Se fosse T ` consT, da 5.2 seguirebbe subito T ` G,
contro il primo teorema. 2
Osservazione 5.3.2.  Si può interpretare il risultato come: Una teoria
consistente, nelle ipotesi date, non può provare la sua stessa consisten-
za.
 Esistono però altre formalizzazioni della consistenza di T derivabili in
T stessa [Mendelson 1972, pagg. 183-84].
Dalla tecnica di costruzione di G si può ottenere una potente generaliz-
zazione, nota come teorema di punto sso di Gödel :
Teorema 5.3.4. Se T è una estensione di PA, per ogni  2 LT1 esiste un
enunciato  tale che
T `  , (<  >)
.
L'enunciato  si dice un punto sso per .
Dimostrazione. Data  = (w) come nell'enunciato del teorema, conside-
riamo la funzione ricorsiva SUBST (vedi sopra, p. 66), rappresentabile in
PA (e in T) con . Si avrà, se y = SUBST (x):
(5.3) T ` (x; y) e anche T ` 9! w (x;w)
Introduciamo un'altra fbf con una variabile libera,  = 9w((v;w) ^ (w))
con gödeliano x0: lo  cercato è
 = (x0) = 9w((x0;w) ^ (w))
di gödeliano y0; quindi y0 = SUBST (x0) e <  >= y0. Come in 5.3 si avrà
(5.4) T ` (x0; y0) e anche T ` 9! w (x0;w)
Bisogna provare T `  , (y0), cioè T ` 9w((x0;w) ^ (w)), (y0).
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(a) Proviamo la implicazione verso destra. Da 5.4 segue per unicità
T `  ) ((x0; y0) ^ (y0)); quindi T `  ) (y0).
(b) Ora la implicazione verso sinistra. Sempre da 5.4 si ha
T ` (y0)) ((x0; y0) ^ (y0)); d'altra parte
T ` ((x0; y0) ^ (y0))) 9w((x0;w) ^ (w)):
Quindi T ` (y0))  : 2
Dal teorema di punto sso si possono ricavare molti dei risultati già visti
con un metodo sistematico.
Il primo teorema di incompletezza si può provare (nella versione di Gödel)
usando il predicato di (in)dimostrabilità :
Teorema 5.3.5. Ogni estensione T r.a. e !-consistente di PA è incompleta,




(a) Supponiamo anzitutto T `  ; questa dimostrazione abbia gödeliano k.
Dato che
(5.5) T `  , (<  >)
si ha successivamente
T ` :9u dimT(u;<  >) da 5.5, esplicitando 
T ` dimT(k;<  >) dato che DIMT(k; g( )); da cui
T ` 9u dimT(u;<  >)
contro la supposta consistenza (soltanto) di T.
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(b) In questa parte useremo appieno la !-consistenza. Supponiamo infatti
T ` : : allora, da 5.5 segue anche
(a) T ` :(<  >), quindi
(b) T ` 9u dimT(u;<  >); d'altra parte, per consistenza
(c) T 6`  e quindi per ogni k
(d) T ` :dimT(k;<  >), dato che per nessun k DIMT(k; g( ));
(e) T 6` 9u dimT(u;<  >) per la !-consistenza, in contraddizione
con la (b). 2
Come si vede, la dimostrazione è molto simile alla precedente: di fatto, il
punto sso  esprime la propria non dimostrabilità come la G.
Proviamo ora nuovamente il teorema di Tarski 5.2.3 usando il teorema di
punto sso.
Teorema 5.3.6. Non esiste alcuna  2 L1 tale che
fg();  2 L0; N j= g = fx 2 N; (x)g
Dimostrazione. Per assurdo, supponiamo che esista una tale : basta
usare un punto sso  di : per ottenere una contraddizione. Il teorema
5.3.4 applicato in Th(N) dà subito
N j=  , :(<  >)
segue che  è vera nel modello standard se e solo se non appartiene al secondo
insieme: se esso coincidesse col primo, ciò signicherebbe che  è falsa. 2
5.3.5 Aritmetica e teoria degli insiemi: un curioso teo-
rema
Consideriamo ora brevemente i rapporti tra aritmetica e teoria degli in-
siemi o, più esattamente, tra PA e la teoria standard degli insiemi ZF , o
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ZFC7. In ZF è possibile non solo provare l'esistenza di un insieme su cui
denire la struttura dei numeri naturali, ma anche rappresentare i numeri
naturali con insiemi. Prima di studiare in dettaglio nel prossimo capitolo
questi rapporti (sezione 6.2), vediamo anzitutto come avvenga la traduzione
dell'aritmetica in ZF .
(a) Si deniscono insiemi che rappresentino i numeri naturali: sono i cosid-
detti numerali di von Neumann: 0 = ;; 1 = f;g = f0g; 2 = f0; 1g : : :8
La denizione esatta è per induzione nel metalinguaggio:9(
0 := ;
Sn := n [ fng
(b) La costruzione del successivo di un insieme A, S(A) = A [ fAg, a
partire da 0 = ; genera tutti i numerali citati, che si possono `isolare'
in uno specico insieme, grazie a un apposito assioma di ZF . Vi è
quindi un insieme denibile in ZF in genere indicato con ! in quel
contesto, anziché con N la cui struttura soddisfa gli assiomi di PA.
(c) Si può infatti provare che la struttura di ! soddisfa gli assiomi di PA:
abbiamo appena visto come introdurre insiemisticamente la nozione di
successore, ma, di più, in ! si possono introdurre operazioni di ad-
dizione e moltiplicazione in modo da interpretarvi gli assiomi di PA e
vericare che ne è un modello. Risulta allora n+ 1 = f0; : : : ; ng: n
contiene esattamente n elementi, il che giustica in qualche modo la
denizione da un punto di vista intuitivo.
! risulta allora una sottostruttura in un modello dell'`universo degli insiemi'
descritto da ZF (o da ZFC). Inquadrato in un contesto più generale, ciò
signica che si considera una teoria T che ammette PA come relativizzazione,
7Il ruolo dell'assioma di scelta, la `C' aggiunta, è qui ininuente.
8Il numerali spesso sempre nel caso di zero di solito non si sovralineano.
9Ricordiamo che, per brevità, := indica che il membro sinistro viene denito mediante
il membro destro dell'uguglianza.
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vi è una interpretazione sintattica di PA in T: con ciò si intende che in LT,
il linguaggio di T, i simboli di PA possono venire tradotti con opportune
formule denitorie: gli assiomi di PA valgono in una sottostruttura di ogni
modello di T. Come esempi tipo si possono citare naturalmente le teorie
standard degli insiemi, dal momento che in esse si può provare tutto questo.
Se si vogliono generalizzare i risultati di Gödel a teorie (come ZF o qualche
sua estensione ricorsiva) che ampliano PA (come accennato sopra), si deve
dunque ricorrere al concetto di interpretazione sintattica (vedi ad esempio
[Ebbinghaus-Flum-Thomas 1994, VIII, 2]).
Approfondiremo in séguito tutto ciò: per ora osserviamo soltanto che
 il teorema di Gödel sulla ricorsività rimane valido per ZF nella forma
Teorema 5.3.7. Se R è una relazione ricorsiva, essa è esprimibile in
ZF (e, a maggior ragione, in qualunque sua estensione r.a.), purché
le quanticazioni che compaiono nella formule che la esprimono siano
limitate a !. Analogamente per la rappresentabilità di funzioni.
 di conseguenza, per ZF ed estensioni (consistenti, ricorsive) valgono
anche il primo e il secondo teorema di Gödel e il teorema di punto
sso.
Quindi, l'essenziale incompletezza dell'aritmetica non è corretta dall'inserzione
di essa nella teoria degli insiemi: al contrario, essa si propaga a ZF e quindi
all'intera matematica (formalizzata). Prima di approfondire questo aspetto,
vediamo alcune conseguenze signicative dell'applicazione della teoria degli
insiemi sull'aritmetica stessa; i teoremi di incompletezza permettono in certi
casi di ottenere risultati di indecidibilità relativa.
Naturalmente, considerare l'aritmetica come parte della teoria degli in-
siemi (PA come relativizzazione a una sottostruttura di ZF ) permette di
provare molti teoremi aggiuntivi, validi naturalmente anche nel modello stan-
dard: a cominciare dal fatto che in ZF la presenza di un modello di PA ne
garantisce la consistenza se ZF stessa è consistente. Di più, in ZF si prova
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l'unicità a meno di isomorsmi della struttura standard N, cosa impossibile
in PA ma si ricordi che, per il teorema di Skolem-Löwenheim ZF stessa, se
consistente, ha modelli inniti di ogni cardinalità. Vi sono comunque risul-
tati sui numeri naturali che si possono provare con l'uso dell'Analisi (reale o
complessa) che non sono dimostrabili (o non è noto se lo siano) in PA; ma è
ancora più interessante notare che vi sono enunciati estremamente semplici
di PA che sono dimostrabili solo in ZF perché equivalenti alla consistenza
di PA stesso.
Un esempio, notevole anche perché del tutto inaspettato (dal punto di
vista del risultato e della sua rilevanza teorica) è il teorema di Goodstein
(1944), che qui brevemente richiamiamo, rinviando a [Henle 1986, Part I,
Chapt.10] per ulteriori dettagli.
Supponiamo nota la rappresentazione posizionale dei numeri naturali in
base b 2 N; b  2, nella forma di somma di potenze di b moltiplicate per
cifre: la rappresentazione in superbase b si ottiene rappresentando anche gli
esponenti (e gli esponenti di esponenti, eccetera) della relativa rappresen-
tazione nella stessa base, in modo che in essa compaiano soltanto la base e
le cifre relative:
Esempi 5.3.1. consideriamo n = 23 = 24 + 22 + 2 + 1: in superbase 2
esso verrà scritto rappresentando anche l'esponente 4 in base 2, ottenendo
n = 2(2
2)+22+2+1. Se consideriamo b = 3 avremo, se n = 89, n = 34+23+2
in base 3 e n = 2(3+1) + 2  3 + 2 in superbase 3.
Naturalmente si sottointendono gli esponenti e le cifre 0 e 1; zero è sempre
rappresentato nel solito modo.
Consideriamo ora una successione di numeri naturali ottenuta in questo
modo:
Passo 0 si scelga un numero naturale n0 qualunque, lo si scriva in superbase
2;
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Passo 1 si rimpiazzino tutti i `2' con `3', si tolga 1 (e si riscriva tutto, se
necessario, in superbase 3)
Passo 2 si rimpiazzino tutti i `3' con `4', si tolga 1 (e si riscriva tutto, se
necessario, in superbase 4);
: : : : : : : : :
Passo n si rimpiazzino tutte le superbasi `n + 1' con `n+2', si tolga 1 (e si
riscriva tutto, se necessario, in superbase n+ 2);
: : : : : : : : :
Una sequenza di numeri naturali (nj)Nj=0 costruita in questo modo si chiamerà
una sequenza di Goodstein.
Esempi 5.3.2. Consideriamo il caso n0 = 5 = 22 + 1; si ottengono via via
n1 = (3
3 + 1)  1 = 33 = 27,
n2 = (4
4)  1 = 3  43 + 3  42 + 3  4 + 3 = 255,
n3 = (3  53 + 3  52 + 3  5 + 3)  1 = 3  53 + 3  52 + 3  5 + 2 = 467 : : :
Se n0 = 9 = 2(2+1) + 1 si ottengono successivamente
n1 = (3
3+1 + 1)  1 = 33+1 = 81,
n2 = (4
4+1)  1 = 3  44 + 3  43 + 3  42 + 3  4 + 3 = 1023,
n3 = (355+353+352+35+3) 1 = 355+353+352+35+2 = 9842 : : :
Dopo qualche esempio del genere, è dicile credere che valga il
Teorema 5.3.8 (di Goodstein). Ogni sequenza di Goodstein vale zero dopo
un numero nito di passi.
Diamo una idea di come si formalizza la costruzione della successione.
Si usano funzioni aritmetiche 1-arie SBk `rimpiazzamento della superbase
k con la superbase k + 1' e Hk `(k   1)-esimo passo della costruzione della
successione' (k  2):
SBk(x) =
8>><>>:
0 se x = 0
h  (k + 1)SBk(j) se 0 6= x = h  kj; h < kPr
l=0 SBk(hl  kl) se 0 6= x =
Pr
l=0(hl  kl); hl < k
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La denizione è corretta perché data per induzione completa su x 2 N.
Denite le SBk si deniscono le Hk; k  2:
H2(x) = SB2(x)  1 se k = 2;
Hk+1(x) = SBk+1(Hk(x))  1 se k  2:
La dimostrazione del teorema richiede però una ulteriore funzione ausiliaria,
che fa uso di numeri ordinali transniti (vedi [Henle 1986, loc. cit.]; per la
nozione di numero ordinale, [Halmos 1980, cap.19]). Può sembrare innatu-
rale questo ricorso al transnito per uno studio di successioni `elementari' di
numeri naturali, per quanto il loro comportamento sia imprevisto, ma di fatto
questo è indispensabile: nel 1982 è stato provato (da L. Kirby e J. Paris)
che il teorema di Goodstein permette di provare la consistenza di PA, sicché
una dimostrazione di questo teorema in PA ne proverebbe l'inconsistenza,
per il secondo teorema di Gödel. Meglio supporre PA consistente e pensare
che il teorema non sia dimostrabile in PA, ma solo in teorie più potenti,





6.1 I teoremi di Gödel e l'aritmetica
L'esempio appena riportato mostra una strana conseguenza dei teore-
mi di incompletezza, ma la loro importanza è ben maggiore, e può essere
dicilmente esagerata. Di fatto, essi, evidenziando la potenza della tecni-
ca della gödelizzazione e della teoria della ricorsività, hanno completamente
cambiato la ricerca sui fondamenti della matematica, spostandola da prove di
verità, consistenza e completezza assolute a prove di consistenza e dimostra-
bilità relative. Ne discuteremo ora brevemente, sulla base della logica dei
predicati e sulle sue caratteristiche fondamentali, per cui vedi [Lolli 1991],
[Mendelson 1972].
Nel caso di PA, la sua consistenza non è ragionevolmente in dubbio: si
tratta di una teoria descrittiva di una struttura con cui si ha (o si pensa di
avere) buona conoscenza. Piuttosto è la pluralità di modelli non isomor
e nemmeno elementarmente equivalenti a essere profondamente scon-
certante, assieme alla indecidibilità di enunciati presuntamente veri in N,
strettamente collegata alla prima. Sotto questo aspetto, è il primo teorema
di incompletezza a essere rilevante. La ricerca si orienta quindi allo studio
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degli enunciati presuntamente veri nel modello standard derivabili in PA,
o in àmbiti più vasti, oppure a chiarire se vi siano sistemi più ristretti, ma
signicativi, dove possa eventualmente aversi completezza. Un risultato pio-
nieristico del primo tipo è il teorema di Goodstein: vediamo ora alcuni risul-
tati del secondo tipo, sulla completezza di versioni più deboli dell'aritmetica
(si parla a volte di frammenti di PA). Ripartiamo da una formulazione in-
siemisticamente equivalente degli assiomi di Peano: l'assiomatizzazione di
Dedekind.
6.1.1 Gli assiomi di Dedekind e l'aritmetica del succes-
sore
In eetti, se ci si ispira alla presentazione di Dedekind dei numeri naturali
(o semplicemente, numeri), si ottiene una versione dell'aritmetica completa.
Vediamo anzitutto questa presentazione: essa, pur essendo insiemisticamente
equivalente a quella, di poco posteriore, dovuta a Peano, e usando in deni-
tiva gli stessi concetti base, è notevolmente diversa per l'impostazione: stori-
camente la prima tra le sistemazioni assiomatiche, rimane per certi versi la
più moderna. Non viene spiegato cosa siano i singoli numeri, a dispetto
del titolo dell'opuscolo di Dedekind, che suona, tradotto letteralmente: Che
cosa sono e che cosa devono signicare i numeri (Was sind und was sollen
die Zahlen, prima ed. 1888); nemmeno si spiega in che consista specica-
mente l'intera struttura dei naturali; essi vengono presentati come classe di
strutture, dunque implicitamente, come classe di modelli di una teoria.
Dedekind prende avvio da un qualunque insieme  di oggetti; l'anacro-
nismo del termine insieme è lieve: in quegli anni, Cantor elaborava la sua
teoria in stretto contatto appunto con Dedekind.
Considerata una funzione f :   ! , Dedekind chiama f -catena un
qualunque A   invariante rispetto a f :
Denizione 6.1. Se  è un qualunque insieme e f :   ! , chiamiamo
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f -catena di  un A   tale che f [A]  A 1.
Se ora A è un qualunque sottoinsieme di , si può facilmente dimostrare
che esiste una minima f -catena C   che contiene A (simbolo: hAi): basta
considerare l'intersezione di tutte le f -catene di  contenenti A (una esiste
sicuramente: l'insieme ); si dimostra facilmente che si ha ancora una f -
catena.
Denizione 6.2. Se  è un qualunque insieme e A  , hAi si chiama la
f -catena generata da A in . Se A consiste di un numero nito di elementi
a; b; : : : ; z si scriverà semplicemente ha; b; : : : ; zi.
Ora Dedekind può dimostrare un principio di induzione generale per le
f -catene:
Teorema 6.1.1. Siano A   e P una proprietà dotata di senso 2 per tutti
gli elementi di  e tale che
 P vale per ogni elemento di A;
 se P vale per un x 2  vale anche per f(x);
allora P vale per ogni elemento di hAi.
Dimostrazione. Basta considerare che l'insieme degli x 2  per cui vale P è
una f -catena che contiene A.
Dedekind ritiene con ciò di aver provato sulla base della pura logica il
principio di induzione, la cui correttezza suscitava dubbi in molti matematici.
Ai nostri giorni, questa appare più una dimostrazione insiemistica che logica:
ma la teoria degli insiemi è stata a lungo da molti considerata una parte della
logica più che della matematica, o almeno la base logica di quest'ultima.
Dedekind passa poi alla caratterizzazione vera e propria dei numeri na-
turali.
1Con f [A] si indica l'immagine di A tramite f : vedi l'osservazione a p. 114.
2Il linguaggio è quello tradizionale. Noi diremmo una fbf .
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Assiomi di Dedekind per N.
Denizione 6.3. Siano  un qualunque insieme, z un suo
elemento e f :   ! . Supponiamo di più:
D1 f iniettiva;
D2 z =2 f [];
D3  = hzi:
allora la struttura (; f ; z) è una struttura di numeri naturali.
La caratterizzazione di Dedekind, per quanto astratta, risulta tuttavia molto
ecace nel rivelare come le proprietà fondamentali dei numeri naturali, ri-
cavabili agevolmente, anche se a prezzo di minuziose veriche, dagli assiomi
precedenti, non dipendano dai singoli elementi contenuti nell'insieme  e
nemmeno dalla singola struttura (; f ; z) considerata; inoltre, chiarisce il
signicato del principio di induzione: i numeri naturali costituiscono la più
piccola struttura per cui esso vale.
I numeri naturali determinano dunque una classe di strutture, tutte per-
altro isomorfe tra loro se ci si consente l'uso di proprietà degli insiemi nella
dimostrazione dell'unicità a meno di isomorsmi; quindi esse sono identi-
cabili in una sola, quella standard. Quest'ultimo passo tuttavia, fa perdere
di vista la portata innovativa di questa presentazione: sebbene sia esposta
come è tradizione con il linguaggio originale dell'autore, essa è chiaramente
modellistica nel senso di presentare i numeri naturali come diremmo oggi
la classe dei modelli di una teoria: ciononostante, sebbene sia ben vero che
questa presentazione è equivalente, nella teoria degli insiemi, a quella di
Peano, la relativa formalizzazione come teoria predicativa è notevolmente
meno potente di PA.
Vediamo dunque questa presentazione (aritmetica del successore, AS). Si
tratta di una teoria con uguaglianza; i suoi simboli propri sono quelli di PA,
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ma mancano quelli di operazione, restano solo lo zero e il simbolo di suc-
cessore. Chiameremo perciò questo il linguaggio del successore: in esso sono
denibili i consueti numerali.
La loro interpretazione standard è naturalmente quella di `zero' e `funzione
successore', sicché il modello standard, ristretto a questa struttura (chiamia-
molo NS = (N; 0;S)), è ancora un modello dei seguenti assiomi:
Assiomi di AS
S1 8v0 0 6 v00
l'immagine di s non comprende zero (vedi D2);
S2 8v08v1 (v00  v01)) (v0  v1)
s è iniettiva (vedi D1);
S3 8v0 (v0 6 0) 9v1 v0  v01)
zero è l'unico elemento che non appartiene all'immagine di S;
S4 8u1 : : :8um[[(0) ^ 8v((v)) (v0))]) 8v(v)]
Schema di induzione, limitato alle fbf del linguaggio del successore
con m+ 1 variabili libere.
Osservazioni 6.1.1.  S3 è derivabile per induzione (sezione 4.3), usando
gli assiomi dell'uguaglianza, ma conviene inserirlo per confrontare AS
con altri sistemi di assiomi in cui l'induzione non compare: vedi sotto
il sistema di Robinson, sottosezione 6.1.3.
 S3 e soprattutto S4 traducono la condizione di minimalità D3. Lo
schema di induzione è formulato esattamente come in PA, con le stesse
notazioni, ma ciò nasconde una dierenza essenziale: le fbf  che vi
compaiono sono esclusivamente quelle formulabili nel linguaggio ridotto
dell'aritmetica del successore. Questa teoria è ovviamente consistente
(ha il modello standard), ma si discosta da PA sotto molti aspetti.
La dierenza di linguaggio ha infatti conseguenze notevoli: sebbene D1-
D3 siano, nella teoria degli insiemi, equivalenti agli assiomi di Peano, AS è
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notevolmente più povera di PA: infatti con fbf di AS sono denibili solo i
sottoinsiemi di NS che sono niti o complementari di niti (coniti).
Ad esempio, nemmeno l'addizione è denibile in N con una formula
 2 LAS3 , giacché allora lo sarebbe anche l'insieme P dei numeri pari:
P = fv2 2 N; 9v0  (v0; v0; v2)g; ma P non è né nito né conito. Questa
povertà permette però la completezza:
Proposizione 6.1.2. Ogni enunciato nel linguaggio del successore è deriva-
bile oppure refutabile in AS.
Segue facilmente, dato che la teoria è r.a. (vedi il corollario 5.2.7):
Proposizione 6.1.3. AS è decidibile, cioè l'insieme dei teoremi è ricorsivo.
Per una discussione più approfondita, vedi [Lolli 1991, cap. 21].
6.1.2 L'aritmetica di Presburger AP
L'aritmetica di Presburger, o dell'addizione, si ottiene eliminando da PA
il simbolo per la moltiplicazione coi relativi assiomi. Lo schema di induzione
è formalmente lo stesso, ma riferito a fbf  del nuovo linguaggio ridotto. Si
ottiene ancora [Mendelson 1972, 3.1] il
Teorema 6.1.4. AP è una teoria r.a. completa (quindi decidibile: corollario
5.2.7).
Il modello standard (senza l'interpretazione per la moltiplicazione) è cer-
tamente un modello di AP , ma ancora una volta si possono descrivere soltanto
pochi sottoinsiemi di N, quelli cosiddetti denitivamente periodici. Per dare
un'idea di questo fatto, possiamo `denire' in AP una `moltiplicazione' di una
variabile per un numerale mediante induzione nel metalinguaggio. Si pone,
per k 2 N: (
v0  0 := 0 se k = 0
v0  S(k) := v0 + v0  k se k  0
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Più esattamente si tratta di abbreviazioni per termini: v0  0 abbrevia il
termine 0, mentre v0  k abbrevia
k voltez }| {
v0 + v0 + : : :+ v0 se k > 0. Si può allora
introdurre in AP la congruenza modulo k  2:
v0 = v1(mod k) sta per 9v2(v0  v1 + v2  k) _ (v1  v0 + v2  k)
Introdotte come in PA le relazioni d'ordine, si possono denire in AP sottoin-
siemi di N del tipo A[B con A nito e B = fx 2 N; x  k^x = h(modm)g
che sono appunto insiemi denitivamente periodici 3 : ma soltanto essi sono
denibili in AP . Non si possono dunque denire in AP l'insieme dei quadrati
perfetti, dei numeri primi,...
6.1.3 L'aritmetica di Robinson Q
Questo frammento dell'aritmetica è notevole perché non include il princi-
pio di induzione e mostra quindi che la sola introduzione del segno di prodotto
coi relativi assiomi modica drasticamente il carattere di queste teorie.
I suoi simboli propri sono quelli di PA, e quindi si possono denire in essa
i numerali. I suoi assiomi propri4 sono già stati incontrati nei sistemi prece-
denti:
Assiomi di Q
Assiomi per il successore
R1 8v0 v00 6 0 R2 8v08v1(v00  v01 ) v0  v1)
R3 8v0 (v0 6 0) 9v1 v0  v01)
Assiomi per la somma
R4 8v0(v0 + 0  v0) R5 8v08v1[v0 + v01  (v0 + v1)0]
Assiomi per il prodotto
R6 8v0(v0  0  0) R7 8v08v1[v0  v01  (v0  v1) + v0]
3Bisogna poi includere tra questi combinazioni arbitrarie mediante connettivi di essi.
4Gli assiomi per l'uguaglianza sono ovviamente presenti, ma ne basta un numero nito:
ciò è possibile (vedi anche [Mendelson 1972, 2.8]).
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Si nota la somiglianza con gli assiomi di PA: a parte R3, si tratta let-
teralmente degli stessi assiomi, senza però il principio di induzione: R3 viene
inserito proprio perché è di solito derivabile per mezzo di questo schema,
presente negli altri frammenti dell'aritmetica incontrati (vedi sezione 4.3).
La sigla Q è tradizionale: in [Mendelson 1972, 3.6] viene presentato un
sistema sovrabbondante RR, con un ulteriore assioma per l'unicità del resto
della divisione, che serve a semplicare certe dimostrazioni.
Quali sono le proprietà notevoli di questo sistema? Le discutiamo breve-
mente, senza dimostrarle.
Anzitutto, questo sistema è consistente (ha ovviamente il modello stan-
dard), è nitamente assiomatizzato, ma soprattutto si ha [Mendelson 1972,
loc. cit.]:
Teorema 6.1.5. Le funzioni ricorsive sono tutte rappresentabili in Q.
Questo fondamentale risultato permette di ritrovare molte proprietà di
PA: i teoremi di Q (e quelli delle sue estensioni) formano un insieme non
ricorsivo, e si ritrova il fenomeno della essenziale incompletezza: già in essa
è indecidibile l'enunciato
[] 8v09v1(v0  v1 + v1 _ v0  v1 + v1 + 1)
che aerma che ogni `numero' è pari o dispari. In eetti questo enunciato,
vero inN, è falso in un altro modello normale Z diQ 5, dato dall'insieme Z[x]
costituito dallo zero e dai polinomi in x a coecienti interi con coeciente
principale strettamente positivo, strutturato con le interpretazioni ovvie per
i simboli propri. Per una presentazione elementare di alcune interessanti
caratteristiche di Q, si può vedere il bell'articolo didattico di [Bagni 2005].
Esercizi 6.1.1.
 Vericare che Z è un modello di Q.
 Trovare un controesempio in Z a [*].
5Si noti che questo comporta che PA sia una estensione propria di Q.
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L'aritmetica di Robinson ha molto interesse anche per risultati che ri-
guardano l'indecidibilità di teorie molto generali (eventualmente non r.a.)
sull'aritmetica; permette perno di ritrovare, tramite la ricorsività, risultati
sulla logica stessa dei predicati (vedi la sezione 6.3).
Anzitutto, si introducono le denizioni di estensione nita di una teoria
e di teorie compatibili. Ricordiamo che, dato un insieme  di enunciati, si
indica con hi la relativa teoria generata. Allora:
Denizioni 6.1.1.
(a) Sia T1 = hi; se T2 = h [ 	i, e 	 è un insieme nito di enunciati, T2 è
una estensione nita di T1.
(b) Siano T1 = h1i e T2 = h2i. Se T3 = h1 [ 2i è consistente, si dice che
T1 e T2 sono compatibili.
Ciò premesso, si prova facilmente che
Proposizione 6.1.6. T1 e T2 siano due teorie con gli stessi simboli di PA.
Se T1 è una estensione nita e indecidibile di T2, risulta indecidibile anche
T2.
Dimostrazione. Possiamo dare una breve traccia della dimostrazione
in questo modo. Siano 1; : : : ; n gli assiomi da aggiungere a quelli di T2 per
ottenere T1: si può supporre che siano enunciati. Ogni derivazione in T1, sia
T1 `  , si può trasformare in una derivazione nell'altra teoria
T2 ` (1 ^ : : : ^ n))  
per mezzo del teorema di deduzione [Mendelson 1972, cor. 2.6]. Allora se
l'insieme dei gödeliani dei teoremi di T2 fosse ricorsivo, lo sarebbe anche (per
sostituzione) l'insieme dei teoremi di T1. 2
Ora la essenziale indecidibilità dell'aritmetica di Robinson Q, che è ni-
tamente assiomatizzata, gioca un ruolo essenziale:
Proposizione 6.1.7. Sia T una teoria con gli stessi simboli di PA, compa-
tibile con Q. Allora T è indecidibile.
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Dimostrazione. Per compatibilità TQ = hT [ Qi è consistente, ed è
una estensione nita e indecidibile di T. Per la proposizione precedente, T è
indecidibile. 2
Proposizione 6.1.8. Sia T una teoria con gli stessi simboli di PA, soddis-
fatta dal modello standard. Allora T è indecidibile.
Dimostrazione. TQ = hT [ Qi ha per modello quello standard, quin-
di è consistente, cioè T è compatibile con Q. Basta applicare dunque la
proposizione precedente. 2
Questi risultati riguardano più l'aritmetica che non la logica dei predicati,
ma hanno importanza per la loro generalità anche con riguardo ai calcoli
predicativi `puri': vedi 6.3.
6.2 I teoremi di Gödel e la teoria degli insiemi
Diverse sono le conseguenze sulla teoria degli insiemi, su ZF 6 o su altre
teorie analoghe. Sull' `universo degli insiemi', cioè su una struttura modello
di ZF si hanno poche idee chiare, data la grande generalità del concetto di
insieme: il paradosso di Skolem7 è un risultato sconcertante. Tanto più si
vorrebbero ottenere risultati di consistenza, ma in assoluto ciò è impossibile
per il secondo teorema di incompletezza. La ricerca si sposta allora, a pro-
posito di enunciati signicativi  0 come l'ipotesi del continuo [Halmos 1980,
cap.25]:
 o sulla prova della loro indipendenza dagli assiomi di ZF o ZFC,
eccetera;
6Non specichiamo gli assiomi della teoria standard degli insiemi ZF , rinviando a
[Halmos 1980].
7Se ZF ha un modello ne ha uno numerabile (una versione ancor più generale in
[Mendelson 1972, 4.3]). L'universo degli insiemi può consistentemente contenere anche
soltanto una innità numerabile di `insiemi': : :
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 o su quella della loro relativa consistenza con queste teorie assiomatiche:
l'aggiunta di  0 deve in altre parole dar luogo a una teoria consistente,
supposto che lo sia quella di partenza.
Vediamo più in dettaglio come l'incompletezza e la non ricorsività (ossia
non decidibilità, essenziali) si propaghino da PA a ZF . Si è già visto come
in ZF si possano trovare insiemi che costituiscano i numerali di ZF (ora li
identichiamo coi numeri 0; : : : ; n; : : :) e un insieme (!) che contenga come
elementi essi soltanto. Notevole è il fatto che si possa denire una operazione
insiemistica di successore del tutto generale; in ! si possono denire opera-
zioni di addizione e moltiplicazione in modo da interpretare gli assiomi di
PA e vericare che ! ne è un modello vedi sezione 5.3.5.
Osservazione 6.2.1. ZF è una teoria del primo ordine con uguaglianza che
ha solo un simbolo proprio, 2: si introducono mediante denizioni diversi
altri simboli, come ;;  , i simboli di unione, di successore insiemistico,. . .
A rigore, si ha una teoria ampliata ZF 0, che però ha le stesse proprietà
di ZF . Non faremo perciò nel séguito questa distinzione. Del resto si ha
[Mendelson 1972, 3.6]:
Teorema 6.2.1. Se una teoria T viene arricchita con denizioni di nuovi sim-
boli in una teoria T0 8 , T0 è consistente se lo era T, ed è indecidibile se e
solo se lo era T.
Quindi, se ZF è consistente, lo rimane se si aggiungono nuovi simboli
ottenendo ZF 0 come si è fatto sopra, ed è indecidibile se lo è ZF 0.
A questo punto si devono introdurre due tecniche assai potenti: la rela-
tivizzazione e la interpretazione sintattica, che si possono considerare assai
in generale, ma che esponiamo rapidamente nel caso di teorie9, intese come
insiemi di enunciati o, indierentemente, assiomi.
8Le denizioni si aggiungono come nuovi assiomi di T0.
9Le teorie considerate nel séguito della sezione sono tutte con uguaglianza.
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Deniamo ora la nozione di interpretazione sintattica: essa si riferisce
in generale alla traduzione di un linguaggio predicativo in un altro, ma
vediamola nel caso di linguaggi di speciche teorie.
Denizione 6.4 (Interpretazioni sintattiche). Date due teorie T1 e T2 con
insieme dei simboli propri S1, S2 si interpretano i simboli  2 S1 con fbf di
LS2 :
 se  è un simbolo predicativo n-ario A, lo si interpreta per mezzo di
una fbf A = A(nv) di LS2n mediante la denizione (in L
S2)
8nv(A(nv), A(nv))
 se  è un simbolo di costante c esso viene interpretato per mezzo di
una fbf c = c(v) di L
S2
1 mediante la denizione (in L
S2)
8v(v = c, c(v))
 se  è un simbolo funzionale n-ario f esso viene interpretato per mezzo
di una fbf f = f (u; nv) di L
S2
n+1 mediante la denizione (in L
S2)
8u8nv (u = f(nv), f (u; nv))
Perché l'interpretazione possa determinare una sottostruttura M1 (relativa
a LT1) nelle strutture M2 (relative a LT2), occorrono un dominio non vuoto
descritto da una fbf  2 LS21 e, negli ultimi due casi, esistenza e unicità in
questo dominio. Si richiede perciò
 T2 ` 9v(v)
 T2 ` 9!v((v) ^ c(v)) per ogni simbolo di costante c
 T2 ` 8nv (
Vn
i=1 (vi) =) 9!u((u) ^ f (u;n v))) per ogni simbolo fun-
zionale n-ario f
Si dice allora che l'interpretazione è fedele e la si indica con I(T1;T2).
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Anche se l'interpretazione è fedele, i teoremi di T1 non vengono neces-
sariamente tradotti in teoremi di T2; per questo devono venire relativizzati.
Questa nozione riguarda in generale le fbf , ma la applicheremo agli enunciati
di teorie.
Denizione 6.5 (Relativizzazione di teorie). Data una teoria T con insieme
dei simboli propri S = ST, si consideri una fbf  2 LS1 . Ogni fbf  2 LS (in
particolare ogni  2 T) viene relativizzata a  sostituendo opportunamente
ogni sua sottoformula quanticata :
 se  è del tipo 8v %(v) essa viene riscritta come 8v ((v)) %(v));
 se  è del tipo 9v %(v) essa viene riscritta come 9v ((v) ^ %(v)).
Si ottiene così una formula   (che è un enunciato se lo è  ) e più in
generale, da un insieme   di fbf è possibile ottenere l'insieme   delle
sue formule relativizzate a . Si noti che una delle due sostituzioni è, a
meno di equivalenza logica, superua, giacché deriva dalle relazioni tra i due
quanticatori.
Esercizio 6.2.1. Non esiste alcuna relazione generale tra la verità di un enun-
ciato e la verità di una sua relativizzazione: trovare un enunciato  falso in
ZF ma tale che  v02! sia vero in ZF ; trovare poi un altro enunciato  vero
in ZF ma tale che v02! sia falso (sempre in ZF ).
Applichiamo ora a un enunciato  di T1 l'interpretazione I(T1;T2) det-
ta sopra, ottenendo un enunciato  2: relativizziamolo mediante  (nella
denizione precedente, porre T = T2 e  =  2): si ottiene un enunciato
 I ; se questo procedimento viene applicato a ogni  2    LT1 si otterrà un
insieme  I  LT2 : in particolare TI1 è la relativizzazione di T1 in T2. Intuitiva-
mente,  I `dice' nel linguaggio di T2 quello che aerma  in T1, in riferimento
a una sottostruttura M1, il cui dominio è determinato da , di una inter-
pretazione M2 del linguaggio di T2. Questo è precisato dalla proposizione
[Ebbinghaus-Flum-Thomas 1994, 2.E] seguente.
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Proposizione 6.2.2. I(T1;T2) sia una interpretazione fedele,  2 LT10 . Se
M2 è un modello di T2 si ha M2 j=  I se e solo se M1 j=  , dove M1 è la
sottostruttura di M2 descritta prima. Quindi, se T2 j=  I , si ha T1 j=  .
Applicando il teorema di completezza [Lolli 1991, cap.8] si ha
Teorema 6.2.3. Se T1; `  , dove  è un insieme nito (eventualmente
vuoto) di enunciati nel linguaggio di T1, e T2 è tale che
1. I(T1;T2) è fedele;
2. T2 ` TI1 o almeno permette di derivare le particolarizzazioni degli as-
siomi T impiegati nella derivazione T1; `  ;
allora T2;
I `  I .
Dimostrazione. Possiamo supporre che  sia vuoto, dal momento che,
se  = f1; : : : ; ng, T1; `  equivale a T1 ` (1 ^ : : : ^ n) =)  per il
teorema di deduzione, mentre, dato che I1 ^ : : :^In = (1 ^ : : :^n)I , si ha
che la tesi equivale a T2 ` (I1 ^ : : : ^ In) =)  I .
Supponiamo dunque
(6.1) T1 `  
e consideriamo un modello M2 di T2: per le ipotesi su di essa, risulta
M2 j= T I , e quindi per la proposizione precedente M1 j= T , da cui M1 j=  ,
dove:
 M1 è, come prima, la sottostruttura di M2 determinata da I;
 T I , come si è detto, è l'insieme nito degli assiomi di T1 impiegati nella
derivazione 6.1.
Allora segue M2 j=  I e, per l'arbitrarietà di M2, la tesi. 2
Come caso particolare, dato che ZF ` PAI , si ha (T1 = PA; T2 = ZF ):
Proposizione 6.2.4. Se PA `  , allora ZF `  I
Un'altra conseguenza immediata del teorema è che
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Corollario 6.2.5. Nelle ipotesi precedenti, se T2 è consistente, lo è anche
T1.
Dimostrazione. Basta ragionare per assurdo, ponendo nel teorema
precedente  =  ^ :, per un enunciato  qualsiasi. 2
Poiché, come si era detto, ZF soddisfa le ipotesi precedenti nei riguardi
di PA con l'interpretazione I accennata, si ha:
Se ZF è consistente, lo è anche PA.
Tuttavia la conseguenza più importante risulta essere il fatto che in ZF
si possono rappresentare (tramite PAI) le funzioni ricorsive ed esprimere le
relazioni. Questo permette di dimostrare i due teoremi di incompletezza per
ZF e di provare la indecidibilità di ZF 10, riadattando le dimostrazioni già
viste.
Si può anche procedere più in generale: ad esempio, per la indecidibilità di
ZF , consideriamo la teoria PAZF generata dagli assiomi di PA interpretati
e relativizzati in ZF nel solito modo e dall'insieme (nito) 	 degli enunciati
che garantiscono la fedeltà del'interpretazione dei simboli propri di PA: è
facile vericare per assurdo che, per il teorema 6.2.3
PAZF è indecidibile, dal momento che lo è PA.
Si può allora applicare il seguente teorema generale ([Mendelson 1972, 3.6]):
Teorema 6.2.6. Se una teoria consistente T ha tra i suoi teoremi tutti quelli
di una teoria indecidibile11 T0, allora T è indecidibile.
Nel teorema si ponga PAZF = T0: poiché ZF ` PAZF si può appli-
care questo teorema per ottenere, dalla consistenza di ZF = T, la sua
indecidibilità.
10Ricordiamo che questo signica che l'insieme dei teoremi di ZF non è ricorsivo.
11Si richiede che l'alfabeto, e quindi il concetto di fbf sia ricorsivo: ma lo diamo come
sempre per implicito.
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6.3 I teoremi di Gödel e la logica dei predicati
Anche per la struttura generale della logica del primo ordine la gödeliz-
zazione e i teoremi di indecidibilità per l'aritmetica permettono di ottenere
(o riottenere) risultati signicativi. Seguendo [Mendelson 1972, 3.42-3.47],
riportiamo alcuni risultati con una traccia di dimostrazione.
Introduciamo ora alcune teorie puramente predicative, cioè senza assiomi
propri o dell'uguaglianza: esse di solito vengono chiamate `calcoli', come fare-
mo nel séguito; comunque le identichiamo con l'insieme delle fbf dimostrabili
in essi.
 PredPA è il calcolo predicativo puro nel linguaggio di PA;
 Predtot è il calcolo predicativo puro nel linguaggio completo del calcolo
(sono presenti tutti i possibili simboli propri);
 Predrel è il calcolo predicativo puro nel linguaggio relazionale completo
(sono presenti tutti i possibili simboli predicativi, senza alcun simbolo
di costante o di funzione).
Osservazioni 6.3.1. 1. PA si intende espressa con simboli propri indicati
genericamente, come in A.1 (non 0 ma c0,. . . ); anche il predicato di
uguaglianza verrà indicato semplicemente con A20. In tal modo i simboli
di PA sono da considerarsi un sottoinsieme di quelli di Predtot.
2. Ricordiamo inoltre che in questi calcoli, che dieriscono solo per il
linguaggio adottato, un teorema è una fbf logicamente valida, e vale
il teorema di completezza di Gödel [Mendelson 1972, 2.14].
Applichiamo preliminarmente a PredPA un risultato già visto (6.1.7):
Proposizione 6.3.1. PredPA è indecidibile.
Dimostrazione. Consideriamo la teoria Q, con aggiunti assiomi, in nu-
mero nito, che sostituiscano i soliti assiomi dell'uguaglianza (ciò è possibile,
come si è già detto: vedi specicamente [Mendelson 1972, 3.6, pag. 187]).
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Risulta Q = hPredPA[Qi: quindi PredPA è compatibile con Q e dunque,
per la proposizione ricordata, è indecidibile. 2
Veniamo ora agli altri due calcoli citati: possiamo ora dimostrare per essi i
fondamentali teoremi di indecidibilità dovuti in origine a Church. Anzitutto,
Teorema 6.3.2. Predtot è indecidibile.
Dimostrazione. Come già ricordato, in PredPA sono teoremi esat-
tamente le fbf logicamente valide; di più, l'insieme FBFPA delle fbf di
PredPA è ricorsivo (decidibile). Allora, identicando le fbf coi loro gödeliani,
Predtot \ FBFPA = PredPA e, se Predtot fosse ricorsivo, lo sarebbe anche
PredPA, contro quanto appena provato. 2
La eliminabilità dei simboli funzionali e di costante ha poi per controparte
la computabilità eettiva dei gödeliani delle fbf con i soli simboli predicativi
a partire dalle fbf logicamente equivalenti di Predtot:
Proposizione 6.3.3. Esiste una funzione ricorsiva F che trasforma il gö-
deliano di una fbf  di Predtot nel gödeliano di una fbf 
 di Predrel
logicamente equivalente (quindi logicamente valida).
Non diamo la dimostrazione (vedi [Mendelson 1972, 3.46]).
È ora facile provare
Teorema 6.3.4. Predrel è indecidibile.
Dimostrazione. Se Predrel fosse decidibile, mediante la funzione ri-
corsiva F appena ricordata si avrebbe una contraddizione con il risultato
precedente. 2
Questi risultati sono spesso enunciati con lo slogan
Il problema della validità logica è indecidibile.
6.4 Oltre la logica del primo ordine
I teoremi di Gödel, mostrando dei limiti intrinseci alla logica dei predi-
cati, hanno indirettamente stimolato la ricerca e lo studio di sistemi logici in
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cui provare consistenza o completezza delle teorie matematiche fondamentali.
Non è certo più possibile limitarsi ai caratteri strettamente niti della logica
predicativa, giustamente chiamata nitistica: si tratta semmai di uscirne il
meno possibile nel tentativo di provare formalmente caratteristiche matema-
ticamente importanti. Il primo tentativo del genere, riguardante la consi-
stenza dell'aritmetica, viene attribuito a Gentzen (1936), seguìto da molti
altri logici. Esponiamo una traccia di prova per questo risultato, seguen-
do K. Schütte (1951): per maggiori dettagli su tutta questa sezione, vedi
[Mendelson 1972, Appendice].
Si considera lo stesso alfabeto predicativo di PA con le stesse regole per
termini ed fbf . Dati suoi termini chiusi t; s (tra cui compaiono ovviamente
i numerali, ma non solo) si prendono poi per assiomi:
 tutti gli enunciati atomici t  s se veri in N;
 tutti gli enunciati t 6 s se t  s è falso in N.
Ad esempio, 000+0000  000000 (cioè 2+3  5) è un assioma, come pure 00000  0;
lo sono però anche 000 + 00 6 000000 (cioè 2 + 1 6 5) e 000 6 000000, cioè 2 6 5. Si
può allora determinare in maniera eettiva se una fbf di questi tipi è o no
un assioma.
Molte regole di inferenza sono ragionamenti niti corretti nella logica
consueta; l'unica regola `innitaria' è il principio di induzione formulato con
innite premesse (una per ogni n 2 N) così:
(0) _  ; (1) _  ; (2) _  ; : : :
(8v0 (v0)) _  
Qui  è un enunciato e  = (v0) 2 LPA1 .
Le derivazioni sono quindi assai più complesse da descrivere: esse possono
essere costituite da innite (nunerabili) fbf , e si strutturano come alberi di
derivazione. Chiamiamo il sistema così ottenuto PA1. Con questa sola (ma
essenziale) variante si può provare:
Teorema 6.4.1. Ogni enunciato  derivabile in PA è derivabile in PA1.
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Segue facilmente:
Teorema 6.4.2. Se PA1 è consistente, lo è anche PA.
Ma si ha:
Teorema 6.4.3. PA1 è consistente, perché in esso non è derivabile 0 6 0.
Quindi PA è consistente: è ovvio che questa dimostrazione non è forma-
lizzabile nel solo PA.
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Appendice A
Richiami sulla logica dei predicati
A.1 Sintassi dei linguaggi predicativi
Nel séguito useremo le usuali convenzioni per un linguaggio (o calcolo)
predicativo con uguaglianza: solo nella sezione 6.3 si trattano calcoli senza
uguaglianza; per l'uso degli indici numeri naturali, vedi il cap.3. Per espo-
sizioni dettagliate della logica predicativa, vedi [Lolli 1991], [Mendelson 1972],
[Ebbinghaus-Flum-Thomas 1994].
Simboli e alfabeti. Il calcolo predicativo con uguaglianza comprende
sempre nel suo alfabeto i seguenti simboli logici :
Simboli per variabili: vi; i = 0; 1; 2; : : :;
Simboli di connettivi e quanticatori: :;_ (connettivi), 9 (quantica-
tore esistenziale);
Simboli ausiliari: ( ) ; (parentesi tonde e virgola: necessarie alla notazione
inssa dei simboli binari)
A parte consideriamo il simbolo di uguaglianza, per il quale valgono le osser-
vazioni di A.2.1:
Simbolo di uguaglianza: .
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Altri tipi di simboli (detti propri) caratterizzano i diversi linguaggi . Essi
sono:
Simboli predicativi n-ari: Ani ; n = 1; 2; : : : ; i = 0; 1; 2; : : : ;
Simboli per costante: ci; i = 0; 1; 2; : : :;
Simboli per funzioni n-arie: fni ; n = 1; 2; : : : ; i = 0; 1; 2; : : :
Osservazioni A.1.1. 1. Le variabili verranno genericamente indicate con i
simboli metalinguistici u;w; : : :, eventualmente con pedici: si intende,
contrariamente all'uso prevalente in matematica, che simboli metalin-
guistici diversi indichino variabili diererenti. Si useranno per lem-uple
di variabili le convenzioni del cap.3.
2. Altri simboli logici vengono introdotti in un secondo tempo come ab-
breviazioni (vedi sotto).
3. I simboli propri caratterizzano i diversi linguaggi predicativi, non a
torto paragonati a dialetti di una medesima lingua. Essi sono in numero
nito o, al più, una innità numerabile, ma possono mancare del tutto;
4. i simboli propri vengono spesso introdotti in maniera diversa da come
si è fatto sopra: li si indica senza sistematicità, ma piuttosto tenendo
conto del loro signicato usuale e dei simboli correnti in Matematica.
Espressioni: termini e fbf . Le espressioni sono sequenze (cioè n-uple)
di simboli: tra queste sono signicativi i termini e le fbf , formati con le
consuete regole sintattiche.
Osservazioni A.1.2.  Le espressioni, i termini, le fbf sono comunque
una innità numerabile.
 I termini vengono indicati genericamente con t; s; ti; sj; : : :. Le lettere
greche minuscole, con o senza pedici indicano fbf , quelle maiuscole
insiemi di fbf .
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 Se l'insieme dei simboli propri dell'alfabeto viene indicato con S, l'in-
sieme delle fbf costruibili con i simboli di S e quelli comuni sarà
indicato con L = LS (il linguaggio di S).
 Per indicare che le variabili libere di  sono comprese tra v1; : : : ; vm si
scrive  2 LS(v1; : : : ; vm) o, più sinteticamente  2 LS(mv). Se m = 0
si intende trattarsi di enunciati (non sono presenti variabili libere): il
loro insieme viene indicato con LS0 o, più semplicemente, con L0. Dato
che si conviene che n  1, (v1; : : : ; vn) non indica mai la sequenza vuota.
 Per indicare che  ha esattamente n variabili che occorrono libere, e
che esse sono v1; : : : ; vn1 si scrive  2 Ln(nv) o semplicemente, se non
interessa di quali variabili si tratti,  2 Ln. Per sottolineare l'ordine di
sostituzioni, si può scrivere  2 Ln(u1; : : : ; un) o  2 Ln(nu). Qui come
prima si tralascia la menzione di S, se esso è presupposto dal contesto.
 La convenzione di compattare n variabili in una n-upla si estende anche
ai quanticatori: ad esempio, si scrive 9nu per 9u1 : : :9un.
Useremo ancora diverse convenzioni e forzature di sintassi per semplicare
l'esposizione e facilitare la lettura e l'interpretazione delle formule:
 Vengono usati i consueti altri simboli logici introdotti con le usuali
denizioni, in particolare ^; ); ,; 8;
 si usano anche 6, 9! coi consueti signicati;
 l'uso delle parentesi (anche quadre) sarà piuttosto libero, per evitare
possibili ambiguità. Esse sono del resto necessarie soltanto a causa
dell'uso insso abituale per connettivi e simboli predicativi e funzionali
binari.
Per quanto riguarda le sostituzioni e l'introduzione di variabili in una
formula, notiamo che:
1Non è restrittivo supporre, tramite opportune rinomine, che esse siano le variabili
dette.
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 Se  2 LS(u; mw) per evidenziare la sostituzione delle eventuali oc-
correnze libere di u con il termine t (libero per u in ), si scrive (u)
anziché  e la sostituzione si indica con (t) anziché con [ujt] o simili.
La quanticazione è indicata allora con 9u(u). u può non occorrere ef-
fettivamente in  a meno che non sia esplicitamente detto. Se vengono
evidenziate due o più variabili, ad esempio in (u;w), si sottointende,
come detto sopra, che u, w siano variabili dierenti tra loro.
 Se in una fbf si introduce una nuova variabile vincolata da quanti-
catore, resta sottointeso che si tratta della prima variabile che non
compare nelle fbf considerate.
Derivazioni. Tra le sequenze di espressioni, le più signicative sono le
derivazioni , sequenze di fbf costruite in base a regole (eettivamente date)
e con l'uso di premesse. L'ultima fbf di una derivazione è un teorema.
Una teoria T è un insieme di fbf chiuso per derivazione (rispetto a regole
ssate); essa si dice generata dall'insieme   di enunciati se è l'insieme delle
fbf derivabili da premesse in   (simbolo: T = h i). Con una certa forzatura,
spesso T viene identicata con l'insieme dei soli enunciati di h i.
Esistono vari sistemi di derivazione, ma particolarmente adatti allo studio
della matematica si sono rivelati i sistemi assiomatici; da un punto di vista
logico gli assiomi sono semplicemente particolari premesse, sottointese nel-
l'àmbito di una ssata teoria. Nel nostro caso, `teoria' è sinonimo di `teoria
del primo ordine (con uguaglianza) presentata in forma assiomatica': essa
comprende sempre assiomi logici e assiomi dell'uguaglianza, che permettono
gli usuali passaggi logici universalmente corretti per questi linguaggi; in più
compaiono assiomi propri2, che caratterizzano la teoria, che si dice gene-
rata da essi : si scrive ancora, sottointendendo l'uso degli assiomi generici,
T = h i, con   insieme dei soli assiomi propri di T. Possono esistere diversi
sistemi d'assiomi (propri) per una stessa teoria, che viene a volte identicata
con uno di questi sistemi.
2Semplica, e non è restrittivo, presentare gli assiomi come enunciati.
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Una derivazione di una fbf  (in genere un enunciato) in una teoria T
si indica con T ` : equivalentemente, si potrebbe scrivere  2 T.  si dice
quindi un teorema di T.
In una teoria con uguaglianza si possono denire nuovi simboli propri,
usando fbf del linguaggio, a patto che (per nuovi simboli di costante o
di funzione) si possano provare i necessari risultati di esistenza e unicità.
Questo procedimento si può iterare, e si prova che non cambia la capaci-
tà deduttiva della teoria (si parla di denizioni conservative): le denizioni
fungono da nuovi assiomi e servono ad eliminare i nuovi simboli, il che può
essere necessario se ci si deve ricondurre ai simboli base, come ad esempio
per il procedimento di gödelizzazione (vedi la sezione 5.1). Inoltre è inte-
ressante notare che, almeno se sono in numero nito, simboli di funzione e
di costante sono sempre eliminabili ottenendo una teoria logicamente equi-
valente e quindi si possono in linea di principio studiare soltanto linguaggi
puramente predicativi (o relazionali), senza alcun simbolo di quei tipi.
A.2 Semantica dei linguaggi predicativi
Dato un alfabeto con insieme di simboli propri S, una interpretazione di
S è data da un dominio dell'interpretazione D, che è un insieme non vuoto
e da una funzione I che a ogni simbolo di S associa un componente analogo
di una struttura D su D, e precisamente3:
Interpretazione di simboli R predicativi n-ari: I(R) = RD = RD è
una relazione n-aria in D, cioè RD  Dn;
Interpretazione di simboli c di costante: I(c) = cD = cD è un elemento
di D;
Interpretazione di simboli f di funzione n-aria: I(f) = fD = fD è
una funzione n-aria in D: fD : Dn ! D.
3In algebra, la nozione di struttura è un po' diversa: vedi osservazione B.3.1.
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Osservazioni A.2.1.  Si noti che i simboli deniti in un secondo tem-
po devono venir interpretati di conseguenza, e quindi in linea di
principio eliminati prima di procedere all'interpretazione come data
sopra.
 Facciamo alcune osservazioni sull'uguaglianza. Essa non è, in linea di
principio, un simbolo puramente logico può mancare in certi linguaggi,
anche di interesse matematico, come certe teorie riguardanti gli insiemi
ordinati. Tuttavia, essa verrà qui assimilata a un simbolo logico, dotato
di interpretazione ssa: la relazione, o funzione, identica sul dominio
dell'interpretazione;
 per indicare dunque (metalinguisticamente) la identità in casi come
l'indierenza sintattica, si usa, come già fatto il consueto segno `=':
ad esempio,  = (u) se  2 L1(u). Ugualmente, si indicherà così la
uguaglianza di insiemi4 ;
 tuttavia, nel caso della teoria degli insiemi, questo può causare confu-
sione; per semplicità ed abitudine, spesso indicheremo con il consueto
segno anche il predicato di uguaglianza in sostituzione di ; del resto
in molti casi si usa indicare, come d'abitudine in matematica, un segno
con la sua interpretazione intesa.
Denizione A.1. Una interpretazione D = (D; I) di S è un modello di un
insieme di enunciati   se ogni  2   è vero, se interpretato in D.
Osservazioni A.2.2. 1. Per le nozioni di soddisfacibilità e verità in una
interpretazione, in particolare di enunciati, vedi [Lolli 1991, cap.7],
[Mendelson 1972, 2.2];
2. la relazione di verità viene indicata col segno semantico j=, che ha
tuttavia molti signicati.
4Informalmente, si usa `:=' per indicare l'uguaglianza per denizione.
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 Per indicare che D è un modello di un enunciato  2 LS0 o di un
insieme di enunciati    LS0 , si scrive
D j=  rispettivamente D j=  
e si dice anche ` (oppure  ) è vero in D'.
 Se  è vero in ogni modello D di  , si dice che  è una conseguenza
logica di  , e si scrive   j= ; quando   è un singleton f g, anziché
f g si scrive semplicemente  :  j= . A volte si dice ancora `
è vero in   '.
3. Il predicato di uguaglianza viene sempre interpretato come identità: si
considerano quindi soltanto modelli normali di enunciati o teorie. In
ogni struttura sono dunque sempre soddisfatti gli assiomi logici (sem-
pre validi) e gli `assiomi' dell'uguaglianza, questi ultimi semplicemente
perché si considera solo l'interpretazione come identità.
4. Per vericare che una certa struttura S è un modello (normale) di
una teoria T, basta dunque vericare, per la correttezza delle regole di
inferenza ammesse, soltanto che siano soddisfatti gli assiomi propri di
T. Dunque, se h i = T, sono equivalenti S j= T e S j=  : S è un
modello di T o dei suoi assiomi.
A.3 Risultati fondamentali
Questi sono i principali concetti delle logica dei predicati: altri, più parti-
colari, sono stati richiamati quando necessario. In questi termini si possono
enunciare e dimostrare i risultati fondamentali di questa logica:
 i teoremi di correttezza e di completezza di Gödel, che garantiscono
l'equivalenza dell'approccio sintattico e di quello semantico allo studio
di queste teorie;
 il teorema di deduzione di Herbrand;
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 i teoremi del modello, di compattezza e di Löwenheim-Skolem, eccetera.
Per questi risultati, come per le loro molte varianti e applicazioni, si riman-





B.1 Richiami di logica proposizionale
Occasionalmente si fa riferimento a qualche proprietà specica, oltre che
a quelle generali, della logica dei connettivi: ad esempio, all'adeguatezza
dell'insieme costituito da disgiunzione e negazione (cap. 3): ma questo è
implicito anche nella denizione dell'alfabeto predicativo in Appendice A.
Sostanzialmente questa proprietà signica che ogni tavola di verità e quindi
ogni altro connettivo sono esprimibili mediante i soli : e _. Per tutto l'ar-
gomento, vedi [Lolli 1991, cap.5]. Di sfuggita, si cita la regola fondamentale




Per le tavole di verità (in forma sintetica), si usa la convenzione per cui
V ero < Falso, cosicché ad esempio il valore di verità di una disgiunzione è
il minimo tra i valori di verità dei disgiunti. Questo per coerenza con l'uso
delle funzioni caratteristiche (osservazione 2.4.2).
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B.2 Richiami di teoria degli insiemi
A partire dal cap.3, si useranno diversi concetti insiemistici; i simboli sono
quelli più frequentemente usati, ma osserviamo che:
1. Indicheremo il complementare di A  B in B con A0B o semplicemente
con A
0
se non c'è pericolo di confusione (altra notazione: B n A). La
funzione caratteristica di A  B si indica con A, omettendo il dominio
B che resta sottointeso. Si ricordi che, nel testo, una funzione caratte-
ristica vale 0 negli elementi di A e non 1. Vedi anche le osservazioni
2.4.2 e 2.4.3.
2. Distinguere tra una funzione f : A  ! B e il suo graco dal punto di
vista insiemistico non è importante: anzi, una funzione coincide col suo
graco, cioè con la relazione (univoca) y = f(x) di dominio A. Però in
logica simboli funzionali e predicativi hanno ruoli nettamente diversi,
sicché spesso si fa questa distinzione, in rapporto ai simboli usati o da
usare nella teoria formalizzata;
3. sempre a proposito di funzioni, si noti che talvolta è possibile che vi
sia ambiguità tra la notazione di valore in x 2 A di una funzione
f : A  ! C e quella di immagine tramite f di B  A. Questo perché
potrebbe vericarsi il caso di x = B, che non è contraddittorio: ad
esempio, in A = f;; f;gg, si ha ; 2 A e, come sempre, ;  A; casi
del genere non sono patologie, ma interessano una classe di insiemi, i
numeri ordinali, importante nella teoria (vedi [Halmos 1980, cap.19]).
Per evitare ambiguità si denota l'immagine con parentesi quadre: si
scrive f [B] per una immagine, mentre f(x) denota un valore.
4. Le successioni sono le funzioni di dominio N; le sequenze sono n-uple,
con n qualsiasi. Per comodità, talvolta si usa anche la sequenza vuota:
(v1; : : : ; vm) con m = 0 è vuota.
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5. Le relazioni vengono considerate insiemisticamente come insiemi di
k-uple e, dal punto di vista della denizione, spesso identicate con
formule.
6. Nel testo sono presupposti diversi risultati sulla cardinalità degli in-
siemi. Si dà sostanzialmente per intuitiva l'idea di insieme nito; per
quanto riguarda gli insiemi numerabili si ammette che:
 un insieme innito ha sempre un sottoinsieme numerabile;
 unione al più numerabile di insiemi al più numerabili è al più
numerabile;
 l'insieme dei sottoinsiemi di un insieme numerabile è innito più
che numerabile;
 l'insieme delle funzioni con dominio e codominio numerabili è più
che numerabile.
Più in generale, è utile conoscere il teorema di Cantor sull'insieme potenza
[Halmos 1980, cap.25]:
Teorema B.2.1. L'insieme delle parti P(X) ha cardinalità sempre maggiore
di quella dell'insieme X.
L'insieme potenza, o insieme delle parti di X, non è altro che l'insieme di
tutti i possibili sottoinsiemi di X.
B.3 Richiami e notazioni di aritmetica e alge-
bra
 N, ! indicano entrambi l'insieme dei numeri naturali, ma in contesti
diversi: il primo come insieme dato informalmente, il secondo come
termine denito nell'ámbito della teoria formale degli insiemi.
 = indica la consueta relazione di congruenza tra interi.
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Si accenna talvolta a qualche teorema fondamentale dell'aritmetica, dato
per conosciuto. In particolare, oltre a una generica conoscenza delle notazioni
e proprietà algebriche elementari delle strutture numeriche (come le nozioni
di massimo comune multiplo MCD e di minimo comune multiplo mcm),
nel caso specico dei numeri naturali, si danno per conosciuti:
1. la dimostrazione di Euclide sull'innità dei numeri primi;
2. il cosiddetto teorema fondamentale dell'aritmetica: ogni numero na-
turale  2 è scomponibile nel prodotto di numeri primi, in maniera
essenzialmente unica.
Per quanto riguarda l'algebra, se ne dà per nota la terminologia fonda-
mentale. Osserviamo però che
Osservazioni B.3.1. 1. Si usa talvolta il concetto di partizione di un in-
sieme A: una famiglia non vuota di sottoinsiemi di A non vuoti e
disgiunti, la cui unione ridà A.
2. In algebra, e soprattutto nella semantica, è fondamentale distinguere
tra un insieme e la struttura di cui è il sostegno. Questa struttura nel
caso generale comprende tipicamente: elementi speciali, operazioni in-
terne, relazioni interne. Ad esempio, la struttura di campo ordinato di
R comprende sia operazioni (addizione, moltiplicazione), che elementi
speciali (0,1), che relazioni (d'ordine: <). È importante notare che le
strutture, in algebra, si dierenziano non solo per il linguaggio impiega-
to, ma anche per le proprietà loro attribuite (con assiomi): la struttura
additiva di R dà luogo a (R; +; 0), ma la intera struttura citata prima
(R; +; 0; ; 1;<) può dar luogo a un campo ordinato come a un anello
ordinato. Per struttura si intende allora più un modello di una certa
teoria che non una semplice interpretazione.
3. Altra dierenza tra la nozione di struttura in algebra e in logica è data
dalle strutture complesse su più domìni, come ad esempio quella di
spazio vettoriale su un campo: casi del genere si possono far rientrare
B.3 Richiami e notazioni di aritmetica e algebra 117
nella denizione data in logica solo con qualche forzatura. Per fortuna,
non dovremo occuparci qui di situazioni del genere.
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