I. Introduction
MEMS (Microelectro Mechanical Systems), it defines mechanical structures fabricated with IC processing on silicon wafers, also labeled Microsystems and Micromachines. MEMS-based devices play a valuable and instrumental role in the sensor world, in their application in the measurement of physical variables. Acceleration and gyro MEMS-based sensors were developed for military and aerospace market in the 1970s. In the year 2003, over 100 million units were produced and it was dominated by the automotive airbag applications. MEMS rate sensors were developed in the 1990s, first for military, and then for automotive applications. The piezoresistive effect in silicon produces resistance change that is approximately 2 orders of magnitude larger when compared to the change that would result from a dimension change under applied stress (typical for metals). For example, if the material is elongated 0.1% by stretching, typical metallic resistors used for strain gauges would change by about 0.2%, but the resistance of silicon would change by about 10%. Piezoresistive sensors dominate pressure, acceleration, and force applications. Typically, four piezoresistors are connected into a Wheatstone bridge configuration to reduce temperature errors.
Capacitive sensors have at least one electrode moving under the input variable, which typically would be pressure, acceleration, or rate. While the simplest configuration is two flat electrode capacitors, the interdigitated silicon fingers, gained wide acceptance as an inertial sensor, as it allows for larger sensing capacitance.
Resonant sensors are based on resonating beams or diaphragms. Applied strain changes the resonant frequency (similar to a guitar string), enabling measurement of input variables such as pressure, acceleration, rate, and temperature. Resonant frequency pickup may use any of the sensing technologies.
MEMS thermoelectric sensors are based on a large number of tiny thermocouples connected in series. These are primarily used to measure IR radiation. One end of the thermocouple is located over a thermally isolated region of the chip, the other end over conducting silicon. In response to radiation, the thermally isolated end of the thermocouple gets warmer, enabling measurement of IR power. The merging approach for both chemical and biological MEMS sensors are based on carbon nanotube technology, demonstrated by Silicon Valley companes; it has great potential for creating new markets for yet more MEMS sensors. Starting from metal diaphragm sensors with bonded silicon strain gauges, and moving to present developments of surface-micromachined, optical, resonant, and smart pressure sensors. Considerations for diaphragm design are discussed in detail, as well as additional considerations for capacitive and piezoresistive devices, results from surface-micromachined pressure sensors are developed.
BRAIN-CONTROLLED INTERFACES
Brain-controlled interfaces are devices that capture brain transmissions involved in a subject's intention to act, with the potential to restore communication and movement to those who are immobilized. Current devices record electrical activity from the scalp, on the surface of the brain, and within the cerebral cortex. These signals are being translated to command signals driving prosthetic limbs and computer displays. Somatosensory feedback is being added to this control as generated behaviors become more complex. New technology to engineer the tissue-electrode interface, electrode design, and extraction algorithms to transform the recorded signal to movement will help translate exciting laboratory demonstrations to patient practice in the near future.
Neural prosthetics are devices that link machines to the nervous system for the purpose of restoring lost function. Two broad approaches are used in this field: neurons are stimulated or inhibited by applied current, or their activity is recorded to intercept motor intention. Stimulation can be used for its therapeutic efficacy, as in deep brain stimulation to ameliorate the symptoms of Parkinson's disease or to communicate input to the nervous system (for example by transforming sound to neural input with cochlear prosthetics). In contrast, recordings are used to decode ongoing activity for use as a command or input signal to an external device. Capturing motor intention and executing the desired movement form the basis of brain-controlled interfaces (BCI), a subset of neural prosthetics used to decode intention in order to restore motor ability or communication to impaired individuals.
Every BCI has four broad components: recording of neural activity; extraction of the intended action from that activity; generation of the desired action with prosthetic effectors; and feedback, either through intact sensation, such as vision, or generated and applied by the prosthetic device.
III. Recording Technology
The first step in the BCI process is to capture signals containing information about the subject's intended movement. While researchers have envisioned using methods based on either magnetic or electromagnetic signals from the brain, these devices are not yet practical for BCI use. Currently, the four primary recording modalities are electroencephalography (EEG), electrocorticography (ECoG), local field potentials (LFPs), and single-neuron action potential recordings (single units). All of these methods record microvolt-level extracellular potentials generated by neurons in the cortical layers. The methods are classified by whether the electrodes are placed on the scalp, dura, cortical surface, or in the parenchyma, and by the spatial and spectral frequency of their recorded signals. Generally, there is a tradeoff between these parameters; the more invasive the recording technique, the higher the spatial/spectral frequency content of the recorded signal which, in turn, depends on the current densities conducted through the volume of the head. The primary current sources and sinks, i.e., where current enters the cell and leaves the cell, respectively, are synapses (both excitatory and inhibitory) and the voltage-sensitive gates underlying neuronal action potentials. Because most nonspherical neurons are oriented radially, these currents approximate a dipole source, which contains both equal and opposite polarities, oriented perpendicular to the cortical surface. Taken as a whole, the cortex can be modeled as a thin, convoluted sheet of aligned dipoles whose individual magnitudes vary continuously in time. BCI recording aims to sample this dipole sheet and extract the desired control signal.
Figure-3: BCI Recording Technology
From a purely engineering point of view, the optimal method of recording this electrical information would be to place a series of small electrodes directly into the dipole sheet to intercept signals from individual neurons (single-unit BCI designs). The ability of a microelectrode to record single-unit action potentials depends on many factors, such as electrode impedance, tip size and shape, whether the target cell has an open or closed extracellular field, and the size and orientation of the target neuron. Layer V cells in the motor cortex have the largest cell bodies in the cerebrum (>100 mm) and generate large electrical fields, making them an ideal source for extracellular recording. Multisite silicon probes can record distinguishable spikes from layer V neurons in rat sensorimotor cortex located more than 300 mm away in the axial direction, although this distance is likely smaller in the tangential direction. At this spatial resolution, the potentials due to local synaptic currents are negligible compared to the electric potentials created by an action potential. These signals are usually band-pass filtered from 300 to 10,000 Hz and then passed through a spike discriminator to measure spike time occurrences. The firing rates of individual neurons are computed in 10-20 ms bins and ''decoded'' to provide a high-fidelity prediction of either computer cursor or robot endpoint kinematics. Given its high spatial resolution (100 mm) as well as its high temporal resolution (50-100 Hz), this modality arguably provides the highest level of control in BCI applications. One problem with this technique is that, once the electrodes penetrate the parenchyma, they are susceptible to a number of failure modes.
Alternatively, recent work using ECoG and LFPs suggests that some spike-related activity can be extracted by looking at higher frequencies and that this signal may provide reasonable BCI control. We can differentiate between five main recordable signals representing certain spatial resolutions.
(1) Mass activity is measured either by electrodes sitting outside the head on the skin (EEG) (2) By electrodes sitting on the brain surface (epicortical ECoG). EEG signals are recorded within a spatial domain of 3cm whereas epicortical ECoG electrode grids used in human epilepsy diagnosis have spatial resolution of about 5 mm. 
Single-Unit Activity (SUA)
The term single-unit refers to a single neuron. A single-unit activity is the signal of a discharging neuron which is intracortically measured by a microelectrode. The electrode picks up all signals generated in the vicinity (100 µm) of the tip. The largest signals originate from the large pyramidal cells of layer V which have a cell body size of about 10-30 µm. After high-pass filtering the signal at >300 Hz, neurons can be distinguished from others by their signal shape. By spike detection and sorting, each spike signal is assigned to its corresponding neuron. SUA is a digital signal. It tells whether a neuron is firing or not. Thus, the information is not contained in the signal amplitude but in the firing rate. As the microelectrode measures only in a small volume close to a neuron, the largest signal it records is the change in the extracellular potential field of the nearest cell. This signal is larger in amplitude and shorter in signal duration (1-2 ms) than the signals described below. The firing rate of a single, well isolated neuron has been the main parameter used in systems neuroscience for decades. As the extracellular fluid has low-pass filter properties, SUA is a strong signal only locally, and is attenuated rapidly over the distance some micrometers away from the electrode tip.
Multi-Unit Activity (MUA)
Like SUA, MUA is recorded by an intracortical electrode. Using an electrode with low impedance 40-120 kΩ and placing it further away from the large, spike generating cells, the signal is not dominated by the activity of one principal neuron. Within a sphere around the electrode tip having a radius of 50-350 µm, signals are recorded that consists of spikes coming from multiple neurons as well as from dendrite activity. By highpass filtering this compound signal, a weighted sum of action potentials from all neurons in the recorded volume is obtained. The weighing of the different action potentials is given by the distance between each neuron and the electrode site.
Local Field Potential (LFP)
If the same compound signal is low-pass filtered, one obtains a LFP. Compared to SUA and MUA, the LFP is an analogue signal. It is the summation signal of dendritic potentials that are presenting the input signals of the cells. Thus the LFP is an averaged measure of pre-and postsynaptic activity within a volume of neuronal tissue whereas SUA and MUA show single action potentials of large pyramidal cells. Postsynaptic potentials have a signal duration of 10-250 ms, and by overlapping lead to synchronic activity that can be measured To eliminate the high-frequency components of single spikes, the signal is low-pass filtered <300 Hz. LFPs appear to convey relevant information that is not present in neuronal spike activity such as attention or predicting the time of a planned movement. In addition, LFP fluctuations are also closely correlated with hemodynamic changes measured by fMRI and underlie the generation of EEG and MEG measurements. LFPs can either be measured with an intracortical or with an epicortical electrode.
Mass Activity
According to its name, the mass activity is a summation signal reflecting the activity of a large neuronal population. As the LFP, mass activity exhibits average properties and does not represent single neuron activity or interconnections. If signals are recorded non-invasively on the scalp, they are very small due to the attenuation taking place between the cortex surface and the scalp. Thus only the synchronized activity of a large group of neurons is possible to record. An area of several square millimeters or even centimeters of synchronized cortical tissue is needed to generate a measurable voltage in the mV range on the scalp. Mass activity can also be recorded by epicortical electrodes. Compared to intracortical microelectrodes, they have a relatively large electrode area and low impedance. The position on the cortical surface instead of inserting them into the cortex results in a placement further away from the large cortical neurons. Thus, the recorded signals consist more of dendrite activity than single neuron action potentials.
Extraction Algorithms
Extraction algorithms can be categorized broadly into inferential methods and classifiers. Empirically derived models are the basis for inferential methods and include the population vector, optimal estimators, and linear and nonlinear filters. Classifiers require no basic understanding of the relation between neural activity and behavior, relying instead on consistent patterns within and between variables and include self organizing feature maps, back-propagation, and maximum-likelihood methods.
Filter techniques take into account the current and historic state of the ongoing movement, using motor variables that vary in a regular and predictable way. During the time-varying process underlying a motor act, this state model is combined with instantaneous neural activity to update the predicted movement. Development of more sophisticated state space models will likely enhance cortical prosthetic control. Another important factor in the success of any extraction method is how well the subject can learn to use the algorithm. It may turn out that a simple approach, using, for instance, the population vector algorithm, may be just as, or more, powerful than more elaborate approaches. The demonstrated learning that takes place with these algorithms in closed-loop algorithms is responsible for an increased performance with fewer recorded units. Learning, manifest as feedback-dependent changes in neural activity, serves an important role in achieving high performance with brain-controlled interfaces. So far, the feedback signal has only been visual-for instance, a monkey may watch a computer display or robot arm and make online corrections to the movement or improve the cosine fit of the neural activity recorded with the chronic electrodes. Again, as prosthetic complexity increases, somatosensory input will become more important.
IV.

Conclusion & Future Scope
The interdisciplinary nature of MEMS relies on design, engineering and manufacturing expertise from a wide and diverse range of technical areas including integrated circuit fabrication technology, mechanical engineering, materials science, electrical engineering, chemistry and chemical engineering, as well as fluid engineering, optics, instrumentation and packaging. The complexity of MEMS is also seen in the extensive range of markets and applications that incorporate such devices.
MEMS can be found in systems ranging from consumer electronics, automotive, medical, communication to defence applications. Current examples of MEMS devices include accelerometers for airbag sensors, microphones, projection display chips, blood and tire pressure sensors, optical switches, and analyticalcomponents such as lab-on-chip, biosensors and many other products.
Thus there is a rapid growth for the MEMS technology. As the biomems are proposed hardly there are a handful of models that can be incorporated into the brain controlled interfaces. There are only a few neuron models proposed till date as the research is going on since decades there is no unique model that can be interfaced to mems devices and can be used as a bioimplant. Hence in future a neuron model can be proposed that can be used as a brain interface device.
