Abstract-This paper is concerned with an optimal control problem for the Euler-Bernoulli beam equation. We assume that the transverse distributed load is a control function. We prove the existence of the unique optimal solution in the suitable set of admissible control. We get the gradient of the cost functional by using the adjoint problem.
I. INTRODUCTION AND OPTIMAL CONTROL PROBLEM FORMULATION
The optimal control problems for the ordinary differential equations (ODEs) have been discussed in many papers. Yousefi et al. [1] studied the optimal control problem for the system of the first-order linear differential equations. The control function is at the right hand side of the system. They have tested presented results for the first-order differential equation and the system of the linear differential equations in the numerical examples. The problems of finding the leading coefficients in second-order ODEs are investigated in [2] [3] [4] . In [5] , Papanicolau solved the problem of determining of the flexural rigidity coefficient ( ) in the equation ( ( ) ( )) ( ) ( ) , where ( ) is the deflection of the beam. Inverse coefficient identification problems governed by the steady state Euler-Bernoulli beam equation are studied in [6] [7] [8] [9] [10] .
We consider the following optimal control problem of minimizing a quadratic cost functional
Subject to a linear forth-order ODE system
where is the given function and is the given constant. In the system (2), the functions and represent the flexural rigidity, foundation modulus and the transversely distributed load for vibrating beam, respectively. 
,
-is the Banach space consinsting of all measurable functions on , -having the inner product and the norm, respectively, by the following equalities
for , -. We focus on finding the transversely distributed load ( ) of a beam from the admissible functions set
where is a constant. The scalar product and the norm in the set will be respectively defined as follows
) denote the solution of the boundary value problem (2) at the point corresponding to a given control In (1), the number is the parameter of regularization and it can be found by the Tikhonov regularization method [11] . This number provides a fair balance between minimizing the norm ‖ ‖ , -and minimizing the residual , ( ) -It is assumed that , -and the functions ( ) and ( ) satisfies the conditions
and 
The plan of the paper is as follows: In section 2, we prove that the cost functional ( ) is the continuous and strongly convex and thus the uniqueness of the optimal solution. In section 3, we find the gradient of the cost functional via adjoint problem approach and constitute the minimizing sequence for the functional (1).
II. WELL-POSEDNESS OF THE OPTIMAL CONTROL PROBLEM
The aim of this section is to prove the existence, uniqueness and stability of the solution of the optimal control problem (1)- (2) . For this purpose, we show that the cost functional ( ) is continuous and strongly convex.
Let's give the increment to such that show the solution of (2) corresponding by (
). Then the function will be the solution of the following difference problem:
Lemma 2.1. Let ( ) be the solution of the problem (6) corresponding to a given . Then the following estimate is valid:
where ( ) .
Proof: Let us multiply both sides of the difference problem (6) by and integrate on , -; we can easily write that
Let us apply the Cauchy-Schwarz inequality to the righthand side and use conditions (4) and (5), then we have
Appling the Cauchy inequality to the right-hand side, we get
We can easily write
where . From the inequality ‖ ‖ , -
The proof follow from the inequality (8). Lemma 2.2. The difference ( ) ( ) ( ) of the cost functional ( ) satisfies the following inequality;
where and are constants independent of Proof. It is easily seen that
We can write
Using (3) and (7), we can write (9) is obtained. The inequality (9) implies the continuity of the functional (1).
Lemma 2.3:
The functional ( ) is strongly convex on . Proof: We know that the set is convex [12] . For all and , -, we can write
So we have
For all and , -. This implies the strongly convexity of the cost functional ( ) for the constant . So the conditions of the following theorem [13] hold and this show that the optimal control problem (1)- (2) c) Any minimizing sequence * + converges strongly to the element in and the following estimate is valid;
III. FRECHET DIFFERENTIABILITY OF THE COST FUNCTIONAL
In this section, we get the Frechet differential of the cost functional by using the adjoint problem approach and constitute the minimizing sequence which converges the optimal solution.
Considering the definition of the Frechet differential, we need to transform the right-hand side of the (10) into the following form:
Lemma 3.1. Let be given elements. If ( ) is the corresponding solution of the problem (2) and ( ) is the solution of the adjoint problem
then for all the following equality valids:
Proof. From the boundary condition of the problem (11), we write
Let us use the difference problem (6) and adjoint problem (11), we get
The proof is done. Now we use the equality (12) on the right-hand side of formula (10) to obtain the first variation of the cost functional ( ). Then we have
Taking into account the definition of the scalar product in , we write
The Lemma 2.1 implies that the second term in (13) is bounded by term (‖ ‖ ). So Frechet differential at of the cost functional ( ) can be defined as follows:
Now we set a minimizing sequence for minimization problem (1)-(2) according to the gradient method by
where is a given initial iteration and the constant be found from ( ) ( ) condition. Convergence of this sequence has been given in the Theorem 2.4. Concerning the choice of the parameter , there are several possibilities and these can be found in any optimization books.
IV. CONCLUSION
In Euler-Bernoulli beam equation, the transverse distributed load can be controlled from the boundary measurement by using the chosen cost functional (1) . The regularization parameter is the strong convexity constant for the cost functional (1). According to Theorem 2.4 the minimizing sequence in (14) converges the optimal solution.
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