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Abstract
How exponentially growing cells maintain size homeostasis is an important fundamental prob-
lem. Recent single-cell studies in prokaryotes have uncovered the adder principle, where cells on
average, add a fixed size (volume) from birth to division. Interestingly, this added volume differs
considerably among genetically-identical newborn cells with similar sizes suggesting a stochastic
component in the timing of cell-division. To mechanistically explain the adder principle, we con-
sider a time-keeper protein that begins to get stochastically expressed after cell birth at a rate
proportional to the volume. Cell-division time is formulated as the first-passage time for protein
copy numbers to hit a fixed threshold. Consistent with data, the model predicts that while the
mean cell-division time decreases with increasing size of newborns, the noise in timing increases
with size at birth. Intriguingly, our results show that the distribution of the volume added be-
tween successive cell-division events is independent of the newborn cell size. This was dramatically
seen in experimental studies, where histograms of the added volume corresponding to different
newborn sizes collapsed on top of each other. The model provides further insights consistent with
experimental observations: the distributions of the added volume and the cell-division time when
scaled by their respective means become invariant of the growth rate. Finally, we discuss various
modifications to the proposed model that lead to deviations from the adder principle. In summary,
our simple yet elegant model explains key experimental findings and suggests a mechanism for
regulating both the mean and fluctuations in cell-division timing for size control.
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Introduction
One common theme underlying life across all organisms is recurring cycles of growth of
a cell, and its subsequent division into two viable progenies. How an isogenic population of
proliferating cells maintains a narrow distribution of cell size, a property known as cell size
homeostasis, has been a topic of research for long time [1–15]. Over the years, a number of
theories have been proposed to explain cell size control from a phenomenological viewpoint.
Recent single-cell experiments have shown that several prokaryotes such as Escherichia coli,
Caulobacter crescentus, Bacillus subtilis, Pseudomonas aeruginosa, and Desulfovibrio vul-
garis Hildenborough [9, 12, 14, 16] follow what is called an adder principle. The adder model
states that a cell, on average, adds a constant size between birth and division, irrespective
of its size at birth [6, 7, 9, 10, 12–14, 17]. The adder mechanism has also been found to be
present in the G1 phase of budding yeast Saccharomyces cerevisiae [10], suggesting that it
is possibly employed by a wide range of organisms.
Despite a significant development in the understanding at phenomenological level, the
molecular mechanisms underpinning the cell size control are not well understood [15, 18].
A prevalent class of models posits that a protein acts as a time-keeper between subsequent
occurrences of an important event in the cell cycle [6, 11, 14, 19–24]. This protein is synthe-
sized at a rate proportional to instantaneous volume (size) and the event of interest, which
could either be the division itself [11, 14, 19–21] or commitment to division after a con-
stant time [6, 22–24], takes place when the protein reaches a certain threshold. It has been
previously shown that this simple biophysical mechanism can lead to the adder principle
of cell size control in the mean sense [6, 21, 24]. Interestingly, recent experimental data on
bacteria has quite fascinating stochastic component as well. For instance, not only the mean
but the distribution of the volume added between two division events itself is independent
of the volume at birth for a given growth condition. Also, in different growth conditions,
the distributions of the added volume collapse if scaled by their respective means [12]. It
remains to be seen whether these stochastic traits can be produced by the aforementioned
molecular mechanism.
A plausible source of the stochasticity is the noise in gene expression wherein randomness
in transcription and translation results in significant cell to cell variation in protein levels
[25–29]. Here, we consider a time-keeper protein between two consecutive division events
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and show that its probabilistic expression can indeed manifest as the stochastic component
in cell size. An overview of the mechanism and it leading to added volume distribution
independent of the initial cell volume are depicted in Fig. 1. Considering a cell of given
volume at birth, we assume that its volume grows exponentially until the time at which the
time-keeper protein triggers the division. The production of the protein is started right after
the birth of a cell. The production rate of the protein scales with the volume, i.e., increases
exponentially (Fig. 1(a)). Cell division time is modeled as the first-passage time for protein
copy numbers to attain a certain threshold (Fig. 1(b)). The distribution of the first-passage
time is then used to compute the distribution of the volume added between birth to division
(Fig. 1(c),(d)). Our results further show that distributions of the added volume, and cell
division time have scale-invariant forms: they collapse upon rescaling with their respective
means in different growth conditions. Lastly, we discuss implications of these findings in
identification of the time-keeper protein. We also deliberate upon various modifications to
the proposed model that result in deviations from the adder principle.
Model description
Considering a cell with volume at birth V0, its volume at a time t after birth is given by
V (t) = V0 exp(αt), (1)
where α represents cell growth rate. As shown in Fig. 1(a), production of a protein is
started right after the birth of a cell. A stochastic gene expression model describing the
time evolution of this protein is described below.
Let x(t) denote the protein count at time t. Assuming constitutive transcription and
mRNA half life is smaller than the cell cycle time, we make the translation burst approx-
imation where each mRNA molecule degrades instantaneously after producing a burst of
protein molecules [30–35]. Protein synthesis is given by the following model:
Gene
r(t)−−→ Gene+Bi × Protein. (2)
The variable Bi denotes the size of i
th protein burst which, for each i ∈ {1, 2, 3, · · · }, is in-
dependently drawn from a positive-valued distribution. It essentially represents the number
of protein molecules synthesized in a single mRNA lifetime and typically follows a geometric
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distribution [31, 33, 35–38]. Furthermore, the production rate r(t) of the protein or alterna-
tively the burst arrival rate (transcription rate) is assumed to be volume dependent. More
specifically, we consider r(t) as
r(t) = kmV (t) = kmV0e
αt, (3)
where km is a proportionality constant. In this formulation, the production rate scaling with
the cell volume is an essential component of maintaining concentration homeostasis. Indeed
such a dependency of transcription rate on cell volume has been observed in mammalian
cells [39].
Note that the protein count
x(t) =
n∑
i=i
Bi, 〈Bi〉 := b, (4)
is a sum of independent and identically distributed random variables Bi’s, where n is the
number of bursts arrived (transcription events) in time interval [0, t]. The key assumption
is that the cell divides when the protein level x(t) crosses a threshold X. We would like to
mention that though the model described here is for gene expression, it can be used to model
any process involving accumulation of molecules wherein the production rate scales with the
volume. A general distribution for Bi allows a wider range of processes to be covered. The
scope can be further widened by considering the parameters km, b, and X to be functions
of the growth rate α. In the next section, we quantify the cell division time by modeling it
as the first time taken by x(t) to cross X.
Cell division time as a first-passage time problem
The first-passage time (FPT ) for the stochastic process x(t) to cross a threshold X is
mathematically defined as:
FPT := inf {t : x(t) ≥ X|x(0) = 0} . (5)
For the stochastic gene expression model described in the previous section, time evolution of
x(t) and corresponding first-passage times for cells with different initial volumes is depicted
in Fig. 1(b). To characterize the distribution of FPT , we need to quantify two quantities:
arrival time Tn of a n
th burst, and minimum number of burst (transcription) events N
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required for x(t) to cross X. The conditional probability density function of FPT for a
given cell volume at birth V0 is then given as
fFPT |V0(t) =
∞∑
n=1
fTn (t) fN(n), (6)
where fTn(t) represents the probability density function of Tn, and fN(n) represents the
probability mass function of N .
Since x(t) can only increase in time, the distribution of N can be determined by the
distribution of the burst size B using the relation:
Prob (N ≤ n) = Prob
(
n∑
i=1
Bi ≥ X
)
. (7)
As an specific yet physiologically relevant example, when the burst size distribution is con-
sidered to be geometric, fN(n) is given by
fN(n) =
(
n+X − 2
n− 1
)(
1
b+ 1
)n−1(
b
b+ 1
)X
, (8)
where b represents the mean (or expected value) of burst size Bi [40, 41]. Furthermore,
the probability density function of nth arrival event fTn is governed by the underlying burst
arrival process. In our case, the transcription (burst arrival) rate is time dependent. There-
fore, the burst arrival process is an inhomogeneous Poisson process for which the probability
density function of the arrival times are available in literature (see [42, 43]). In particular,
we have
fTn(t) =
(R(t))n−1
(m− 1)! r(t) exp(−R(t)). (9)
The transcription or burst arrival rate r(t) is referred to as the intensity function of the
corresponding inhomogeneous Poisson process. Also, R(t) is the mean value function of the
inhomogeneous poisson process
R(t) :=
∫ t
0
r(s)ds =
kmV0
α
(
eαt − 1) . (10)
Using (9) in (6), the expression for the probability density function of FPT for a cell of
given volume at birth becomes
fFPT |V0(t) =
∞∑
n=1
(R(t))n−1
(n− 1)! r(t) exp(−R(t))fN(n). (11)
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The conditional FPT distribution in (11) qualitatively emulates the experimental observa-
tions in [12] that the mean cell division time decreases as the cell size at birth is increased
(refer to SI, section S1). This is intuitively expected as a cell with large size a birth will have
a higher transcription rate as compared to a cell with small size. Hence, on average, the
time taken by the protein to reach the prescribed threshold is smaller in the larger cell. The
model also predicts that the noise (quantified using coefficient of variation squared, CV 2)
in the cell division time increases as new born cell volume is increased (see Fig. 2 (left)).
This prediction is consistent with data from [12], as shown on the right part of Fig. 2 . The
noise behavior can be explained by observing that on average a cell with smaller volume at
birth takes more time for division. Therefore the fluctuations are time averaged, leading to
a smaller noise in division time as compared to that of a cell with larger volume at birth.
Distribution of the volume added between divisions
In the previous section, we determined the distribution of the division time for a cell of
given initial volume V0. Coupling this with the fact that volume of the cell grows exponen-
tially in time, we can find the distribution of the volume added to V0. More precisely, the
volume added from birth to division (denoted by ∆V ) is given as
∆V = V0
(
eαFPT − 1) . (12)
The distribution FPT given in (11) can be used to find the distribution of ∆V (see SI,
section S2). Let f∆V (v) denote the probability density function of ∆V , then we have
f∆V (v) =
∞∑
n=1
(
kmv
α
)n−1
(n− 1)!
km
α
exp
(
−kmv
α
)
fN(n). (13)
One striking observation is that f∆V (v) is independent of the initial volume V0 (see Fig 1
for a depiction of this). This is in agreement with the experimental observations that the
distribution of the added volume does not depend on the size of the cell at birth [7, 12].
Further, we can also use the expression in (13) to find moments of ∆V . We will first discuss
the expression of mean ∆V , particularly emphasizing its dependence on the growth rate.
The higher order moments are taken up next.
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Mean of added volume
The distribution of ∆V given in (13) is an Erlang distribution conditioned on N , the
minimum number of burst events required for the protein to cross the threshold. The
formula for 〈∆V 〉 can be written as
〈∆V 〉 = α
km
〈N〉 = α
km
(
X
b
+ 1
)
, (14)
where we have assumed that protein is produced in geometric bursts with mean burst size
b (see SI, sections S1, S2). It can be seen that the if we consider the parameters km, b, and
X to be independent of the growth rate α, average volume added is a linearly increasing
function of α . This is consistent with the analysis and experimental data on Pseudomonas
aeruginosa [14]. In contrast, other studies have mentioned that there is an exponential
relationship between 〈∆V 〉 and α instead [9, 10, 12]. This nebulous aspect of the data has
been attributed to narrow range of achievable growth rates which makes it difficult to discern
a linear dependency from an exponential one [14]. While suitable forms of km, b, and X
as functions of α can generate a desired growth rate dependency of the added volume, we
discuss a modification in the model to see an exponential relationship between them for the
case when km, b, and X are constants.
Let us consider that instead of accounting for the time between birth to division, the
protein accounts for time between other two events in the cell cycle. More specifically, we
consider initiation of DNA replication takes place when sufficient time-keeper protein has
been accumulated per origin of replication [6, 22, 24]. The corresponding division event is
assumed to occur with a constant delay of T after an initiation. Here the delay T is what
is called C +D period whereby C represents the time to replicate the DNA and D denotes
the time between DNA replication and division [44, 45]. As shown in [24] (section 3.2),
the volume added between two consecutive initiation events for each origin of replication is
same as ∆V in our previous model. Further, the average volume added between divisions
associated associated with these initiations (denoted by ∆V ∗) is related with ∆V as
〈∆V ∗〉 ≈ 〈∆V 〉 eαT = α
km
(
X
b
+ 1
)
eαT . (15)
When km, b, and X are constants, the expression in (15) suggests two different regimes
of how ∆Vdiv depends upon α. For small values of α, we have α exp(αT ) ≈ α. Therefore
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the mean added volume increases linearly with the growth rate. For large enough values
of α, the exponential term starts dominating which leads to exponential dependence of the
average volume added with change in the growth rate. This also means that if the growth
rate α is small, it is not possible to distinguish whether the underlying mechanism accounts
for volume added between two division events or two initiation events as the data will show
linear dependence of the average added volume with changes in α [14]. Notice that a pure
exponential relationship between ∆V ∗ and α can also be obtained by having km a linearly
increasing function of α. For this particular case, the volume accounted for by each origin
of replication ∆V will become invariant of the growth rate as suggested in [24, 46].
To sum up, the case when the protein accounts for volume added between two divisions
gives a linear dependency of the mean added volume on growth rate. However, an exponen-
tial dependence between these quantities can be achieved by having the protein account for
volume added between two initiation events. We now go back to discussing the higher order
moments of the division to division model.
Higher order moments of added volume and scale invariance of distributions
We can use the distribution of ∆V to get its higher order statistics (see SI, section S2).
In particular when the protein production is considered in geometric bursts, the coefficient
of variation squared (CV 2∆V ) and skewness (skew∆V ) are given by
CV 2∆V =
b2 + 2bX +X
(b+X)2
, skew∆V =
2 (b3 + 3b2X + 3bX +X)
(b2 + 2bX +X)3/2
. (16)
These formulas show that both CV 2 and skewness do not depend on the growth rate α. It
turns out an even more general property is true: an appropriately scaled jth order moment
of ∆V , i.e., 〈∆V j〉 / 〈∆V 〉j is independent α. This arises from the fact that the distribution
of ∆V can be written in the following form
f∆V (v) =
1
〈∆V 〉g
(
v
〈∆V 〉
)
, (17)
regardless of the distribution of the burst size B. An important implication of above form
of distribution of ∆V is the scale invariance property: the shape of the distribution across
different growth rates is essentially same, and a single parameter 〈∆V 〉 is sufficient to char-
acterize the distribution of ∆V [47]. Recent experimental data have also exhibited the scale
invariance property [12, 21, 48].
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Interestingly, the above invariance property is not limited to the distribution of the added
volume ∆V . Ignoring the partitioning errors in the volume, it can be seen that in steady-
state the cell-size distribution at birth is approximately same as the distribution of ∆V [12].
Also, the size at division is 2∆V . Thus, the scale invariance of ∆V immediately implies
scale invariance of the distributions of cell sizes at birth and division [12]. Moreover, the
distribution of the division time can also be determined by unconditioning (11) with respect
to the distribution of the initial volume V0. As shown in the SI (section S3), the distribution
of the division time also has the scale invariance property which is in agreement with the
results in [7, 49].
Discussion
In this work, we studied a molecular mechanism that can lead to adder principle of cell
size control. This mechanism imagines a protein sensing the volume added between birth to
division [11, 14, 19–21] or two other events in the cell cycle [6, 22–24]. Our work shows that
this mechanism can exhibit the stochastic traits observed in the data [12]. In particular, it
is shown that the distribution of volume added between birth to division is independent of
the initial cell volume [12]. Further, the distributions of key quantities such as the added
volume, division time, volume at birth, volume at division, etc. show the scale invariance
property [12]. Our study also revealed that the noise in division time increases with increase
in cell size at birth, which was validated from the available data from [12]. Here, we discuss
the implications of these results.
Potential candidates for the time-keeper protein
Among many proteins involved in the process, prominent candidates for the time-keeper
are FtsZ and DnaA. More specifically, if the constant volume addition is considered between
division to division, FtsZ is a potential candidate for the protein [15, 50–53]. It plays
an important role in determination of the timing of cell division which is triggered upon
assembly of FtsZ into a ring structure [54]. It has been proposed that the accumulation
of FtsZ up to a critical level is required for cell division [50, 55]. Likewise, the protein
DnaA is known to regulate the timing of initiation of replication, thus presenting a strong
9
candidature for the protein if the constant volume is added between two initiation events
[15, 56, 57]. In this case, initiation is thought to occur when a critical number of DnaA-ATP
molecules are available [18]. Upon initiation, these DnaA-ATP molecules get deactivated by
converting to DnaA-ADP [18, 58]. While it is not clear yet whether the production of DnaA
or its conversion to DnaA-ATP is a rate limiting step in the initiation process, the model
presented here can account for both cases as long as the conversion to DnaA-ATP happens
at a volume dependent rate.
We can employ the closed-form expressions for the moments of ∆V developed in this work
to investigate roles of these candidate proteins. Considering geometrically distributed burst
of proteins, the expressions of mean and coefficient of variation squared (CV 2) are given by
(14) and (16) respectively. Thus, increasing the threshold X or decreasing the mean burst
size of the time-keeper protein b should result in decrease in the CV 2 of the added volume.
Experimentally, the mean burst size can be altered by changing the translation rate of the
proteins using techniques such as mutations in the Shine-Dalgarno sequence. Changing
the threshold can be achieved by changing the protein sequence which affects its function
and thus leads to a different number of protein molecules being required for division. It is
important to point out cell-size control can possibly have mechanisms in place to overrule
such tweaking. One possible way to overcome this could be to appropriately change the
transcription rate scaling factor km by promoter mutations, along with changes in b or X
such that the added volume is same in the mean-sense.
We also acknowledge that a complex process like cell division may have a lot more going
on than a simple protein carrying out the size and time control. For instance, there is some
evidence of DnaA not being solely responsible for the timing of initiation [59], a cell com-
pensating for a larger or smaller initiation time by adjusting the genome replication time C
[55, 60, 61], etc. Along the same lines, FtsZ ring formation is inhibited upon DNA damage
which suggests that a viable copy of DNA is required for division to proceed [62, 63]. It ap-
pears that several key proteins follow the dynamics of the hypothetical protein we considered
and at important stages, check points are established for proper coordination. Nonetheless,
our model can shed light into how perturbations in expression of these proteins can lead to
experimentally observable changes. This provides exciting avenues for investigating different
candidate proteins by examining the effect of alterations in gene expression parameters.
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Other sources of noise
The source of noise accounted for in this work is the intrinstic noise arising because
of random birth events of mRNA/protein molecules, and death of mRNA molecules. In
principle, there are other sources of noise such as cell-to-cell variation in cell specific factors
such as enzyme levels which could affect the expression of the time-keeper protein and, in
turn, influence the distributions of division time, cell size, etc. It is also possible that noise
arising out of other factors dominates the noise from stochastic expression.
One important parameter in our model is the event threshold X which we have assumed
to be fixed. It is possible that instead of a strict requirement of exactly X molecules, the
division event has an increased propensity as the protein count x(t) gets closer to X. Our
analysis in SI, section 4 shows that in order to get 〈∆V 〉 independent of the cell volume at
birth V0, the propensity of division requires a strict attainment of X molecules. Thus, the
alternate mechanism can be ruled out.
Recall our discussion in prevision section that CV 2∆V decreases as the threshold X is
increased. Thus for a very large threshold, the contribution from expression of the protein
is negligible. To get a CV of ∼ 20% without other factors being counted in, we need a
threshold of about 20 molecules. Interestingly, the number of DnaA-ATP molecules required
for initiation are around 20 [18]. The threshold for FtsZ, however, is thought to be somewhere
between 4000 molecules [64] to 15000 molecules [65]. Therefore the stochastic expression
of protein suffices to account for noise in ∆V if the initiation to initiation mechanism via
DnaA is the key regulator of cell cycle. However, it becomes inevitable that other sources
of noise are also considered in the model if the regulation is from division to division via
FtsZ. One possibility is to consider the cell-to-cell variations in the growth rate. Likewise,
in the case when the protein accounts for the volume added between two initiation events,
partitioning errors can be introduced upon division of a cell. Accounting for these factors
would provide a better insight into the process.
Deviations from the adder principle
Recently it has been proposed that cells employ a generalized version of the adder prin-
ciple wherein the volume added between divisions depends upon the cell volume at birth
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[13, 66]. An important implication of this is on the time a cell will take to converge to
steady-state value. For example if the added volume decreases with V0 then a large cell will
converge faster than it would have in a perfect adder strategy.
There could be several ways to get deviations from the adder principle. For instance, if we
consider that the time-keeper protein does not degrade fully upon division and the remaining
proteins are divided in the daughter cells in proportion to their respective volumes at birth,
the added volume decreases as volume of daughter cell is increased. This is because if there
are already time-keeper proteins present in the cell at the time of its birth, the threshold
will be achieved earlier than the case when there were no proteins at birth. As a result,
the added volume will be smaller as compared to an adder principle. Another possible
way of getting such deviation could be if the mean burst size is an increasing function of
the cell volume. It could also be explained by similar reasoning that it leads to a smaller
time to reach the copy number threshold of the protein. In contrast, to get a higher added
volume for a increase in V0, we can curb the scaling of protein accumulation with the cell
volume. One example is to assume a transcription rate of the form r(t) = km
V (t)
V (t)+V
where
the transcription rate saturates with increase in volume. Alternatively, this effect could also
be achieved by considering that instead of cell division occurring upon achieving a constant
volume addition, its propensity increases as the added volume increases.
Summary
This paper shows that the stochastic accumulation of a time-keeper protein can lead to
adder principle of cell size control. We derived analytical formulas for the division time
and volume added between birth to division. These expressions were used to show that
the volume added is independent of the cell size at birth, consistent with experimental
data. Furthermore, the distributions of added volume and division time also show scale
invariance property wherein the distribution can be uniquely determined by its mean in a
given growth condition. We also discussed the implications of these results in identifying
a possible molecular mechanism underlying the cell-size control. Finally, we discussed how
the proposed mechanism can be modified to get more general behaviors. Future work will
involve accounting for other sources of noise such as growth rate fluctuations, partitioning
errors, etc.
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SUPPLEMENTARY INFORMATION
S1. REMARKS ON THE CONDITIONAL DISTRIBUTION OF FPT GIVEN
CELL VOLUME AT BIRTH
As discussed in (11) in the main text, the probability density function of the first-passage
time given cell volume at birth V0 is given by
fFPT |V0(t) =
∞∑
n=1
(R(t))n−1
(n− 1)! r(t) exp(−R(t))fN(n). (S1.1)
Here, fN(n) represents the probability mass function of N (the minimum number of tran-
scription events required for protein level to cross a threshold X). The relation in (7) can
be used to quantify the distribution N from the distribution of protein burst size Bi. We
present the form of distribution of N for two relevant cases here: when protein burst size is
one with probability one, and when the protein burst size is geometric [31, 33, 35–38].
When the burst size Bi is one with probability one, exactly X events are required for the
protein level x(t) to reach X for the first time. That is, we have
fN(n) = δ(n−X), (S1.2)
where δ(n−X) is the Kronecker’s delta which is one when n = X and zero otherwise.
For the case where the burst size Bi follows a geometric distribution [31, 33, 35–38], the
calculation of the minimum number of transcription events N for this distribution has been
previously done in our works [40, 41]. The probability mass function of N is given by
fN(n) =
(
n+X − 2
n− 1
)(
1
b+ 1
)n−1(
b
b+ 1
)X
. (S1.3)
Here b represents the mean protein burst size. Further, the first three statistical moments
of N given by the above probability mass function are
〈N〉 = X
b
+ 1, (S1.4)〈
N2
〉
=
b2 + 3bX +X +X2
b2
, (S1.5)〈
N3
〉
=
b3 + 7b2X + 6bX(X + 1) +X (X2 + 3X + 2)
b3
. (S1.6)
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Mean FPT given newborn size
The expression of FPT probability density function in (S1.1) can be used to determine
the mean numerically. As we mentioned in the main text that, consistent with experiments,
the mean FPT decreases with increase in the volume of the cell at birth (V0). That is, a
large cell on average divides earlier than a small cell. This is depicted in Fig. S1.1.
S2. DISTRIBUTION OF ∆V
Let us assume that the initial volume of a (newborn) cell is V0. Our primary assumption
is that the cell divides at the first-passage time we computed in the previous section. Rep-
resenting the volume added to the cell’s volume at birth until the event takes place by ∆V ,
we have
∆V = V0
(
eαFPT − 1) . (S2.1)
We already have the distribution of FPT in (S1.1). We use it to determine the distribution
of ∆V as follows.
Prob{∆V ≤ v} = Prob{V0 (eαFPT − 1) ≤ v} (S2.2)
= Prob
{
FPT ≤ 1
α
ln
(
v
V0
+ 1
)}
(S2.3)
=
∫ 1
α
ln
(
v
V0
+1
)
0
fFPT |V0(t)dt. (S2.4)
Therefore the probability density function of ∆V is given by
f∆V (v) =
d
dv
(Prob{∆V ≤ v}) (S2.5)
=
d
dv
∫ 1
α
ln
(
v
V0
+1
)
0
fFPT (t)dt (S2.6)
=fFPT |V0
(
1
α
ln
(
v
V0
+ 1
))
d
dv
(
1
α
ln
(
v
V0
+ 1
))
. (S2.7)
Note that
d
dv
(
1
α
ln
(
v
V0
+ 1
))
=
1
α (V0 + v)
. Also
R
(
1
α
ln
(
v
V0
+ 1
))
=
kmv
α
, r
(
1
α
ln
(
v
V0
+ 1
))
= km (v + V0) .
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Hence we can write the probability density of ∆V as
f∆V (v) =
1
α (V0 + v)
∞∑
n=1
(
kmv
α
)n−1
(n− 1)! km (v + V0) exp
(
−kmv
α
)
fN(n) (S2.8)
=
∞∑
n=1
(
kmv
α
)n−1
(n− 1)!
km
α
exp
(
−kmv
α
)
fN(n). (S2.9)
Notice that this distribution is an Erlang distribution conditioned to the random variable
N .
Moments of ∆V
a. Mean ∆V Since the distribution of ∆V is conditional Erlang, we have the following
expression for mean ∆V .
〈∆V 〉 =
∞∑
n=1
n
km/α
fN(n) =
α
km
〈N〉 . (S2.10)
b. Second order moment The second order moment of ∆V is given by〈
∆V 2
〉
=
∞∑
n=1
n2 + n
(km/α)
2fN(n) =
α2
k2m
(〈
N2
〉
+ 〈N〉) . (S2.11)
c. Calculation of third order moment The third order moment of ∆V is given by〈
∆V 3
〉
=
∞∑
n=1
n3 + 3n2 + 2n
(km/α)
3 fN(n) =
α3
k3m
(〈
N3
〉
+ 3
〈
N2
〉
+ 2 〈N〉) . (S2.12)
When the burst size is one with probability one, we have N = X with probability one.
The formulas of mean, CV 2 and skewness of ∆V simplify to
〈∆V 〉 = αX
km
, CV 2∆V =
1
X
, skew∆V =
2√
X
. (S2.13)
When the burst size is geometric, we get the following expressions:
〈∆V 〉 = α
km
(
X
b
+ 1
)
, (S2.14)
CV 2∆V =
var(∆V )
〈∆V 〉2 =
b2 + 2bX +X
(b+X)2
, (S2.15)
skew(∆V ) =
2 (b3 + 3b2X + 3bX +X)
(b2 + 2bX +X)3/2
. (S2.16)
We also note that that the skewness of ∆V is positive in both cases considered above
which is consistent with previous results [17].
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Scale invariance of the distribution of ∆V
It has been shown in [12] that the distributions of the added volume ∆V in different
growth conditions collapse when rescaled by respective 〈∆V 〉. Mathematically, we want to
show that the probability density function f∆V (v) has the following form [12, Supplementary
Information equation 36]:
f∆V (v) =
1
〈∆V 〉g
(
v
〈∆V 〉
)
, (S2.17)
where g(.) is an arbitrary normalized function. For the distribution in (S2.9), let us consider
the following function for g
g(w) =
∞∑
n=1
(w 〈N〉)n−1
(n− 1)! 〈N〉 exp (−w 〈N〉) fN(n), (S2.18)
where 〈N〉 is the expected value of the minimum number of transcription events required
for the protein to cross the threshold X and is given by 〈N〉 = X
b
+ 1. Also, it is related
with 〈∆V 〉 as described in (S2.10).
For the function g given in (S2.18), we have
1
〈∆V 〉g
(
v
〈∆V 〉
)
=
1
〈∆V 〉
∞∑
n=1
(
v〈N〉
〈∆V 〉
)n−1
(n− 1)! 〈N〉 exp
(
−v 〈N〉〈∆V 〉
)
fN(n) (S2.19)
=
∞∑
n=1
(
kmv
α
)n−1
(n− 1)!
km
α
exp
(
−kmv
α
)
fN(n) (S2.20)
= f∆V (v). (S2.21)
This establishes the scale invariance of the distribution f∆V (v).
One consequence of the scale invariance property of f∆V (v) is that the normalized mo-
ments 〈∆V j〉 / 〈∆V 〉j are independent of the growth conditions [12, Supplementary Infor-
mation]. This can be checked as follows.
The jth order conditional moment of ∆V (conditioned with respect to N) is given by jth
order moment of an Erlang distribution. Thus
〈
∆V j|N = n〉 = ( α
km
)j
(n(n+ 1)(n+ 2) · · · (n+ j − 1)) (S2.22)
=⇒ 〈∆V j〉 = ( α
km
)j
〈N(N + 1)(N + 2) · · · (N + j − 1)〉 . (S2.23)
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Therefore using (S2.10), we have
〈∆V j〉
〈∆V 〉j =
〈(N(N + 1)(N + 2) · · · (N + j − 1))〉
〈N〉j (S2.24)
which is independent of the growth rate.
This fact can be used to show that statistical measures such as noise (CV 2) and skewness
are independent of the growth rate. Take CV 2 for instance. It is defined as
CV 2∆V =
〈∆V 2〉
〈∆V 〉2 − 1. (S2.25)
By the scale invariance property, 〈∆V 2〉/〈∆V 〉2 is independent of the growth rate α. Thus,
the noise CV 2 is also independent of α. Similarly, skewness is given by
skew∆V =
〈
∆V 3
〉− 3 〈∆V 〉 var(∆V )− 〈∆V 〉3
(var(∆V ))3/2
(S2.26)
=
〈∆V 3〉
〈∆V 〉3 − 3
(〈∆V 2〉
〈∆V 〉2 − 1
)
− 1(
〈∆V 2〉
〈∆V 〉2 − 1
)3/2 , (S2.27)
which is again independent of α by the scale invariance property.
S3. DISTRIBUTION OF FPT
FPT distribution can be obtained from (Equation S1.10) by solving
fFPT (t) =
∫ ∞
0
fFPT |V0 (t |v ) fV0 (v) dv, (S3.1)
where fV0(v) is the probability distribution of cell volumes at birth. Ignoring the errors in
partitioning of volume, it can be seen that fV0 (v) ≈ f∆V (v) [12]. Using this relation, the
FPT distribution is given by
fFPT (t) = kme
αt
∞∑
n=1
∞∑
l=1
fN(n)fN(l)
(
km
α
)n+l−1
(eαt − 1)n−1
(n− 1)!(l − 1)!
∫ ∞
0
vn+l−1 exp
(
−kmv
α
eαt
)
dv
(S3.2)
=
∞∑
n=1
∞∑
l=1
fN(n)fN(l)(n+ l − 1)!
(n− 1)!(l − 1)! α
(eαt − 1)n−1
(eαt)n+l−1
(S3.3)
=
∞∑
n=1
∞∑
l=1
fN(n)fN(l)(n+ l − 1)!
(n− 1)!(l − 1)! α
n−1∑
i=0
 n− 1
i
 (−1)i e−αt(l+i). (S3.4)
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FPT moments can be written as
〈
FPT j
〉
=
j!
αj
∞∑
n=1
∞∑
l=1
fN(n)fN(l)(n+ l − 1)!
(n− 1)!(l − 1)!
n−1∑
i=0
 n− 1
i
 (−1)i
(i+ l)j+1
(S3.5)
=
Kj
αj
. (S3.6)
The normalized moments are
〈FPT j〉
〈FPT 〉j =
Kj
K1
. (S3.7)
This implies, as shown for ∆V , that the noise, skewness and higher order moments are
indendent of growth rate. Furthermore, if we use the function
g (w) =
∞∑
n=1
∞∑
l=1
fN(n)fN(l)(n+ l − 1)!
(n− 1)!(l − 1)! K1
n−1∑
i=0
 n− 1
i
 (−1)i e−K1w(l+i), (S3.8)
then FPT distribution can be written as
fFPT (t) =
1
〈FPT 〉g
(
t
〈FPT 〉
)
. (S3.9)
Thus, the FPT distribution is also scale invariant. In [12] constant K1 is equal to log 2. We
found that K1 ≈ 0.7 ≈ log 2 for different distributions of burst size B and several values of
threshold X.
S4. THEORETICAL CONSTRAINTS ON THE MOLECULAR MECHANISM
UNDERLYING ADDER PRINCIPLE
Let us consider a phenomenological description of the adder principle in terms of a hybrid
system as shown in Fig. S4.1. Assuming the volume of a cell at birth as V0, the added volume
∆V follows a deterministic dynamics as ∆˙V = α (V0 + ∆V ). The hazard rate for division
event is assumed to be some general function h(∆V ). The adder principle states that the
division occurs, on average, when a constant volume has been added, irrespective of the
initial cell volume V0.
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Using the Dynkin’s formula [67], the expected value of the added volume 〈∆V 〉 follows
d
dt
〈∆V 〉 =
〈
α (∆V + V0)− h (∆V ) ∆V
〉
(S4.1)
≈α (〈∆V 〉+ V0)− h (∆V ) 〈∆V 〉 . (S4.2)
We have made the mean-field approximation in the second equation above. In steady state,
a solution which has 〈∆V 〉 independent of V0 is only possible if the hazard rate h (∆V ) is
a dirac delta function h (∆V ) = δ
(
∆V −∆V ). Therefore any mechanism which actively
senses the added volume has to trigger the division the moment it reaches the prescribed
threshold. The time-keeper protein based mechanism proposed in this work satisfied this
necessary condition, and since it produced the added model in distribution sense as well, it
shows that this theoretical constraint is both necessary and sufficient.
S5. ADDITIONAL INFORMATION ON FIG. 2 IN THE MAIN TEXT
To study the effect of volume at birth on the noise in generation time (CV 2FPT ) , we
selected the rescaled mean and standard deviation of the generation time given the smallest
and the largest volumes at birth from Fig. 2D in [12]. We assumed that the generation time
has a normal distribution with mean and standard deviation given by the volume at birth
(small and large). We drew 150 generation time samples for each volume at birth from the
assumed distribution (150 is the number of samples per point used to generate plot in Fig.
2D). Using bootstrapping we tested if the CV 2 of the small cells is larger than the CV 2 of
large cells. The p value obtained is 0.00023. The 95% confidence interval is given in the
following table.
Lower bound Median Upper bound
Small volume 0.0424 0.0545 0.0686
Large volume 0.0796 0.1030 0.1313
TABLE I: CV 2 of timing increases with increase in cell size at birth. Using the data from
Fig. 2D in [12], the bootstrapped values of CV 2 with 95% CI are provided.
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FIG. 1: A molecular mechanism that explains adder principle. (a) A rod-shaped growing
cell starts synthesizing a protein right after its birth. Th production rate of the protein
scales with the size (volume) of the cell. When the protein’s copy number attains a certain
level, the cell divides and the protein is degraded.
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FIG. 1: (b) The stochastic evolution of the protein is shown for cells of three different
sizes at birth. Each cell divides when the protein’s level achieves a specific threshold. The
distribution of the first-passage time (generated via 1000 realizations of the process) for
each newborn cell volume is shown above the three corresponding trajectories. The
first-passage time distribution is dependent upon the newborn cell size; on average the
protein in a smaller cell takes more time to reach the threshold as compared to the protein
in a larger cell. (c) The time evolution of size is shown for cells of different initial volume.
The size is assumed to grow exponentially until the protein in the top figure reaches a
critical threshold. The division is assumed to take place then. (d) The size added to the
initial size when the division event takes place is shown for cells of different volume. The
distribution of the added size is independent of the initial size of the cell, thus reproducing
an adder model.
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FIG. 2: The noise in the cell division time increases with initial volume. Left: The noise
in division time (CV 2 of FPT ) increases as the cell volume at birth V0 is increased. Using
the expression of the first-passage time in (11), the noise (CV 2) is numerically computed
for different values of the newborn cell volume. The parameters used for the model are
km = 1 (1/min), X = 100 (molecules), α = 0.03 (1/min), and geometric distribution of the
burst size B with mean b = 3 (molecules). Right: The prediction from the model is
validated using the experimental data from [12]. Using bootstrapping, a statistically
significant (p-value=0.00023) increase in the noise is observed from smaller initial volume
to a larger initial volume (more details in the Supplementary Information, section S5).
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FIG. S1.1: The division time decreases as the cell size at birth increases. The division time
(mean FPT ) given a newborn volume is computed numerically for each value of initial cell
volume V0. The protein production is assumed in geometric bursts and the parameters
assumed are: km=1 per minute, X=100 molecules, b=3 molecules, α=0.03 per minute.
ΔV̇ = 𝛼 Δ𝑉+ 𝑉0 ℎ Δ𝑉	Δ𝑉 → 0𝑉0 → 𝑉0 +Δ𝑉	 /2
FIG. S4.1: Description of the cell division process as a stochastic hybrid system. The
added volume ∆V evolves as per a deterministic dynamics until the division event takes
place. The hazard rate for division is h(∆V,∆V ). Upon division, the added volume ∆V
and the cell volume at birth V0 reset to 0 and (V0 + ∆V )/2, respectively.
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