behavior is opposite to this. There is an increase in the O + density above 1000 km during the storm's peak (positive storm effect), and then it decreases as the storm subsides, and (6) For solar maximum summer, the O + and H + temporal morphologies are in phase; but the ion density variations at hig,h altitudes are opposite to those at low altitudes. During the storm's peak, the H + and O + densities increase at high altitudes (positive storm effect) and decrease at low altitudes (negative storm effect).
Introduction supersonic flow, a transition from collision-dominated to collisionless regimes, and a transition from a heavy to a light
At high latitudes, the Earth's geomagnetic field is stretched ion. At times, however, O + can remain the dominant ion to very into a long comet-like tail on the nightside that extends past high altitudes in the polar cap. Another important aspect of the activity, there is an overall increase in the polar wind outflow from the ionosphere, while the reverse is true for declining magnetic activity. However, localized ionospheric depletions can occur during increasing magnetic activity, and in these regions the polar w•nd outflow rate is reduced, (4) There are significant time delays with respect to when disturbances in the ionosphere create disturbances at high altitudes in the polar wind.
The global simulation discussed by Schunk and Sojka [ 1989] was for only one set of geophysical conditions and the focus was mainly on elucidating ionosphere-polar wind coupling processes. In this invest!gation, we consider four geophysical cases, including summer and winter solstices at both solar maximum and minimum.
Hence we are able to show how the stormtime response of the ionosphere-polar wind system changes as the seasonal and solar cycle conditions change. Also, much more information is provided on the global response as a function of altitude and time, and spatially integrated ion fluxes across selected altitudes are presented as a function of time throughout the storm period.
Coupled Ionosphere-Polar Wind Model
Our three-dimensional time-dependent model of the polar wind consists of a low-altitude ionosphere-atmosphere model and a high-altitude hydrodynamic model. The two models and their coupling are briefly described in the following subsections.
Low-Altitude Ionospheric Model
The low-altitude model is a time-dependent, threedimensional, multi-ion model of the global ionosphere that covers the altitude range from 90 to 800 km. With this model, the density distributions of six ion species and the electron and ion temperatures are obtained from a numerical solution of the appropriate continuity, momentum, and energy equations. At mid latitudes and high latitudes, the equations are solved as a function of altitude for an inclined magnetic field. The threedimensional nature of the model is obtained by following a large number of plasma flux tubes as they convect or corotate through a moving neutral atmosphere. The model takes account of field-aligned diffusion, cross-field electrodynamic drifts, thermospheric winds, polar wind escape, energy-dependent chemical reactions, neutral composition changes, ion production due to solar UV/EUV radiation and auroral precipitation, thermal conduction, diffusion-thermal heat flow, ion temperature anisotropies, and a host of local heating and cooling processes. The model also takes account of the displacement between the geographic and geomagnetic poles. Note that the two models overlap each other in the 500 to 800 km region. This overlapping is needed so that the models can provide more reliable boundary conditions to each other. For the hydrodynamic model, the O + density and velocity boundary values at 500 km and at the beginning of a time step are obtained from the low-altitude ionospheric model at the end of its last time step. For H +, the boundary density at 500 km is obtained assuming chemical equilibrium and using the O +, O and H values from the low-altitude model at its last time step. The H + drift velocity at 500 km (in the chemical equilibrium region) is assumed to be zero. At the upper boundary (9000 km), the O + and H + drift velocities are obtained via extrapolation from altitudes immediately below the boundary, but they are not allowed to be downward. With regard to the temperatures, the values obtained from the low-altitude model at its last time step at altitudes between 500 and 800 km are used in the hydrodynamic model. Above 800 km, the equations of state are used [cf. Schunk and Sojka, 1989 ].
We did not include He + in the high-altitude hydrodynamic model for this study because this would have significantly increased the computing time.
Magnetospheric-Atmospheric Inputs and Initial

Conditions
As with all geophysical models, our global ionosphere-polar wind model requires several inputs. In the high latitude region, the most important inputs are the plasma convection and particle precipitation patterns, and the thermospheric densities, temperatures, and winds. For time-dependent simulations, these inputs must be specified as a function of time. In this investigation, our interest is in studying the temporal ß variations of the global polar wind during changing magnetospheric conditions, with the emphasis on how time varying plasma convection and particle precipitation patterns affect the polar wind. In the simulations, an "idealized" geomagnetic storm is configured, and then the "global" response of the polar wind is calculated for different seasonal and solar cycle conditions. Of particular interest is how the polar wind responds at high, middle, and low altitudes to the storm and then how the response changes as the seasonal and solar cycle conditions change.
Magnetospheric Inputs
We do not attempt to model a specific geomagnetic storm, which can be complex, Instead, we try to capture the essential features of a storm, including the growth, main, and decay phases as well as the overall variations in the convection and precipitation patterns that are expected during the different phases. SpeCifically, as magnetic activity increases, it is well known that the plasma convection and auroral precipitation patterns expand, that the convection speeds increase, and that particle precipitation becomes more intense. The reverse is known to occur during decreasing magnetic activity. These are the essential storm features that we want to model.
Figu?e 2 shows the assumed variation of Kp for our idealized geomagnetic storm. Initially, Kp is constant and equal to 1. At 0400 UT, Kp increases exponentially over a 1-hour period from 1 to 6. This value is maintained for a 1-hour period, and then Kp decreases exponentially to 1 over a 4-hour period. After this time, Kp is held fixed at 1. Changing magnetic conditions occur only over a 6-hour period, from 0400 to 1000 UT. The simulation is then continued for an additional 6 hours in order to allow sufficient time for the polar wind to relax back to a quiet time situation.
The dependence of the convection pattern on Kp is still not well known. However, in our study, Kp is only used as a guide in producing a time-varying convection pattern. The convection pattern adopted for the study is the HeppnerMaynard "BC" pattern, which is appropriate for southward The wind speed at F region heights is 55 m s 'l on the dayside and 250 m s 'l on the nightside. Near the terminator, the wind varies smoothly from the dayside to the nightside value. Note that the nightside wind is consistent with the "average" meridional wind measured in the dark polar cap by Meriwether e t al. [1988] .
During a geomagnetic storm, the neutral densities, temperatures, and winds can change appreciably, depending on the magnitude and duration of the storm and on the seasonal and solar cycle conditions. In our simulations, the atmospheric parameters change with time through.the temporal change of the Ap magnetic index, which is an input to the mass spectrometer incoherent scatter (MSIS)empirical model. In general, however, the thermospheric changes during a storm can be larger than those predicted by MSIS. For our idealized storm, magnetic activity is enhanced during a 6-hour period, but the largest enhancement occurs during the first 3 hours, from 0430 to 0730 UT (Figure 2) . At solar minimum, the time constant for accelerating the neutral atmosphere in and above the F region is of the order of several hours to a day [Killeen et al., 1984] , and therefore our neglect of the self-consistent atmospheric response should not affect our results. At solar maximum, on the other hand, the atmospheric response time is of the order of 1 to 3 hours. In this case, our neglect of the self-consistent atmospheric response could lead to quantitative errors, but we expect our results to be qualitatively correct. Also, recent model-data comparisons indicate that the coupled ionospherethermosphere models significantly overestimate electron density changes during storms [PrOlss et al., 1997], and it is not clear that a better quantitative result will be obtained with a selfconsistent thermosphere. At any rate, the inclusion of a selfconsistent thermosphere would greatly increase the CPU resources needed, which are already substantial. Figure 3 shows the locations of the 159 flux tubes at 0300 UT, which is prior to the storm, and at 0600 UT, which is during an active time when Kp = 6. Although the plasma flux tubes continually move, the coverage of the highlatitude domain remains fairly uniform. To start a storm simulation, we first obtain a diurnally reproducible ionosphere-polar wind solution for a given set of geophysical conditions and Kp = 1. Then, at 0300 UT, we follow the Kp variation shown in Figure 2 . For the four geophysical cases considered, the total CPU time used for this study is equivalent to 1320 hours on the CRAY XMP-processor. The disk storage requirements amounted to 1.6 Gbytes.
Trajectory Selection and Initial
Comparison With Previous ThreeDimensional Simulation Setup
It is useful to compare our current storm simulation setup with that used previously [Schunk and Sojka, 1989 ]. In our first study, we only considered one geophysical case (solar minimum winter). We used a Heelis et al. [1982] "symmetric" two-cell convection pattern, a Spiro et al. [1982] auroral oval, the growth and decay of Kp were linear, and the maximum Kp was 8. In this study, we consider four geophysical cases. The convection is an "asymmetric" two-cell pattern [Heppner and Maynard, 1987] , the auroral oval is due to Hardy et al. [ 1985] , the growth and decay of Kp are exponential, and the maximum Kp is 6. Therefore, by comparing the present winter solar minimum case with our previous simulation, we can see the effects of using an asymmetric versus symmetric convection SCHUNK AND SOJKA: GLOBAL IONOSPHERE-POLAR WIND SYSTEM 11,631 
Polar Wind Simulations
The main focus of the study is on showing how the polar wind response to a geomagnetic storm varies with seasonal and solar cycle conditions. Although our global polar wind model covers the 90 to 9000 km altitude range, we will only present results for altitudes above 500 km, which is the region where the H + outflow occurs. Also, numerous papers have been published on the response of the low-altitude ionosphere to a range of plasma convection and particle precipitation patterns, both constant and time varying, as well as to a wide range of geophysical conditions, and there is no need to reproduce those results [cf. Sojka, 1989 Figures 5a and 7a) indicates that at solar maximum summer T n is a factor of 2 higher, atomic oxygen is a factor of 11 higher, O + is a factor of 22 higher, and atomic hydrogen is a factor of 18 lower than the corresponding values at solar minimum winter. The net effect is that the H + density at 500 km is about a factor The global morphology of the O + density distribution in the polar region for the summer solar maximum case is shown in Plate 4a, where snapshots are shown at three altitudes (500, 1000 and 4000 km) and at a half-hour interval from 0400 to 1000 UT. As before, red corresponds to high densities and blue to low densities. In summer, the bulk of the polar region is sunlit, and hence the densities are greater and the density distribution is more uniform than in winter. For example, at 500 km and 0400 UT, the O + density varies by only a factor of 4 over the polar region, whereas for the winter case the variation is a factor of 20 (Plate 1). The primary feature seen in Plate ,i,a is that during the peak of the storm (0500 to 0630 UT) there is an increase in the O + density in the polar region at 4000 km (positive storm effect), while at 500 km there is a decrease (negative storm effect). That is, the temporal morphologies are opposite at high and low altitudes. The temporal morphologies are also opposite during and after the storm's recovery phase, but they are reversed. Then, the O + density decreases at high altitudes and increases at low altitudes due primarily to the downflow associated with the decreasing plasma temperatures. storm (0500 to 0630 UT) the H + density in the polar region increases at 4000 km and decreases at 500 km (opposite behavior). In and after the storm's recovery phase, the trend is reversed. The H + density basically decreases at 4000 km and slowly increases at 500 km. This general behavior of the H + density morphology is the same as that exhibited by O + (Plate 4a), i.e., the ions vary in phase for summer solar maximum conditions, and this is due primarily to the fact that H + is in chemical equilibrium with O + to a relatively high altitude because of the large O + and atomic oxygen densities that occur for these conditions. However, this is again different from the H + behavior for winter solar minimum conditions, where an H + density blowout occurs during the peak of the storm. Birds-eye views of the O + and H + density morphologies are shown in Plates 5a and 5b, respectively, where snapshots of the entire polar region are shown at five altitudes and at a 5-min time interval from 0400 to 1000 UT. Clearly evident are the O + and H + density decreases at 500 km during the storm's peak and the density increases at 4000 km. However, Plate 5a shows that the O + density increases at all altitudes above about 1000 km during the storm, but there are time delays associated with both the buildup and decay of the enhanced O + densities that vary with altitude. The H + temporal behavior at high altitudes is similar to that of O +, but not as clear.
A careful comparison of the H + and O + densities at high altitudes (Plate 4a versus 4b; Plate 5a versus 5b) indicates that for summer-solar maximum conditions O + is the dominant ion to
altitudes up to 8000 km throughout the polar region during enhanced geomagnetic activity. This is a significant result because only the classical polar wind has been modeled; i.e., no high-altitude energy sources have been included. This subject will be discussed in more detail later.
With regard to the ion flow rate across a given altitude, the temporal variation of the O + flow rate for summer solar maximum is qualitatively very similar to that shown in Figure   6a For H +, the density distribution in the polar region displays a variation with time and altitude that is "qualitatively" very similar to that shown in Plate 3b for solar minimum winter conditions. In particular, the H + density is significantly reduced at all altitudes during enhanced magnetic activity. Likewise, the temporal variation of the total H + flow rate is qualitatively similar to the solar minimum winter case (Figure 6b The results are for solar maximum summer conditions. level increased, the auroral oval and plasma convection pattern expanded, particle precipitation became more intense, and the convection electric field strengths increased. The reverse occurred during declining magnetic activity. Throughout the storm period, the ionosphere-polar wind system was in a continual state of horizontal motion, with the plasma convecting into and out of sunlight, the cusp, the polar cap, the nocturnal oval, and the main trough.
Summary and Discussion
Summary
The following results are common to all four of the geophysical cases considered:
1. Plasma pressure disturbances in the ionosphere due to variations in T e, T i, or electron density are reflected in the polar wind, but there is a time delay because of the propagation time required for the disturbance to move from low to high altitudes.
2. Plasma convection through the auroral oval and high electric field regions produces transient O + upfiows and downflows. Typically, the H + upward flows are enhanced when the plasma convects into these regions and reduced when it convects out of them.
3.
The density structure in the polar wind can be considerably more complicated than in the underlying ionosphere because of horizontal convection and changing vertical propagation speeds due to spatially varying ionospheric temperatures. At this time, it is not possible to rigorously include all of the nonclassical processes discussed above, and it is difficult to guess what their ultimate effect is because the problem is highly nonlinear. Furthermore, except for the study by Ganguli [ 1993 , when the various nonclassical processes were deduced to be important, the deductions were based on "one-dimensional" steady state or time-dependent simulations applied at a "fixed" location. Also, only the process being studied was typically included. However, when all of the processes are included and when the plasma is allowed to convect through the different 11,644 SCHUNK AND SOJKA: GLOBAL IONOSPHERE-POLAR WIND SYSTEM regions of the high-latitude ionosphere in a realistic manner, the conclusion as to the importance of a given process may change.
Comparison With Measurements
It is not possible to conduct a detailed comparison of our results with specific measurements because we would need an extensive data base of simultaneous complementary measurements to validate both our adopted magnetospheric inputs (convection and precipitation patterns) and our global ion distributions. Nevertheless, some of the specific features, general trends, and ion parameter values we calculated can be compared, in a general way, with the extensive data base that i s currently available.
The data include both low-altitude (ionosphere) and high-altitude (polar wind) measurements from incoherent scatter radars and satellites. There are data pertaining to specific case studies and statistical studies, and we will focus only on the data most relevant to our simulations. However, it should be noted that if we had considered a larger storm or a storm with a longer duration, we would have obtained larger effects and vice versa. However, the three-dimensional simulations presented in this and our previous paper [Schunk and Sojka, 1989] To get stronger ion upflows, we merely need to select a convection pattern with stronger convection features, a precipitation pattern with more intense precipitation, a stronger storm, or a longer lasting storm. That is, it is necessary to get the correct magnetospheric inputs to model a specific event. In this regard, it should be noted that Blelley et al. [1996] However, at a given altitude, the O + density variation about the average value was about a factor of 10. For H +, the density variation about the average was a factor of 10 at low altitudes and a factor of 100 at high altitudes. The data also suggested that much of the variability in the polar cap densities and outflows is a result of short timescale (<_ 1 hour) phenomena.
These measurements are again in general agreement with our solar maximum calculations. Specifically, at altitudes between 1000 and 4000 km, O + is typically the dominant ion in the polar cap during the storm for both summer and winter conditions. However, at a given time, the calculated O + density can vary markedly over the polar region and at a given location it can vary markedly with time. Persoon et al. [1983] presented DE I measurements of the local electron density at high altitudes in the northern polar cap region. The electron densities were determined from the plasma wave instrument, and the data were obtained during a "solar maximum" period that included both equinox and winter conditions (September 1981 to February 1982). The data covered the altitude range from 6378 to 23,343 km (2-4.66 RE). The electron densities, which were plotted in one figure as a function of radial distance, displayed a fairly wide scatter at a given distance. The scatter was anticipated because the electron density exhibited a large variation both on individual orbits as well as from orbit to orbit, and all the densities from different latitudes, local times, and magnetic activity levels were used in the data base.
At the altitude range relevant to our study (6378 to 9000 km), the measured electron densities varied from about 10 to 90 ½m '3. A statistical study of the solar cycle variation of the F region ionosphere (200 to 1000 km) was conducted by Grebowsky et al. [1990, 1993] . The measurements were relevant to summer conditions at noontime. The solar maximum (Fl0.7 --150) data were obtained from OGO satellite measurements, while the solar minimum (Fl0.7 = 90) data were from the AE-C and D satellites. The measured densities and solar cycle variation were in remarkable agreement with the "l-dimensional", "steady state" polar wind calculations of Cannata and Gornbosi [ 1989] . These authors modeled the solar cycle variation of the polar wind for quiet magnetic activity, summer conditions, at noon and for a
