Noncommutative boundaries and the ideal structure of reduced crossed
  products by Kennedy, Matthew & Schafhauser, Christopher
ar
X
iv
:1
71
0.
02
20
0v
2 
 [m
ath
.O
A]
  2
6 M
ar 
20
19
NONCOMMUTATIVE BOUNDARIES AND THE IDEAL
STRUCTURE OF REDUCED CROSSED PRODUCTS
MATTHEW KENNEDY AND CHRISTOPHER SCHAFHAUSER
Abstract. A C*-dynamical system is said to have the ideal sepa-
ration property if every ideal in the corresponding crossed product
arises from an invariant ideal in the C*-algebra. In this paper we
characterize this property for unital C*-dynamical systems over
discrete groups. To every C*-dynamical system we associate a
“twisted” partial C*-dynamical system that encodes much of the
structure of the action. This system can often be “untwisted,” for
example when the algebra is commutative, or when the algebra is
prime and a certain specific subgroup has vanishing Mackey ob-
struction. In this case, we obtain relatively simple necessary and
sufficient conditions for the ideal separation property. A key idea is
a notion of noncommutative boundary for a C*-dynamical system
that generalizes Furstenberg’s notion of topological boundary for
a group.
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1. Introduction
A C*-dynamical system is a triple (A,G, α) consisting of a unital
C*-algebra A, a countable discrete group G and an action of G on A
in the form of a group homomorphism α : G→ Aut(A). In this paper,
we consider the ideal structure of the corresponding reduced crossed
product A×r G.
The ideal structure of A×r G is as nice as possible when every ideal
in A ×r G arises from an invariant ideal in A, in the sense that the
intersection map J → A ∩ J is injective on the ideals of A ×r G. In
this case, we say that (A,G, α) has the ideal separation property. The
main result in this paper is a characterization of this property for a
large class of noncommutative C*-dynamical systems in terms of the
dynamics of (A,G, α).
It is convenient to characterize the ideal separation property in terms
of a weaker property. We say that (A,G, α) has the intersection prop-
erty if every nonzero ideal in A ×r G has nonzero intersection with A.
Sierakowski [46] showed that if (A,G, α) is exact (which is almost al-
ways the case) and every quotient has the intersection property, then
(A,G, α) has the ideal separation property if and only if it has the
intersection property.
Kawabe [29] recently obtained a characterization of the ideal separa-
tion property for exact commutative C*-dynamical systems in terms of
the intersection property. His results generalize results obtained by the
first author and his collaborators [7,27,31] relating to the simplicity of
reduced C*-algebras of groups.
Significant difficulties arise in the study of noncommutative dynamics
that have no analogue in commutative dynamics, in particular because
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of the existence of non-trivial inner automorphisms. A key point in this
paper is a new method for handling these difficulties by considering
a partial C*-dynamical system arising from the injective envelope of
the C*-algebra. The theory of partial C*-dynamical systems has been
extensively developed by Exel and his collaborators, and we point out
some connections with their work.
Using the partial C*-dynamical system arising from the injective
envelope, we identify a specific obstruction to understanding the ideal
structure of the reduced crossed product. And fortunately, it turns out
that it is often possible to remove this obstruction by “untwisting” it.
In this case, we say that the corresponding C*-dynamical system has
vanishing obstruction.
If A is prime, then (A,G, α) has vanishing obstruction precisely when
the familiar Mackey obstruction H2(GA,T) vanishes for the subgroup
GA = {s ∈ G : αs is quasi-inner}. This is the subgroup of elements in
G that are “almost inner” in a certain precise sense. This happens in
many cases, for example, if either GA is free or GA is finite and every
Sylow subgroup is cyclic. In particular, it vanishes if GA is cyclic.
The starting point in our paper is the observation that for C*-dynamical
systems with vanishing obstruction, the intersection property can be
completely characterized in terms of the dynamics of the action. The
precise statement of the characterization splits into two cases, depend-
ing on whether the group is amenable or not.
In the amenable case, since (A,G, α) has vanishing obstruction if A is
abelian, we obtain a significant generalization of a result of Kawamura
and Tomiyama [30, Theorem 4.1] (see also [6, Theorem 2]).
Theorem 1.1. Let (A,G, α) be a C*-dynamical system such that G is
amenable. If (A,G, α) is properly outer, then (A,G, α) has the intersec-
tion property. If (A,G, α) has vanishing obstruction, then the converse
is also true.
In the non-amenable case, it is necessary to consider the injective hull
of a C*-dynamical system, and we obtain a significant generalization of
the characterization of C*-simplicity established by Kalantar and the
first author [27].
Theorem 1.2. Let (A,G, α) be a C*-dynamical system such that G
is non-amenable. If the injective hull (IG(A), G, IG(α)) of (A,G, α) is
properly outer, and in particular if (A,G, α) is properly outer, then
(A,G, α) has the intersection property. If (A,G, α) has vanishing ob-
struction, then the converse is also true.
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The notion of proper outerness for a C*-dynamical system is a non-
commutative generalization of the notion of topological freeness from
topological dynamics. Proper outerness was defined for von Neumann
algebras by Kallmann [28], and for general C*-algebras by Elliott [14].
We adopt Kishimoto’s definition [32] of proper outerness in terms of the
Borchers spectrum, which is equivalent to Elliott’s definition in the sep-
arable setting. We are grateful to the anonymous referees for bringing
the recent paper [33] to our attention, which considers generalizations
of these notions for Fell bundles.
A key point in our paper is a more dynamical characterization of
proper outerness in terms of what we call quasi-stabilizer subgroups.
Let Glimm(A) denote the space of Glimm ideals in A, which can be
identified with the spectrum of the center of A. We identify a class
of ideals in A that we call pseudo-Glimm ideals since they behave in
many ways like Glimm ideals. Let Glimmp(A) denote the space of
pseudo-Glimm ideals in A. It turns out that Glimmp(A) is compact
and Hausdorff in the strong topology (or Fell topology) on the set of
ideals of A. In many cases Glimmp(A) and Glimm(A) coincide, for
example if A has Hausdorff primitive ideal space. But it is possible for
these spaces to differ.
For a pseudo-Glimm ideal I ∈ Glimmp(A), the corresponding quasi-
stabilizer subgroup GI consists of the elements in s ∈ G such that
the automorphism αs is almost inner on the quotient A/I in a certain
precise sense. Quasi-stabilizer subgroups are a kind of noncommutative
generalization of neighborhood stabilizer subgroups from topological
dynamics. We show that they completely charaterize proper outerness,
in the sense that (A,G, α) is properly outer if and only if for every
pseudo-Glimm ideal I ∈ Glimmp(A), the corresponding quasi-stabilizer
GI is trivial.
With a great deal more effort, we obtain a more intrinsic charac-
terization of the intersection property for C*-dynamical systems with
vanishing obstruction, i.e. a characterization that does not refer to the
injective hull. Before stating this result, we require some terminology.
We equip the space Glimmp(A) of pseudo-Glimm ideals of A with the
strong topology and let Sub(G) denote the compact Hausdorff space of
subgroups of G equipped with the Chabauty topology. We then con-
sider the action of G on the space Glimmp(A)×Sub(G) equipped with
the product topology. An invariant closed subset X ⊆ Glimmp(A) ×
Sub(G) is said to be covering for (A,G, α) if
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(1) The ideals in pr1(X) cover X in a certain specific sense, where
pr1 : Glimm(A)× Sub(G)→ Glimm(A) denotes the projection
onto the first coordinate, and
(2) For each (I,H) ∈ X , H ≤ GI , where GI denotes the quasi-
stabilizer subgroup corresponding to I.
We say that an (A,G, α)-covering subset X ⊆ Glimmp(A) × Sub(G)
is amenable if pr2(X) ⊆ Suba(G), where pr2 : Glimm(A) × Sub(G) →
Sub(G) denotes the projection onto the second coordinate and Suba(G)
denotes the set of amenable subgroups of G. If pr2(X) = {{e}}, then
we say that X is trivial.
Theorem 1.3. Let (A,G, α) be a C*-dynamical system. If every amenable
(A,G, α)-covering subset of Glimmp(A) × Sub(G) contains a trivial
(A,G, α)-covering subset, then (A,G, α) has the intersection property.
If (A,G, α) has vanishing obstruction, then the converse is also true.
If A = C, then (A,G, α) has vanishing obstruction and the minimal
amenable (A,G, α)-covering subsets of Glimmp(A) × Sub(G) are pre-
cisely the uniformly recurrent subgroups of G, so the above theorem
generalizes the characterization of C*-simplicity obtained by the first
author [31, Theorem 4.1]. More generally, if A is commutative, then
(A,G, α) has vanishing obstruction and the above theorem reduces to
the characterization of the intersection property for commutative C*-
dynamical systems obtained by Kawabe [29, Theorem 5.2].
If A is prime, then the hypotheses of Theorem 1.3 are easier to verify.
Corollary 1.4. Let (A,G, α) be a C*-dynamical system such that A
is prime and let GA = {s ∈ G : αs is quasi-inner}. If every amenable
(A,G)-covering subset of Glimmp(A)×Sub(GA) contains a trivial (A,G)-
covering subset, then (A,G, α) has the intersection property. If (A,G, α)
has vanishing Mackey obstruction H2(GA,T), then the converse is also
true.
If (A,G, α) is minimal, meaning that A has no non-trivial invariant
ideals, then (A,G, α) has the intersection property precisely when the
reduced crossed product A ×r G is simple. In this case, the analysis
required to apply Theorem 1.3 is greatly simplified.
Theorem 1.5. Let (A,G, α) be a minimal C*-dynamical system. Sup-
pose that for every pseudo-Glimm ideal I ∈ Glimmp(A) and amenable
subgroup H ≤ GI, there is a net (si) in G such that lim siHs
−1
i = {e}
in the Chabauty topology. Then the reduced crossed product A×r G is
simple. If (A,G, α) has vanishing obstruction, then the converse is also
true.
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Once again, if A is prime, then the hypotheses of Theorem 1.5 are
easier to verify.
Corollary 1.6. Let (A,G, α) be a minimal C*-dynamical system such
that A is prime and let GA = {s ∈ G : αs is quasi-inner}. If for
every amenable subgroup H ≤ GA, there is a net (si) in G such that
lim siHs
−1
i = {e} in the Chabauty topology, then the reduced crossed
product A ×r G is simple. If GA has vanishing Mackey obstruction
H2(GA,T), then the converse is also true.
The theory of essential and injective extensions of C*-dynamical sys-
tems as introduced by Hamana [24] plays an important role in the work
of Kawabe and in the previous work of the first author. A key point is
the duality between topological boundaries of G in the sense of Fursten-
berg and essential extensions of the trivial C*-dynamical system (C, G).
In particular, the injective hull of (C, G) is the C*-dynamical system
(C(∂FG), G, α), where ∂FG denotes the universal topological boundary
of G and α denotes the action on C(∂FG) induced by the unique action
of G on ∂FG.
Similar ideas play an important role in our work. We work within the
category of noncommutative dynamical systems, where a noncommu-
tative dynamical system is a triple (S,G, α) consisting of an operator
system S, i.e. a unital self-adjoint subspace of a C*-algebra, a discrete
group G and a group homomorphism α : G → Aut(S), where Aut(S)
denotes the group of order isomorphisms of S. Using ideas from the
theory of matrix convexity, we associate a “matrix affine” dynamical
system to every noncommutative dynamical system. We introduce a
generalized notion of topological boundary for matrix affine dynamical
systems and establish a duality with essential extensions of the corre-
sponding noncommutative dynamical system.
In addition to this introduction, this paper has eight other sections.
In Section 2, we introduce various definitions and results needed from
the theory noncommutative dynamics, including the notion of the in-
jective hull of a C*-dynamical system. In Section 3, we introduce the
notion of a pseudo-Glimm ideal. In Section 4, we introduce the notion
of a quasi-stabilizer subgroup and establish a new characterization of
proper outerness for an automorphism of a C*-algebra. In Section 5, we
briefly review the ideal separation property and the intersection prop-
erty. In Section 6, we introduce a definition of pseudo-expectation for a
C*-dynamical system and prove that pseudo-expectations can be used
to detect the intersection property. In Section 7, we introduce the def-
inition of a boundary for a matrix affine dynamical system associated
to a noncommutative dynamical system. In Section 8, we associate a
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partial dynamical system to every C*-dynamical system and consider
an associated cohomological obstruction. In Section 9 we establish our
main results characterizing the the intersection property.
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2. Noncommutative dynamics
2.1. Topological dynamical systems. A topological dynamical sys-
tem is a triple (X,G, h) consisting of a topological space X , a countable
discrete group G and an action of G on X in the form of a group homo-
morphism h : G→ Homeo(X). If X is compact and Hausdorff, we will
say that (X,G, h) is a compact dynamical system. If we do not need
to explicitly refer to the action h, then we will suppress h and write
(X,G) for (X,G, h).
A compact topological dynamical system (X,G, h) is said to be affine
if X is a convex subset of a locally convex topological vector space and
each homeomorphism hs is affine for s ∈ G.
Let P(X) denote the space of regular Borel probability measures on
X equipped with the weak* topology. A compact dynamical system
(X,G, h) gives rise to an affine dynamical system (P(X), G, k), where
the action k : G → Homeo(P(X)) is defined by ks(µ)(E) = µ(s
−1E)
for s ∈ G and E ⊆ X Borel.
Consider the topological dynamical system (X,G, h). If the orbit
Gx = {sx : s ∈ G} is dense in X for every x ∈ X , then (X,G, h) is
said to be minimal.
For x ∈ X , the neighborhood stabilizer subgroup G◦x consists of the
elements in G that fix a neighborhood of x. If G◦x is trivial for all x ∈ X ,
then (X,G, h) is said to be topologically free.
2.2. C*-dynamical systems. For a reference on C*-algebras and C*-
dynamical systems, we refer the reader to the book of Pedersen [37].
For a reference on crossed products, we refer the reader to the book of
Brown and Ozawa [8] or the book of Williams [50].
A C*-dynamical system is a triple (A,G, α) consisting of a unital
C*-algebra A, a countable discrete group G an action of G on A in the
form of a group homomorphism α : G→ Aut(A).
We will say that (A,G, α) is commutative if A is commutative. In
this case, A = C(X) for a compact Hausdorff space X , and by Gelfand
duality we obtain a corresponding compact dynamical system (X,G, h).
8 M. KENNEDY AND C. SCHAFHAUSER
Here the action h : G → Homeo(X) is defined by hs = α
∗
s|X , for
s ∈ G, where α∗s denotes the adjoint of αs, and where we have identified
points in X with the corresponding pure states on C(X). Note that by
the Riesz-Markov-Kakutani representation theorem, the state space of
C(X) can be identified with the space P(X) of regular Borel probability
measures on X .
We will say that a commutative C*-dynamical system (C(X), G, α)
is minimal (resp. topologically free) if the corresponding compact dy-
namical system (X,G, h) is minimal (resp. topologically free).
2.3. Essentiality and injectivity. Although we are primarily inter-
ested in C*-dynamical systems, we will need to work in the larger cat-
egory of noncommutative dynamical systems. For a general reference
on operator systems and operator spaces, we refer the reader to the
book of Paulsen [36] or the book of Pisier [38]. The material in this
section is due to Hamana [24], although the presentation given here is
slightly different than Hamana’s presentation.
A noncommutative dynamical system is a triple (S,G, α) consisting
of an operator system S, i.e. a unital self-adjoint subspace of a C*-
algebra, a countable discrete group G and a group homomorphism
α : G → Aut(S), where Aut(S) denotes the group of complete order
isomorphisms (i.e. unital complete isometries) of S. If we do not need
to explicitly refer to the action α, then we will suppress α and write
(S,G) for (S,G, α).
We consider the category of noncommutative dynamical systems. If
(T,G, β) is a noncommutative dynamical system, then a morphism is
an equivariant unital complete order preserving map (i.e. a unital com-
pletely positive map) φ : (S,G, α) → (T,G, β). It will be convenient
to write this as φ : S → T when the group and the actions are clear
from the context. If, in addition, φ is a complete order injection, then
we say that it is an embedding of (S,G, α) into (T,G, β).
An extension of (S,G, α) is a pair ((T,G, β), ι) consisting of a non-
commutative C*-dynamical system (T,G, β) and an embedding ι : S →
T . We will write (S,G, α) ⊆ (T,G, β) when S ⊆ T , ι is the inclusion
map and β|S = α. The extension is essential if whenever (R,G, γ) is a
noncommutative C*-dynamical system and φ : T → R is a morphism
such that φ|S is an embedding, then φ is an embedding.
The noncommutative C*-dynamical system (R,G, γ) is injective if
whenever ((T,G, β), ι) is an extension of (S,G, α) and φ : S → R is a
morphism, then there is a morphism ψ : T → R such that ψ ◦ ι = φ.
Hamana [24, Theorem 2.5] showed that every noncommutative dy-
namical system (S,G, α) has a minimal injective extension ((IG(S), G, IG(α), ι)
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that is unique up to isomorphism called the injective hull of (S,G, α).
This extension is a C*-dynamical system, meaning in particular that
IG(S) is a C*-algebra. If S is an operator subsystem of a commutative
C*-algebra, then IG(S) is commutative. We will identify S with its
canonical image in IG(S).
It follows from above that the action IG(α) extends the action α and
is uniquely determined by it. When there is no chance of confusion, it
will be convenient to simply write α instead of IG(α).
We may view an operator system S as a noncommutative dynamical
system with respect to the trivial group and the trivial action. In this
case, the C*-algebra of the injective hull constructed as above coincides
with Hamana’s [20] injective hull I(S) of S in the category of operator
systems. In this category, the morphisms are unital completely positive
maps. Hamana [24, Remark 2.3] showed that IG(S) is an injective
object in the category of operator systems for any discrete group G.
This implies the inclusions S ⊆ I(S) ⊆ IG(S). However, typically
I(S) 6= IG(S).
Every automorphism of S extends uniquely to an automorphism of
I(S), so we obtain a noncommutative dynamical system (I(S), G, I(α)),
along with the inclusion of noncommutative dynamical systems
(S,G, α) ⊆ (I(S), G, I(α)) ⊆ (IG(S), G, IG(α)).
In particular, (I(S), G, I(α)) is an essential extension of (S,G, α).
Example 2.1. Let (M,G, α) be a C*-dynamical system such thatM is
an injective von Neumann algebra and G is amenable. Then it follows
from a result of Hamana [24, Remark 3.8] that (M,G, α) is injective.
2.4. Boundaries for affine dynamical systems. A compact dynam-
ical system (X,G) is said to be a boundary for G if for any probability
measure µ ∈ P(X), X ⊆ Gµ. Here we have identified points in X
with the corresponding point masses in P(X). It is not difficult to see
(cf. [18, III.2]) that (X,G) is a boundary for G if and only if the cor-
responding affine dynamical system (P(X), G) is irreducible, meaning
that there is no proper invariant compact convex subset of P(X).
A boundary (X,G) for G can be viewed as a boundary for the sin-
gleton dynamical system ({ǫ}, G), and from above, we can equivalently
view the compact affine dynamical system (P(X), G) as a boundary
for the singleton affine dynamical system (P({ǫ}), G). In this section
we will define a notion of affine boundary for an arbitrary compact
affine dynamical system. This will suggest an appropriate definition of
a boundary for an arbitrary compact dynamical system.
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Definition 2.2. Let (K,G) be a compact affine dynamical system.
We say that a pair ((L,G), f) consisting of an affine dynamical system
(L,G) and a continuous surjective affine equivariant map f : L→ K is
a boundary for (K,G) if whenever L′ ⊆ L is an invariant closed convex
subset satisfying f(L′) = K, then L′ = L.
Remark 2.3. For compact dynamical systems (X,G) and (Y,G) along
with an equivariant continuous surjective map f : Y → X , it would be
natural to say that ((Y,G), f) is a boundary for (X,G) if (P(Y ), G), g)
is a boundary for (P(X), G) in the sense of Definition 2.2, where g :
P(Y )→ P(X) denotes the map induced by f .
The following C*-algebraic characterization of topological bound-
aries was a key result in [27].
Theorem 2.4. Let (X,G) be a compact dynamical system. Then
(X,G) is a boundary for G if and only if the inclusion of C*-dynamical
systems (C, G) ⊆ (C(X), G) is essential. In particular, the injective
hull of (C, G) is (C(∂FG), G), where ∂FG denotes Furstenberg’s uni-
versal boundary for G.
We will see that an analogue of the above result holds for affine
boundaries as defined in Definition 2.2.
For an affine dynamical system (K,G, h), let A(K) denote the space
of continuous affine functions on K. Then A(K) is an operator sys-
tem and (A(K), G, α) is a noncommutative dynamical system, where
α : G → Aut(A(K)) is defined by αs(a) = a ◦ hs−1 for s ∈ G and
a ∈ A(K). By a result of Kadison [26], every operator subsystem of a
commutative C*-algebra is isomorphic to the space of continuous affine
functions on its state space. We require the following result characteriz-
ing isomorphisms of operator systems of this form (see e.g. [1, Corollary
2.122]).
Lemma 2.5. Let K and L be compact convex sets, let φ : A(K) →
A(L) be a unital order preserving map and let f : L → K denote the
restriction of the adjoint of φ. Then φ is an order isomorphism if and
only if f is an affine homeomorphism.
Theorem 2.6. Let (K,G) and (L,G) be affine dynamical systems and
let f : L→ K be an equivariant continuous surjective affine map. Then
((L,G), f) is a boundary for (K,G) if and only if the corresponding
extension ((A(L), G), ι) of (A(K), G) is essential, where ι : A(K) →
A(L) denotes the equivariant unital order preserving map defined by
ι(a)(µ) = a(f(µ)) for a ∈ A(K) and µ ∈ L.
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Proof. (⇒) Suppose ((A(L), G), ι) is an essential extension of (A(K), G)
and let L′ ⊆ L be a closed convex invariant subset satisfying f(L′) = K.
Let ρ : A(L)→ A(L′) denote the restriction map. Then ρ ◦ ι is an em-
bedding, so by essentiality, ρ is an order isomorphism. The restriction
of the adjoint of ρ to L′ is the inclusion map from L′ into L. Hence by
Lemma 2.5, L′ = L.
(⇐) Suppose ((L,G), f) is a boundary for (K,G). Let (N,G) be an
affine dynamical system and let φ : A(L) → A(N) be an equivariant
unital order preserving map such that φ ◦ ι is an embedding. We can
assume φ is surjective. Let g : N → L denote the restriction of the
adjoint of φ and let L′ = g(N). Since φ ◦ ι is an embedding, it follows
from Lemma 2.5 that f ◦ g is an affine homeomorphism. In particular,
f(L′) = K. Since ((L,G), f) is a boundary for (K,G), it follows that
L′ = L. Hence by Lemma 2.5, φ is an order isomorphism. 
The next result is an easy consequence of Theorem 2.6.
Corollary 2.7. Let (C(X), G) and (C(Y ), G) be commutative C*-
dynamical systems. Let ι : C(X)→ C(Y ) be an equivariant embedding
and let f : P(Y ) → P(X) denote the restriction of the adjoint of ι.
Then ((C(Y ), G), ι) is an essential extension of (C(X), G) if and only
if whenever K ⊆ P(Y ) is an invariant closed convex subset satisfying
f(K) = P(X), then K = P(Y ).
2.5. Properly outer and quasi-inner automorphisms. To study
noncommutative C*-dynamical systems, it will be necessary to iden-
tify two special types of automorphisms. First, we need to identify the
appropriate noncommutative analogue of a topologically free automor-
phism. Second, we need to identify automorphisms that are non-inner
but “close” to being inner, for which there is no commutative analogue.
Initially, we will characterize both types of automorphisms in terms of
their Borchers spectrum. However, we will soon establish characteri-
zations more useful for our purposes. For a definition of the Borchers
spectrum, we direct the reader to Pedersen’s book [37, Section 8.8].
Definition 2.8. Let A be a unital C*-algebra and let α be an au-
tomorphism of A. We say that α is properly outer if for every α-
invariant ideal of A, the Borchers spectrum of the restriction α|I satis-
fies ΓB(α|I) 6= {1}.We say that α is inner if there is a unitary u ∈ A
such that α = Ad(u), i.e. such that α(a) = uau∗ for all a ∈ A.
We say that α is quasi-inner if the Borchers spectrum of α satisfies
ΓB(α) = {1}.
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Remark 2.9. The above definitions of proper outerness and quasi-
innerness are due to Kishimoto [32]. However, there are several different
definitions of proper outerness in the literature.
The first definition of proper outerness was introduced by Kallmann
[28] under a different name. Kallmann says that α is properly outer if
whenever aα ∈ A satisfies aaα = aαα(a) for all a ∈ A, then aα = 0. If A
is a monotone complete C*-algebra, and in particular if A is injective,
then α is properly outer in the sense of Kishimoto if and only if it is
properly outer in the sense of Kallmann [22].
A definition of proper outerness appropriate for general C*-algebras
was introduced by Elliott [14]. Elliott says that α is properly outer if
for every invariant ideal I in A and every unitary u ∈ M(I), ‖α|I −
Ad(u)|I‖ = 2. If α is properly outer in the sense of Kishimoto, then it
is properly outer in the sense of Elliott, and if A is separable, then the
converse is also true [35, Theorem 6.6].
Hamana [24, Theorem 7.4] characterized quasi-innerness in terms of
the injective hull. Since the injective hull is a good approximation to
A, in the sense that the inclusion A ⊆ I(A) is essential, the next result
says that quasi-inner automorphisms are close to being inner.
Theorem 2.10. Let A be a unital C*-algebra and let α : A→ A be an
automorphism. Then α is quasi-inner (resp. properly outer) if and only
if the unique extension of α to I(A) is inner (resp. properly outer).
We will make frequent use of the following two results (see [22, Propo-
sition 5.1] and [24, Remark 7.5]).
Proposition 2.11. Let A be a unital C*-algebra with injective hull
I(A). Let α be an automorphism of A with unique extension I(α) to
I(A). There is a largest I(α)-invariant projection pα in I(A) with the
property that I(α)|pαI(A)pα is inner. The projection pα is central and
I(α)|I(A)(1−pα) is properly outer.
Proposition 2.12. Let A be a C*-algebra with injective hull I(A). Let
α be an automorphism of A with unique extension I(α) to I(A). There
is a largest α-invariant ideal Iα of A such that α|Iα is quasi-inner and a
largest α-invariant ideal Jα of A such that α|Jα is properly outer. These
ideals satisfy Iα ∩ Jα = 0, I
⊥
α = Jα and J
⊥
α = Iα. Moreover, Iα + Jα
is essential. Let pα ∈ I(A) denote the largest α-invariant projection
with the property that I(α)|I(A)pα is inner as in Proposition 2.11. Then
Iα = A ∩ I(A)pα and Jα = A ∩ I(A)(1− pα).
Remark 2.13. The above proposition implies that if α is inner, then
it is quasi-inner. Furthermore, if the restriction α|I is properly outer
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(resp. quasi-inner) for an invariant essential ideal I in A, then α is
properly outer (resp. quasi-inner).
For a commutative C*-dynamical system (C(X), G, α) with injective
hull (IG(C(X)), G, IG(α)), it is not hard to see that for s ∈ G, IG(α)s
is topologically free if αs is topologically free. The next result is a
noncommutative generalization of this fact.
Theorem 2.14. Let (A,G, α) be a C*-dynamical system with injec-
tive hull (IG(A), G, IG(α)). For s ∈ G, let ps ∈ I(A) denote the
largest I(α)s-invariant projection such that I(α)s|I(A)ps is inner and
let us ∈ I(A)ps be a unitary such that I(α)s(bps) = usbu
∗
s for b ∈ I(A).
Similarly, let qs ∈ IG(A) denote the largest IG(α)s-invariant projection
such that IG(α)s|IG(A)qs is inner and let vs ∈ IG(A)qs be a unitary such
that IG(α)s(c) = vscv
∗
s for c ∈ IG(A). Then for t ∈ G, I(α)t(us) is
a unitary in I(A)ptst−1 such that I(α)tst−1(b) = I(α)t(us)bI(α)t(us)
∗
for b ∈ I(A). Similarly, IG(α)t(vs) is a unitary in IG(A)qtst−1 such
that IG(α)tst−1(c) = IG(α)t(vs)cIG(α)t(us)
∗ for c ∈ IG(A). Hence
I(α)t(ps) = ptst−1 and IG(α)t(qs) = qtst−1 . Furthermore, ps ≥ qs, so
if I(α)s is properly outer, then so is IG(α)s.
Proof. Since I(A) is injective, there is a conditional expectation φ :
IG(A)→ I(A). Define a G-equivariant unital completely positive map
ψ : IG(A) → ℓ
∞(G, I(A)) by ψ(b) =
∑
t∈G δt ⊗ φ(IG(α)t−1(c)) for c ∈
IG(A). It is clear that the restriction ψ|I(A) is completely isometric.
Hence by the G-injectivity of IG(A), ψ is completely isometric.
Note that for t ∈ G, I(α)t(ps) = ptst−1 . Indeed, bus = usI(α)s(b)
for all b ∈ I(A), so I(α)t−1(b)us = usI(α)st−1(b) for all b ∈ I(A), and
applying I(α)t to both sides gives bI(α)t(us) = I(α)t(us)I(α)tst−1(b).
So I(α)t(ps) ≤ ptst−1 . But then applying I(α)t−1 to both sides and
repeating the same argument implies ps ≤ I(α)t−1(ptst−1) ≤ ps. Hence
I(α)−1t (ptst−1) = ps, giving ptst−1 = I(α)t(ps). Similarly, for t ∈ G,
qtst−1 = IG(α)t(qs).
Since I(A) is in the multiplicative domain of φ,
bφ(IG(α)t(vs)) = φ(bIG(α)t(vs))
= φ(IG(α)t(vs)I(α)tst−1(b))
= φ(IG(α)t(vs))I(α)tst−1(b)
for all t ∈ G and b ∈ I(A).
Therefore, φ(IG(α)t(vs)) ∈ I(A)(α)t(ps). It follows that
0 = φ(IG(α)t(vs))(1− I(α)t(ps)) = φ(IG(α)t(vs(1− ps)))
for all t ∈ G. Hence ψ(vs(1 − ps)) = 0, and since ψ is completely
isometric, it follows that vs(1− ps) = 0. 
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Definition 2.15. Let (A,G, α) be a C*-dynamical system. We say
that (A,G, α) is properly outer if for every s ∈ G \ {e}, αs is properly
outer. We say that (A,G, α) is inner if there is a group homomorphism
u : G → U(A) such that for every s ∈ G, αs = Ad(us). Here U(A)
denotes the unitary group of A.
The next result follows immediately from Theorem 2.14 and Defini-
tion 2.15.
Corollary 2.16. Let (A,G) be a C*-dynamical system with injective
hull (IG(A), G). If (A,G) is properly outer, then (IG(A), G) is properly
outer.
3. Glimm ideals and pseudo-Glimm ideals
3.1. Glimm ideals.
Definition 3.1. Let A be a unital C*-algebra with center Z(A). The
Glimm space Glimm(A) is the spectrum of Z(A).
For a unital C*-algebra A, there are several equivalent characteriza-
tions of Glimm(A). For example, it can be identified with the complete
regularization (equivalently, the Hausdorffization) of the primitive ideal
space Prim(A) (see e.g. [44, A.3]). We require a characterization of
Glimm(A) in terms of Glimm ideals.
Definition 3.2. Let A be a unital C*-algebra with center Z(A). An
ideal of A is a Glimm ideal if it be written as AKx for some x ∈
Glimm(A), where Kx = {f ∈ Z(A) : f(x) = 0} is the maximal ideal in
Z(A) corresponding to x.
Remark 3.3. It follows from Cohen’s factorization theorem that if K
is an ideal of Z(A), then AK is a (closed) ideal of A.
For x ∈ Glimm(A) with corresponding Glimm ideal AKx as above,
Z(A)∩AKx = Kx. Thus we obtain a bijective correspondence between
points in Glimm(A) and Glimm ideals in A. It will be convenient to
identify these spaces and write x for both the point x ∈ Glimm(A) and
the ideal AKx in A.
For a C*-dynamical system (A,G, α), we obtain a compact topologi-
cal dynamical system (Glimm(A), G, h), where h is the action induced
by α.
Hamana [24, Proposition 6.4] proved the inclusions
(Z(A), G) ⊆ (Z(I(A)), G) ⊆ (Z(IG(A)), G).
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We identify Glimm(A), Glimm(I(A)) and Glimm(IG(A)) with the spec-
trum of the center of A, I(A) and IG(A) respectively. Applying Gelfand
duality, we obtain continuous equivariant surjective maps:
Glimm(A) Glimm(I(A)) Glimm(IG(A))f g
f◦g
The map f can be characterized as the restriction to Glimm(I(A)) of
the intersection map between the set of ideals of Z(I(A)) and the set of
ideals of Z(A). Specifically, for y ∈ Glimm(I(A)), let x = f(y). Then
letting Kx and Ky denote the corresponding maximal ideals in Z(A)
and Z(I(A)) respectively, Kx = Z(A)∩Ky. The maps g and f ◦g have
similar characterizations.
We suspect that the following result is well known.
Proposition 3.4. Let B be an injective C*-algebra. Then Glimm(B) is
extremally disconnected, i.e. the closure of every open subset is clopen.
Proof. By [47] (see also [48, Proposition 1.7]) it suffices to show that
Z(B) is monotone complete, i.e. that for every bounded increasing
net (bi) in Z(B), supZ(B) bi exists and belongs to Z(B). Since B is
injective it is monotone complete. Let b = supB bi. Then for every
unitary u ∈ B, ubu∗ = supB ubiu
∗ = supB bi = b. Hence b ∈ Z(B) and
clearly b = supZ(B) bi. 
It follows from a result of Gleason [19] that if X is a compact Haus-
dorff space, then the commutative C*-algebra C(X) is injective if and
only if X is extremally disconnected. Thus Proposition 3.4 implies that
the center of every injective C*-algebra is injective. However, Hamana
[23, Corollary 1.6] observes that in some cases I(Z(A)) 6= Z(I(A)) (see
Example 3.13). See the recent paper of Bryder [9, Remark 4.13] for an
equivariant example of this phenomenon.
3.2. Pseudo-Glimm ideals. Let A be a unital C*-algebra and let
Id(A) denote the space of ideals of A equipped with the compact
Hausdorff strong topology (or Fell topology) [16] (see also [3]). A net
(Ii) in Id(A) converges to I ∈ Id(A) in this topology if and only if
lim ‖a+ Ii‖ = ‖a+ I‖. We will frequently use the fact that for an ideal
I ∈ Id(A), the set {I ′ ∈ Id(A) : I ′ 6⊇ I} is open.
Lemma 3.5. Let A and B be unital C*-algebras with A ⊆ B. Then
the intersection map from Id(B) to Id(A) is continuous in the strong
topology.
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Proof. Let (Ji) be a net of ideals in B converging to an ideal J in B in
the strong topology. Then for b ∈ B,
lim ‖b+ Ji‖ = ‖b+ J‖.
Since A/(A ∩ J) ≃ A+ J/J ⊆ B/J , it follows that for a ∈ A,
lim ‖a + A ∩ Ji‖ = ‖a+ A ∩ J‖.
Hence A ∩ Ji converges to A ∩ J . 
An ideal I in A is primal if for all n ≥ 2 and ideals I1, . . . , In in A
with I1 · · · In = 0 there is 1 ≤ i ≤ n such that Ii ⊆ I. Note that the
ideal A is always primal. A primal ideal I is proper if I 6= A.
Since A is unital, it follows from [3, Proposition 4.1] that the space of
proper primal ideals is compact in the strong topology. By [5, Theorem
2.2], if I is a proper primal ideal in A, then there is a unique Glimm
ideal x ∈ Glimm(A) such that I ⊇ x.
Definition 3.6. Let A be a unital C*-algebra with injective hull I(A).
An ideal I of A is a pseudo-Glimm ideal if there is a proper primal ideal
J in I(A) such that I = A∩J . We write Glimmp(A) for the space of all
pseudo-Glimm ideals of A equipped with the relative strong topology.
Lemma 3.7. Let A be a unital C*-algebra. The space Glimmp(A) of
pseudo-Glimm ideals of A is compact in the strong topology.
Proof. By [3, Proposition 4.1], the set of proper primal ideals of I(A)
is compact in the strong topology. The space of pseudo-Glimm ideals
Glimmp(A) of A is the image of the set of proper primal ideals in I(A)
under the intersection map from Id(I(A)) to Id(A). The result now
follows from Lemma 3.5, which implies this map is continuous in the
strong topology. 
We will frequently use the following result.
Proposition 3.8. Let (A,G) be a C*-dynamical system. Then every
Glimm ideal in I(A) and IG(A) is proper and primal. Moreover, the
strong topology and the quotient topology agree on Glimm(I(A)) and
Glimm(IG(A)).
Proof. Since I(A) and IG(A) are injective, the results in [2] imply that
they are quasi-standard. The result now follows from [5, Theorem
3.3]. 
Proposition 3.9. Let (A,G) be a C*-dynamical system. Let f : Glimm(I(A))→
Glimm(A) and g : Glimm(IG(A)) → Glimm(I(A)) denote the maps
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induced by the inclusions Z(A) ⊆ Z(I(A)) ⊆ Z(IG(A)). Then for
x ∈ Glimm(A),
x =
⋂
y∈f−1(x)
A ∩ y =
⋂
z∈(f◦g)−1(x)
A ∩ z.
Proof. We will require the fact from Proposition 3.8 that the strong
topology and the quotient topology agree on Glimm(I(A)) and Glimm(IG(A)).
Fix x ∈ Glimm(A) and letKx denote the ideal in Z(A) corresponding
to x. Similarly, for y ∈ f−1(x), let Ky denote the ideal in Z(I(A))
corresponding to y. Then Kx = Z(A) ∩ Ky. Since x = AKx and
y = I(A)Ky, it follows that x ⊆ A ∩ y. Hence x ⊆
⋂
y∈f−1(x)A ∩ y.
For the reverse inclusion, suppose a ∈
⋂
y∈f−1(x)A ∩ y with ‖a‖ = 1.
For ǫ > 0, it follows from [37, Proposition 4.4.4] that the set
Fǫ = {y ∈ Glimm(I(A)) : ‖a+ y‖ ≥ ǫ}
is compact, and by construction it is disjoint from f−1(x). By the con-
tinuity of f , f(Fǫ) is a closed set disjoint from x. Hence by Urysohn’s
Lemma there is a′ ∈ Z(A) with 0 ≤ a′ ≤ 1 such that a′(x′) = 1 for
x′ ∈ f(Fǫ) and a
′(x) = 0. Hence ‖aa′ − a‖ < ǫ. It follows that a ∈ x
and we conclude that x =
⋂
y∈f−1(x)A ∩ y.
The argument for Glimm(IG(A)) is similar. 
Proposition 3.10. Let (A,G) be a C*-dynamical system. Every Glimm
ideal y ∈ Glimm(I(A)) is proper and primal. Hence the intersection
A ∩ y is a pseudo-Glimm ideal in A. Similarly, for every Glimm ideal
z ∈ Glimm(IG(A)), the intersection I(A) ∩ z is a proper primal ideal
in I(A). Hence the intersection A ∩ z is a pseudo-Glimm ideal in A.
Proof. By Proposition 3.8, every Glimm ideal in I(A) is proper and
primal. Fix a Glimm ideal z ∈ Glimm(IG(A)). Since z is a proper
ideal, I(A) ∩ z is a proper ideal in I(A). By Proposition 3.9, there
is a Glimm ideal y ∈ Glimm(I(A)) such that I(A) ∩ z ⊇ y. From
above, y is primal. Hence letting J1, . . . , Jn be ideals in I(A) such that
J1 · · ·Jn = 0, there is 1 ≤ i ≤ n such that Ji ⊆ y ⊆ I(A)∩ z. It follows
that I(A)∩z is primal. Hence A∩z = A∩(I(A)∩z) is a pseudo-Glimm
ideal in A. 
The proof of Proposition 3.9 provides more information about pseudo-
Glimm ideals.
Lemma 3.11. Let A be a unital C*-algebra. Then every pseudo-glimm
ideal in A contains a Glimm ideal in A, and every Glimm ideal in A is
contained in a pseudo-Glimm ideal in A.
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Proof. Let f : Glimm(I(A))→ Glimm(A) denote the map induced by
the inclusions Z(A) ⊆ Z(I(A)).
Let I ∈ Glimmp(A) be a pseudo-Glimm ideal. Then there is a proper
primal ideal J in I(A) such that I = A ∩ J . Let y ∈ Glimm(I(A)) be
the unique Glimm ideal contained in J . Then x = f(y) ∈ Glimm(A).
Arguing as in the proof of Proposition 3.9, we obtain x ⊆ A ∩ y ⊆
A ∩ J = I.
On the other hand, let x ∈ Glimm(A) be a Glimm ideal. Since the
map f is surjective, there is y ∈ Glimm(I(A)) such that x = f(y).
Arguing as in the proof of Proposition 3.9, x ⊇ A ∩ y. 
The motivation for the name “pseudo-Glimm ideal” is based on the
fact that in many cases, pseudo-Glimm ideals are actually Glimm ideals.
For example, the next result shows that this is the case if A has Haus-
dorff primitive ideal space.
Proposition 3.12. Let A be a unital C*-algebra with Hausdorff primi-
tive ideal space. Then the pseudo-Glimm ideals are precisely the Glimm
ideals, i.e. Glimmp(A) = Glimm(A).
Proof. If the primitive ideal space of A is Hausdorff, then every Glimm
ideal of A is maximal (see e.g. [34]). For a proper primal ideal J in
I(A), Lemma 3.11 implies that A∩J is a proper ideal in A that contains
a Glimm ideal, say x. By the maximality of x it follows that A∩J = x.
Hence every pseudo-Glimm ideal is a Glimm ideal. The fact that every
Glimm ideal is a pseudo-Glimm follows from the maximality of Glimm
ideals and Lemma 3.11. 
As the next example demonstrates, there are C*-algebras with pseudo-
Glimm ideals that are not Glimm ideals. This phenomenon is closely
related to the fact that the center of the injective envelope of A is not
always equal to the injective envelope of the center of A (see e.g. [23]
and [45]). We are grateful to R.S. Bryder for pointing this out.
Example 3.13. Let H be an infinite dimensional Hilbert space and
let K(H) denote the C*-algebra of compact operators on H . Let A =
C1H⊕H+K(H)⊕K(H). Then it is easy to see that I(A) = B(H)⊕B(H).
Hence
Z(I(A)) = C1H ⊕ C1H ,
while
I(Z(A)) = Z(A) = C1H⊕H .
In particular, I(Z(A)) ( Z(I(A)).
The Glimm space of I(A) is Glimm(I(A)) = {0}. However, the
proper primal ideals in I(A) are B(H)⊕K(H), K(H)⊕B(H), B(H)⊕0
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and 0⊕ B(H), so the pseudo-Glimm space of A is
Glimmp(A) = {K(H)⊕K(H),K(H)⊕ 0, 0⊕K(H)}.
Proposition 3.14. Let (A,G) be a C*-dynamical system with injective
hull (IG(A), G). If Z ⊆ Glimm(IG(A)) is an invariant closed subset
with the property that ⋂
z∈Z
A ∩ z = 0,
then Z = Glimm(IG(A)).
Proof. Let Z ⊆ Glimm(IG(A)) be an invariant closed subset with the
property that ∩z∈ZA∩z = 0. Let K denote the invariant ideal in IG(A)
defined by K = ∩z∈Zz. Then
A ∩K =
⋂
z∈Z
A ∩ z = 0.
By essentiality, it follows that K = 0, and we conclude that Z =
Glimm(IG(A)). 
4. Quasi-stabilizer subgroups
Definition 4.1. Let (A,G) be a C*-dynamical system. For s ∈ G, let
ps ∈ I(A) denote the largest I(α)s-invariant projection in I(A) such
that I(α)s|I(A)ps is inner. For a pseudo-Glimm ideal I ∈ Glimmp(A),
the quasi-stabilizer subgroup GI ≤ G is defined by
GI = {s ∈ G : 1− ps ∈ J for every proper primal ideal J in I(A)
with I = A ∩ J}.
Remark 4.2. Let (A,G) be a C*-dynamical system and let I be
a pseudo-Glimm ideal in A. To see that the corresponding quasi-
stabilizer GI is actually a group, suppose s, t ∈ GI . If J is a proper
primal ideal in I(A) with I = A ∩ J , then 1 − ps, 1 − pt ∈ J . Since
pspt ≤ pst,
1− pst ≤ 1− (pspt) = (1− ps) + (1− pt)− (1− ps)(1− pt) ∈ J.
In particular, 1− pst ∈ J and hence st ∈ GI .
Lemma 4.3. Let (B,G) be a C*-dynamical system with B injective.
For s ∈ G, let ps ∈ B denote the largest Bs-invariant projection in
B such that Bs|Bps is inner. Then for a proper primal ideal J in B,
exactly one of ps or 1− ps belongs to J .
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Proof. The fact that J is proper implies that at most one of ps or 1−ps
belongs to J . Let y ∈ Glimm(B) be the unique Glimm ideal contained
in J . Then exactly one of y ∈ supp(ps) or y ∈ supp(1 − ps) holds. In
the first case 1− ps ∈ y ⊆ J , and in the second case ps ∈ y ⊆ J . 
Remark 4.4. Let (B,G, β) be a C*-dynamical system such that B is
injective. It follows from Proposition 3.8 that every Glimm ideal in B
is pseudo-Glimm. For s ∈ G, let ps ∈ B denote the largest βs-invariant
projection such that βs|Bps is inner. For y ∈ Glimm(B), 1 − ps ∈ Bps
if and only if y ∈ supp(ps). Thus the corresponding quasi-stabilizer
subgroup is
Gy = {s ∈ G : y ∈ supp(ps)}.
Proposition 4.5. Let (A,G) be a C*-dynamical system. For s ∈ G,
αs is properly outer if and only if s /∈ GI for every pseudo-Glimm ideal
I ∈ Glimmp(A).
Proof. Fix s ∈ G, let ps ∈ I(A) denote the largest I(α)s-invariant
projection in I(A) such that I(α)s|I(A)ps is inner. Suppose αs is properly
outer, so that ps = 0. Then for every proper primal ideal J in I(A),
1 = 1 − ps /∈ J . Hence for any pseudo-Glimm ideal I in Glimmp(A),
s /∈ GI .
Conversely, suppose s /∈ GI for every pseudo-Glimm ideal I ∈ Glimmp(A).
Then for every Glimm ideal y ∈ Glimm(I(A)), there is a proper primal
ideal J in I(A) such that A ∩ y = A ∩ J and 1 − ps /∈ J . Then by
Lemma 4.3, ps ∈ J , so A ∩ y = A ∩ J ⊇ A ∩ I(A)ps. Since this holds
for all y ∈ Glimm(I(A)), it follows that
0 =
⋂
y∈Glimm(I(A))
A ∩ y ⊇ A ∩ I(A)ps.
Hence A ∩ I(A)ps = 0 and αs is properly outer. 
Proposition 4.6. Let (A,G) be a C*-dynamical system with injective
hull (IG(A), G). Then for z ∈ Glimm(IG(A)), the quasi-stabilizer sub-
group Gz is amenable.
Proof. For s ∈ G, let qs ∈ IG(A) denote the largest IG(α)s-invariant
projection such that IG(α)s|IG(A)qs is inner. Let vs ∈ IG(A)qs be a
unitary such that IG(α)s|IG(A)qs = Ad(vs).
For s ∈ Gz, 1− qs ∈ z. Hence for b ∈ IG(A),
IG(α)s(b) + z = IG(α)s(bqs) + z = vsbv
∗
s + z.
Let σz : IG(A) → B(Hz) be a representation of IG(A) with kernel z.
Fix a unit vector ξ ∈ Hz and define a state θ on IG(A) by
θ(b) = 〈σz(b)ξ, ξ〉
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for b ∈ IG(A).
Consider the C*-dynamical system (ℓ∞(G, IG(A)), G). By the injec-
tivity of (IG(A), G) there is an equivariant unital completely positive
map φ : ℓ∞(G, IG(A)) → IG(A) such that φ|IG(A) = id |IG(A). Then
IG(A) belongs to the multiplicative domain of φ, so for f ∈ ℓ
∞(G) and
b ∈ IG(A),
bφ(f) = φ(bf) = φ(fb) = φ(f)b.
Hence φ maps ℓ∞(G) into the center Z(IG(A)) of IG(A).
The composition θ ◦ φ is a Gz-invariant state on ℓ
∞(G), implying
that Gz is amenable. 
Lemma 4.7. Let (A,G) be a C*-dynamical system. Let p ∈ Z(I(A))
and q ∈ Z(IG(A)) be projections. Suppose
A ∩ IG(A)q ⊇ A ∩ I(A)p.
Then q ≥ p.
Proof. Let A¯ denote Hamana’s regular monotone completion of A [21].
Then A ⊆ A¯ ⊆ I(A) and by [23, Remark (b)], Z(A¯) = Z(I(A)). In
particular, p ∈ Z(A¯), so p is open in A¯, meaning there is an increasing
net (ai) of self-adjoint elements in A such that p = supA¯ ai. By [21,
Theorem 3.1] and [24, Lemma 3.1], the inclusions A ⊆ A¯ ⊆ I(A) ⊆
IG(A) are normal, so p = supIG(A) ai.
For each i, ai ≤ p, so ai ∈ A∩I(A)p ⊆ A∩IG(A)q. Hence ai(1−q) =
0, implying ai ≤ pq. Since p = supIG(A) ai, it follows that p ≤ pq, which
implies p ≤ q. 
Lemma 4.8. Let (A,G) be a C*-dynamical system. For s ∈ G, let ps ∈
I(A) denote the largest I(α)s-invariant projection such that I(α)s|I(A)ps
is inner. Then the subset
{z ∈ Glimm(IG(A)) : A ∩ z ⊇ A ∩ I(A)ps ∨ A ∩ I(A)(1− ps)}
is closed and has empty interior in Glimm(IG(A)).
Proof. Let
F = {z ∈ Glimm(IG(A)) : A ∩ z ⊇ A ∩ I(A)ps ∨ A ∩ I(A)(1− ps)}.
Since the intersection map from Glimm(IG(A)) to Glimmp(A) is strongly
continuous, and since the set
{I ∈ Id(A) : I ⊇ A ∩ I(A)ps ∨ A ∩ I(A)(1− ps)}
is strongly closed, it follows that F is closed.
Let V denote the interior of F . By Proposition 3.4, Glimm(IG(A)) is
extremally disconnected, so the closure V is clopen. Let q ∈ Z(IG(A)))
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denote the projection with support V and let J denote the ideal in
IG(A) defined by J = ∩z∈V z. Then J = IG(A)(1− q), so
A∩ IG(A)(1− q) = A∩J =
⋂
z∈V
A∩ z ⊇ A∩ I(A)ps ∨A∩ I(A)(1− ps).
By Lemma 4.7, it follows that psq = 0 and (1− ps)q = 0. Hence q = 0,
so V = ∅ and we conclude that F has empty interior. 
For a group G, we let Sub(G) denote the space of subgroups of G
equipped with the Chabauty topology (see Section 9.2).
Proposition 4.9. Let (A,G) be a C*-dynamical system with injective
hull (IG(A), G). There is a dense Gδ subset L ⊆ Glimm(IG(A)) with
the property that Gz ≤ GA∩z for z ∈ L and the stabilizer map
Glimm(IG(A))→ Sub(G) : z → Gz
is continuous on L. If (IG(A), G) is not properly outer, then the set
{z ∈ L : s ∈ Gz} is non-empty.
Proof. The Chabauty topology on Sub(G) agrees with the relative prod-
uct topology on Sub(G) when Sub(G) is identified with a subspace of
{0, 1}G.
Define r : Glimm(IG(A)) → Sub(G) by r(z) = Gz. Then r is con-
tinuous at z ∈ Glimm(IG(A)) if and only if for every s ∈ G the map
rs : Glimm(IG(A))→ {0, 1} defined by
rs(z) =
{
1 s ∈ Gz
0 otherwise
is continuous at z.
For s ∈ G, let
Us = {z ∈ Glimm(IG(A)) : A ∩ z 6⊇ A ∩ I(A)ps ∨A ∩ I(A)(1− ps)}.
By Lemma 4.8, Us is open and dense. Fix z ∈ Us and let qs ∈ IG(A)
denote the largest IG(α)s-invariant projection such that IG(α)s|IG(A)qs
is inner. Then s ∈ Gz if and only if z ∈ supp(qs), which is equivalent
to 1− qs ∈ z.
By Lemma 4.3, exactly one of ps ∈ z or 1 − ps ∈ z holds, so by
the definition of Us, exactly one of A ∩ z ⊇ A ∩ I(A)ps or A ∩ z ⊇
A ∩ I(A)(1− ps) holds.
If s ∈ GA∩z, then 1−ps ∈ I(A)∩z. In this case, A∩z ⊇ A∩I(A)(1−
ps), so A∩z 6⊇ A∩I(A)ps. Conversely, if A∩z 6⊇ A∩I(A)ps, then for any
proper primal ideal J in I(A) with A ∩ J = A ∩ z, ps 6∈ J . By Lemma
4.3, 1−ps ∈ J , and hence s ∈ GA∩z. Therefore, s ∈ GA∩z if and only if
A∩z 6⊇ A∩I(A)ps, or equivalently if and only if A∩z ⊇ A∩I(A)(1−ps).
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If s ∈ Gz, then from above 1−qs ∈ z, so by Theorem 2.14, 1−ps ∈ z,
implying A∩z ⊇ A∩I(A)(1−ps). It follows that in this case, s ∈ GA∩z,
so Gz ⊆ GA∩z.
Now rs(z) = 1 for all z in the set Us∩ supp(qs)), and rs(z) = 0 for all
z in the set Us ∩ supp(1− qs). These sets are open, since supp(qs) and
supp(1− qs) are clopen. Moreover, they partition Us. Therefore, rs is
continuous on the dense open subset Us. Since G is countable, it follows
from the Baire category theorem that the function r is continuous on
a dense Gδ subset L ⊆ Glimm(IG(A)).
For s ∈ G and z ∈ Glimm(IG(A)), s ∈ Gz if and only if z ∈ supp(qs).
If IG(α)s is not properly outer, then supp(qs) 6= ∅. Since supp(qs) is
open and L is dense, supp(qs) ∩ L 6= ∅. 
5. Ideal separation and the intersection property
For a C*-dynamical system (A,G), recall that Id(A) denotes the set
of (closed two-sided) ideals in A and Id(A)G denotes the set of invariant
ideals in A. The following definition was introduced by Sierakowski
[46].
Definition 5.1. A C*-dynamical system (A,G) is said to have the
ideal separation property if the intersection map
Id(A×r G)→ Id
G(A) : J → A ∩ J,
between ideals in A×r G and invariant ideals in A, is bijective.
Remark 5.2. The intersection map from Id(A ×r G) to Id(A)
G is
always surjective since if I ⊆ A is an invariant ideal, then I ×r G is an
ideal of A×r G with the property that A ∩ (I ×r G) = I.
Definition 5.3. A C*-dynamical system (A,G) is said to have the
intersection property if A ∩ J 6= 0 for every non-zero ideal J of A ×r
G. It is said to have the residual intersection property if the quotient
C*-dynamical system (A/I,G) has the intersection property for every
invariant ideal I of A.
For an invariant ideal I in A, let I ×r G denote the ideal in A×r G
generated by I. The quotient map π : A → A/I extends to a map
π ×r id : A×r G→ A/I ×r G. Let I×rG = ker π ×r id. It is clear that
I ×r G ⊆ I×rG. The C*-dynamical system (A,G) is said to be exact
if I ×r G = I×rG for all invariant ideals I in A.
The following theorem is due to Sierakowski [46].
Theorem 5.4. A C*-dynamical system has the ideal separation prop-
erty if and only if it is exact and has the residual intersection property.
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The statement of the following result combines a result of Kawabe
[29, Theorem 3.4] and a result of Bryder [9, Theorem 3.3].
Theorem 5.5. Let (A,G) be a C*-dynamical system. The following
are equivalent:
(1) (A,G) has the intersection property.
(2) Every C*-dynamical system (B,G) satisfying
(A,G) ⊆ (B,G) ⊆ (IG(A), G)
has the intersection property.
(3) (IG(A), G) has the intersection property.
The same result of Kawabe asserts that a commutative C*-dynamical
system (C(X), G) has the intersection property if and only if its injec-
tive hull (IG(C(X)), G) is topologically free. Since proper outerness
is the noncommutative analogue of topological freeness, one might sus-
pect that a noncommutative C*-dynamical system (A,G) has the inter-
section property if and only if its injective hull (IG(A), G) is properly
outer. We will see that proper outerness of (IG(A), G) does imply the
intersection property. However, the next example shows that (A,G)
may have the interesection property even if (IG(A), G) is not properly
outer.
Example 5.6. Let G = (Z/2Z)2 = {e, u, v, uv} and define an action
α : G→ Aut(M2) by
αe = id, αu = Ad(U), αv = Ad(V ), αuv = Ad(U) Ad(V ),
where
U =
[
1 0
0 −1
]
, V =
[
0 1
1 0
]
.
The C*-dynamical system (M2, G, α) is injective, however it is not prop-
erly outer. Also, UV = −V U , so it is not inner. However,M2×G ≃M4.
Since M4 is simple, it follows that (M2, G, α) has the intersection prop-
erty.
6. Pseudo-expectations
Let A ⊆ B be an inclusion of C*-algebras. In general there is no
reason to expect the existence of a conditional expectation from B onto
A. However, the injectivity of I(A), where I(A) denotes the injective
hull of A, implies the existence of a unital completely positive map
φ : B → I(A) satisfying φ|A = id |A. Pitts calls the map φ a pseudo-
expectation for A [41] (see also [42], [51] and [52]). In this section we
define a notion of pseudo-expectation for a C*-dynamical system.
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Definition 6.1. Let (A,G) be a C*-dynamical system. An equivariant
unital completely positive map φ : A ×r G → IG(A) is said to be a
pseudo-expectation for (A,G, α) if φ|A = id |A.
Remark 6.2. Let (A,G) be a C*-dynamical system. Then every
equivariant conditional expectation from A ×r G to A is a pseudo-
expectation for (A,G). In particular, the canonical conditional expec-
tation EA : A ×r G → A, being equivariant, is a pseudo-expectation,
implying that the set of pseudo-expectations is non-empty. The non-
emptiness of the set of pseudo-expectations also follows from the in-
jectivity of (IG(A), G): the identity map on the trivial C*-dynamical
system (C, G) is equivariant, so by injectivity it extends to an equivari-
ant unital completely positive map A×r G→ IG(A).
Remark 6.3. If (B,G) is an injective C*-dynamical system, then the
set of pseudo-expectations for (B,G) coincides with the set of equivari-
ant conditional expectations from B ×r G to B.
Theorem 6.4. Let (A,G) be a C*-dynamical system. If (IG(A), G)
is properly outer, then the only pseudo-expectation for (A,G) is the
canonical one.
Proof. Suppose (IG(A), G, α) is properly outer and let φ : A ×r G →
IG(A) be a pseudo-expectation. By the injectivity of (IG(A), G, α) we
can extend φ to an equivariant conditional expectation ψ : IG(A) ×r
G→ IG(A). In particular, IG(A) belongs to the multiplicative domain
of ψ. Thus for s ∈ G and b ∈ IG(A),
ψ(λs)b = ψ(λsb) = ψ(αs(b)λs) = αs(b)ψ(λs).
The proper outerness of (IG(A), G) implies that ψ(λs) = 0 for s ∈ G \
{e}, and it follows that ψ is the canonical conditional expectation from
IG(A)×rG to IG(A). Hence φ is the canonical conditional expectation
from A×r G to A. 
We will consider a converse to Theorem 6.4 in Section 9.
Lemma 6.5. Let (A,G) be a C*-dynamical system and let φ : A×rG→
IG(A) be a pseudo-expectation for (A,G). Let
J = {x ∈ A×r G : φ(x
∗x) = 0}.
Then J is an ideal of A×r G.
Proof. It is clear that J is a left ideal. To see that it is also a right
ideal, first observe that A belongs to the multiplicative domain of φ.
Thus for x ∈ J and a ∈ A,
φ(a∗x∗xa) = a∗φ(x∗x)a = 0,
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giving xa ∈ J . On the other hand, for s ∈ G, the equivariance of φ
implies
φ(λ∗sx
∗xλs) = αs−1 ◦ φ(x
∗x) = 0.
giving xλs ∈ J . 
The non-equivariant version of Lemma 6.5 is not true in general (see
[42, Remark 3.11]). The next result can be seen as an equivariant
version of [42, Theorem 3.5].
Theorem 6.6. Let (A,G) be a C*-dynamical system. Then (A,G)
has the intersection property if and only if every pseudo-expectation for
(A,G) is faithful.
Proof. (⇒) Let φ : A×rG→ IG(A) be a non-faithful pseudo-expectation
for (A,G). Let J = {x ∈ A×r G : φ(x
∗x) = 0}. Then by Lemma 6.5,
J is an ideal of A ×r G. By assumption, J 6= 0, but A ∩ J = 0, so we
conclude that (A,G) does not have the intersection property.
(⇐) Suppose (A,G) does not have the intersection property. Then
there is a non-zero ideal J of A×rG with A∩J = 0. Let π : A×rG→
(A ×r G)/J denote the quotient homomorphism. The restriction π|A
is faithful, so by the injectivity of (IG(A), G), there is an equivariant
unital completely positive map φ : (A×r G)/J → IG(A) such that φ ◦
π|A = id |A. The composition φ◦π is a non-faithful pseudo-expectation
for (A,G). 
Combining Theorem 6.4 and Theorem 6.6 yields a simple proof of
the following result of Sierakowski [46, Remark 2.23].
Corollary 6.7. Let (A,G) be a C*-dynamical system. If (A,G) is
properly outer, then it has the intersection property.
In recent work, Zarikian [52] independently observes that pseudo-
expectations, defined in the sense of Pitts, can be used to prove Corol-
lary 6.7.
7. Noncommutative boundaries
7.1. Matrix convexity. We require some basic notions from the the-
ory of matrix convexity. For a locally convex topological vector space V
and n ≥ 1, letMn(V ) denote the space of n×n matrices over V . A ma-
trix convex set is a family K = (Kn)n≥1 of convex subsets Kn ⊆Mn(V )
closed under taking matrix convex combinations, i.e. such that
k∑
i=1
γ∗i µiγi ∈ Kn
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for all µi ∈ Kni and γi ∈ Mni,n for 1 ≤ i ≤ k satisfying
∑k
i=1 γ
∗
i γi = 1.
If Kn is compact in the product topology on Mn(V ) for each n ≥ 1,
then K is said to be compact.
Let K and L be compact matrix convex sets. A matrix affine map
is a family f = (fn)n≥1 of mappings fn : Kn → Ln satisfying
fn
(
k∑
i=1
γ∗i µiγi
)
=
k∑
i=1
γ∗i fni(µi)γi,
for all µi ∈ Kni and γi ∈ Mni,n for 1 ≤ i ≤ k satisfying
∑k
i=1 γ
∗
i γi = 1.
We write A(K) for the set of all continuous matrix affine mappings
from K to (Mn(C)). A matrix affine f = (fn) from K to (Mn(C)) is
continuous if f1 is continuous (see the remarks following [49, Definition
3.4]).
A homeomorphism of K is a family g = (gn)n≥1 of homeomorphisms
gn : Kn → Kn. We will write Homeo(K) for the set of homeomorphisms
of K.
For an operator system S, let MS(S) denote the matrix state space
of S, i.e. MS(S) = (MSn(S))n≥1, where MSn(S) denotes the set of
unital completely positive maps from S into Mn. Then MS(S) is a
compact matrix convex set with respect to the weak* topology on S∗.
Note that each a ∈ S gives rise to a matrix affine function from MS(S)
to (Mn(C)).
The first part of a result of Webster and Winkler [49, Proposition
3.5] provides an analogue for general operator systems of Kadison’s
representation theorem for operator subsystems of commutative C*-
algebras.
Theorem 7.1. Let S be an operator system with matrix state space
MS(S) and let A(MS(S)) denote the operator system of matrix affine
functions on MS(S). Then S and A(MS(S)) are isomorphic.
The next result is equivalent to the second part of Webster and
Winkler’s result [49, Theorem 3.5].
Lemma 7.2. Let K and L be compact matrix convex sets, let φ :
A(K) → A(L) be a unital completely positive map and let f : L → K
denote the corresponding induced map. Then φ is completely isometric
if and only if f is a matrix affine homeomorphism.
7.2. Matrix affine dynamical systems. A matrix affine dynamical
system is a triple (K, G, h) consisting of a compact matrix convex space
K = (Kn)n≥1, a discrete group G and an action of G on K in the form
of a group homomorphism h : G→ Homeo(K) such that hs is a matrix
affine homeomorphism for each s ∈ G.
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Let (S,G, α) be a noncommutative dynamical system. By the repre-
sentation theorem of Webster and Winkler, we can identify S with the
operator system A(MS(S)) of matrix affine functions on MS(S). We
obtain a corresponding matrix affine dynamical system (MS(S), G, h),
where h denotes the action on MS(S) induced by α. For n ≥ 1 and
µ ∈MSn(S), hs(µ) = µ ◦ αs−1.
7.3. Boundaries for matrix affine dynamical systems. In this
section we obtain a duality result for noncommutative C*-dynamical
systems that is analogous to Theorem 2.6. Motivated by the results in
the previous section, along with Webster and Winkler’s representation
theorem [49, Theorem 3.5], we work within the framework of matrix
convexity.
Definition 7.3. Let (K, G) be a matrix affine dynamical system. We
say that a pair ((L, G), f) consisting of a matrix affine dynamical sys-
tem (L, G) and a continuous surjective matrix affine map f : L → K
is a boundary for (K, G) if whenever L′ ⊆ L is an invariant compact
matrix convex subset satisfying f(L′) = K, then L′ = L.
Theorem 7.4. Let (K, G) and (L, G) be matrix affine dynamical sys-
tems and let f : L → K be an equivariant continuous surjective ma-
trix affine map. Then ((L, G), f) is a boundary for (K, G) if and only
if the corresponding extension ((A(L), G), ι) of (A(K), G) is essential,
where ι : A(K) → A(L) denotes the equivariant embedding defined by
ι(a)(µ) = a(f(µ)) for a ∈ A(K) and µ ∈ L.
Proof. (⇒) Suppose (A(L), G), ι) is an essential extension of (A(K), G)
and let L′ ⊆ L be an invariant compact matrix convex subset satisfying
f(L′) = K. Let ρ : A(L) → A(L′) denote the restriction map. Then
ρ◦ι is completely isometric, so by essentiality, ρ is completely isometric.
The restriction of the adjoint map of ρ to L′ is the inclusion map from
L′ into L. Hence by Lemma 7.2, L′ = L.
(⇐) Suppose ((L, G), f) is a boundary for (K, G). Let (N, G) be
a matrix affine dynamical system and let φ : A(L) → A(N) be an
equivariant unital completely positive map such that φ◦ ι is completely
isometric. Let g : N → L denote the restriction of the adjoint of φ
and let L′ = g(N). Since φ ◦ ι is completely isometric, it follows from
Lemma 7.2 that f ◦ g is a matrix affine homeomorphism. In particular,
f(L′) = K. Since ((L, G), f) is a boundary for (K, G), it follows that
L′ = L. Hence by Lemma 7.2, φ is completely isometric. 
The next result follows immediately from Definition 7.3 and Theorem
7.4.
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Corollary 7.5. Let (A,G) and (B,G) be C*-dynamical systems. Let
ι : A → B be an equivariant embedding and let f : MS(B) → MS(A)
denote the corresponding induced map. Then ((B,G), ι) is an essen-
tial extension of (A,G) if and only if whenever K ⊆ MS(B) is an
invariant closed matrix convex subset satisfying f(K) = MS(A), then
K = MS(B).
Let (K, G) be a matrix affine dynamical system and let (A(K), G)
denote the corresponding noncommutative dynamical system with in-
jective hull (IG(A(K)), G). Let K˜ = MS(IG(A(K))). Then by Webster
and Winkler’s representation theorem, (IG(A(K)), G) is isomorphic to
(A(K˜), G). The next result shows that the corresponding matrix affine
dynamical system (K˜, G) is a kind of “projective cover” of (K, G).
Proposition 7.6. Let (K, G) be a matrix affine dynamical system
with corresponding noncommutative dynamical system (A(K), G). Let
(A(K˜), G) denote the injective hull of (A(K), G) with corresponding ma-
trix affine dynamical system (K˜, G) and let f : K˜→ K denote the map
induced by the inclusion map (A(K), G) ⊆ (A(K˜), G). Let (L, G) be a
matrix affine dynamical system and let g : L → K be an equivariant
continuous surjective matrix affine map. Then there is an equivariant
continuous matrix affine map h : K˜→ L such that f = g◦h. Moreover,
((h(K˜), G), g|h(K˜)) is a boundary for (K, G).
K˜
L K
h
f
g
Proof. We obtain inclusions A(K) ⊆ A(L) and A(K) ⊆ A(K˜). By
injectivity there is an equivariant unital completely positive map φ :
A(L) → A(K˜) such that φ|A(K) = id |A(K). Let h : K˜ → L denote
the restriction of the adjoint of φ. Then f = g ◦ h. The fact that
((h(K˜), G), g|h(K˜)) is a boundary follows from the inclusion of noncom-
mutative dynamical systems (A(K), G) ⊆ (φ(A(L)), G) ⊆ (A(K˜), G).

The next result follows immediately from Proposition 7.6.
Corollary 7.7. Let (K, G) and (L, G) be matrix affine dynamical sys-
tems and let g : L→ K be an equivariant continuous surjective matrix
affine map. There is an invariant closed matrix convex subset L′ ⊆ L
such that ((L′, G), g|L′) is a boundary for (K, G).
30 M. KENNEDY AND C. SCHAFHAUSER
7.4. Pseudo-expectations and noncommutative boundaries. Let
(A,G) be a C*-dynamical system and let EA : A×r G→ A denote the
canonical conditional expectation. Consider the invariant closed ma-
trix convex subset KA = {µ ◦ EA : µ ∈ MS(A)} ⊆ MS(A ×r G). Let
ρ : KA →MS(A) denote the restriction map. Then ρ is an equivariant
continuous surjective matrix affine map and ((KA, G), ρ) is a boundary
for (MS(A), G) in the sense of Definition 7.3. We say that (KA, G) is
the canonical boundary for (MS(A), G) in MS(A×r G).
Theorem 7.8. Let (A,G) be a C*-dynamical system. There is a bijec-
tive correspondence between boundaries for (MS(A), G) in (MS(A ×r
G), G) and pseudo-expectations for (A,G).
Proof. (⇒) Let ((K, G), f) ⊆MS(A×rG) be a boundary for (MS(A), G).
Then by Theorem 7.4, ((A(K), G), ι) is an essential extension of (A,G),
where ι : A → A(K) denotes the equivariant embedding defined by
ι(a)(y) = a(f(y)) for a ∈ A and y ∈ K. Hence there is an extension
((IG(A), G), ι) of (A(K), G). Let φ : A×r G→ IG(A) denote composi-
tion of ι with the restriction map to A(K). Then φ is an equivariant
unital completely positive map and φ|A = id |A. In particular, φ is a
pseudo-expectation for (A,G).
(⇐) Conversely, let φ : A ×r G → IG(A) be a pseudo-expectation
for (A,G). Let K = MS(φ(A ×r G)). Then Webster and Winkler’s
representation theorem implies that we can identify φ(A ×r G) with
A(K). Let f : K→ MS(A×r G) denote the restriction of the adjoint
of φ and let g : MS(A ×r G) → MS(A) denote the restriction map.
Then ((f(K), G), g) is a boundary for (MS(A), G). 
8. Vanishing obstruction and partial representations
In this section we identify a connection with the theory of partial
C*-dynamical systems. For a reference, we refer the reader to the book
of Exel [15].
Definition 8.1. Let A be a unital C*-algebra and let G be a discrete
group. A partial action of G on A is a pair ({At}t∈G, {αt}t∈G) consisting
of a family of ideals {At}t∈G in A and a family of isomorphisms {αt}t∈G
with αt : At−1 → At satisfying
(1) Ae = A,
(2) αs(As−1 ∩At) = As ∩ Ast for s, t ∈ G and
(3) αs ◦ αt = αst on At−1 ∩At−1s−1 for s, t ∈ G.
The tuple (A,G, {At}t∈G, {αt}t∈G) is said to be a partial C*-dynamical
system.
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Let (B,G, β) be a C*-dynamical system such that B is injective. For
s ∈ G let ps ∈ B denote the largest βs-invariant projection such that
βs|Bps is inner and let us ∈ Bps be a unitary such that βs|Bps = Ad(us)
and ue = 1. LetBs = Bps. Then the tuple (B,G, {Bs}s∈G, {Ad(us)}s∈G)
is a partial C*-dynamical system in the sense of Definition 8.1 that
we will refer to as the partial C*-dynamical system corresponding to
(B,G, β). This definition does not depend on the choice of u. It is easy
to check that for s, t ∈ G, the projections ps and pt satisfy ps = ps−1
and pspt ≤ pst. Furthermore, by Theorem 2.14, βt(ps) = ptst−1 .
Definition 8.2. Let A be a C*-algebra and let G be a discrete group.
A partial *-representation of G in A is a partial isometry-valued map
u : G→ A satisfying
(1) ue = 1,
(2) usutut−1 = ustut−1 for s, t ∈ G and
(3) ut−1 = (ut)
∗ for t ∈ G.
For a C*-dynamical system (B,G, β) such that B is injective, let
(B,G, {Bs}s∈G, {Ad(us)}s∈G) denote the corresponding partial dynam-
ical system. It is clear that the map u : G→ B satisfies properties (1)
and (3) in Definition 8.2. It follows from [15, Proposition 9.6] that u is
a partial *-representation if and only if usutpspt = ust.
Definition 8.3 (Vanishing obstruction). Let (A,G) be a C*-dynamical
system with extension (I(A), G) and injective hull (IG(A), G). We will
say that (A,G, α) has vanishing obstruction if the map u : G→ I(A) de-
fined as in Theorem 2.14 can be chosen to be a partial *-representation
of G satisfying I(α)t(us) = utst−1 for all s, t ∈ G.
Proposition 8.4. Let (A,G) be a C*-dynamical system with vanishing
obstruction. For s ∈ G let ps ∈ I(A) denote the largest αs-invariant
projection in I(A) such that I(α)s|I(A)ps is inner. Then there is a partial
*-representation u : G→ I(A) satisfying
(1) u∗sus = ps = usu
∗
s for s ∈ G,
(2) I(α)s|I(A)ps = Ad(us) for s ∈ G,
(3) I(α)s(ut) = usts−1 for s, t ∈ G.
Example 8.5. Let (A,G) be a C*-dynamical system with A commu-
tative. Then the extension (I(A), G) is also commutative. For s ∈ G,
let ps ∈ I(A) denote the largest I(α)s-invariant projection such that
I(α)s|I(A)ps is inner. Since I(A) is commutative, this is equivalent to
the condition that I(α)s|I(A)ps is trivial. By Theorem 2.14, for t ∈ G,
I(α)s(pt) = psts−1 , so (A,G) has vanishing obstruction.
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Example 8.6. Let (A,G, α) be a C*-dynamical system with the prop-
erty that for every s ∈ G, either αs is properly outer or quasi-inner.
Let GA = {s ∈ G : αs is quasi-inner} and suppose that the cohomol-
ogy group H2(GA, UZ(I(A))) is trivial, where UZ(I(A)) denotes the
unitary group of the center of I(A). Then the 2-cocycle σ : GA×GA →
UZ(I(A)) defined by σ(s, t) = usutu
∗
st is a 2-coboundary, so the restric-
tion u|GA can be chosen to be a representation of GA. It is clear in
this case that u is a partial *-representation of G. Hence (G,A) has
vanishing obstruction.
This applies in particular if A is prime, since [21, Theorem 7.1] and
[23] imply that I(A) has trivial center. In this case, the partial coho-
mology group H2(GA, UZ(I(A))) reduces to the Mackey obstruction
H2(GA,T). It is well known that H
2(GA,T) = 0 if either GA is a free
group (hence in particular if G is free by the Nielsen-Schreier theorem)
or if GA is finite and every Sylow subgroup is cyclic (hence in particular
if GA is cyclic).
The condition of vanishing obstruction is related to the theory of par-
tial cohomology for groups introduced by Dokuchaev and Khrypchenko
[13].
Definition 8.7. Let (A,G, {At}t∈G, {αt}t∈G) be a unital partial C*-
dynamical system. A partial 1-cochain is a function f : G → A such
that f(t) ∈ A−1t for all t ∈ G. A partial 2-cochain is a function σ :
G×G→ A such that σ(s, t) ∈ (As ∩ Ast)
−1 for all s, t ∈ G. A partial
2-cochain σ is a partial 2-cocycle if it satisfies
αr(pr−1σ(s, t)σ(r, st))σ(rs, t) = σ(rs, t)σ(r, s)
for all r, s, t ∈ G, where pr denotes the unit in Ar. We let Z
2
p(G,A)
denote the set of all partial 2-cocycles.
A partial 2-cocycle σ is a partial 2-coboundary if there is a partial
1-cochain f : G→ A such that
σ(s, t) = αs(ps−1f(t))f(st)
−1f(s)
for all s, t ∈ G. We let B2p(G,A) denote the set of all partial 2-
coboundaries.
The sets Z2p (G,A) and B
2
p(G,A) are abelian groups. The partial
2-cohomology group H2p (G,A) is the quotient
H2p (G,A) = Z
2
p(G,A)/B
2
p(G,A).
We will refer to H2p (G,A) as the second partial cohomology group for
G with coefficients in A.
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Theorem 8.8. Let (B,G, β) be a C*-dynamical system such that B is
injective and let (B, {Bs}s∈G, {Ad(us)}s∈G) denote the corresponding
partial dynamical system. Define σ : G×G→ B by
σ(s, t) = usutu
∗
st,
for s, t ∈ G. Then σ is a Z(B)-valued partial 2-cocycle. If the map
u : G→ B can be chosen to be a partial *-representation of G, then σ
is a partial 2-coboundary.
Proof. It is clear that σ(s, t) ∈ Z(B) for all s, t ∈ G, and from this it
is not difficult to check that σ is a partial 2-cocycle. If u is a partial
*-representation, then it is clear that σ is a partial 2-coboundary. 
In general, the second partial cohomology group can be much more
complicated than the second cohomology group. For example, it can
be non-trivial even for free groups (see e.g. the survey [39]).
9. The intersection property
9.1. Proper outerness.
Lemma 9.1. Let (A,G, α) be a C*-dynamical system with vanishing
obstruction and let u : G → I(A) be a partial *-representation as in
Proposition 8.4. For s ∈ G, let qs ∈ IG(A) denote the largest IG(α)s-
invariant projection such that IG(α)s|IG(A)qs is inner. Then there is an
equivariant conditional expectation φ : IG(A)×r G → IG(A) satisfying
φ(bλs) = busqs for b ∈ IG(A) and s ∈ G.
Proof. For z ∈ Glimm(IG(A)), let rz ∈ IG(A)
∗∗ denote the central open
projection corresponding to z, so that z = IG(A)
∗∗rz and (IG(A)/z)
∗∗ ≃
IG(A)
∗∗(1 − rz). Let Gz ≤ G denote the quasi-stabilizer subgroup
corresponding to z, so that Gz = {s ∈ G : z ∈ supp(qs)}.
Let σz : I(A) → IG(A)
∗∗(1 − rz) denote the compression map. The
subgroup Gz is amenable by Proposition 4.6, and (σz, σz ◦u) is a covari-
ant pair for the C*-dynamical system (I(A), Gz). Therefore, we obtain
a representation ρz : I(A)×Gz → IG(A)
∗∗(1− rz).
Let EGz : I(A)×rG→ I(A)×rGz denote the conditional expectation
satisfying
EGz(bλt) =
{
bλt if t ∈ Gz,
0 otherwise,
for b ∈ I(A) and t ∈ G. Define φz : I(A) ×r G → IG(A)
∗∗(1 − rz) by
φz = ρz ◦ EGz . Then
φz(bλt) =
{
but(1− rz) if t ∈ Gz,
0 otherwise,
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for b ∈ I(A) and t ∈ G.
Representations of IG(A) with kernels that are distinct Glimm ideals
are disjoint. Hence the projections {1 − rz : z ∈ Glimm(IG(A))}
are mutually orthogonal. Define a unital completely positive map θ :
I(A)×r G→ ⊕z∈Glimm(IG(A))IG(A)
∗∗(1− rz) by θ =
⊕
z∈Glimm(IG(A))
φz.
The fact that ∩z∈Glimm(IG(A))z = 0 implies there is a unital completely
positive map ψ :
⊕
z∈Glimm(IG(A))
IG(A)
∗∗(1 − rz) → IG(A) such that
the composition φ = ψ ◦ θ : I(A) × Gz → satisfies φ
′(bλt) = butqt for
b ∈ I(A) and t ∈ G.
Since (A,G) has vanishing obstruction, Theorem 2.14 implies φ′ is
an equivariant unital completely positive map. By the injectivity of
(IG(A), G), we may extend it to an equivariant unital completely posi-
tive map φ : IG(A)×r G→ IG(A). 
Remark 9.2. It is necessary to work with I(A) in the proof of Lemma
9.1 because the assumption that (A,G) has vanishing obstruction ap-
plies to I(A), and not necessarily to IG(A).
Theorem 9.3. Let (A,G) be a C*-dynamical system. Then (A,G) has
the intersection property if its injective hull (IG(A), G) is properly outer.
If (A,G) has vanishing obstruction, then the converse is also true.
Proof. (⇐) If (IG(A), G) is properly outer, then (IG(A), G) has the
intersection property by Theorem 6.7. It follows from Theorem 5.5
that (A,G) has the intersection property.
(⇒) Suppose (A,G) has vanishing obstruction and (IG(A), G) is not
properly outer. Let u : G→ I(A) be a map as in Proposition 8.4. For
s ∈ G, let qs ∈ IG(A) denote the largest IG(α)s-invariant projection
such that IG(α)s|IG(A)qs is inner. By assumption there is s ∈ G such
that 0 6= qs. By Theorem 2.14, qs ≤ ps = usu
∗
s, so us 6= 0.
Let φ : IG(A)×r G→ IG(A) be the equivariant conditional expecta-
tion as in Lemma 9.1. Then
φ(qs(us − λs)
∗(us − λs)) = qsφ(u
∗
sus − u
∗
sλs − λ
∗
sus + λ
∗
sλs)
= qs − u
∗
sφ(λs)− φ(λ
∗
s)us + qs
= qs − u
∗
susqs − qsu
∗
sus + qs
= 0.
Hence φ is not faithful, and it follows from Theorem 6.6 that (IG(A), G)
does not have the intersection property. Therefore, by Theorem 5.5,
(A,G) does not have the intersection property. 
Corollary 9.4. Let (A,G) be a C*-dynamical system such that A is
prime and let GA = {s ∈ G : αs is quasi-inner}. If GA has vanishing
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Mackey obstruction H2(GA,T), then (A,G) has the intersection prop-
erty if and only if its injective hull (IG(A), G) is properly outer.
Proof. If A is prime, then it follows as in Example 8.6 that (A,G) has
vanishing obstruction if and only if the Mackey obstruction H2(GA,T)
vanishes. 
Let (A,G) be a C*-dynamical system with injective hull (IG(A), G).
A key part of the proof of Lemma 9.1 is the amenability of quasi-
stabilizers of points in Glimm(IG(A)). However, if G is amenable, then
quasi-stabilizers of points in Glimm(I(A)) are amenable, so we can
instead construct the conditional expectation from I(A)×r G to I(A).
By Theorem 2.10, (I(A), G) is properly outer if and only if (A,G) is
properly outer. Thus, arguing exactly as in the proof of Theorem 9.3
yields the following results. Note that the forward direction of the next
result is Corollary 6.7.
Theorem 9.5. Let (A,G) be a C*-dynamical system such that G is
amenable. If (A,G) is properly outer, then it has the intersection prop-
erty. If (A,G) has vanishing obstruction, then the converse is also
true.
Corollary 9.6. Let (A,G) be a C*-dynamical system such that A is
prime and G is amenable and let GA = {s ∈ G : αs is quasi-inner}. If
GA has vanishing Mackey obstruction H
2(GA,T), then (A,G) has the
intersection property if and only if it is properly outer.
If A is commutative, then Example 8.5 shows that (A,G) has van-
ishing obstruction. Since proper outerness is equivalent to topologi-
cal freeness for commutative C*-dynamical systems, Theorem 9.5 is
a significant generalization of a result of Kawamura and Tomiyama
[30, Theorem 4.1] (see also [6, Theorem 2]). The next result general-
izes [30, Theorem 4.4] (see also [6, Corollary 3].
Corollary 9.7. Let (A,G) be a minimal C*-dynamical system such
that G is amenable. If (A,G) is properly outer, then the reduced crossed
product A×rG is simple. If (A,G) has vanishing obstruction, then the
converse is also true.
The role of the Mackey obstruction in the next result follows as in
Example 8.6.
Corollary 9.8. Let (A,G) be a minimal C*-dynamical system such
that A is prime and G is amenable and let GA = {s ∈ G : αs is quasi-inner}.
If GA has vanishing Mackey obstruction H
2(GA,T), then the reduced
crossed product A×r G is simple if and only if (A,G) is properly outer.
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9.2. Intrinsic characterization in the general case. Let A be a
unital C*-algebra. There is a bijective correspondence between ideals
in A and subsets of Prim(A) that are closed in the hull-kernel topology
(see e.g. [37, Theorem 4.1.3]). For an ideal I in A, we will let hull(I) ⊆
Prim(A) denote the corresponding closed subset, so that
hull(I) = {P ∈ Prim(A) : P ⊇ I}.
Then hull(I) can be identified with Prim(A/I). We will say that a set
{Ii} of ideals in A covers A if ∪ hull(Ii) = Prim(A).
Let Sub(G) denote the set of subgroups of G and let Suba(G) ⊆
Sub(G) denote the subset of amenable subgroups of G. The Chabauty
topology on Sub(G) coincides with the relative topology when Sub(G)
is viewed as a subset of {0, 1}G equipped with the product topology.
For a net (Hi) in Sub(G) and H ∈ Sub(G), limHi = H if
(1) every h ∈ H eventually belongs to Hi and
(2) for every subnet (Hj) of (Hi), ∩jHj ⊆ H .
We consider the compact dynamical system (Sub(G), G), where Sub(G)
is equipped with the Chabauty topology and the action is by conjuga-
tion. Since Suba(G) is closed and invariant, we obtain an inclusion of
compact dynamical systems (Suba(G), G) ⊆ (Sub(G), G).
More generally, we consider the compact dynamical system (Glimmp(A)×
Sub(G), G), where Glimmp(A)× Sub(G) is equipped with the product
topology.
Definition 9.9. Let (A,G) be a C*-dynamical system. We will say
that an invariant closed subset X ⊆ Glimmp(A)×Sub(G) covers (A,G)
or is (A,G)-covering if it has the following two properties:
(1) The ideals in pr1(X) cover A, where pr1 : Glimmp(A)×Sub(G)→
Glimmp(A) denotes the projection onto the first coordinate.
(2) For each (I,H) ∈ X , H ≤ GI , where GI denotes the quasi-
stabilizer subgroup corresponding to I.
We will say that an (A,G)-covering subset X ⊆ Glimmp(A)× Sub(G)
is amenable if pr2(X) ⊆ Suba(G), where pr2 : Glimmp(A)× Sub(G)→
Sub(G) denotes the projection onto the second coordinate. If pr2(X) =
{{e}}, then we will say that X is trivial.
Remark 9.10. If A = C, then minimal (A,G)-covering subsets of
Glimmp(A)× Sub(G) correspond to uniformly recurrent subgroups of
G as defined by Glasner and Weiss [17].
Lemma 9.11. Let (A,G, α) be a C*-dynamical system with vanishing
obstruction and let u : G→ I(A) be a partial *-representation of G as
in Proposition 8.4. For a pseudo-Glimm ideal I ∈ Glimmp(A) and an
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amenable subgroup H ≤ GI , there is a unital completely positive map
φ(I,H) : I(A)×r G→ B(H(I,H)) with the following properties:
(1) The restriction φ(I,H)|A is equivalent to the composition of the
quotient map from A onto A/I with the universal representation
of A/I and
(2) φ(I,H)(u
∗
sλs) = χH(s)1H(I,H) for s ∈ G, where χH denotes the
indicator function for H.
Proof. Let J be a proper primal ideal in I(A) such that A ∩ J = I.
Then for s ∈ GI , 1− ps ∈ J , so for b ∈ I(A),
I(α)s(b)− usbu
∗
s = I(α)s(b(1 − ps)) ∈ J.
Let σ : I(A) → B(Hu) denote the composition of the quotient map
from I(A) to I(A)/J with the universal representation of I(A)/J . For
t ∈ GI , 1Hu = σ(pt) = σ(u
∗
tut). Since u is a partial *-representation, it
follows that
σ(us)σ(ut) = σ(usutu
∗
tut) = σ(ustu
∗
tut) = σ(ust).
Hence σ ◦ u is a unitary representation of GI .
The pair (σ, σ◦u) is a covariant representation for the C*-dynamical
system (I(A), H). Since H is amenable, we obtain a representation
π : I(A) × H → B(Hu). Let φ(I,H) : I(A) ×r G → B(Hu) denote the
composition of the conditional expectation from I(A)×rG to I(A)×H
with π. Then for b ∈ I(A) and s ∈ H , φ(I,H)(bλs) = bχH(s)us. The
result now follows from the fact that φ(I,H)|A = σ|A and ker σ = J . 
Theorem 9.12. Let (A,G) be a C*-dynamical system. If every amenable
(A,G)-covering subset of Glimmp(A)×Sub(G) contains a trivial (A,G)-
covering subset, then (A,G) has the intersection property. If (A,G) has
vanishing obstruction, then the converse is also true.
Proof. (⇒) Suppose (A,G) does not have the intersection property.
Then Theorem 9.3 implies that its injective hull (IG(A), G) is not
properly outer. Hence by Proposition 4.9, there is a dense Gδ sub-
set L ⊆ Glimm(IG(A)) with the property that Gz ≤ GA∩z for z ∈ L
and the stabilizer map
Glimm(IG(A))→ Sub(G) : z → Gz
is continuous on L. Furthermore, since (IG(A), G) is not properly outer,
the set {z ∈ L : Gz 6= {e}} is non-empty.
Let Z ⊆ Glimm(IG(A))× Sub(G) denote the closure of the set
{(z, Gz) : z ∈ L}.
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Since Glimm(IG(A))× Sub(G) is compact, Z is compact. Hence since
L is dense in Glimm(IG(A)), pr1(Z) = Glimm(IG(A)).
First we claim that for (z,H) ∈ Z, H ≤ Gz. To see this, let {zi} be a
net in L such that lim(zi, Gz) = (z,H) for z ∈ Glimm(IG(A)) and H ≤
G. For s ∈ H , the definition of convergence in the Chabauty topology
implies that s is eventually in Gzi, so zi is eventually in supp(qs). Since
supp(qs) is clopen, z ∈ supp(qs). Hence s ∈ Gz and H ≤ Gz.
Next, we claim that for z ∈ L,
{H ∈ Sub(G) : (z,H) ∈ Z} = {Gz}.
To see this, observe that if {zi} is a net in L such that lim(zi, Gzi) =
(z,H) for H ≤ G, then it follows from the continuity of the stabilizer
map on L that H = Gz.
By Proposition 3.10, A ∩ z is a pseudo-Glimm ideal for every z ∈
Glimm(IG(A)). Define X ⊆ Glimmp(A)× Suba(G) by
X = {(A ∩ z,H) : (z,H) ∈ Z}.
Since the intersection map from Glimm(IG(A)) to Glimmp(A) is con-
tinuous in the strong topology and Z is compact, X is closed.
From above, for (z,H) ∈ Z, H ≤ Gz ≤ GA∩z, so Proposition 4.6 im-
plies that H is amenable. Furthermore, since pr1(Z) = Glimm(IG(A)),
pr1(X) = {A ∩ z : z ∈ Glimm(IG(A))}.
Therefore, Proposition 3.9 implies thatX is an amenable (A,G)-covering
subset.
We claim X does not contain a trivial (A,G)-covering subset. To
see this, suppose for the sake of contradiction that X ′ ⊆ X is a trivial
covering subset of Glimmp(A) × Sub(G). Then there is an invariant
closed subset F ⊆ Glimm(IG(A)) such that ∩z∈FA ∩ z = 0 and
X ′ = {(A ∩ z, {e}) : z ∈ F}.
Proposition 3.14 implies that F = Glimm(IG(A)). Hence
{(z, {e}) : z ∈ Glimm(IG(A))} ⊆ Z.
From above, Gz = {e} for every z ∈ L, giving a contradiction.
(⇐) Suppose (A,G) has vanishing obstruction and let
X ⊆ Glimmp(A)× Sub(G)
be an amenable (A,G)-covering subset that does not contain a trivial
covering subset. Then there is a primitive ideal P0 ∈ Prim(A) such
that whenever (I,H) ∈ X satisfies P0 ⊇ I, then H 6= {e}. This implies
there is a neighborhood UI ⊆ Glimmp(A) of I and a neighborhood
VI ⊆ Sub(G) of {e} such that whenever (I
′, H ′) ∈ X satisfies I ′ ∈ UI ,
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then H ′ /∈ VI . By the definition of the Chabauty topology, there is a
finite subset EI ⊆ G \ {e} such that VI = {H ∈ Sub(G) : H ∩EI = ∅}.
The set {I ∈ Glimmp(A) : P0 ⊇ I} is closed and hence compact.
From above it follows that there is a finite subset E ⊆ G \ {e} such
that whenever {(Ii, Hi)} is a net in X with lim(Ii, Hi) = (I,H) and
P0 ⊇ I, then eventually Hi ∩ E 6= ∅.
For (I,H) ∈ X , let φ(I,H) : I(A)×r G → B(H(I,H)) be defined as in
Lemma 9.11. Define d ∈ I(A)×r G by
d =
∑
s∈E
u∗sλs.
Then from above, whenever {(Ii, Hi)} is a net in X with lim(Ii, Hi) =
(I,H) ∈ X and P0 ⊇ I, eventually
φ(Ii,Hi)(d) =
∑
s∈E
χHi(s) = |E ∩Hi| ≥ 1.
Let R = (Rn) ⊆MS(I(A)×rG) denote the set of all possible matrix
states obtained by compressing the maps in {φ(I,H) : (I,H) ∈ X} to
finite dimensional subspaces and conjugating by unitaries. Then R is
invariant. Let K = (Kn) ⊆ MS(I(A) ×r G) denote the closed matrix
convex hull of R. Then K is also invariant, so (K, G) is a matrix affine
dynamical system.
By [49, Example 2.3] and [4, Corollary 1.4.3], the matrix extreme
points of the matrix state space MS(A) of A are precisely the com-
pressions of irreducible representations of A to finite dimensional sub-
spaces. Since X is covering, it follows from the construction of the
maps φ(I,H) for (I,H) ∈ X that restricting to A maps R onto a sub-
set of MS(A) that contains all the matrix extreme points of MS(A).
Hence by [49, Theorem 4.3], restricting to A maps K onto MS(A). It
follows from Corollary 7.7 that (K, G) contains a boundary, say (K′, G)
of (MS(A), G). Write K′ = (K ′n).
Let α be a pure state on A with GNS representation πα : A→ B(H)
satisfying ker πα = P0. Suppose µ ∈ R1 satisfies µ|A = α. Then from
above there is a net (µi) in R1 and a net ((Ii, HI)) in X such that µi
is a compression of a unitary conjugate of φ(Ii,Hi) and lim µi = µ. By
passing to a subnet we can assume lim(Ii, Hi) = (I,H) ∈ X . Then for
a ∈ I and b, c ∈ A, lim ‖φ(Ii,Hi)(bac)‖ = ‖bac + Ii‖ = 0. Hence
|α(bac)| = lim |αi(bac)| ≤ lim ‖φ(Ii,Hi)(bac)‖ = 0,
implying a ∈ ker πα = P0. Therefore, P0 ⊇ I. From above, eventually
φ(Ii,Hi)(d) ≥ 1. Hence α(d) = limαi(d) ≥ 1.
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By [49, Theorem 4.6], every µ ∈ K1 is a limit of convex combinations
of states in the closure of R1. If µ|A = α, then since α is pure, µ is a
limit of convex combinations of states in the closure of R1 that restrict
to α. Hence from above, µ(d) ≥ 1. It follows that the boundary K′ is
non-canonical.
By Theorem 7.8, there is a non-canonical pseudo-expectation for
(A,G), so it follows from Theorem 6.4 that (IG(A), G) is not properly
outer. By Theorem 9.3, we conclude that (A,G) does not have the
intersection property. 
Corollary 9.13. Let (A,G) be a C*-dynamical system such that A
is prime and let GA = {s ∈ G : αs is quasi-inner}. If every amenable
(A,G)-covering subset of Glimmp(A)×Sub(GA) contains a trivial (A,G)-
covering subset, then (A,G) has the intersection property. If (A,G)
has vanishing Mackey obstruction H2(GA,T), then the converse is also
true.
Proof. By assumption, for every pseudo-Glimm ideal I ∈ Glimmp(A),
GI = GA. Since A is prime, it follows as in Example 8.6 that (A,G) has
vanishing obstruction if and only if the Mackey obstruction H2(GA,T)
vanishes. Hence the result follows from Theorem 9.12. 
9.3. Intrinsic characterization in the minimal case. The analysis
required to apply Theorem 9.12 is greatly simplified when (A,G) is
minimal, i.e. when A has no non-trivial invariant ideals. In this case,
(A,G) has the intersection property if and only if the reduced crossed
product A×r G is simple.
Theorem 9.14. Let (A,G) be a minimal C*-dynamical system. Sup-
pose that for every pseudo-Glimm ideal I ∈ Glimmp(A) and every
amenable subgroupH ≤ GI , there is a net (si) in G such that lim siHs
−1
i =
{e} in the Chabauty topology. Then the reduced crossed product A×rG
is simple. If (A,G) has vanishing obstruction, then the converse is also
true.
Proof. (⇒) Suppose that for every I ∈ Glimmp(A) and amenable sub-
group H ≤ GI , there is a net (si) in G such that lim siHs
−1
i = {e}.
Let X ⊆ Glimmp(A) × Sub(G) be an amenable (A,G)-covering sub-
set. Fix (I,H) ∈ X . By assumption there is a net (si) in G such
that lim siHs
−1
i = {e}. By compactness, the net (snI, snHs
−1
n ) has a
convergent subnet. Thus there is (I ′, {e}) ∈ X . Since I ′ is proper, it
follows from the minimality of (A,G) that the closure of the subset
{(sI ′, {e}) : s ∈ G} ⊆ X is covering. Hence every amenable covering
subset of Glimmp(A)×Sub(G) contains a trivial (A,G)-covering subset.
By Theorem 9.12, (A,G) has the intersection property.
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(⇐) Suppose (A,G) has vanishing obstruction and the intersection
property. Then it follows from Theorem 9.3 that (I(A), G) also has the
intersection property. For I ∈ Glimmp(A) and an amenable subgroup
H ≤ GI , let J be a proper primal ideal in I(A) such that I = A∩J . Let
Y ⊆ Glimmp(I(A))× Sub(G) denote the closure of the orbit of (J,H).
Since s ∈ GI , s ∈ GJ , so for (J
′, H ′) ∈ Y , an argument similar to the
proof of Proposition 4.9 implies that H ′ ≤ GJ ′. Furthermore, since
(A,G) is minimal, [24, Proposition 6.4] implies that (I(A), G) is also
minimal. Hence Y is an amenable (I(A), G)-covering subset. Theorem
9.12 now implies that Y contains a trivial (I(A), G)-covering subset. It
follows that there is a net (si) in G such that lim siHs
−1
i = {e}. 
Corollary 9.15. Let (A,G) be a minimal C*-dynamical system such
that A is prime and let GA = {s ∈ G : αs is quasi-inner}. If for
every amenable subgroup H ≤ GA, there is a net (si) in G such that
lim siHs
−1
i = {e} in the Chabauty topology, then the reduced crossed
product A ×r G is simple. If GA has vanishing Mackey obstruction
H2(GA,T), then the converse is also true.
Proof. Since A is prime, it follows as in Example 8.6 that (A,G) has
vanishing obstruction if and only if the Mackey obstruction H2(GA,T)
vanishes. Hence the result follows from Theorem 9.14. 
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