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Jump Linear Quadratic Control for Energy
Management of an Isolated Microgrid
Nathaniel Tucker
Dept. of Electrical Engineering, Santa Clara University, Santa Clara, CA, USA
ntucker@scu.edu
Abstract— Energy security and the aging grid infrastructure in the United States are two
important subjects at the crossroads between politics and technology. One proposed solution
to these two issues revolves around the concept of an isolated microgrid. Isolated microgrids
are becoming increasingly popular combining multiple energy generation and storage
systems to diversify and secure their private energy portfolios. The work presented in this
thesis applies jump linear quadratic control to the energy management of an isolated
microgrid operating with solar generation, fuel cell, and battery energy storage system. A
continuous finite state Markov chain is used to model the intermittent generation of the solar
array. The microgrid’s energy management state-space is formulated, optimal feedback
gains are calculated through a numerical algorithm, and results from an example system
illustrate the validity of the proposed approach.
I. INTRODUCTION
With prices of consumer photovoltaic (PV) generation systems decreasing, the number of
small-scale electricity generating households is growing steadily. Specifically in California, where
the weather is advantageous for solar generation, average citizens are installing PV generation
systems at an impressive rate [1]. While this is a positive development that will help migrate energy
production away from centralized fossil fuel plants by increasing the customers’ control of their
own electricity generation, many current household generation systems are not able to take full
advantage of the electricity they generate. Households solely equipped with PV systems can only
generate electricity when there is sun (daytime) and are forced to purchase electricity from the grid
otherwise. Additionally, excess generated energy has to be sent back into the grid, instead of being
stored for later use, which may negatively affect grid stability.
To circumvent this set of problems, several energy storage systems have emerged within the
market that give households the ability to store self-generated energy for later use. These battery
energy storage systems (BESS) facilitate several beneficial functions such as solar selfconsumption, time of use load shifting, backup power, and off-the-grid use. With the increasingly
common partnership of PV generation and battery energy storage systems, a household with both
can be treated as its own microgrid system, capable of self-generation, storage, and only using a
connection to the existing utility network when absolutely necessary. Control strategies for energy
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management in microgrids have been studied in detail (see, e.g., [2], [3], [4], [5], [6]), but most
assume the microgrid has access to the public distribution grid to satisfy the load when the
microgrid is unable to. For example, [4] focuses on the control and regulation of power
characteristics at a point-of-common-coupling (PCC) between the microgrid and distribution grid.
Another group of factors worth examining is the energy storage and generation technologies used
in these systems. In [2], wind power is utilized as the primary stochastic resource; however, wind
turbines are not a cost effective form of generation for small-scale microgrids. Similarly, [6]
proposes a diverse portfolio of storage systems including large pumped-hydro plants. These
gravity driven energy storage systems are too large and expensive for a one-home microgrid.
Furthermore, [3] and [5] focus on multi-load systems utilizing shared resources with the goal of
lowering overall energy cost.
The control strategy proposed in this thesis focuses on small off-the-grid systems; therefore, it
does not have to handle multiple loads nor does it need to control competition for a shared resource.
We are utilizing a control strategy and programming implementation that, to the best of our
knowledge, has not been applied to an energy management problem. We believe the energy
management problem of an isolated microgrid matches well with the characteristics of a jump
linear system [7]. As such, we chose not to take a dynamic-programming (DP) approach as seen
in [2] and [4]. Instead, we are utilizing a continuous Monte-Carlo simulation with discrete breaks
at jump events. Also, we chose to forgo a connection to the grid and instead utilize a proxy
distributed generation source, a hydrogen fuel cell. We made this decision not out of convenience,
but to further support the concept of relinquishing power generation and distribution
responsibilities from the public grid and giving the consumer complete control. A more recent
work, [8], also utilized a Markov jump process in conjunction with energy storage systems;
however, the work focused on inverter control instead of power balance and energy management.
In the present work, our goal was to apply a specific control strategy to an isolated microgrid
system equipped with a PV array, fuel cell, and battery to determine if average household
microgrids can operate autonomously from the main grid with current technology available in the
market.
In this thesis, we follow the controller design approach presented in [9], applying it to the
energy management problem of our microgrid system. Section II describes our system architecture
as well as specifics for each component. In Section III, jump linear quadratic control is introduced
and applied to our microgrid system and section IV presents an example system with simulated
results showing the effectiveness of the proposed strategy. In the final section, we make concluding
remarks regarding implementation and future work.
II. SYSTEM DESCRIPTION AND MODELING
A. Microgrid Architecture
The microgrid system we are working with is represented in Figure 1. The system is equipped
with a photovoltaic array for generation during the daytime, a hydrogen fuel cell for baseline
energy generation, and a battery energy storage system acting as a buffer to smooth intermittent
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generation and to optimize the energy generation/usage balance at night. Note that there is no
connection to the standard utility power distribution network. This is an islanded microgrid that
must self-generate all the load’s required energy. For this reason, we treat it as an isolated
microgrid.

Fig. 1. Microgrid architecture with battery, fuel cell, solar, and load.

The primary goal of the system presented in this thesis is to manage the energy demand of a
single home without being connected to the grid. This is done by balancing the power generated
by the PV array, fuel cell, and battery with the power required by the load as:
𝑃𝑙𝑜𝑎𝑑 (𝑡) = 𝑃𝑠𝑜𝑙𝑎𝑟 (𝑡) + 𝑃𝑓𝑢𝑒𝑙𝑐𝑒𝑙𝑙 (𝑡) + 𝑃𝑏𝑎𝑡𝑡.

𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (𝑡)

− 𝑃𝑏𝑎𝑡𝑡.

𝑐ℎ𝑎𝑟𝑔𝑒 (𝑡).

(1)

The power required by the load, 𝑃𝑙𝑜𝑎𝑑 (𝑡), follows a preassigned trajectory described in the next
section. Power generated by the PV array, 𝑃𝑠𝑜𝑙𝑎𝑟 (𝑡), follows a stochastic Markov chain process
that depends on cloud coverage as well as time of day. The fuel cell’s generated power, 𝑃𝑓𝑢𝑒𝑙𝑐𝑒𝑙𝑙 (𝑡),
is limited to discrete values depending on the generation capabilities of the specified fuel cell (the
modular fuel cell selected for this implementation is described in Subsection D). Lastly, the battery
can inject power into the system, 𝑃𝑏𝑎𝑡𝑡. 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (𝑡), as well as absorb power, 𝑃𝑏𝑎𝑡𝑡. 𝑐ℎ𝑎𝑟𝑔𝑒 (𝑡).
The PV array should be sized in a way that is proportional to the daytime load of the house, to
allow for full load satisfaction during sunny weather with the excess energy being sent to the
battery. Likewise, it is desired for the fuel cell to act as a baseline generator and produce a constant
amount of energy without the need to cycle between on and off states frequently. As stated before,
the battery will act as the buffer which will accommodate the use of stored solar energy when the
PV array is not producing energy. The load is modeled after an average house in the U.S. with
additive noise for slight fluctuations in energy demand. The following assumptions are made
throughout the thesis:
 In order to design the jump linear quadratic controller, the system operator has full
information on the state of the system including instantaneous power flow, maximum and

13 June 2017
8

minimum generation levels, as well as maximum and minimum battery levels. This would
be implemented with a battery state-of-charge (SOC) tracker combined with voltage, current,
or phasor monitoring devices.
 Reactive power is not taken into account. It is assumed that the controllers/inverters on the
PV array, battery, and fuel cell regulate voltage and the phase angle. Only active power is
considered.
 The operation of the fuel cell is simplified. The source of hydrogen and oxygen fuel is not
specified and no energy is used for electrolysis, compression, or generation.
B. Load Model
The load in the isolated microgrid is modeled after an average house in the United States. The
load consumption model comes from a National Renewable Energy Laboratory (NREL) System
Advisor Model (SAM) dataset available online [10]. We took the NREL SAM data, 𝑃𝑏𝑎𝑠𝑒 𝑙𝑜𝑎𝑑 (𝑡),
and added zero-mean white Gaussian noise, 𝜔𝑙𝑜𝑎𝑑 𝑛𝑜𝑖𝑠𝑒 (𝑡), to get a load profile that follows a
preassigned trajectory with stochastic variations in order to account for random changes in
consumption. The power required by the load can be written as
𝑃𝑙𝑜𝑎𝑑 (𝑡) = 𝑃𝑏𝑎𝑠𝑒 𝑙𝑜𝑎𝑑 (𝑡) + 𝜔𝑙𝑜𝑎𝑑 𝑛𝑜𝑖𝑠𝑒 (𝑡).

(2)

Figure 2 presents a 72-hour selection of the load model. The goal of the microgrid energy
management controller is to match this load through solar generation, fuel cell generation, and
battery discharge.

Fig. 2. 72 hour load profile for average U.S. residential home.

C. Solar Generation Model
Photovoltaic (PV) panels have been used for many years to convert energy from the sun into
usable electric current through the photovoltaic effect. Solar power is becoming a highly coveted
form of generation due to its passive generation profile and decreasing panel costs. However, solar
generation possesses an intrinsic shortcoming which stems from the intermittent nature of
meteorological systems. PV generation requires sunny weather for max efficiency, and generation
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is severely obstructed by cloud coverage. To model this stochastic generation, a continuous
Markov chain was used to represent cloud coverage patterns similar to the approach taken in [11].

Fig. 3. Weather diagram with a Markov chain representing cloud coverage during daytime.

As seen in Figure 3, cloud coverage falls into one of three categories during the day: sunny,
partially cloudy, and overcast. At night there is no generation since no solar radiation reaches the
PV array. Consequently, the power generated by the PV array can be represented:

𝑃𝑠𝑜𝑙𝑎𝑟 (𝑡) =

𝑑𝑎𝑦
𝑃𝑠𝑜𝑙𝑎𝑟 (𝑡)

𝑎, 𝑟(𝑡) = 1
= {𝑏, 𝑟(𝑡) = 2
𝑐, 𝑟(𝑡) = 3

(Sunny)
(Partially Cloudy)
(Overcast)

(3)

𝑛𝑖𝑔ℎ𝑡

{𝑃𝑠𝑜𝑙𝑎𝑟 (𝑡) = 0
where 𝑎, 𝑏, and 𝑐 are static power values that are related to the number of panels, efficiency, and
load requirements. The term, 𝑟(𝑡) denotes the mode of the Markov chain and is a discrete value
from the set 𝑆 = {1,2,3} corresponding to the cloud coverage determined by a continuous Markov
𝑛𝑖𝑔ℎ𝑡
process for hours during the day, and a deterministic switch to 𝑃𝑠𝑜𝑙𝑎𝑟 (𝑡) = 0 for the duration of
night. The properties of this Markov process will be discussed further in Section III.

Fig. 4. Graphical representation of cloud coverage transition probability matrix.

Data for the cloud coverage transition probability matrix was gathered from San Jose
International Airport’s routine meteorological weather reports [12], also known as METAR.
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METAR data is collected at all major airports and government buildings in the United States and
specifies temperature, precipitation, as well as cloud coverage. For our purposes, the hourly cloud
coverage data from 2016 was quantized into three levels: sunny, partially cloudy, and overcast and
the transition rates were calculated in the manner shown in Figure 4. It is interesting to note how
the magnitudes of the main diagonal compare to the off-diagonal elements in the transition matrix.
It is evident that the cloud coverage system has a strong tendency to remain in one state for long
periods of time. These long stretches of continuous weather are clearly consistent with California’s
stable weather patterns.
D. Battery Energy Storage
To supplement the intermittent generation from the PV array, a battery energy storage system
is employed alongside a baseline fuel cell generator. The fuel cell is used to provide energy to
satisfy a portion of the load that the solar and battery cannot. The battery essentially acts as a
buffer, storing excess solar and fuel cell energy for later use. The effectiveness of this fuel cell and
battery combination has been demonstrated in [13]. The important specifications of the battery
include energy capacity, charge/discharge powers, life cycle, as well as safe operating
temperatures. In our system, the battery has energy limits, 𝐸𝑏 ≤ 𝐸𝑏 (𝑡) ≤ 𝐸𝑏 , alongside charging
𝑐ℎ.

𝑑𝑖𝑠.

𝑐ℎ.

𝑑𝑖𝑠.

and discharging limits, 0 ≤ 𝑃𝑏𝑐ℎ. (𝑡) ≤ 𝑃𝑏 , 0 ≤ 𝑃𝑏𝑑𝑖𝑠. (𝑡) ≤ 𝑃𝑏 , where 𝑃𝑏 and 𝑃𝑏 are the
maximal allowable charge and discharge rates, respectively, for the specified battery. The
derivative of the current energy stored in the battery can be expressed as
𝑑𝐸𝑏 (𝑡)
𝑑𝑡

= 𝑃𝑏𝑐ℎ. (𝑡) − 𝑃𝑏𝑑𝑖𝑠. (𝑡)

(4)

𝑐ℎ.
𝑐ℎ.
where 𝑃𝑏𝑐ℎ. (𝑡) = 𝑃𝑠𝑜𝑙𝑎𝑟
(𝑡) + 𝑃𝐹𝐶
(𝑡). For normal battery operation, it is common to set 𝐸𝑏 ≥ 10%

and 𝐸𝑏 ≤ 90% of the maximum energy that can be stored to increase the lifespan of the battery.
E. Fuel Cell
Fuel cells are distributed generators that require compressed oxygen and hydrogen to generate
electricity through continuous chemical reactions. Usually, fuel cells are paired with electrolyzers
to split water molecules into oxygen and hydrogen for continual replenishment of the fuel cell.
Fuel cells are effective generators for long periods of time, from several minutes up to several
months [13]. Because of that, we are using a hydrogen fuel cell for energy generation for the
𝑐ℎ. (𝑡)
isolated microgrid system. Similar to the battery, the fuel cell has generation limits 0 ≤ 𝑃𝐹𝐶
≤
𝑐ℎ.

𝑃𝐹𝐶 . In our model, we are not restricting the total amount of energy the fuel cell is capable of
supplying over time, which means that there is an essentially limitless supply of hydrogen and
oxygen to power the chemical reaction. An electrolyzer and constant water supply could easily
support this assumption. Adding the electrolyzer to the microgrid load as well as active
hydrogen/oxygen tank monitoring will be studied in further work.
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The proposed fuel cell has a modular architecture. The fuel cell consists of several independent
chemical reaction cells for generation. This allows us greater control over the power generated by
the fuel cell. Since we propose multiple modes of operation, the power generated by the fuel cell
can be modeled as

𝑐ℎ
𝑃𝐹𝐶
(𝑡) =

0

0 cells operating

𝑑

1 cell operating

3
2𝑑
3

{𝑑

(5)

2 cells operating
3 cells operating

where 𝑑 is a constant power determined by the specifications on the given fuel cell. In general, it
is desirable to limit the switching frequency between states, on and off. As a result, the microgrid
system should allow the fuel cell to operate continuously providing the power specified without
the need to cycle between on and off states.
III. JUMP LINEAR QUADRATIC CONTROL
A. Jump Linear Systems Overview
The state-space representation of a jump linear system has the form
𝑥̇ (𝑡) = 𝐴(𝑟(𝑡))𝑥(𝑡) + 𝐵(𝑟(𝑡))𝑢(𝑡);

𝑥(𝑡𝑜 ) = 𝑥𝑜

(6)

where 𝑥(𝑡) ∈ ℝ𝑛 and 𝑢(𝑡) ∈ ℝ𝑚 represent the plant state and input control vector, respectively.
𝐴(𝑟(𝑡)) and 𝐵(𝑟(𝑡)) are 𝑛 × 𝑛 and 𝑛 × 𝑚 matrices, respectively, where 𝑟(𝑡) denotes the current
system mode determined by a finite state Markov jump process (𝑟(𝑡) takes discrete values from a
finite set 𝑆 = {1,2, … 𝑁} depending on how many modes of operation the system has). The system
jumps between modes following probabilities given in the jump transition density matrix:
Π = (𝜋𝑖𝑗 );

𝑖, 𝑗 = 1,2, … 𝑁

with
𝜋𝑖𝑖 < 0;

𝜋𝑖𝑗 > 0

for 𝑖 ≠ 𝑗

and
∑𝑁
𝑗=1 𝜋𝑖𝑗 = 0

for 𝑖 = 1,2, … 𝑁.

When the system is operating in the ith mode, 𝑟(𝑡) = 𝑖, the corresponding system matrices
[𝐴(𝑟(𝑡)), 𝐵(𝑟(𝑡))] |𝑟(𝑡)=𝑖 will be denoted [𝐴𝑖 , 𝐵𝑖 ]. When designing an optimal controller for such
a system, one aims to minimize the quadratic cost function
1

𝑡

𝐽(𝑢, 𝑡0 , 𝑟(𝑡0 ), 𝑥0 ) = 𝚬 { ∫𝑡 𝑓 (𝑥 𝑇 (𝑡)𝑄(𝑟(𝑡))𝑥(𝑡) + 𝑢𝑇 (𝑡)𝑅(𝑟(𝑡))𝑢(𝑡)) 𝑑𝑡 | 𝑡0 , 𝑟(𝑡0 ), 𝑥0 }. (7)
2
0
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The weighting matrices, 𝑄(𝑟(𝑡)) and 𝑅(𝑟(𝑡)), are mode dependent and are used to tune the system
response to fit desired characteristics. In the following, they will be denoted as [𝑄𝑖 , 𝑅𝑖 ] with 𝑄𝑖 ≥
0 and 𝑅𝑖 > 0 when the system is operating in its ith mode. The optimal controller has the form
𝑢∗ (𝑥(𝑡), 𝑟(𝑡)) = −𝑅𝑖−1 𝐵𝑖𝑇 𝐾𝑖 (𝑡)𝑥(𝑡)

for 𝑟(𝑡) = 𝑖

(8)

where matrices 𝐾𝑖 (𝑡) (𝑖 = 1,2, … 𝑁) satisfy the set of coupled differential matrix Riccati equations
𝐾̇𝑖 = −𝐴𝑇𝑖 𝐾𝑖 − 𝐾𝑖 𝐴𝑖 − 𝑄𝑖 + 𝐾𝑖 𝑆𝑖 𝐾𝑖 − ∑𝑁
𝑗=1 𝜋𝑖𝑗 𝐾𝑗

(9)

with 𝑆𝑖 = 𝐵𝑖 𝑅𝑖−1 𝐵𝑖𝑇 and 𝐾𝑖 (𝑡𝑓 ) = 0.
In the following, we will be interested in steady state values 𝐾𝑖 . It is assumed that stochastic
controllability and observability requirements are met. The corresponding algebraic Riccati
1
equation (which was obtained using the variable transformation 𝐴̃𝑖 = (𝐴𝑖 + ( ) 𝜋𝑖𝑖 𝐼) presented in
2

[14]) can be written as
∞
𝐴̃𝑇𝑖 𝐾𝑖∞ + 𝐾𝑖∞ 𝐴̃𝑖 + 𝑄𝑖 − 𝐾𝑖∞ 𝑆𝑖 𝐾𝑖∞ + ∑𝑁
𝑗=1,𝑗≠𝑖 𝜋𝑖𝑗 𝐾𝑗 = 0.

(10)

If the system is observable, (that is if (√𝑄𝑖 , 𝐴𝑖 ), 1 ≤ 𝑖 ≤ 𝑁 is observable) there exists a unique
positive definite solution to equation (10) [14]. Using the first algorithm presented in [14], we can
find the 𝐾𝑖∞ , 1 ≤ 𝑖 ≤ 𝑁 matrices for our optimal control actions from (8). It is worth noting that
this is not the only feasible control strategy. We chose this approach because it readily
accommodated the hybrid nature of our system. Other approaches will be the subject of future
work.
B. JLQ Control Applied to Isolated Microgrid
The isolated, or islanded, microgrid system combines continuous system dynamics with
discrete mode jumps every hour. This hybrid realization stems from the hourly weather condition
jumps modeled by the Markov process described in Section II. The jump variable, 𝑟(𝑡) ∈ {1,2,3},
corresponds to {Sunny, Partially Cloudy, Overcast} respectively. The Markov jump transition
density matrix calculated from the METAR data [12] is
−0.197 0.164
0.033
Π = [ 0.085 −0.179 0.094 ].
0.010
0.138 −0.148

(11)

A representative 96-hour segment from a Monte-Carlo simulation of the weather is shown in
Figure 5. The system will operate in a continuous state with [𝐴𝑖 , 𝐵𝑖 ]; 𝑟(𝑡) = 𝑖 for 1 hour until the
next mode, 𝑟(𝑡) = 𝑗, occurs. The system has unique state-space matrices, [𝐴𝑖 , 𝐵𝑖 ], for each mode,
𝑟(𝑡), of the Markovian solar generation model which determine the proportions of power being
sent to the load and battery from the PV array and fuel cell.
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Fig. 5. 96-hour Markovian weather condition simulation with deterministic jumps to r(t) = night every 12 hours.

For example, during a sunny day, the PV array contributes most of its generated power to the load
with the excess being sent to the battery while the fuel cell operates at a low generation level. The
power balance equations (12) and (13) allow for the customization of scalar values 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖
for each mode of operation, 𝑖 ∈ {1,2,3,4}, corresponding to {Sunny, Partially Cloudy, Overcast,
Night}. By designing our system equations in this way, we coupled each node in the system while
abstracting its specific details.
𝑑𝐸𝑏 (𝑡)
𝑑𝑡
𝑑𝐸𝑙 (𝑡)
𝑑𝑡

𝑐ℎ. (𝑡)
𝑐ℎ.
= 𝛼𝐸𝑏 (𝑡) + (1 − 𝑎𝑖 )𝑃𝑠𝑜𝑙𝑎𝑟
− 𝑏𝑖 𝑃𝑏𝑑𝑖𝑠. (𝑡) + (1 − 𝑐𝑖 )𝑃𝐹𝐶
(𝑡)

(12)

𝑐ℎ. (𝑡)
𝑐ℎ.
= 𝛽𝐸𝑙 (𝑡) + 𝑎𝑖 𝑃𝑠𝑜𝑙𝑎𝑟
+ 𝑏𝑖 𝑃𝑑𝑖𝑠.
𝑏 (𝑡) + 𝑐𝑖 𝑃𝐹𝐶 (𝑡)

(13)

The terms 𝐸𝑏 (𝑡) and 𝐸𝑙 (𝑡) correspond to the energy stored in the battery and the energy required
by the load, respectively. The scalar coefficients 𝛼 and 𝛽 take the appropriate units of (hour)−1
and are set equal to −1 for this analysis (which ensures that our derivative states depend on the
current energy levels of the load and battery).
If we define the state variables, output variables, and input/control variables as
𝑐ℎ.
𝑃𝑠𝑜𝑙𝑎𝑟
(𝑡)
𝐸𝑏 (𝑡)
𝐸𝑏 (𝑡)
𝑑𝑖𝑠.
𝑥(𝑡) = [
] , 𝑦(𝑡) = [
] , 𝑢(𝑡) = [ 𝑃𝑏 (𝑡) ]
𝐸𝑙 (𝑡)
𝐸𝑙 (𝑡)
𝑐ℎ.
𝑃𝐹𝐶
(𝑡)

(14)

the state-space representation becomes
1
0

𝑥̇ (𝑡) = [

1 − 𝑎𝑖 −𝑏𝑖 1 − 𝑐𝑖
0
] 𝑥(𝑡) + [
] 𝑢(𝑡)
𝑎𝑖
𝑏𝑖
𝑐𝑖
1
, 𝑖 ∈ {1,2,3,4}
𝜔 (𝑡)
1 0
𝑦(𝑡) = [
] 𝑥(𝑡) + [ 1 ]
𝜔2 (𝑡)
0 1

(15)
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where 𝜔1 (𝑡) and 𝜔2 (𝑡) represent noise. These two terms model the random variation of the load
and show that the controller can handle noisy measurements. Once the values of 𝑎𝑖 and 𝑏𝑖 are
chosen for each mode of operation, the optimal controller can be calculated as
𝑢∗ (𝑥(𝑡), 𝑟(𝑡)) = −𝑅𝑖−1 𝐵𝑖𝑇 𝐾𝑖∞ 𝑥(𝑡)

for 𝑟(𝑡) = 𝑖

(16)

where 𝐾𝑖∞ is found using the algorithm proposed in [14]. It is important to note that since the system
dynamics are inherently mode dependent, the control law is mode dependent as well.
Consequently, the controller gains 𝐾𝑖 = −𝑅𝑖−1 𝐵𝑖𝑇 𝐾𝑖∞ will remain the same in each mode.
IV. EXAMPLE SYSTEM AND RESULTS
A. Example System Specifications
In this section, we will consider a system that conforms to the model described in the previous
section and examine the simulation results. For simulation purposes, the load data was sampled at
hourly intervals and then held constant to produce a piecewise-continuous load profile. The load
profile shown in Figure 6 (which follows the pattern shown in Figure 2) pertains to a small U.S.
household, one similar in size and energy usage to common off-the-grid homes. The peak demand
of 0.86 𝑘𝑊 occurs in the evening and the mean usage is 0.49 𝑘𝑊.

Fig. 6. Sampled daily load profile.

Among the components of the isolated microgrid, we identified the solar contribution as the most
influential. We assumed that during a sunny day, the solar production completely satisfies the
demand with some excess energy that can be stored in the battery for later use. Consequently, we
chose the values 𝑎 = 0.6 𝑘𝑊, 𝑏 = 0.4 𝑘𝑊, and 𝑐 = 0.3 𝑘𝑊 corresponding to sunny, partly
cloudy, and overcast generation respectively for equation (3). The fuel cell was designed to satisfy
𝑐ℎ.
the demand when the battery and solar could not. The fuel cell contributed a maximum of 𝑃𝐹𝐶
=
0.35 𝑘𝑊 around 7:00pm when the load was still high from evening activity in the house. During
a sunny day, the fuel cell was turned off since solar generation fully satisfied the demand. Lastly,
for the household in this example, we employed a 7 𝑘𝑊ℎ battery and imposed capacity limits at
𝐸𝑏 = 1 𝑘𝑊ℎ 𝑎𝑛𝑑 𝐸𝑏 = 6.5 𝑘𝑊ℎ to ensure maximum healthy lifetime of the device. The
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𝑐ℎ.

𝑑𝑖𝑠.

maximum charge rate was 𝑃𝑏 = 0.3 𝑘𝑊 and the maximum discharge rate was 𝑃𝑏 = 0.35 𝑘𝑊.
We provided the battery with an initial 50% state of charge corresponding to 3.5 𝑘𝑊ℎ.
Once the components are sized appropriately for the given system, the power flow coefficients
𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 from equations (12) and (13) can be selected to weight the contributions from solar,
battery, and fuel cell. The values used in this case study are as follows:
𝑎1 = 0.8, 𝑏1 = −1,
𝑎2 = 0.9, 𝑏2 = −1,
𝑎3 = 0.9, 𝑏3 = 1,

𝑐1 = 0.2, 𝑟(𝑡) = 1 , 𝑠𝑢𝑛𝑛𝑦
𝑐2 = 0.7, 𝑟(𝑡) = 2 , 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑐𝑙𝑜𝑢𝑑𝑦
𝑐3 = 0.9, 𝑟(𝑡) = 3 , 𝑜𝑣𝑒𝑟𝑐𝑎𝑠𝑡

This means that, when the weather is overcast, the load will receive 90% of the small amount
of solar power generated and the battery gets the remaining 10%. Similarly, the load will receive
90% of the power from the fuel cell while the battery receives the other 10%. The battery will
charge during periods of good weather and discharge when the weather is overcast (and at night,
of course).
An item worth noting is the value of coefficient 𝑏𝑖 that multiplies the battery discharge rate,
𝑑𝑖𝑠. (𝑡),
𝑃𝑏
during sunny and partially cloudy conditions. Since there is excess solar generation
during this time, the battery discharge is set to a negative value in order to induce charging. Given
that there is no solar contribution during the 12 hours of night, the coefficient 𝑎4 is multiplied by
0 (and is therefore irrelevant). The other coefficients during nighttime are 𝑏4 = 1 𝑎𝑛𝑑 𝑐4 = 0.9.
B. Monte Carlo Simulation Results
The example system was simulated for 5 days with cloud coverage generated from the
continuous Markov process explained in Section II. In the following, we present results from a 5
day period that trended towards sunny days and another set of results from a 5 day period that
trended towards overcast weather (this can be done due to the random permutations of weather
generated from the Markov process each time the program is run). Figure 7 presents weather data
with a large segment of overcast followed immediately by the deterministic jump to nighttime at
hour 72. Apart from this one segment, the rest of the days are either sunny or partially cloudy.

Fig. 7. 120 hour Monte-Carlo simulation with stretch of overcast weather and night combined.
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Figure 8 shows the household load profile from Figure 6 alongside the simulated system response
of the jump linear quadratic controller. During day 3 (when the overcast weather occurs) the
controller successfully compensates for the decreased solar generation by discharging the battery
to match the load.

Fig. 8. System response with long overcast and night period.

Figure 9 shows the input control vector 𝑢(𝑡) obtained from equation (16). The solar generation is
a stochastic variable following the Markovian process described earlier. Depending on the
weather, solar generation takes a constant value for that hour. The battery power takes a negative
value during sunny and partially cloudy weather, which indicates that the battery is charging.
Likewise, when the battery and fuel cell generation values are positive, they are discharging to
satisfy the demand. It should be noted that near hour 72 (when the weather switches to overcast)
the battery stops charging and begins discharging to accommodate the decrease in solar generation
at that time.

Fig. 9. Solar, battery, and fuel cell contributions (long overcast and night period).
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The total amount of energy stored in the battery is shown in Figure 10 (the battery’s maximum and
minimum allowed levels are indicated by the horizontal lines). Around hour 84 (the end of night
4) the battery temporarily hits the lower limit. This is due to the long period of minimal solar
generation (overcast) followed by 12 hours of no solar generation (night). However, the battery
was able to recover during the next day, and its energy level remained above the minimal value
during the following night.

Fig. 10. Energy stored in the battery (long overcast and night period).

Figures 11-14 show simulation results for 5 days of mostly sunny weather. An item worth noting
is the difference that occurs at hours 12, 36, 60, and 108 between the simulated system output
compared to the household load profile in Figures 8 and 12. The controller consistently overshoots
the actual load of the house for this hour. This is because of the deterministic jump from no solar
generation (night) to medium or high solar generation (day). Due to the design of the controller to
account for the stochastic nature of weather during the day, it is not well equipped to account for
this deterministic jump point each day. One future solution we are looking into involves a twolevel control strategy. The primary controller will account for average night and day contributions
while the second level manages the stochastic daytime solar contributions. Further work will be
done to refine the controller and account for this.

Fig. 11. 120 hour Monte-Carlo simulation with mostly sunny weather.
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Fig. 12. System response with mostly sunny weather.

Fig. 13. Solar, battery, and fuel cell contributions (mostly sunny).

Fig. 14. Energy stored in the battery (mostly sunny).

Due to the mostly sunny weather of this 5 day simulation, the battery never reaches the minimum
allowed charge level (as seen in Figure 14). The battery’s total charge trends upward over the 5
day period and would reach full charge within another 2 days if the good weather were to continue.
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V. CONCLUSION AND FUTURE WORK
This thesis presents the application of jump linear quadratic control to the energy management
problem of an isolated microgrid. The microgrid utilizes solar and fuel cell generation combined
with a battery energy storage system to satisfy the load of a small household. The solar generation
depends on a continuous Markov process that determines the cloud coverage with discrete jumps
to night every 12 hours. The controller accounts for the continuous and discrete hybrid nature of
the system by charging and discharging the battery accordingly.
Simulation results for an example system showed the effectiveness of the proposed control
method to track the load profile of the house. The control method was able to accommodate the
stochastic jumps between operation modes and satisfy the demand each night. This control scheme
paired with the presented microgrid architecture proved to be a robust and efficient implementation
for grid isolated operations. For the example system, a 7 𝑘𝑊ℎ battery and 0.35 𝑘𝑊 fuel cell
proved to be large enough for the application. For any system following this design, we suggest
utilizing a larger fuel cell, nearly double the required size, in case of longer periods of intemperate
weather during winter seasons.
Future work could include more cloud coverage states in the Markov process to increase the
granularity of the controller. Furthermore, other possible control strategies such model predictive
control (MPC) could be applied to the system architecture.
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