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1
Introduction
Cosmology is the science that aims at understanding the origin, evolution, and
structure of the universe as a whole. It has been an integral part of the develop-
ment of science through history, since its very beginning. During the last century,
several theoretical and mainly observational developments made it a mature sci-
ence, getting us closer to understanding the basic properties of our universe.
One of the main observational tools in this endeavour has been the construc-
tion of large galaxy surveys covering significant fractions of the sky. By analysing
the distribution of galaxies in space, they allow for the study of the large-scale
structure (LSS) of the universe. They are also focused on the study of the pro-
cesses of formation and evolution of galaxies. In the last three decades, together
with other cosmological tools, galaxy surveys underwent a great improvement in
terms of coverage, depth, and accuracy, thanks to important technical develop-
ments. At the same time, the theoretical and statistical tools needed to analyse
all these data were developed greatly.
In this thesis, we tackle several open problems in the study of large-scale struc-
ture through the clustering of galaxies. To this end, we analyse data from some of
the latest surveys, and we also develop new statistical techniques needed for this
analysis in specific cases. In the first part, we focus on small and intermediate
scales, where the relation between galaxy properties and their clustering (known
as segregation) is important. The work in this part is driven by the exploita-
tion of data from the ongoing Advanced Large Homogeneous Area Medium-Band
Redshift Astronomical (ALHAMBRA) survey, which is perfectly suited to study
the evolution of segregation trough cosmic time. In the second part, we focus on
the study of a large scale feature of the galaxy distribution, the baryon acoustic
oscillations (BAO).
We start this Introduction chapter with an overview of the cosmological model
considered standard today (Section 1.1). In particular, we review the description
1
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of the cosmological density field in this model, and the process of structure for-
mation. In Section 1.2 we describe some of the standard statistical tools used for
the description of the galaxy distribution. Section 1.3 presents a brief review of
the properties of galaxy redshift surveys, focusing on those whose data we use
in this thesis. Finally, in Section 1.4 we summarise the aims of this thesis, and
present an outline of the work.
1.1 The standard cosmological model
In this section, we briefly summarise the standard cosmological model, known
as Λ – Cold Dark Matter (ΛCDM) model, which is the basis for any work on
cosmology today, including the work presented in this thesis. For a more complete
exposition of the cosmological model, and the observational evidence for it, see
e.g. Peebles (1993); Peacock (1999); Dodelson (2003).
The development of modern cosmology and of the model of the universe con-
sidered as standard today is based on important advancements, both theoretical
and observational, that happened during the first third of the XXth century. On
the theoretical side, Albert Einstein published its general theory of relativity in
1915 (Einstein, 1915), which changed significantly our understanding of gravity.
Several models for the universe were built in the following years based on the new
theory by Willem de Sitter, Georges Lemaˆıtre, Alexander Friedmann or Einstein
himself.
On the observational side, Edwin Hubble made two important contributions.
In the first place, he used the period–luminosity relation for Cepheids, previ-
ously established by Henrietta Swan Leavitt (Leavitt, 1908; Leavitt and Pickering,
1912), to measure accurately the distances to nebulae, establishing its extragalac-
tic nature (Hubble, 1925a,b). In this way, the issues raised in the ‘Great Debate’
between Heber Curtis and Harlow Shapley (Hoskin, 1976; Trimble, 1995) were
settled, and our Milky Way was then regarded as just another galaxy in a vastly
larger universe. Hubble’s other important contribution was to establish a relation
between the recession velocities v of galaxies and their distances d (Hubble, 1929,
although it could be argued that this relation was first established by Lemaˆıtre,
1927). He proposed a linear relation,
v = H0d , (1.1)
now known as Hubble’s law, where H0 is a constant
1. This relation implies that
the universe is expanding.
From these starting points, the Hot Big Bang model was developed during
the last century, and is now considered as the standard cosmological model. It is
based on three main hypothesis:
1Hubble gave a value for this constant of H0 ' 500 km s−1 Mpc−1, which is nearly an order
of magnitude larger than the current accepted value.
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• On large scales, the distribution of matter in the universe is homogeneous
and isotropic. This is known as the cosmological principle.
• The basic dynamics of the universe is driven by gravity, as described by
Einstein’s general relativity.
• The universe is expanding from a primordial hot and dense state.
According to this model, the universe started as a very dense and hot plasma
formed by photons, fermions and quarks. As time passed, expansion made the
density and temperature decrease. This allowed the formation of the first nuclei
of light elements (hydrogen, helium and lithium), in a process known as Big Bang
nucleosynthesis. 380, 000 years after the Big Bang, the temperature dropped to
∼ 3000K, and it was possible for nuclei and electrons to form atoms, in a process
known as recombination (although they had never been ‘combined’ before). In
this way, baryons2 and radiation decoupled. Once decoupled from the photons,
baryons evolved jointly with the Dark Matter, mainly through gravitational col-
lapse, to form stars, galaxies, and the rest of structures we see in the universe
today. Radiation from the moment of decoupling simply cooled down, and gave
way to the Cosmic Microwave Background (CMB) we observe today.
It is standard today to assume that, at the very early stages, around 10−34 s
after the Big Bang, the universe underwent an exponential expansion, known as
inflation. This scenario, first proposed by Guth (1981), would solve two fine-
tuning problems that appear otherwise in the Big Bang model. On the one side,
the fact that the early universe was so nearly homogeneous, and on the other
side, the fact that the geometry of the universe is so close to being flat. More-
over, the inflation scenario gives a prediction for some characteristics of the small
perturbations present in the early universe, which were the seeds for present day
structures.
The validity of this Hot Big Bang model is mainly based on three observational
facts:
• Hubble’s law for the recession velocities of galaxies (equation 1.1). This
relation implies that the universe is expanding, as all galaxies (on large
scales) are receding from each other. It was first established by Slipher’s
redshift measurements and Hubble’s distance determinations using Cepheids
or other distance indicators. It has since been confirmed and extended
to much larger distances. At the same time, the value of H0 has been
measured with high precision. The most recent results using data from the
Hubble Space Telescope (HST), shown in Fig 1.1, gave a value of H0 =
72 ± 8 km s−1 Mpc−1 (Freedman et al., 2001). For a review, see Freedman
and Madore (2010).
2In cosmology, we usually call baryons all matter particles in the Standard Model of Particle
Physics, so we include also fermions, and, in particular, electrons.
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(a) (b)
Figure 1.1: Distance — recession velocity diagrams for different types of
galaxies, which illustrate Hubble’s law (equation 1.1). We show the results
obtained by Hubble in 1929 (a), and by the recent HST Key Project (b).
Note the huge change in the range of distances studied. The solid line in (a)
corresponds to the linear fit to the 24 individual galaxies for which Hubble
had distance measurements (black points), while the dashed line is the fit
obtained when the galaxies are combined into nine groups (open circles).
Different symbols in (b) correspond to different methods to measure extra-
galactic distances. The solid line is the best-fit relation obtained in this case
(with H0 = 72 km s
−1 Mpc−1), and the dashed lines correspond to different
values of H0, as indicated. Figures from Hubble (1929) and Freedman et al.
(2001).
• The detection of the Cosmic Microwave Background (CMB) radiation by
Penzias and Wilson (1965). This radiation is a relic of the photons emitted
at the time of recombination. It has a nearly perfect black body spec-
trum with a temperature of T = 2.73K, shown in Fig. 1.2, and is nearly
isotropic, with only small anisotropies of the order of one in 105. The pres-
ence of this radiation implies that the universe went through a hotter epoch,
and has been cooling ever since. Many observations, including the Cosmic
Background Explorer (COBE) and Wilkinson Microwave Anisotropy Probe
(WMAP) satellites, have measured the spectrum of this radiation, and have
mapped its tiny anisotropies, which provide important information about
the parameters in the cosmological model. Fig. 1.3 shows the most recent
full-sky map of these anisotropies, measured by WMAP.
• The measurement of the abundance of light elements in the universe, which
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Figure 1.2: Spectrum of the CMB radiation observed by the FIRAS in-
strument on board of COBE (Mather et al., 1994), showing a remarkable
agreement with a black body spectrum. The points with errors are the
measurements of FIRAS, and the black solid line is the best-fit black body
spectrum. The other lines in the bottom plot show the spectra for possi-
ble deviations from the black body case: that of a body with a reflectiv-
ity different from zero (dotted grey), and the effect of hot electrons adding
an excess energy to the CMB either at z & 105 (dashed blue) or z . 105
(solid red). In all cases, the curves shown are the maximum allowed devi-
ations (at 95% confidence level) by FIRAS data. Figure by Ned Wright,
http://www.astro.ucla.edu/∼wright/cosmolog.htm.
is in good overall agreement with that predicted by Big Bang nuclesynthesis
(BBN). During this process, 75% (by mass) went to single protons (hydrogen
nuclei), 25% formed helium (4He) nuclei, and only traces appeared of other
nuclei: deuterium (2D), 3He and lithium (7Li). Fig. 1.4 shows the agreement
between the predicted and observed abundances of 4He and 2D. As seen
in the figure, however, there is a discrepancy between the observed and
predicted (for the value of Ωb determined from the CMB) abundances of
7Li (Cyburt et al., 2008). Several possible solutions for this problem have
been proposed. Given that the abundance of 7Li is measured from metal-
poor population II stars in the Galactic halo, a possibility is the presence of
additional systematic effects in the stellar physics involved, such as incorrect
5
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Figure 1.3: Full-sky map, in galactic coordinates, of the CMB temperature
anisotropies (of order ∼ 10−5), as measured by the WMAP satellite after
seven years of observations (Jarosik et al., 2011). The map shown here is
the ‘Internal Linear Combination’ map, which is constructed in a way in
which all the foregrounds from the Galaxy (due to synchroton, free-free, and
dust emission) are removed (see Gold et al., 2011 for details). Figure by the
WMAP Science Team, http://lambda.gsfc.nasa.gov/product/map/current/.
determinations of the effective temperatures of the stars (Mele´ndez and
Ramı´rez, 2004), or additional depletion of 7Li during the life of the star
(Korn et al., 2006). An alternative possibility is that this discrepancy is a
sign of new physics beyond the standard model of particle physics, such as
variations of the fine structure constant α (Dmitriev et al., 2004), or the
decay of some additional particle occurred during BBN (Jedamzik, 2004).
For a review on BBN, see Olive et al. (2000).
1.1.1 The Friedmann-Lemaˆıtre-Robertson-Walker model
Based on the cosmological principle, we can derive the metric that describes
the geometry of the universe at large scales. The metric that follows from this
assumption is the Robertson-Walker (RW) metric, which has the form3
ds2 = dt2 − a2(t)
[
dr2
1− kr2 + r
2dθ2 + r2 sin2 θdφ2
]
, (1.2)
where r, θ and φ are comoving spatial spherical coordinates, t is the time, and a(t)
is a function that describes the expansion, and is known as cosmic scale factor.
3We use units where the speed of light c = 1.
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Figure 1.4: Abundance of light elements as a function of the baryon-to-
photon ratio η or, equivalently, baryon density Ωb. The bands show the
theoretical predictions, and the boxes the measured constraints on the abun-
dances. Data agrees very well for helium and deuterium, for a value of Ωb
coincident with the value obtained independently from the CMB anisotropies
(shaded vertical band), but there is some discrepancy for the lithium abun-
dance (see the text for details). Figure from Nakamura et al. (2010).
By convention, its value at the present-day time t0 is a0 ≡ a(t0) ≡ 14. k is the
curvature of the three-space. k = 0 corresponds to a spacially flat universe, k > 0
to a universe with positive curvature (spherical), and k < 0 to a universe with
negative curvature (hyperbolic).
The Hubble parameter H is defined as
H =
a˙
a
,
where the dot means a time derivative, and it is, in general, a function of time.
4By convention, we indicate the values that the different quantities take today by a sub-
script 0.
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As the physical distances between galaxies are given by
d = ar ,
we recover Hubble’s law (equation 1.1) as a first order approximation for t ' t0,
with ‘Hubble’s constant’ H0 = H(t0). Hubble’s constant is usually expressed in
terms of the a-dimensional parameter h as H0 ≡ 100h km s−1 Mpc−1, with the
value h ' 0.7.
In the case of a photon travelling from a distant galaxy to us, its wavelength
would expand with the metric, so that
λo
λe
=
1
a
where λe is the emission wavelength of the photon, λo is the wavelength we
observe, and a is the scale factor at the time of emission. This means that, if
a galaxy emitted some light when the scale factor of the universe was a, we now
observe its spectrum redshifted by a quantity
z ≡ λo − λe
λe
=
1
a
− 1 .
The quantity z is known as the cosmological redshift, and it is used as a measure
of the cosmic time t corresponding to the scale factor a. It has the advantage of
being directly measurable from the galaxy spectra.
If we introduce the form of the RW metric (equation 1.2) into Einstein’s field
equations of General Relativity, and assuming that we can describe the contents
of the universe as a perfect fluid with density ρ and pressure p, we obtain the
Friedmann-Lemaˆıtre equations, which are the basic equations to describe the dy-
namics of the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) universe model:
H2 =
8piGρ
3
− k
a2
+
Λ
3
(1.3)
a¨
a
= −4piG
3
(ρ+ 3p) +
Λ
3
, (1.4)
where G is Newton’s gravitational constant, and Λ is the cosmological constant.
This can be interpreted simply as an additional constant of GR Theory appearing
in Einstein’s equations, or as an additional component of the universe in the form
of a vacuum energy (also known as dark energy) if we make the identification
ρΛ =
Λ
8piG
pΛ = −ρΛ
The total energy content of the universe can be expressed in terms of its
constituent species, each of them defined by a equation of state pi = wiρi. For
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non-relativistic (or ‘cold’) matter, either baryons of dark matter, we have wm = 0,
while for radiation, wr =
1
3 , and for dark energy, wΛ = −1, as shown above. For
relativistic matter, such as neutrinos, wi is no longer a constant, but it varies with
time. The equation of state of each component determines the evolution of its
density with redshift. From the conservation of energy equation d(a3ρi) = −pida3
we obtain, assuming a constant wi,
ρi = ρi,0 (1 + z)
3(1+wi) ,
where ρi,0 is the density of the species today.
From equation (1.3), we see that there is a clear relation between the energy
content of the universe (via ρ), and its geometry (via k). We can define the
critical density, ρc, as the value of the total density (including vacuum energy)
today which corresponds to a flat universe (i.e. k = 0),
ρc =
3H20
8piG
.
This results in a value of ρc = 2.775×1011 h2MMpc−3 = 1.878×10−29 h2 g cm−3,
which corresponds approximately to 6 hydrogen atoms per cubic metre. We con-
ventionally describe the densities of the different species today using the density
parameters Ωi ≡ ρi,0ρc ,
Ωm ≡ ρm,0
ρc
, Ωr ≡ ρr,0
ρc
, ΩΛ ≡ ρΛ
ρc
=
Λ
3H20
.
Analogously, we can define the parameter
Ωk = − k
H20
,
to characterise the curvature of the universe, so that
Ωm + Ωr + ΩΛ + Ωk = 1 .
Now, from equation (1.3), the evolution of the expansion rate is given by
H(z) = H0E(z) , E(z) =
√
Ωr (1 + z)
4
+ Ωm (1 + z)
3
+ Ωk (1 + z)
2
+ ΩΛ .
The acceleration of the expansion is described by the deceleration parameter
q ≡ − a¨aa˙2 which, from equation (1.4), has the value at the present time
q0 = Ωr +
Ωm
2
− ΩΛ . (1.5)
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Figure 1.5: Constraints on Ωm and ΩΛ from a combination of different ob-
servational probes: CMB anisotropies, high-z supernovae (SNe), and baryon
acoustic oscillations (BAO) in the galaxy distribution. Contours show the
68%, 95%, and 99.7% likelihood constraints for the different probes, and the
combined ones (in grey). Figure from Kowalski et al. (2008).
The accurate determination of these parameters defining the cosmological
model has been one of the main research goals in cosmology during recent years.
They can be measured through a combination of several observations, mainly the
CMB radiation, the distance–redshift relationship for different standard candles
(such as type Ia supernovae), and the clustering of galaxies as measured in large
surveys. Fig. 1.5 shows an example of how these observations give consistent
results, implying strong constraints on the parameters. For the most recent de-
termination of these values, see Tegmark et al. (2006); Kowalski et al. (2008);
Komatsu et al. (2011). The picture that we obtain from these measurements is
that of a (nearly) flat universe, Ωk ' 0. Most of the energy content of the uni-
verse is in the form of a cosmological constant, or dark energy, ΩΛ ' 0.73, and
the rest is matter, Ωm ' 0.27. The radiation content of the universe today is
much smaller. Moreover, the matter content can be divided into baryons, with a
density Ωb ' 0.05, and dark matter, with ΩDM ' 0.22.
10
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Dark matter and dark energy
According to the standard cosmological model, therefore, about 95% of the energy
content of the universe is of an unknown type, either dark matter or dark energy.
Dark matter comprises any form of matter which does not couple, either di-
rectly or indirectly, to radiation. Hence it does not emit light, and it only interacts
via gravity. The first indication for the need of some form of extra matter addi-
tional to the luminous matter came from Zwicky (1933). He studied the dynamics
of the Coma cluster, and postulated the need for a large amount of extra matter
in order to maintain the virial equilibrium, while compensating for the high ve-
locity dispersion. Evidence in favour of the existence of some form of dark matter
has grown since then, based on different observations of galaxy clusters, such as
velocity dispersion of galaxies, X-ray observations of the hot gas (Kellogg et al.,
1971; Gursky et al., 1971), or strong gravitational lensing (Lynds and Petrosian,
1986; Soucail et al., 1987; Paczynski, 1987), but also on the dynamics of galaxies
themselves, through the study of the rotation curves of spiral galaxies (Babcock,
1939; Rubin and Ford, 1970; Rubin et al., 1978). From these observations emerged
the idea that dark matter is the dominant component in the universe (Einasto
et al., 1974; Ostriker et al., 1974). Cosmological measurements give further evi-
dence along this line, from the fact that the total matter density Ωm needed to
accomodate measurements of the expansion and geometry of the universe is much
larger than the baryon density Ωb obtained from Big Bang nucleosynthesis (see
Fig. 1.4) or other cosmological observables. Finally, weak lensing measurements
are directly sensitive to all forms of matter, including dark matter. Recent lens-
ing studies of interacting clusters, such as the Bullet cluster (Clowe et al., 2006),
provide concluding evindence for the need of a dark matter component, separated
from the baryonic matter.
There are several candidate explanations for dark matter, mostly in the form
of new types of particles that appear in Particle Physics theories beyond the
Standard Model. Several projects are aiming at the detection of this kind of
particles, either in astrophysical phenomena, or at large particle accelerators,
such as the Large Hadron Collider (LHC) (see e.g. Feng, 2010, for a review).
The cosmological constant term was first introduced by Einstein himself, in
order to reconcile his GR theory with a model for a static universe.5 Once the
expansion of the universe was established, this term was dropped for reasons
of simplicity. However, it was never fully forgotten, as it was an alternative that
could solve some inconsistencies between different observational results. The main
example for this reasoning is that Λ could solve the discrepancy between the age of
the universe implied by measurements of H0, and the individual ages derived for
some old objects such as globular clusters. Therefore, the cosmological constant
term was present in the cosmological literature, and there was strong (although
5This is seen by setting Λ = 3k
a2
−8piGρ in equation (1.3). However, such a model for a static
universe is unstable, as seen from equation (1.4).
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circumstantial) evidence for Λ 6= 0 by the mid-1990s (see e.g. Carroll et al., 1992,
for a review). The general acceptance of this term came after two groups used
the distance — redshift relation for a set of high redshift Type Ia supernovae
to show that the expansion of the universe was accelerating (Riess et al., 1998;
Perlmutter et al., 1999). They obtained q0 < 0, which implies the need for
Λ > 0 (see equation 1.5). In recent years, complementary probes have confirmed
this need for a positive cosmological constant, and have measured its value with
reasonable precision (see Fig. 1.5). However, we should note that, unlike dark
matter, all evidence for Λ comes from cosmological observations, as it would not
have any measurable effect at smaller scales, such as those typical, e.g., of clusters
or galaxies.
We can interpret this Λ term simply as an extra parameter of the theory, or
an integration constant, which modifies the way in which the metric is affected by
the energy-moment tensor (McVittie, 1956). Alternatively, as explained above,
it can be also interpreted as a contribution to the energy content coming from a
perfect fluid with negative pressure, pDE = wDEρDE , with wDE = −1, which at
least mathematically is equivalent to a cosmological constant. This fluid is usually
known as dark energy. In the framework of quantum field theory, a term like this
can be interpreted as a vacuum energy. However, when estimating the expected
contribution from the well established theories describing particle physics, one
obtains a discrepancy of at least ∼ 60 orders of magnitude between the expected
vacuum energy density and the observed ΩΛ (Carroll, 2001)
6. A wealth of alterna-
tives have been proposed to explain dark energy, mainly in the form of new scalar
fields giving a equation of state wDE 6= −1 (collectively known as ‘quintessence’),
or modifications of General Relativity. A radical alternative explanation, which
somehow contradicts the cosmological principle, assumes that we happen to be
located at the centre of a very large-scale under-dense region. This could, in prin-
ciple, explain the observations even for Λ = 0 (Tomita, 2001; Alnes et al., 2006;
Garcia-Bellido and Haugbølle, 2008). For reviews on the observational evidence
in favour of dark energy, and the possible explanations, see e.g. Peebles and Ratra
(2003); Frieman et al. (2008).
Trying to find a satisfactory explanation for both dark matter and dark energy
is one of the hottest topics on astronomy and physics research today, which com-
bines large observational efforts with theoretical developments. However, some
argue that the need for dark matter and dark energy may be a sign that a fun-
damental change is needed in our cosmological paradigm (Mart´ınez and Trimble,
2009; Horvath, 2009).
6This discrepancy is often quoted as ∼ 120 orders of magnitude, from the extrapolation of
these known theories to the Planck scale.
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1.1.2 Inhomogeneities in the universe
From the first maps that revealed the galaxy distribution in space, it was clear
that matter is not uniformly distributed in the universe. On the contrary, galaxies
are highly clustered, forming a Cosmic Web composed of a variety of structures,
such as groups, clusters, filaments, walls and voids. Therefore, we need a way to
describe the matter density field, and an explanation for the formation of these
structures in the context of the ΛCDM model.
Cosmological random fields
Although, according to the Cosmological Principle, the universe is statistically
homogeneous at large scales, this does not mean that their properties are exactly
uniform in space. We therefore need a way to describe those physical quantities,
such as density or temperature, that are continuous functions of the spatial co-
ordinates and time. However, we are not interested in the specific details of the
observed field, but in an statistical description of them. That is, we consider the
observed field as a single random realisation from an ideal ensemble of fields. Any
cosmological model we may consider will give a description of this “ensemble of
universes”, but not of the specific universe we observe.7
A difference between the cosmological case and the typical situation in which
we use statistical ensembles is that we only have one universe to observe. As
all statistics of the random fields (e.g. variance) are defined as averages over
the ensemble, this would mean that we can not measure them from our single
realisation. The way to circumvent this issue is to assume that averaging over
widely separated parts of space in a single realisation is equivalent to averaging
over the ensemble. Random fields which fulfil this condition are called “ergodic”.
We assume always that our cosmological fields are ergodic, and therefore we refer
without distinction to both kinds of averages.
Here, we are interested in describing the density field ρ(x, t). It is convenient
to use the dimensionless density perturbation field δ(x, t) defined as
δ(x, t) =
ρ(x, t)− ρ¯(t)
ρ¯(t)
, (1.6)
where ¯ρ(t) is the mean density. The first moment of the field δ(x) is given by the
mean, which in this case is zero by the definition above,
〈δ(x)〉 = 0 .
The second moment is given by the two-point correlation function
ξ(x1,x2) = 〈δ(x1)δ(x2)〉 .
7Note that this is not in contradiction with having a causal cosmological model. In principle,
we could calculate the details of any specific model if we knew completely the initial conditions.
However, this does not happen in this case, as we only have a statistical description of them.
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As we assume that the density field is homogeneous and isotropic, the correlation
function ξ(r) = ξ(x1,x2) in this case depends only on the distance between the
points, r ≡ |x2 − x1|. Higher-order moments can be defined in an analogous way,
but we will not study them here.
For many applications it is useful to work in Fourier space. We can decompose
the field δ(x) in its Fourier components δk as
δ(x) =
∫
d3k
(2pi)3
δke
ik·x .
The analogue to the correlation function in Fourier space is the power spectrum
P (k) defined by
〈δk1δk2〉 = (2pi)3δD(k1 + k2)P (k1) , (1.7)
where δD(·) is Dirac’s delta function. As the field is isotropic, the power spectrum
P (k) = P (k) only depends on the norm k ≡ |k|.
The power spectrum and correlation function also form a Fourier pair in 3D
which, assuming homogeneity and isotropy, is defined as
ξ(r) = 4pi
∫ ∞
0
P (k)
sin(kr)
kr
k2dk
(2pi)3
.
Therefore, ξ(r) and P (k) contain the same information about the density field
δ(x). However, the fact that Fourier modes are statistically independent (equa-
tion 1.7) makes the study of the field in Fourier space much easier a priori.
A special case of random fields are Gaussian fields. In this case, the probability
distribution function for the field at N points in space is given by a multivariate
Gaussian distribution. This means that the statistical properties of the field are
fully described by the second-order moments ξ(r) or P (k). This is an important
case in cosmology, as it is assumed to be a very good approximation of the initial
density perturbations, and also of the present-day perturbations at very large
scales, where |δ|  1. In the general case, however, second-order moments are
not enough to describe completely the field, and higher-order moments are needed.
Dynamics of structure formation
As explained above, despite the fact that the universe is statistically homogeneous,
we observe a large variety of structures in it at very different scales. In the
standard cosmological paradigm, the large-scale structure we see today has grown
by the effect of gravity from initial density fluctuations, due to the instability of the
Friedmann models. In this picture, we start with a Gaussian field of perturbations
with very small amplitude (|δ|  1), and with a power spectrum which is close to
scale-invariant, Pi(k) ∝ kn, with n ' 1. These initial perturbations are adiabatic,
meaning that they affect in the same way all the species. These tiny fluctuations
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grow gravitationally, and are responsible both for the inhomogeneities (of order
∼ 10−5) in the CMB at z ∼ 1100, and for the different structures we observe in
the present-day universe.
We briefly show here how this gravitational growth works in the linear approxi-
mation, for a full review of the perturbation theory in this context, see Bernardeau
et al. (2002). It is valid when the perturbations are small (δ  1). The approxi-
mation is valid, therefore, at early times or, nowadays, at very large scales. If we
study scales which are much smaller than the radius of curvature of the universe,
we do not need to use a general relativistic approach, and we can use a Newtonian
approach.
The evolution of the matter distribution is then described by the usual equa-
tions for fluid motion,
∂δ
∂t
+
1
a
∇ · (1 + δ) u = 0
∂u
∂t
+Hu +
1
a
[(u · ∇) u +∇φ] = 0
∇2φ = 4piGρ¯a2δ .
Here, φ is the gravitational potential, and u is the peculiar velocity field. The pe-
culiar velocity of a particle is its total velocity minus that due to the Hubble flow.
The first of these equations is the continuity equation, related to conservation of
energy. The second is Euler’s equation of motion of the fluid, and the last one is
Poisson’s equation. Here, we have neglected the effect of pressure, therefore we
describe the evolution of the perturbations for the case of non-relativistic matter
alone.
In the linear approximation, these equations can be combined, keeping only
the first term in perturbation theory, to give
δ¨ + 2Hδ˙ − 4piGρ¯δ = 0 .
This equation does not depend explicitly on the spatial coordinates, hence the
evolution of the perturbations is local. This is a second order differential equation
in δ, so it has two partial solutions, D+(t) (the “growing mode”) and D−(t) (the
“decaying mode”), which can be combined to give the general solution
δ(x, t) = A(x)D+(t) +B(x)D−(t) ,
where A(x) and B(x) are initial conditions. D−(t) is negligible when we study
evolution over large periods of time, so we are left with δ(t) ∝ D+(t). The actual
calculation of D+(t) involves a numerical integration over the expansion factor a,
but a good approximation is given by (Carroll et al., 1992)
D+(z) ' 5
2(1 + z)
Ωm(z)
Ωm(z)4/7 − ΩΛ(z) +
(
1− Ωm(z)2
) (
1 + ΩΛ70
) .
15
1.1. The standard cosmological model
We have therefore a description of the initial perturbations, and of the basic
process which drives their evolution. This means that we can make a prediction
for the present-day linear theory matter power spectrum
Plin(k, z) = D
2
+(z)T
2(k, z)Pi(k) = AD
2
+(z)T
2(k, z)kn ,
where A is a constant that sets the global normalisation of the spectrum, and
T (k, z) is the “transfer function”. Instead of A, the usual parameter used to
characterise the normalisation of the spectrum is the rms fluctuations of mass in
a sphere of radius R = 8h−1 Mpc, σ8, defined as
σ28 = 4pi
∫ ∞
0
W˜ 2TH(k,R = 8h
−1 Mpc)Plin(k)
k2dk
(2pi)3
,
where W˜TH(k,R) is the Fourier transform of a spherical top-hat filter of radius
R. The accepted value for this parameter from observations is σ8 ∼ 0.8.
The transfer function describes all the physical effects that we have not in-
cluded in this simple model, mainly due to the relativistic species present. By
definition, T (k) = 1 for modes k that evolve exactly as described above. The main
effect comes from the fact that, during the radiation dominated era, the pressure
of photons stops the gravitational growth described above. However, this only
happens for perturbation on scales smaller than the horizon at that time, while
larger scale modes do grow as described above. The overall result is that Plin(k)
shows a wide bump, with the location of the maximum roughly indicating the
scale of the horizon at the time of radiation–matter equality.
Other, less prominent, features in T (k) come from the effect of baryons. One of
such features are baryon acoustic oscillations (BAO). These are a series of damping
oscillations that appear in Plin(k) due to acoustic waves that travelled in the
baryon–photon plasma prior to recombination. They also imprint a characteristic
scale in the matter power spectrum, which corresponds to the sound horizon at
recombination, and which can be used to study the geometry of the universe. We
describe this feature in more detail in Section 5.1.
A precise calculation of the transfer function T (k) requires solving numerically
the Boltzmann equations for the different species. Several codes are available for
this purpose, being the most used Cmbfast (Seljak and Zaldarriaga, 1996) and
Camb (Lewis et al., 2000). There also exist several approximate fitting functions
to T (k) which are accurate enough for many applications (Bond and Efstathiou,
1984; Holtzman, 1989; Eisenstein and Hu, 1998, 1999). In Fig. 1.6, we plot the
T (k) and P (k) obtained using Camb for standard values of the cosmological
parameters, showing the different features described above.
This linear model breaks down at small scales (large values of k) when the
density fluctuations grow larger and can not be treated as small perturbations
anymore. Several methods exist to study the non-linear evolution in this case
16
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Figure 1.6: Transfer function T (k) (top) and linear-theory matter power
spectrum Plin(k) (bottom) at z = 0 obtained using the Camb software. They
are calculated for the values of the parameters in Komatsu et al. (2011).
The dashed green line corresponds to the non-linear power spectrum, using
the Halofit approximation. We can see the behaviour at different scales
described in the text. (1): The largest scales (small k) did not have time to
enter the horizon during the radiation domination era. They are therefore not
affected by pressure effects, so T (k) ' 1, and the power spectrum corresponds
to the initial one (apart from the normalisation), P (k) ∝ kn ' k. (2): At
the scales corresponding to the horizon scale at matter–radiation equality we
see a change in this behaviour, as T (k) < 1, and there is a wide bump in
P (k) at roughly that scale. (3): At smaller scales, we see one of the effects
of baryons: a series of oscillations (BAO) in both T (k) and P (k).
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Figure 1.7: Matter power spectrum estimated through different cosmo-
logical observables. Figure from Tegmark et al. (2004). See that reference
for details about the different data used, and the way in which they were
converted into a measure of P (k).
(see e.g. Hamilton et al., 1991; Crocce and Scoccimarro, 2006). One of the most
successful of such methods is based on the halo model (Seljak, 2000; Peacock
and Smith, 2000; Cooray and Sheth, 2002). In this model, the matter density
distribution is decomposed into a population of massive virialised dark matter
haloes. The study of the properties of these haloes can be related to the non-
linear matter power spectrum. This approach was used by Smith et al. (2003) to
produce the Halofit approximation. Halofit is a fitting formula, calibrated
with N -body simulations, to obtain accurate “non-linear corrections” to the power
spectrum P (k). The resulting non-linear power spectrum is also shown in Fig. 1.6
by the dashed line.
The density field have been studied using several, complementary, cosmolog-
ical observables. An illustration is given in Fig. 1.7, reproduced from Tegmark
et al. (2004). The figure shows the measurements from different observations
transformed into constraints on the matter power spectrum. At the largest scales
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(low k) we get the best constraints from the CMB anisotropies. At the smallest
scales, we have good constraints from the study of absorption lines in the spectra
of quasars (the Ly-α forest), and from the study of the shear in galaxies’ shapes
produced by weak gravitational lensing.
In this thesis, we focus on the study of the matter density field through the
spatial distribution of galaxies. This is, at least conceptually, the most direct
method, as we are studying the distribution of the part of the matter we can
directly observe (luminous galaxies). However, there are many caveats in this
simple approach, and we briefly review them below in Section 1.2. The range of
scales that can be studied through galaxy clustering varies greatly depending on
the characteristics of the survey used (specially its volume and sampling density).
1.2 Statistical analysis of galaxy clustering
When performing observations in practice through extra-galactic surveys, we do
not study directly the matter density field, but we can obtain information only
from the distribution of the observed positions of galaxies. In this case, when try-
ing to obtain cosmological information we must address two important issues. On
one side, we need a model to describe the relation between the galaxy distribution
and the matter density field or, in other words, understand how well “galaxies
trace mass”. On the other side, the galaxy distribution can be considered as a
realisation of a random point process (or field), and we should use the statistical
machinery associated to this kind of processes, instead of the continuous random
field we used to describe the matter distribution.
For a complete review of spatial statistics, see Stoyan et al. (1995); Illian
et al. (2008), and for their applications in cosmology, Mart´ınez and Saar (2002).
The random point process consists on a random sequence of N discrete points,
Φ = {xi}Ni=1, corresponding to the observed positions of galaxies, inside a finite
region of space, or “window”, W ⊂ <3. The window W is typically defined by
the characteristics –depth, sky area covered– of the survey. As usual, we consider
that the point process in this case is homogeneous and isotropic.
The two-point correlation function ξ(x1,x2) for a point process can be defined
as follows. Let us consider two infinitesimally small spheres of volumes dV1 and
dV2 centred at x1 and x2, respectively. Then, the probability that in each of those
spheres lies a point belonging to the point process is
dP12 = λ2(x1,x2)dV1dV2 = λ
2 [1 + ξ(x1,x2)] dV1dV2
where λ2(x1,x2) is the ‘second order intensity function’ of the process, and λ
is its number density. For a homogeneous and isotropic process, the correlation
function depends only on the distance between the two points, r ≡ |x2 − x1|.
In this way, the correlation function ξ(x1,x2) can be understood as a measure
of clustering in excess (ξ > 0) or in defect (ξ < 0) with respect to a homogeneous
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Poisson process. This is a process for which the number of points in any region
A with volume V (A) follows a Poisson distribution with mean λ · V (A), and the
number of points in any two non-overlapping regions of space are independent.
This means that the points of the process are uniformly distributed inside the
window W , independently from each other. Poisson samples are used for the
estimation of the correlation function, as explained below.8
Several point process models have been used to attempt to explain the ob-
served distribution of galaxies, starting with the model of Neyman and Scott
(1952), based on the random superposition of galaxy groups. After the first mea-
surements of the galaxy correlation function (Totsuji and Kihara, 1969; Peebles,
1974) showed its power-law behaviour, several models based on the use of fractals
appeared (e.g. Mandelbrot, 1975; Soneira and Peebles, 1978). Although the use
of fractal models at certain scales can provide useful methods for the analysis, it
has been shown that these models can not be extrapolated to large scales (see
e.g. Mart´ınez, 1999). However, the power-law model is still a good and widely
used approximation for the behaviour of the galaxy correlation function for lim-
ited ranges of scales (Tucker et al., 1997; Jing et al., 1998; Zehavi et al., 2002;
Hawkins et al., 2003; Zehavi et al., 2005a; Coil et al., 2006). Other statistical
models have been used, for examples those based on the use of Voronoi tessella-
tions (Icke and van de Weygaert, 1987; van de Weygaert and Icke, 1989), or on
a thermodynamical description of clustering (Saslaw and Sheth, 1993; Sheth and
Saslaw, 1996). For a review of these models, see Jones et al. (2005); Mart´ınez and
Saar (2002).
In the ΛCDM paradigm, the galaxy distribution is related to the total matter
distribution using a Cox process model. In this model, the expected galaxy density
ρg(x) at each point is described as a realisation of a continuous random field.
Then, the galaxy point process is a inhomogeneous Poisson process which follows
this density field. This means that the number of galaxies inside an infinitesimal
region at x with volume dV is random variable distributed according to a Poisson
distribution function with mean ρg(x) · dV . Therefore, this model is doubly
stochastic. On the one side because of the random nature of the galaxy density
field, and on the other side because of the Poisson sampling of this field.
The galaxy density field ρg is obviously related to the total matter density
field ρ described in Section 1.1.2. In fact, the relation between these two fields
encodes important information about galaxy formation and evolution. A simple,
widely used, approximation is to assume a global linear relation between these
8The homogeneous Poisson process is often confused with the binomial random field. The
difference lies on the fact that, for a binomial field the total number of points N inside the
window W is fixed, while for the Poisson process it is itself a random variable (following a
Poisson distribution). In most practical applications, where N is large, this small difference has
no influence. In cosmology, usually the name “Poisson sample” is used to name both concepts
interchangeably.
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fields through the bias parameter b, defined as
δg(x) = bδ(x) , (1.8)
where δ(x) is the perturbation field defined in equation (1.6), and δg(x) is defined
analogously with respect to the ρg field. In the “un-biased” case b = 1, we
say that galaxies trace mass, and in this case the expected value of the galaxy
correlation function ξg(r) coincides with that of the matter density field ξm(r).
In the general case b 6= 1, we get ξg(r) = b2ξm(r), and similar relations for higher-
order correlations. More general bias models exist in which the bias parameter
depends on position or scale (see e.g. Fry and Gaztanaga, 1993; Mo et al., 1997;
Matsubara, 1999).
The presence of this bias parameter can be understood in a natural way if we
assume that galaxies form at the peaks, or local maxima, of the matter density
field. In this case, the bias for the peaks can be calculated analytically, at least if
we assume a Gaussian random field (Kaiser, 1984; Bardeen et al., 1986). In the
context of the halo model introduced above (see Section 1.1.2), the bias parameter
for dark matter haloes can be modelled, and depends on the properties of the halo
such as its mass (see, e.g., Mo and White, 1996, 2002). Studying the clustering
of a certain type of galaxies gives therefore information on the characteristics
of the haloes that host them. A refinement of this model is the study of the
Halo Occupation Distribution (HOD). In this framework, one not only studies
the clustering of haloes, but also the spatial distribution of galaxies inside them
(Scoccimarro et al., 2001; Berlind and Weinberg, 2002; Kravtsov et al., 2004).
As the bias parameter encodes information about the galaxy formation and
evolution process, it is logical to expect that it will be different for different
galaxy populations. In other words, the clustering properties of galaxies should
depend on some of their intrinsic properties, such as their mass, and should evolve
with time. This coincides with the observations. This phenomenon, known as
galaxy segregation, can be observed when studying the dependence of clustering
on different observables. In general, luminous, red, elliptical galaxies are more
strongly clustered than faint, blue, spiral ones. We study the issue of galaxy
segregation, its evolution, and appropriate methods to analyse it in Chapters 3
and 4 of this thesis.
In this thesis, specifically in Chapter 3, we use the simple linear bias model
defined in equation (1.8). This is a valid approximation for our purposes, given
that we do not attempt a detailed modelling of our data, and we restrict our
analysis to a limited range of scales. However, when a detailed model for the
correlation function is needed, possible deviations from this simple bias model
should be taken into account. A possible problem is, for example, that a scale-
dependent bias could be masking variations in the model due to changes in the
cosmological parameters.
We focus in this Section in the estimation methods and properties of the two-
point correlation function ξ(r), which is the tool on which we base the work done
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in Chapters 2, 3, and 5. In Chapter 4 we will explain in more detail some methods
based on mark statistics which, although closely related to ξ(r), are tailored for
the study of galaxy segregation. Finally, in Chapter 6 we will introduce a different
method for the analysis of the galaxy distribution, based on the use of wavelets.
1.2.1 Estimation of the correlation function
One of the ways to analyse the clustering properties of a given galaxy sample is
to estimate the value of the correlation function. We describe here the methods
used to make this estimation based on a sample obtained from a galaxy redshift
survey. In this case, once the galaxy sample to study is properly defined, we start
from a catalogue containing the three-dimensional position of each galaxy inside
the survey window. There are several issues associated to the fact that the galaxy
positions are calculated from their redshifts, and to the selection effects inherent
to any survey, which we discuss later.
First, we assume that the positions of the ND galaxies in the sample are known
exactly. All methods for the estimation of ξ(r) are based on some type of average
on the counts of neighbours at different scales. The main problem appears from
the fact that, close to the boundaries of the window considered, these counts are
under-estimated.
There are different approaches to correct for this border effect. Most of the
methods used in cosmology are based on comparing the neighbour counts in the
data sample to the neighbour counts for an auxiliary sample generated as a homo-
geneous Poisson process in the same survey window. These methods then estimate
ξ(r) by a combination of the quantities DD(r), RR(r) and DR(r). These are the
number of pairs at a given scale r between points in the data sample (DD), be-
tween points in the auxiliary Poisson sample (RR), and for crossed pairs between
points in both samples (DR). Different such estimators were proposed by Peebles
and Hauser (1974); Davis and Peebles (1983); Hamilton (1993); Landy and Szalay
(1993), and are given by
ξˆPH(r) =
(
NR
ND
)2
DD(r)
RR(r) − 1
ξˆDP (r) =
NR
ND
DD(r)
DR(r) − 1
ξˆHAM (r) =
DD(r)·RR(r)
[DR(r)]2
− 1
ξˆLS(r) = 1 +
(
NR
ND
)2
DD(r)
RR(r) − 2NRND
DR(r)
RR(r) ,
where NR is the number of points in the auxiliary Poisson sample. The calculation
of the pair counts (and hence of ξˆ) can be done either in discrete bins in r, or
continuously in r by the use of a finite kernel. The differences between both
approaches are minimal when the bin or kernel widths are similar.
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Several works compared the performance, in terms of bias and variance, of
these estimators in a cosmological context (Pons-Border´ıa et al., 1999; Kerscher,
1999; Labatie et al., 2011). The general conclusion is that, as first noted by
Hamilton (1993), the bias is lower for ξˆHAM (r) and ξˆLS(r), specially at large
scales, and they are therefore the usual estimators of choice. Through this thesis
(Chapters 2, 3, and 5) we use the estimator of Landy and Szalay (1993) for the
estimation of ξ(r).
An alternative is to explicitly calculate the correction factors needed to avoid
the border effects. Examples of this approach are the estimators proposed by
Rivolo (1986) and Stoyan and Stoyan (1994), although they are rarely used in
cosmology. In Chapter 4 we derive the estimators for other two-point statistics
from the estimator of Stoyan and Stoyan (1994), and we explain there its prop-
erties in more detail.
When dealing with data from a real survey, however, the situation is not
so straightforward, due to the different selection effects. On the one side, the
angular selection function can be complicated due to the design of the survey,
and to different observational issues. This not only defines the window covered
by the survey, but could also imply a variable completeness for different sky
regions. On the other side, the selection function can change greatly with distance,
depending on the way in which the galaxy sample is selected. The latter issue
can be addressed by making an appropriate selection in absolute magnitude and
redshift to produce a “volume limited” sample, although this usually implies losing
a large amount of valid data. The way to address all these selection effects is to
introduce them into the calculation through the auxiliary Poisson catalogue. This
means that the auxiliary catalogue used is a inhomogeneous Poisson catalogue,
generated using a density field in the window which follows the selection function
of the sample. Therefore, the precise modelling of this selection function is crucial,
as any inaccuracy in it could introduce a bias in the estimation of ξ(r).
1.2.2 Real and redshift space
In order to estimate ξ(r), we need to know the three-dimensional position of
each object in the sample. However, in cosmology a problem appears because
this position is determined in a different way for different directions in space. In
the direction perpendicular to the line of sight, the position is obtained from the
angular position of the object, which is not an issue.
However, in the line-of-sight direction, the position is obtained from the red-
shift z of the object. In the case of spectroscopic surveys, the redshift is measured
with great accuracy (typically, σ(z) ∼ 10−4). The problem arises because the
measured redshift is a combination of two effects: the cosmological redshift due
to the Hubble flow, which in principle is directly linked to the position, and any
additional peculiar velocity of the object. This has a direct effect on the measured
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Figure 1.8: Two-dimensional correlation function for the 2dFGRS survey,
expressed as a function of the line of sight (r‖) and transverse (r⊥) separa-
tions, showing the effects of redshift space distortions. The cigar-like shape
at r⊥ ' 0 is due to random peculiar velocities in virialised groups, while the
oval-like shape at larger transverse separations is the signature of coherent
infall. Figure from Peacock et al. (2001).
correlation function in “redshift space”.
At small scales, the apparent correlations along the line of sight are partially
erased, due to the random peculiar velocities of objects in virialised groups or
clusters. However, at large scales, the effect is the opposite, as the peculiar
velocities of objects that are falling towards collapsing structures are coherent.
Overall, these distortions imply that the redshift-space galaxy distribution is
no longer isotropic. It is useful, therefore, to consider the two-dimensional cor-
relation function ξ(r‖, r⊥), where we separated the dependence on scale into the
line of sight separation r‖, and the transverse separation r⊥ 9. Fig. 1.8 shows
the two-dimensional correlation function for the Two-degree Field Galaxy Red-
shift Survey (2dFGRS) obtained by Peacock et al. (2001). These redshift space
distortions on the correlation function can be modelled (Kaiser, 1987; Hamilton,
1998), and used to constrain the cosmological parameters, and in particular Ωm
(Peacock et al., 2001; Hawkins et al., 2003; Cabre´ and Gaztan˜aga, 2009). The
9In the literature, the symbol pi is typically used for r‖, and σ or rp for r⊥. We chose this
notation in this thesis to avoid possible confusion with other symbols used through the text.
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real space correlations can still be studied, when one is not interested on these
distortions, by projecting the correlation function into the transverse direction
(Davis and Peebles, 1983).
In the case of traditional photometric surveys, the error in the determination
of redshifts is much larger, so most information on radial correlations is lost.
However, when the number of filters used is large, this uncertainty can be reduced
to σ(z) ∼ 0.01(1 + z). Chapter 2 of this thesis is devoted to the study of real
space correlations in this case using the projected correlation function method,
which we describe in detail in Section 2.1. In Chapter 3 we exploit this method
for the analysis of data from the ALHAMBRA Survey.
1.3 Galaxy redshift surveys
Galaxy surveys are one of the main tools of observational cosmology. The basic
idea is to collect observational information about all galaxies (following certain
selection criteria) in a given region of the sky. The main selection criterion is
usually the apparent magnitude in a given band, but there can be more compli-
cated criteria in some cases. The aim of this approach is to study statistically the
properties of the different galaxy populations, and their distribution in space. In
this way, we obtain information on the galaxy formation and evolution processes,
and also on the properties of the cosmological density field, as described above.
Early galaxy surveys, such as those of the Lick (Shane and Wirtanen, 1967)
and Palomar (Abell, 1958; Zwicky et al., 1961) observatories, gave basically the
angular position and flux for each galaxy, so that only two-dimensional informa-
tion on the positions was obtained. In the early 1980’s, however, the first surveys
in which spectroscopy was used to systematically measure galaxy redshifts ap-
peared. The use of spectroscopy not only provides accurate three-dimensional
positions through the measurement of the redshift, but also accurate information
about several properties of each galaxy. The first of these surveys were those
produced at the Center for Astrophysics (CfA, Huchra et al., 1983; de Lapparent
et al., 1986), and several followed in the next years, such as the Southern Sky
Redshift Survey (SSRS, da Costa et al., 1991), the Las Campanas Redshift Sur-
vey (LCRS, Shectman et al., 1996), or the Point Source Catalogue survey (PSCz
Saunders et al., 2000), see Jones et al. (2005) for a review.
Currently, the largest completed redshift surveys are the 2dFGRS (Colless
et al., 2001), and the Sloan Digital Sky Survey (SDSS, York et al., 2000), which
both cover a large fraction of the sky to a moderate depth. Fig. 1.9 shows two slices
drawn from both the 2dFGRS and SDSS, compared to a slice from the CfA-II
survey. Other kind of surveys, sometimes known as “pencil-beam” surveys, cover
a much smaller area, but are much deeper. In this way, they are able to cover a
large range in redshift, allowing for detailed studies of cosmic evolution. Recent
examples of the latter kind of surveys are the Deep Extragalactic Evolutionary
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Figure 1.9: Slices drawn from three different galaxy redshift surveys: the
CfA2, 2dFGRS, and SDSS. The figure gives an idea of the different depths
of the surveys. The overall characteristics of the galaxy distribution, forming
a Cosmic web, can be appreciated, as well as the effects of redshift space
distortions. Figure from Jones et al. (2005).
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Probe (DEEP2, Davis et al., 2003), and the VIMOS VLT Deep Survey (VVDS,
Le Fe`vre et al., 2005).
In this thesis, we use publicly available data from both the 2dFGRS and the
SDSS (in Chapters 4, 5, and 6). The 2dFGRS survey10 was carried out in the
period 1996 – 2003 using the 2dF multifiber spectrograph on the 3.9-meter Anglo-
Australian Telescope. It covered a total of ∼ 1500 deg2 distributed in two strips,
one in the Southern Galactic Hemisphere (covering ∼ 75◦ × 15◦), and one in the
Northern one (covering ∼ 75◦×7.5◦). There are 100 additional fields (with a 2◦ di-
ameter) scattered randomly around the southern strip. The region of sky observed
by 2dFGRS is shown in Fig. 1.10a. Reliable redshifts were obtained for 221, 414
galaxies in total. Galaxies were selected for spectroscopy from an extended ver-
sion of the Automatic Plate Measuring (APM) machine survey (Maddox et al.,
1990), by an apparent magnitude cut in the bJ band, bJ ≤ 19.45. The median
redshift of the survey is zm = 0.11, and contains galaxies with redshifts up to
z ∼ 0.3. The final data for the survey was released publicly (Colless et al., 2003),
together with the masks describing the angular selection function of the survey,
needed for clustering studies. This selection function takes into account several
factors, such as bright stars or defects in the APM imaging, varying magnitude
limits, or redshift completeness in the spectroscopic observations.
The SDSS11 was started in 2000, and uses a dedicated 2.5-meter telescope at
Apache Point Observatory (APO), equipped with a purpose-built imaging camera
and two spectrographs. The SDSS project consists on several complementary
surveys. We focus here on the survey following the original design, later known
as ‘Legacy’. This survey was completed in 2008, and the final data were made
public in Data Release 7 (DR7, Abazajian et al., 2009). The full survey consists
on a 5-band optical photometric survey, and a spectroscopic survey which uses
the former for selecting the target galaxies. The area covered by the spectroscopy
survey totals ∼ 8000 deg2, most of it corresponding to a large continuous region
in the Northern Galactic Hemisphere (∼ 7300 deg2), and the rest distributed in
three strips in the South, as shown in Fig. 1.10b.
The survey consists of two different galaxy samples. The ‘Main’ galaxy sample
is basically a magnitude limited sample, selected through a cut in the r magnitude,
r ≤ 17.77 (Strauss et al., 2002). The redshift coverage of this sample is similar
to that of 2dFGRS, with a median redshift of zm ' 0.1, and it contains reliable
spectra for ∼ 560, 000 galaxies. A second sample targets Luminous Red Galaxies
(LRG), selected through a set of colour and magnitude cuts (Eisenstein et al.,
2001). This results in a sample which is approximately volume limited up to
z ' 0.37, and extends further to z ∼ 0.5. This sample contains spectra for
∼ 200, 000 galaxies (including those at low redshift also included in the ‘Main’
sample), and it is well suited for correlation studies at very large scales, due to the
10http://www.mso.anu.edu.au/2dFGRS/
11http://www.sdss.org/
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(a) 2dFGRS
(b) SDSS
Figure 1.10: Sky coverage for the two wide area surveys described in the
text, in equatorial coordinates. (a) The fields for spectroscopy covered by
the 2dFGRS are shown as black circles. This includes two wide strips, and
additional fields distributed randomly in the South. Figure from Colless et al.
(2003). (b) The area of the sky covered by spectroscopy in the DR7 of SDSS.
The area covered by the Legacy survey corresponds to the contiguous area in
the North, plus the three long strips in the South (shown by black and grey
dots). Figure from Abazajian et al. (2009).
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large volume covered (more than 1h−3 Gpc3), and to the large bias characterising
the LRG. The New York University Value Added Galaxy Catalogue (NYU-VAGC
Blanton et al., 2005) provides as one of its products the detailed description of the
angular selection function of SDSS. The SDSS-III project is implementing several
additional surveys (Eisenstein et al., 2011), extending the SDSS original project,
after some technical upgrades of the camera and spectrograph.
All these redshift surveys are based on the selection of objects via previ-
ous imaging observations, and targeting them for spectroscopy. An alternative
method is the direct use of photometric redshifts, or “photo-z” (Baum, 1962; Koo,
1985), when photometry is available in several bands. There are several methods
for photo-z determination (Ferna´ndez-Soto et al., 1999; Ben´ıtez, 2000; Bolzonella
et al., 2000; Collister and Lahav, 2004), but the most widely used method is based
on fitting the observed magnitudes and colours of each object to a set of template
spectra (with varying redshift). In this approach, it is obvious that the spectral
characterisation of each object, and hence its redshift, is much less accurate than
when we use spectroscopy. However, the observational cost (in terms, e.g., of
observation time needed per object) is much lower in this case. This allows this
kind of surveys to cover larger areas, to improve the sampling completeness, or
to increase the depth and/or number density of the survey. This results in an
increase of the total number of objects available for the analysis, or in exploring
larger parameter spaces (in terms of luminosity or redshift). Recent examples of
wide area photometric redshift surveys are the five band survey which is part of
SDSS, or the Canada-France-Hawaii Telescope Legacy Survey (CFHTLS, Ilbert
et al., 2006).
By increasing the number of photometric filters used, one can design a survey
with characteristics in between those of spectroscopic and traditional photometric
surveys (Hickson et al., 1994). The surveys Calar Alto Deep Imaging Survey
(CADIS, Meisenheimer et al., 1998) and Classifying Objects by Medium-Band
Observations in 17 filters (COMBO-17, Wolf et al., 2003) followed this approach,
by combining observations in a set of filters of different widths.
The ALHAMBRA survey (Moles et al., 2008) is currently ongoing, and it in-
tends to improve on this idea. It uses a set of 20 medium-band optical filters (plus
three near infrared ones), which were specifically designed to maximise the output
of the survey in terms of number of objects and photometric redshift accuracy
(Ben´ıtez et al., 2009b). The final survey will cover 4 deg2 in 8 separate fields, and
aims at obtaining a typical accuracy of ∆z ≤ 0.015(1 + z) for ∼ 3 × 105 objects
at a median redshift of zm = 0.74. Fig. 1.11 compares its characteristics (area,
depth, number of objects and volume covered) to different completed surveys, in
particular to those mentioned above.
In Chapter 2 of this thesis, we explore the possibilities of a survey with the
redshift accuracy of ALHAMBRA for studies of the large-scale structure and, in
particular, for the measurement of ξ(r). Then, in Chapter 3, we use preliminary
29
1.3. Galaxy redshift surveys
Figure 1.11: Comparison of the expected properties of the ALHAMBRA
Survey to other completed surveys. The top panel shows the limit mag-
nitude – area diagram, comparing ALHAMBRA to different spectroscopic
(stars) and photometric (circles) surveys. The bottom panel shows the vol-
ume – number of galaxies diagram, making the comparison only to a set of
spectroscopic surveys. Figure from Moles et al. (2008).
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data from ALHAMBRA to study the clustering of galaxies as function of their lu-
minosity, and its evolution. In Section 3.1 we describe in detail the characteristics
of the survey, and its current status.
1.4 Aims of this thesis
In this thesis, we study different subjects related to the analysis of the large-scale
structure of the universe based on the clustering of galaxies. We focus on the
analysis of data from recent galaxy redshift surveys. We also develop a series of
new statistical methods aimed at tackling some of the open problems in the study
of galaxy clustering.
The thesis is divided in two parts. In Part I, we focus on galaxy clustering
at small and intermediate scales. At these scales, the galaxy distribution is as
much affected by the overall large-scale matter distribution, as by the processes
governing galaxy formation and evolution, through bias. It is therefore essential
to understand how the clustering of galaxies depends on the intrinsic properties
of the galaxies in the samples considered (segregation). It is also important to
study the evolution with time of the clustering properties, trying to disentangle
the LSS evolution from the evolution of the properties of the galaxies themselves.
We focus here on the possible studies that can be done using the ALHAMBRA
survey.
First, in Chapter 2 we develop a method to recover the real-space correlation
function from photometric redshifts, focusing on the order of accuracy expected
for ALHAMBRA. We test this method using mock catalogues from the pencil-
beam halo simulation of Heina¨ma¨ki et al. (2005). We then apply this method
to preliminary data from the ALHAMBRA survey in Chapter 3. We include a
description of the characteristics of the survey there. We calculate the correlation
function for several galaxy samples at different redshifts (up to z = 1.5), and
luminosities. This allows us to study the luminosity segregation of galaxies, and
its evolution, in a period that covers ∼ 70% of the life of the universe. Finally, in
Chapter 4 we review a series of statistical methods that allow a more thorough
analysis of galaxy segregation. These methods are based on the mark statistics
formalism, widely used in other fields. Here, we illustrate them using data from
the 2dFGRS, and introduce for the first time the mark connection function for
its use in cosmology.
In Part II, we study larger scales, and in particular we focus on baryon acoustic
oscillations (BAO) in the galaxy distribution. BAO are a faint feature imprinted in
the galaxy distribution by acoustic waves travelling in the baryon-photon plasma
before recombination. As such, they provide a connection between the present-
day LSS and the physics of the early universe. More importantly, BAO provide a
standard ruler that can be used to trace with detail the expansion history of the
universe.
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BAO were detected in the galaxy distribution only recently (Eisenstein et al.,
2005; Cole et al., 2005), using the largest available galaxy surveys. In Chapter 5
we review the physics of BAO and then focus on studying the reliability of their
detection in current data. To this end, we calculate the large-scale correlation
functions for several galaxy samples drawn from both the SDSS and 2dFGRS.
Finally, in Chapter 6 we develop a new complementary method for the detection
of BAO. This method is based on the use of wavelets, and it is aimed at detecting
the structures responsible for the BAO. Moreover, thanks to the wavelet approach,
this method provides more information than the usual two-point statistics, by
keeping information about the localisation of the BAO signal in configuration
space. In that chapter we present the method, and apply it to a galaxy catalogue
from the SDSS.
Finally, Appendix A contains a list of the articles published, or submitted for
publication, which contain part of the work presented in this thesis. Appendix B
contains a summary of the contents of this thesis in Catalan.
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Part I
Clustering evolution and
galaxy segregation at small
scales
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Recovering the real-space
correlation function from
photometric redshift surveys
The Advanced Large Homogeneous Area Medium-Band Redshift Astronomical
(ALHAMBRA) Survey (Moles et al., 2008) is a deep photometric redshift survey
covering 4 deg2. It has as one of its main objectives extending large-scale structure
studies towards higher redshifts than it is possible using spectroscopic surveys.
Several such deep photometric surveys have been proposed and carried out in
recent years. They observe a region of the sky through a number of filters, and
use the photometry obtained to determine the redshifts, z, and spectral energy
distributions (SEDs) of galaxies. Using photometry instead of spectra allows them
to get much deeper, but the uncertainty in the determination of redshifts is larger
(Baum, 1962; Koo, 1986; Connolly et al., 1995; Ferna´ndez-Soto et al., 2001; Blake
and Bridle, 2005). This uncertainty in z translates into an uncertainty in the
determination of distances to the galaxies, and hence in their three-dimensional
positions (Coe et al., 2006). This uncertainty is the main problem one has to tackle
in order to being able to study the large-scale structure with these photometric
surveys.
In this chapter, we study the way to recover the real-space correlation func-
tion from data of this kind of surveys, taking into account the presence of large
redshift errors. We study the case of deep pencil-beam photometric surveys, as
ALHAMBRA. However, most of this work should also be valid for the analysis
of data from wide photometric redshift surveys, such as the Sloan Digital Sky
Survey (SDSS, York et al., 2000), the Panoramic Survey Telescope and Rapid
Response System (PanSTARRS) survey (Kaiser et al., 2002) or the Physics of the
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Accelerating Universe (PAU) survey (Ben´ıtez et al., 2009a), as long as we take
into account the possible differences due e.g. to redshift accuracies and range of
scales studied.
Restricting ourselves to pencil-beam photometric surveys, there exist two other
projects similar to ALHAMBRA, Classifying Objects by Medium-Band Observa-
tions (COMBO-17, Wolf et al., 2003), and the Ilbert et al. (2009) catalogue of
photometric redshifts in the COSMOS field. COMBO-17 surveyed a total area
of ∼ 1 deg2 using a combination of 17 broad-band and medium-band filters. It
provided photometric redshifts for ∼ 25000 galaxies with magnitude R < 24 in
the redshift range 0.2 < z < 1.2, with a typical error of ∆z ' 0.03. Ilbert
et al. compiled their photometric redshift catalogue using 30 broad-, medium-
and narrow-band filters ranging from the ultraviolet to the mid-infrared. Their
observations covered an area of 2 deg2 in the COSMOS field. They obtained a
typical error of ∆z = 0.007(1 + z) for their ‘bright’ (i+AB < 22.5) sample, and
∆z = 0.033(1 + z) for their ‘faint’ (i+AB > 23) sample.
For comparison, the ALHAMBRA survey uses 20 medium-band equal-width
filters in the optical range, plus the standard J , H, Ks near-infrared filters. The
expectations are to obtain photometric redshifts for ∼ 3×105 galaxies with IAB ≤
24.7, and ∆z . 0.015(1 + z), at zmed = 0.74 (see Section 3.1 for details). These
numbers give us an idea of the typical redshift errors achievable with this kind of
surveys.
In this chapter, we focus on the two-point correlation function, ξ(r), which
is the basic statistic for the analysis of large-scale structure. As discussed in
Section 1.2, the use of this statistic in galaxy surveys is affected by the fact that
we measure distances to galaxies through their redshifts. This adds two sources
of uncertainty. In the first place, the measured redshift includes a contribution
from the peculiar motion of the galaxy. In the second place, any uncertainties
in the determination of redshifts affects the measured positions. The former is
important for spectroscopic surveys, where redshift errors are typically small,
while the latter dominates the uncertainties in photometric surveys. Moreover,
the effect of peculiar velocities can be modelled and used to extract additional
cosmological information from the survey.
We study how ξ(r) is affected by redshift errors, and describe a method to
recover its real-space value from photometric redshift survey data. The method
we use is based on measuring the two-dimensional correlation function, ξ(r‖, r⊥)
(where r‖ is the line-of-sight separation, and r⊥ is the transverse separation),
obtaining from it the projected correlation function, w(r⊥), and deprojecting it.
This method (outlined in Section 2.1) was first proposed by Davis and Peebles
(1983) as a way to avoid the uncertainties due to peculiar velocities in spec-
troscopic surveys, and has been used successfully in subsequent analyses (e.g.
Saunders et al., 1992; Peacock et al., 2001; Hawkins et al., 2003; Madgwick et al.,
2003b; Zehavi et al., 2004, 2005a).
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Phleps et al. (2006) studied the correlation function of galaxies in COMBO-17.
They used w(r⊥) as a measure of real-space clustering, and compared it to the
predictions of halo occupation models. However, they did not attempt to recover
ξ(r) from their data.
We tested this method using data from the light-cone simulation of Heina¨ma¨ki
et al. (2005). From the simulation, we produced three mock photometric redshift
catalogues, corresponding to different accuracies in the determination of redshifts.
We then compared the correlation function ξ(r) obtained by our method in each
case to the real-space one, computed from the original catalogue. We performed
additional tests using simulated catalogues based on point process models with
a known analytical ξ(r). The work presented in this chapter was published as
Arnalte-Mur et al. (2009).
2.1 Method for recovering ξ(r)
The methods to estimate ξ(r) described in Section 1.2 can not be used directly
when the studied catalogue comes from a photometric survey. The large errors
in redshift and hence in the line-of-sight positions produce two effects that have
to be considered. On one side, these random shifts in position erase correlations
between points (Snethlage et al., 2002), and hence the ξ(r) estimated directly
would be much lower than the real ξ(r). On the other side, as the shifts are only
in the line-of-sight direction, isotropy of the distribution is lost. Correlation is
only lost along the longitudinal direction, but it is conserved in the transverse
plane.
The method we used to recover real-space ξ(r) from the photometric redshift
catalogues is the same described in Davis and Peebles (1983) and Saunders et al.
(1992) for spectroscopic surveys. It is based in the decomposition of pair separa-
tions in parallel and perpendicular distances (r‖ and r⊥, respectively).
We define r‖ and r⊥ as shown in an schematic way in Fig. 2.1. Let s1 and
s2 be the measured positions (in ‘observed redshift space’) of two points in the
catalogue. We then define the separation vector, s ≡ s2 − s1, and the line-of-
sight vector, l ≡ s1 + s2, of the pair. From these, we now define the parallel and
perpendicular distances of the pair as
r‖ ≡ |s · l||l| , r⊥ ≡
√
s · s− r2‖ . (2.1)
Once we have defined r‖ and r⊥ for each pair of points, we can define the
two-dimensional correlation function, ξ(r⊥, r‖), in an analogous way to ξ(r) (see
Section 1.2), dropping the assumption of isotropy1, simply substituting the depen-
dence on r by a dependence on (r⊥, r‖). From ξ(r⊥, r‖), we define the projected
1We note that we only drop this assumption partially, as we still assume that the point
process is isotropic in the plane perpendicular to the line of sight.
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correlation function as
w(r⊥) ≡ 2
∫ ∞
0
ξ(r⊥, r‖)dr‖ . (2.2)
As w depends only on r⊥, and the angle between any pair of points is small, it
will not be affected significantly by redshift errors, as these will mainly produce
shifts in r‖.
OBSERVER
GALAXY 1
GALAXY 2
s1
s2
s
l
r⊥
r||
Figure 2.1: Diagram showing
the separation of distances into
the radial (r‖) and transverse
(r⊥) directions, with the defini-
tion of the quantities entering
equation (2.1).
Assuming that the real-space distribution
is isotropic, we can relate w to the real-space
correlation function, ξr, as
w(r⊥) = 2
∫ ∞
r⊥
ξr(r)
rdr
(r2 − r2⊥)1/2
. (2.3)
This relation can be inverted, obtaining ξr in
terms of w as the Abel integral:
ξr(r) = − 1
pi
∫ ∞
r
dw(r⊥)
dr⊥
dr⊥
(r2⊥ − r2)1/2
. (2.4)
Therefore, the method proposed to com-
pute ξ(r) from photometric survey data con-
sists of the following steps. We first obtain
ξ(r⊥, r‖) from one of the estimation methods
described in Section 1.2. The projected cor-
relation function, w(r⊥), is then obtained by
integration of equation (2.2). Finally, the real-
space correlation function, ξ(r), is calculated
from equation (2.4).
Some problems arise in the numerical in-
tegration of equations (2.2) and (2.4). Both
integrals extend formally to +∞. However,
when computing them numerically, we have
to set finite upper limits, r‖,max and r⊥,max.
When integrating equation (2.4), the upper
limit r⊥,max is fixed, for pencil-beam surveys,
by the maximum transverse separation allowed
by the geometry of the survey. The value
r‖,max used in the integration of equation (2.2)
is, however, more problematic. The value used
should be large enough to include almost all
the correlated pairs. However, if it is too large,
this will introduce extra noise in the calculation. Typical values used in spectro-
scopic surveys are in the range 40− 80h−1 Mpc (Hawkins et al., 2003; Madgwick
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et al., 2003b; Zehavi et al., 2004, 2005a), which is enough to take into account
the effect of peculiar velocities. In the case of photometric surveys, however, we
will need to integrate to larger values of r‖, and moreover the value of r‖,max will
depend on the typical redshift error, ∆z, of the catalogue. We will show below
the tests we performed to obtain the optimal value in this case.
Redshift errors will influence the result in two ways. First, these errors change
the apparent line-of-sight direction l/|l| (see equation (2.1)), and through that,
the apparent line-of-sight distance r‖, and, most important, the perpendicular
distance r⊥. These errors grow with the redshift error and with the angular
separation of the galaxy pair. Given the typical angles in ‘pencil-beam’ surveys,
this source of error is negligible in our case.
Another, and much stronger source of errors is the assumption that the ap-
parent distance in redshift space is the real distance between two galaxies – this
assumption is necessary to obtain our basic integral relation (2.3). In the case of
photometric errors, this assumption is hardly justified, but we will see that the
inverted correlation functions are close to the real one, anyway. The errors caused
by this assumption grow with the redshift errors.
2.2 Mock photometric catalogues
2.2.1 The dark matter halo simulation
We constructed a set of mock photometric catalogues based on the cosmological
simulation of Heina¨ma¨ki et al. (2005). This is a light-cone simulation, reproducing
the geometry of a pencil-beam type survey, instead of a snapshot of the Universe
at a given redshift. The output of the simulation is a catalogue containing dark
matter haloes in the simulation, as they did not simulate the formation of galaxies
in these haloes.
The method used to simulate the light-cone is as follows. They start from the
simulation of a cube of comoving size 200h−1 Mpc. Then, they choose the position
and orientation of the light-cone with respect to this cube and its periodic replicas.
Then, for each redshift snapshot, they compute which simulation particles are
inside the light-cone. The orientation of the cone is chosen in such a way as to
avoid possible spurious periodicities in the final catalogue due to the use of several
copies of the same cube.
The code used to generate the simulation is the Multi Level Adaptive Particle
Mesh (Knebe et al., 2001). The simulated cube contains 2563 dark matter particles
in a 2563-point grid, and evolves from the initial conditions set at z = 30. They
used the standard ΛCDM parameters (ΩDM = 0.226, Ωb = 0.044, ΩΛ = 0.73,
σ8 = 0.84). The mass of each particle in the simulation is 3.57 × 1010 h−1 M.
This means that a typical galaxy corresponds to a halo composed by a few simu-
lation particles.
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z = 2 z = 3
Figure 2.2: The halo catalogue from Heina¨ma¨ki et al. (2005) used in this
chapter. This covers the redshift range from z = 2 (left) to z = 3 (right).
For clarity, the catalogue is diluted randomly so that only 20 per cent of the
points are shown.
The simulated light cone covers an area of 2◦ × 0.◦5 in the sky, and reaches a
maximum redshift of z = 6. The haloes in the output catalogue are selected using
a friends-of-friends algorithm. This algorithm collects together groups of particles
with spacing smaller than a given linking length, `. This length depends mildly
on redshift, but is always ` ' 0.2h−1 Mpc. Finally, in order not to include in the
catalogue random associations of particles which do not belong to gravitationally
bound haloes, a virial equilibrium condition is applied. This means that they
only include in the halo catalogue the selected groups for which Ek/|Ep| < 0.5
(where Ek is the kinetic energy, and Ep the potential energy of the group). The
output catalogue contains all the haloes after this selection containing a number
of particles n ≥ 2, corresponding to a halo mass M ≥ 7.14× 1010 h−1 M.
As we are not interested in this chapter in the evolution of the correlation
function with redshift, we restricted our analysis to the redshift bin z ∈ [2, 3].
The volume considered, in co-moving coordinates, is 864h−1 Mpc long in the line-
of-sight direction, while its transverse section varies between 130× 32h−1 Mpc in
its close end to 160 × 40h−1 Mpc in its far end. The total volume is 4.56 ×
106 h−3 Mpc3, and the number of haloes in the catalogue for this region is ∼
180000. We show the resulting catalogue in Fig. 2.2
We chose the interval at such a high redshift in order to be able to study a
relatively large range of scales. At lower redshift, the light cone is narrower, and
we would have to restrict the study to the shortest scales. Obviously, the range
of scales to study in a real survey such as ALHAMBRA will depend on the actual
geometry and depth of the survey.
Our intention in this chapter is to use this halo catalogue, and its correlation
function, to test the method presented in Section 2.1. Therefore, we do not make
any selection of the haloes (e.g. by mass) to better reproduce the correlation
function of any particular galaxy population. In this way, we use the full halo
catalogue, so that we minimise the influence of Poisson noise in our analysis.
Overall, the behaviour of the halo correlation function should be similar enough
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to the galaxy correlation function as to correctly assess the validity of our method.
2.2.2 Simulating the photometric redshift errors
From this simulated halo catalogue, we generated three mock ‘photometric red-
shift catalogues’, corresponding to surveys with redshift uncertainties ∆z/(1 +
z) = 0.05, 0.015, 0.005. The first case, ∆z/(1 + z) = 0.05, corresponds typically
to a survey using ∼ 5 broad-band filters (see e.g. Ferna´ndez-Soto et al., 2001).
∆z/(1 + z) = 0.015 corresponds to the value expected from the ALHAMBRA
survey (Moles et al., 2008). The last case, ∆z/(1 + z) = 0.005, would correspond
to a survey using even more filters. As explained above, Ilbert et al. (2009) ob-
tained a value of ∆z/(1 + z) = 0.007, although only for the bright end of their
sample. Also, the PAU survey project aims at obtaining photometric redshifts
for Luminous Red Galaxies (LRGs) with uncertainties ∆z/(1 + z) ∼ 0.0035 for
z <∼ 0.9. As the uncertainty in photometric redshifts decreases for high redshift
galaxies (z >∼ 2.5), when the Lyman-α wavelength enters into the visible domain,
it should also be possible, in principle, to get such a small ∆z in this case.
In creating our mock catalogues, we assumed Gaussian errors for the pho-
tometric redshifts. This is not generally the case for real surveys, due to the
existence of a fraction of ‘catastrophic’ redshift determinations, and to the mix of
different classes of objects with a variety of photometric redshift errors. However,
our assumption of single-peaked Gaussian-distributed errors would be valid for
a catalogue selected to contain only “good” redshifts. This catalogue could be
built combining the selection of a given class of objects (e.g. LRGs), with the use
of some estimate of the redshift determination quality. The latter could be the
knowledge of the full redshift probability distribution function (Ferna´ndez-Soto
et al., 2002), or the ‘odds’ parameter in the case of Bayesian methods (Ben´ıtez,
2000). Existing experience indicates that, depending on the survey design, it is
possible to obtain “good” redshifts for objects down to magnitudes mlim − 1 or
mlim− 2, where mlim is the limit magnitude of the survey (Ferna´ndez-Soto et al.,
2001).
In Section 2.4, we assess the robustness of our results to the presence of ‘catas-
trophic’ redshifts. We consider catalogues with a fraction of such outliers of 5 per
cent. This is a conservative value, typical of broad-band, non-optimised photo-
metric redshift surveys, and it should be significantly smaller in the case of “good”
redshifts. As an example, Ilbert et al. (2009) obtained just 0.7 per cent of outliers
when comparing their bright sample (i+AB < 22.5) to spectroscopic redshifts.
To generate each mock catalogue, we modified the position of each point in
the simulation following these steps:
1. We calculated the ‘cosmological redshift’ of the object from its real-space
position.
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2. We added to this ‘cosmological redshift’ the redshift due to the line-of-sight
peculiar velocity of the object. These peculiar velocities of the haloes are
provided by the simulation.
3. To simulate the expected redshift errors, we added a random shift to the
resulting redshift, following a Gaussian distribution. This distribution has
a standard deviation equal to ∆z, which depends on the mock catalogue we
simulate and on the redshift of each galaxy. The redshift obtained is the
‘observed redshift’ of the object.
4. We finally obtained the three-dimensional position of the object correspond-
ing to this ‘observed redshift’ and included it in the mock catalogue.
This distortion process was carried out for all the points in the whole cone
of the simulation. The selection of the points in the redshift bin z ∈ [2, 3] was
performed using the new ‘observed redshifts’, thus simulating the selection process
in a real survey.
Fig. 2.3 shows the distribution of haloes in the original catalogue and in the
mock photometric catalogues. The upper panel of the figure shows the real space
positions of haloes, not affected by peculiar velocities, and thus does not show the
finger-of-God or coherent infall effects observed in spectroscopic surveys. Due to
redshift errors, structures which are clearly seen in real space are smoothed and
hardly recognisable in photometric redshift data.
2.3 Application of the method to simulated
catalogues
2.3.1 Calculation of ξr(r) in practice
We used the method outlined in Section 2.1 to recover the real-space correlation
function ξr(r) from the mock photometric catalogues obtained from the halo sim-
ulation. In this section, we explain some details of the calculation we made in
this case.
We obtained the two-dimensional correlation function ξ(r⊥, r‖) using the es-
timator of Landy and Szalay (1993) (see Section 1.2). We generated a random
Poisson distribution in the same volume as the simulated catalogue, and then
estimated ξ(r⊥, r‖) as
ξˆ(r⊥, r‖) = 1 +
(
NR
ND
)2 DD(r⊥, r‖)
RR(r⊥, r‖)
− 2NR
ND
DR(r⊥, r‖)
RR(r⊥, r‖)
.
Here, ND is the number of points in the data catalogue, NR is the number of
points in the random Poisson catalogue, and DD, DR and RR correspond to
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Figure 2.3: The distribution of haloes in the four catalogues used: the
original real-space catalogue, and the three mock photometric catalogues.
The distribution is shown projected on a longitudinal plane (x⊥ is one of the
coordinates contained in the transverse plane), and only 20 per cent of the
points are shown, for clarity.
pairs of points with transverse separations in the interval [r⊥, r⊥+ dr⊥] and line-
of-sight separations in the interval [r‖, r‖+ dr‖]. DD counts pairs of points in the
data catalogue, RR counts pairs in the random Poisson catalogue, and DR counts
pairs crossed between a point in the data catalogue and a point in the Poisson
catalogue. In this case, we used a Poisson catalogue with NR = 5ND points. As
the simulation does not contain any observational effects, we can assume that
the catalogues are volume limited. Therefore we generated the Poisson catalogue
with a uniform density over the whole volume.
From ξ(r⊥, r‖) we obtained w(r⊥) using equation (2.2) modified as
w(r⊥) ≡ 2
∫ r‖,max
0
ξ(r⊥, r‖)dr‖ . (2.5)
We performed several tests to choose the appropriate value for r‖,max, as explained
in Section 2.4.1. We finally adopted a value of r‖,max ' 4r(∆z) in each case
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for our calculations. Here, r(∆z) is the comoving scale corresponding to the
redshift difference ∆z calculated at the mid-point of the survey (in this case,
z = 2.5). The exact values used were r‖,max = 66, 200, 600h−1 Mpc, respectively
for ∆z/(1 + z) = 0.005, 0.015, 0.05.
We finally obtained the de-projected real-space correlation function from equa-
tion (2.4). The value used for the integration limit was r⊥,max = 130h−1 Mpc.
This is about 80 per cent of the maximum transverse separation allowed by the
geometry of the light-cone. We used 32 bins in σ, logarithmically spaced between
0.1h−1 Mpc and r⊥,max. The way we used to evaluate (2.4) was that of Saunders
et al. (1992). We interpolated linearly w between its values in each r⊥ bin, and
then integrated (2.4) analytically. Taking wi as the value of w for the bin centred
at r⊥,i, we have
ξ(r⊥,i) = − 1
pi
∑
j≥i
wj+1 − wj
r⊥,j+1 − r⊥,j ln
r⊥,j+1 +
√
r2⊥,j+1 − r2⊥,i
r⊥,j +
√
r2⊥,j − r2⊥,i
 . (2.6)
To estimate the correlation function error for each bin in r, we used the
jackknife method (see e.g. Norberg et al., 2009). We divided our volume in
Njack = 12 equal sub-volumes, and constructed our jackknife samples omitting
one sub-volume at a time. We repeated the full calculation of ξ(r) for each of
these samples. Denoting by ξki the value of the correlation function obtained for
bin i in jackknife sample k, the error in this bin is then
σ2i =
Njack − 1
Njack
Njack∑
k=1
(
ξki − ξ¯i
)2
, (2.7)
where ξ¯i is the average of the values obtained for bin i, and Njack = 12. Given
that the number of jackknife regions used is small, we can not reliably estimate
the full covariance matrix using this method. However, we expect this method
to provide a good approximation for the individual bins’ errors σi. We test this
error estimation below using a set of realisations of a segment Cox process (Sec-
tion 2.4.3).
2.3.2 Results
Effect of redshift errors on the redshift-space correlation function
To illustrate the loss of correlation due to photometric errors, we calculated di-
rectly the redshift-space correlation function ξz(s) in each mock catalogue. For
this calculation, we assumed isotropy, so we used the standard Landy and Szalay
(1993) estimator, as in Section 1.2. We show the correlation functions obtained
in Fig. 2.4, together with ξr(r) measured directly from the real-space catalogue.
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Figure 2.4: The redshift-space correlation function ξz(s) measured directly
from the catalogues, assuming isotropy. For comparison, we also show the
real-space correlation function ξr(r) measured directly from the real-space
catalogue, together with the spline approximation used for further compar-
isons (line). The error bars plotted correspond to the diagonal terms in the
covariance matrix, C
1/2
ii .
We see clearly how the estimated correlation decreases with ∆z. This effects is
larger for smaller scales (where the real-space correlation is stronger). In order to
later compare the real-space result to the one obtained using our method in the
mock photometric catalogues, we fitted ξr(r) by a third-order spline, also shown
in the figure.
As a first step in the calculation of the deprojected ξ(r), we calculated ξ(r⊥, r‖)
for each mock catalogue. The results are shown in Fig. 2.5. We also plot the
ξ(r⊥, r‖) obtained in the real-space catalogue, for comparison. Two effects of
the redshift errors can be observed. First, correlation decreases with the value
of ∆z for each catalogue, as seen in Fig. 2.4. Also, there is a loss of symmetry
of ξ(r⊥, r‖) in these plots. In real space, due to the isotropy of the distribution,
ξ(r⊥, r‖) has circular symmetry (seen as a ‘boxy’ symmetry in the logarithmic
scale used). However, we can see that when we calculate it for the mock photo-
metric catalogues, the distribution gets stretched along the r‖ axis.
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Figure 2.5: The two-dimensional correlation function ξ(r⊥, r‖) obtained for
the real space catalogue, and for the mock photometric catalogues with dif-
ferent values of ∆z. Contours are drawn at ξ = 10, 3, 1, 0.3, 0.1, 0.03, 0.01, 0,
with decreasing thickness. Contours at 0.1 and 0 are dashed.
46
2. Real-space correlation function from photo-z
 0
 20
 40
 60
 80
 100
 120
 1  10
w
(r ⊥
) (
h-1
 
M
pc
)
r⊥ (h-1 Mpc)
∆z = 0.005 (1 + z)
∆z = 0.015 (1 + z)
∆z = 0.05 (1 + z)
Figure 2.6: The projected correlation function obtained from the mock
photometric catalogues, compared to the real-space result. The solid line
corresponds to a spline fit to ξr(r), as explained in the text. Small shifts
have been applied along the r⊥ axis, for clarity. The feature observed at
large scales for the ∆z = 0.05(1 + z) catalogue is due to the large r‖,max
value used in that case.
Tests of the deprojection method
From ξ(r⊥, r‖), we obtained the projected correlation function w(r⊥) for each of
the mock photometric catalogues. In Fig. 2.6 we compare the function w(r⊥)
calculated for the mock catalogues to the function obtained from the spline fit
to the real-space ξr(r), according to equation (2.3). The results obtained for the
∆z/(1 + z) = 0.005 and ∆z/(1 + z) = 0.015 catalogues follow closely the real-
space result. In the case of the ∆z/(1 + z) = 0.05 catalogue, however, w(r⊥)
falls below the real-space result for r⊥>∼ 10h−1 Mpc. This feature is due to the
fact that the value of r‖,max = 600h−1 Mpc used for that catalogue gets close to
the line-of-sight length of the simulation box used. We obtained a similar feature
when artificially using this large value of r‖,max for the calculation in the two other
mock catalogues. However, as r‖,max scales with ∆z in the standard calculation,
this issue does not affect the other catalogues.
Our final result for the deprojected correlation function, ξdep(r) obtained from
the mock photometric catalogues is shown in Fig. 2.7, where we compare it to
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the real-space correlation function, ξr(r). We restricted the analysis to the scale
range r ∈ [0.5, 30]h−1 Mpc. The low limit was imposed by the friends-of-friends
algorithm used to select haloes in the simulation. If we had two haloes at a too
small separation, they would merge into a single one. This prevents us from
measuring ξ(r) at such small distances. We therefore set a conservative limit
corresponding to ' 2` (` is the linking length used). The upper limit was fixed
because of the geometry of the light cone. To avoid any problems related to
border effects, we set this limit approximately as the maximum separation along
the short transverse axis.
From the figure, we see that, for ∆z ≤ 0.015(1 + z), we recover the real-
space correlation function, within the errors, for the full range of scales studied.
However, for the largest redshift error studied, ∆z = 0.05(1 + z), the deprojected
ξ(r) deviates from the real-space one for large scales (r & 4h−1 Mpc). This issue
is related to the feature observed in w(r⊥).
To quantify the quality of the recovery, we used an ‘average normalised resid-
ual’, ∆ξ, as figure of merit, defined as
∆ξ =
1
N
∑
i
∣∣∣∣ξdep(ri)− ξr(ri)ξr(ri)
∣∣∣∣ ,
where ri are the values of the bins in r where we measure ξ, and N is the number of
such bins considered. Without prior knowledge of ξr(r) we could anyhow estimate
the quality of the recovery calculating the quantity:
∆̂ξ =
1
N
∑
i
C
1/2
ii
|ξdep(ri)| .
We computed ∆ξ and ∆̂ξ for different ranges in r, in order to assess the
validity of the method at different scales. The values of ∆ξ and ∆̂ξ obtained for
the different mock catalogues are shown in Table 2.1. From the values of ∆ξ we see
that we recover ξ(r) within a 5 per cent in the average for scales r < 10h−1 Mpc
for mock catalogues with ∆z ≤ 0.015(1 + z). At larger scales, the deviations
from ξr are larger (12− 20 per cent). In the case with the largest redshift errors,
our method is only valid for very small scales, r < 2h−1 Mpc, where the average
deviations are of a 7 per cent. We note that, in all cases where the method is
valid, ∆̂ξ > ∆ξ. Hence, the jackknife method allows us to estimate the errors
to an acceptable precision. We remark, however, that for large values of ∆z the
jackknife error underestimates the real one as measured from the residuals or
compared to other ∆z values, specially over medium scales (2− 20h−1 Mpc).
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Figure 2.7: Comparison between the deprojected correlation function,
ξdep(r) (open circles), and the real-space correlation function, ξr(r) (solid
circles), for each mock photometric catalogue. The error bars plotted corre-
spond to the diagonal terms in the covariance matrix, C
1/2
ii .
49
2.4. Additional tests of the method
∆z
(1+z) = 0.005
∆z
(1+z) = 0.015
∆z
(1+z) = 0.05
Range (h−1 Mpc) ∆ξ ∆̂ξ ∆ξ ∆̂ξ ∆ξ ∆̂ξ
0.5 < r < 30 0.07 0.17 0.09 0.26 0.36 0.67
0.5 < r < 2 0.04 0.05 0.04 0.10 0.07 0.15
2 < r < 10 0.05 0.09 0.05 0.16 0.28 0.16
10 < r < 30 0.12 0.40 0.20 0.57 0.79 1.89
Table 2.1: Values of ∆ξ and ∆̂ξ obtained for the three mock photometric
catalogues and for different scale ranges.
2.4 Additional tests of the method
In this section, we describe additional calculations made to assess the robustness
of the method, and to find the optimal parameters for the calculation. In the
first place, we describe the way in which we determined the optimal value for
r‖,max in the integration along the line-of-sight direction. In the second place,
we test the performance of the method in the presence of catastrophic redshift
errors. Finally, we test the method in a set of mock catalogues obtained from
a point process model with known analytical correlation function. We use these
catalogues also to test the reliability of the jackknife error estimation.
2.4.1 Determination of the optimal value for r‖,max
As explained in Section 2.3.1, we chose a value of r‖,max ' 4r(∆z) for the upper
limit in the integration of equation (2.5). Here we show the tests we performed
in order to make this selection.
The selection of a value for r‖,max is a tricky issue. When increasing its value,
one includes more correlated pairs, and thus the recovered ξdep(r) gets closer to
its real value. However, at the same time one includes more uncorrelated pairs,
increasing the noise in the final value of ξdep(r). That is, a too low value for
r‖,max would induce a systematic underestimation of ξr(r), while a too high value
would add extra noise. The optimal value for r‖,max, therefore, depends on the
‘dispersion’ of the correlated pairs along the line of sight, i.e. how the observed
value of r‖ differs from the real one for each of the pairs.
This ‘dispersion’ of the pairs depends linearly on the typical redshift error for
the points in the sample, ∆z. Hence, we make the assumption that the optimal
value for r‖,max depends linearly on r(∆z) as
r‖,max = a r(∆z) .
The purpose of our tests is therefore to find the optimal value for the parameter a.
We repeated the calculation of ξdep(r) for several values of a ranging from a = 1
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to a = 6. The results obtained for the different mock catalogues are shown in
Fig. 2.8, where they are compared to the known real-space ξr(r). The behaviour
is similar for the different values of ∆z. For a ≤ 2, the ξdep(r) obtained is clearly
lower than ξr(r). That is, we are still loosing a significant fraction of correlated
pairs. For a ≥ 3, we approximately recover the values of ξr(r) (with the caveats
already discussed above). However, the result is slightly noisier for larger values
of a. We therefore chose the final value at a = 4 as a conservative choice, in order
to avoid any possible systematic effect that may remain when using a = 3.
A possible variation of the method would be to use a smaller value of r‖,max,
and multiply the resulting ξdep(r) by a constant correction factor. This would
reduce the extra noise introduced by the integration along a large range in the r‖
direction. From Fig. 2.8 we see that, for r‖,max = r(∆z) (i.e., a = 1), a correction
factor of ' 2 works well in our simulation, generally reducing the error. However,
the optimal value is slightly different for each mock photometric catalogue. The
main problem for the use of this method would be the accurate determination of
the correction factor in each case, as any deviation from the optimal value would
introduce a bias in the result. In the case of real data, we would need to obtain this
correction factor externally from simulations, such as those used here. However,
as shown by the small differences between mocks, the Gaussian approximation
used here is probably not so close to reality as to infer that constant from our
simulations.
2.4.2 Test of the deprojection method in the presence
of outliers
In previous sections, we assumed that the distribution of the photometric red-
shift errors was purely Gaussian. The main problem with this assumption comes
from the outliers produced by ‘catastrophic’ redshift errors. These are typically
cases in which the algorithm for computing the photometric redshift confuses two
features of the spectrum. For example, assigning a break in the spectrum the
(rest) wavelength of the Lyman break, when it really corresponds to the Balmer
break, would give a galaxy with a real redshift of z ' 0.2 a measured redshift of
zp ' 2.5. This same problem is known to affect also spectroscopic redshift, due
to confusion between spectral lines (Ferna´ndez-Soto et al., 2001). The final effect
is that a fraction of the measured redshifts will be scattered randomly through
the redshift interval.
We performed a simple test to assess the robustness of our method to the
presence of such ‘catastrophic’ errors. We repeated our full calculation in mock
catalogues containing 5 per cent of outliers, which we consider to be a conservative
estimate. We generated outliers by selecting points at random in the original
catalogue, and assigning them a random distance within the range considered.
The results for the recovered real-space ξ(r) are shown in Fig. 2.9.
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Figure 2.8: Comparison between the de-projected correlation function
ξdep(r) obtained using different values of r‖,max for each mock photomet-
ric catalogue. The solid line in each case corresponds to the spline fit to the
ξr(r) measured directly in the real-space catalogue.
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Figure 2.9: The deprojected correlation function obtained for the three
mock catalogues containing a 5 per cent of outliers, compared to our orig-
inal results (Fig. 2.7). In each case, the continuous line is the real-space
correlation function.
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Range (h−1 Mpc) ∆z(1+z) = 0.005
∆z
(1+z) = 0.015
∆z
(1+z) = 0.05
0.5 < r < 30 0.14 0.12 0.38
0.5 < r < 2 0.12 0.08 0.13
2 < r < 10 0.13 0.05 0.28
10 < r < 30 0.17 0.25 0.79
Table 2.2: Values of ∆ξ obtained for the three mock photometric catalogues
and for different scale ranges, in the case in which we simulate a fraction of
5 per cent of outliers.
Even with the conservative assumption of a large fraction of outliers, our
method is able to recover ξ(r). However, the quality of this recovery is slightly
worse. This is shown by the values of the residuals ∆ξ, shown in Table 2.2.
When comparing these results to those obtained without outliers (Table 2.1),
we see how the strongest effect of the outliers appears for the catalogue with
∆z = 0.005(1 + z). For larger values of ∆z, the fact that we integrate over a
large range in r‖ reduces the impact of outliers, as we recover a high fraction of
the correlated pairs even if the redshift error is very large. For the smallest value
of ∆z, however, we use a small r‖,max, which means that we loose most of the
correlation due to outliers. Fortunately, we expect the catalogues with the best
redshift errors ∆z to have also a smaller fraction of outliers (see e.g. Ilbert et al.,
2009).
2.4.3 Application of the method to a segment Cox process
We additionally tested the recovery method, using a set of mock catalogues based
on a segment Cox process. This point process model has the advantage of having
a known analytical expression for the correlation function, and of being easy and
fast to generate. The purpose of of this approach was two-fold. On one side, we
wanted to perform an extra test of the method using a simple model with known
correlation properties. On the other side, this also serves as a test of the jackknife
estimation of errors, as we can compare this estimation to the variance of the
results for several independent realisations of the model.
A segment Cox process is a particular case of a Cox field. Cox fields (Mart´ınez
and Saar, 2002) are a class of point processes which are generated following a two-
step algorithm. In a first step, an intensity field is generated in the volume as
a realisation of a random field following a given distribution. In a second step,
an inhomogeneous Poisson process is generated following that intensity field. In
this way, Cox processes are doubly stochastic. The particular case of the segment
Cox process, which we used for our analysis, is produced in the following way:
segments of a given length, l, are randomly scattered within a volume. Then,
points are randomly distributed along these segments. The length density of the
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∆z
(1+z) = 0.005
∆z
(1+z) = 0.015
∆z
(1+z) = 0.05
Range (h−1 Mpc) ∆ξ ∆̂ξ ∆ξ ∆̂ξ ∆ξ ∆̂ξ
0.5 < r < 10 0.08 0.16 0.18 0.23 0.35 0.40
0.5 < r < 2 0.06 0.08 0.07 0.12 0.23 0.21
2 < r < 10 0.10 0.22 0.27 0.33 0.46 0.57
Table 2.3: Values of ∆ξ and ∆̂ξ obtained for the three mock photometric
catalogues obtained from a Cox process, and for different scale ranges.
system of segments is LV = λsl, where λs is the mean number of segments per
unit volume. The density of the point process is then
λ = λlLV = λlλsl ,
where λl is the mean number of points per unit length of the segments. The
correlation function of the point process equals the correlation function of the
system of segments (Stoyan et al., 1995), which is given by
ξCox(r) =
{
1
2pir2LV
− 12pirlLV , r ≤ l
0 , r > l
. (2.8)
We simulated a segment Cox process in the same volume as the catalogues
from the haloes simulation. The parameters we used were l = 50h−1 Mpc, λs =
2 · 10−4 h3 Mpc−3 and λl = 4hMpc−1, which result in LV = 0.01h2 Mpc−2 and
λ = 0.04h3 Mpc−3. These parameters were chosen to approximately match the
density of points and the behaviour of ξ(r) in the haloes simulation. We considered
the catalogue obtained directly from the segment Cox process as the ‘real-space’
catalogue. We created three mock ‘photometric redshift catalogues’ following the
same procedure and using the same values for ∆z as described in Section 2.2.2.
We calculated directly the correlation function for the real-space catalogue
and, for the three mock ‘photometric catalogues’, we used the method described
in Sections 2.1 and 2.3.1 to obtain the deprojected correlation function. The
estimation of errors was performed using the same jackknife method as described
above for the haloes simulation case. Below we show how we also used the Cox
segment process to analyse the reliability of this error estimation. We show in
Fig. 2.10 the comparison of our results to the analytical prediction (equation 2.8).
We quantify the quality of the recovery in the same way as we did for the
haloes simulation, using the quantities ∆ξ and ∆̂ξ. In this case, we define ∆ξ as
the relative deviation of ξdep(r) from the analytical prediction ξCox(r) of equa-
tion (2.8). The values obtained are shown in Table 2.3.
We recover the real-space correlation function within a 10 per cent for the
∆z/(1 + z) = 0.005 catalogue. In this case, however, our method starts to fail at
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Figure 2.10: The correlation function measured in the real-space and the
three mock photometric catalogues obtained from a segment Cox process
(open circles), compared to the analytical prediction, equation (2.8), for this
process (solid line).
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r ' 3 − 4h−1 Mpc for the ∆z/(1 + z) = 0.015 catalogue (this is seen as a larger
value of ∆ξ for this range, and as an increasing trend in Fig. 2.10). When applying
the method to the ∆z/(1+z) = 0.05 catalogue, ξdep(r) is consistently higher than
ξCox(r). Although this bias could be an artifact of this particular point process,
it also means that the deprojection method described in this Chapter can not be
fully trusted when it is applied to catalogues with large redshift errors.
Finally, we also used the segment Cox process mocks to assess the reliability of
the jackknife error estimation. As realisations of this Cox process are easy and fast
to generate, we can compare our error estimate to the variance and covariances
obtained from several independent realisations.
The jackknife error estimation for ξdep(r) was performed here in the same way
as for the haloes simulation catalogues, by dividing the sample in Njack = 12 sub-
volumes, omitting one at a time in the calculation, and using equation (2.7). We
will focus here only on the diagonal terms of the covariance matrices, σi. This is
because we expect the estimation of the full covariance matrix with only 12 sub-
samples to be too noisy to make a fair comparison. We compare this jackknife
error estimation to the standard deviation of the results for ξdep(r) obtained from
a set of N independent realisations of the segment Cox process. We consider
in this case that these are the ‘real’ errors we are trying to estimate using the
jackknife method.
In Fig. 2.11 we show the comparison of the jackknife error estimate for one
realisation to the ‘real’ errors obtained from N = 12 realisations. We see how the
jackknife method recovers quite accurately the real uncertainty in this case. In
some cases, specially for smaller scales or larger photometric redshift errors, the
jackknife method slightly overestimate the errors, but it does not underestimate
them in any case. This could explain the fact that, both for the segment Cox
process and the haloes simulation, we obtain larger values for ∆̂ξ than for ∆ξ
(see Tables 2.1 and 2.3).
2.5 Discussion
We have shown the reliability of recovering the real-space two-point correlation
function from photometric redshift surveys. We have used light-cone simulations
to produce mock catalogues that have been distorted by randomising along the
line of sight the object positions following Gaussian distributions with different
variances similar to the associated nominal errors of the photometric redshift
surveys ∆z/(1 + z).
The method used to recover the real-space correlation function consists in
obtaining the projected correlation function by integrating the two-dimensional
correlation function along the line of sight. The projected correlation function is
then deprojected assuming that redshift errors do not affect transverse distances.
The deprojection method applied on the distorted mock surveys provides quite
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Figure 2.11: Comparison between the error estimation from the jackknife
method and the variance of several realisations, for the segment Cox process
mock catalogues
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satisfactory results for recovering the real-space correlation function. We have
quantified the quality of the recovering process as a function of the errors in the
photometric redshifts. Our method was able to recover the real-space correlation
function within a 5 per cent for r < 10h−1 Mpc from photometric catalogues
with ∆z ≤ 0.015(1 + z). For larger redshift errors, the method is only valid
(within a 7 per cent) for smaller scales, r < 2h−1 Mpc. Hence, our method
allows the extraction of useful information on the clustering of galaxies through
the correlation function. That information can be used for the estimation of
cosmological parameters based on data from photometric redshift surveys.
As an additional test, we used the deprojection method to recover the real-
space correlation function from a realisation of a segment Cox process with simu-
lated redshift errors. This stochastic model has a known analytical expression for
the correlation function. This new catalogue has density and two-point correlation
function similar to the ones in the simulations, but the higher-order correlation
characteristics are very different. The results of the deprojection method are
similar, indicating that it can be a general method to use independently of the
details of the galaxy distribution. Finally, we checked that the jackknife method
is an acceptable way to estimate the uncertainties on the deprojected correlation
function in this case.
In the next chapter, we apply this method to the calculation of the real-
space correlation function for samples drawn from the ALHAMBRA Survey. This
shows the utility of this method for the analysis of large-scale structure using
photometric redshifts.
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3
The evolution of galaxy
clustering since z = 1.5 in
the ALHAMBRA Survey
The clustering of galaxies is an important tool for the study of both the large-
scale distribution of matter, and its relation to galaxy formation and evolution. As
these phenomena evolve with cosmic time, it is important to compare clustering
measurements for local z ' 0 samples to measurements at higher redshifts.
As explained in the previous chapters, the two-point correlation function ξ(r)
is a simple tool that provides very useful information about the characteristics of
the galaxy clustering pattern. For samples at low redshift, ξ(r) is known to follow
approximately a power-law behaviour, over a large range of scales, from hundreds
of kpc to tens of Mpc (Totsuji and Kihara, 1969; Peebles, 1974; Mart´ınez, 1999).
However, studies with recent larger surveys have found significant deviations from
this behaviour (see, e.g., Zehavi et al., 2004), which are fully consistent with the
halo model of clustering.
One of the main problems (or opportunities) for the extraction of information
from galaxy clustering is that galaxies are biased tracers of the matter density
field (see Section 1.2). Galaxy bias depends on several properties of the galax-
ies (see Chapter 4). Observationally, the clearest segregation observed is that
due to luminosity (Hamilton, 1988): bright galaxies are more strongly clustered
than faint ones. This can be understood in the standard hierarchical structure
formation theories from the fact that bright galaxies form at more massive dark
matter haloes. This effect has been clearly observed in galaxy surveys of the
local universe (see, e.g. Norberg et al., 2001; Tegmark et al., 2004) for galaxies
with luminosities L & L∗. This luminosity segregation, however, does not affect
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significantly galaxies with L < L∗.
Recently, these studies of galaxy clustering and luminosity segregation have
been extended to higher redshifts, using state-of-the-art pencil-beam spectroscopic
surveys, such as the VIMOS-VLT Deep Survey (VVDS, Pollo et al., 2006), the
Deep Extragalactic Evolutionary Probe survey (DEEP2, Coil et al., 2006), or the
zCOSMOS survey (Meneux et al., 2009). These works analysed the clustering in
several galaxy samples extending up to z ' 1.2. Overall, the correlation function
measurements were well fitted by power laws. Luminosity segregation is clearly
detected, and in fact the dependence of clustering on luminosity is found to be
stronger in these cases than in local samples.
In this chapter, we use preliminary data from the Advanced Large, Homoge-
neous Area Medium-Band Redshift Astronomical (ALHAMBRA) Survey (Moles
et al., 2008) to study galaxy clustering for redshifts up to z = 1.5. ALHAMBRA
is a deep photometric survey, which uses a total of 23 optical and near-infrared
(NIR) bands in order to obtain accurate and reliable photometric redshifts for a
large number of objects, in a total area (when finished) of 4 deg2. It is a survey
specially suited for the study of the large-scale distribution of galaxies at high
redshifts, given its photometric depth and area covered, which improve on those
of similar spectroscopic surveys. Its main drawback is obviously the use of photo-
metric redshifts, which may affect the clustering measurements. Our main aim is
therefore to test the de-projection method for the recovery of the real-space cor-
relation function presented in Chapter 2. In this way, we explore the possibilities
of ALHAMBRA to study the evolution of galaxy clustering and its dependence
on luminosity up to high redshifts, z = 1.5.
In Section 3.1, we explain in detail the characteristics of the ALHAMBRA
Survey, and of the preliminary catalogue that we use here. Then, in Section 3.2,
we select a catalogue suitable for galaxy clustering studies. This includes building
the angular masks describing the selection function of the survey, eliminating
possible stars in the catalogue, and selecting objects with a reliable measure of
redshift. In Section 3.3 we present our correlation function calculations, based on
the de-projection method of Chapter 2, for a set of samples selected in absolute
magnitude, in three redshift bins. We fit the different correlation functions by
two simple models in order to extract information regarding clustering evolution
and luminosity segregation. Finally, in Section 3.4 we discuss our results, and
compare them to those obtained for different surveys.
3.1 The ALHAMBRA Survey
The ALHAMBRA survey is a photometric survey which will cover a total of 4 deg2
in the sky, using 20 medium-band filters in the optical range, and three standard
broad-band filters (J , H, and Ks) in the NIR. The aim of the survey is to study
cosmic evolution in a broad sense, by providing an inventory of the contents of
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the Universe through a large fraction of cosmic history. The survey was designed,
therefore, to provide relatively accurate redshift estimates and spectral classifi-
cation for the different objects and, at the same time, to sample a statistically
significant volume at different redshifts. The survey is being carried out using
the 3.5-meter telescope at the Centro Astrono´mico Hispano-Alema´n (CAHA)1 in
Calar Alto (Almer´ıa, Spain). The camera used for the optical observations is the
Large Area Imager for Calar Alto (LAICA)2, and Omega-20003 is used for the
NIR observations.
The expected photometric depth of the survey is AB ≤ 25 (for a point source
with S/N = 5) for the optical filters bluer than ' 8500 A˚, with the depth decreas-
ing toward the red, and reaching Ks ≤ 23 (all magnitudes are in the AB system).
The use of a large set of medium-band filters places ALHAMBRA half-way be-
tween the classical spectroscopic and broad-band photometric types of surveys. It
reaches deeper in magnitude than previous spectroscopic surveys, even the deep-
est ones as VVDS or DEEP2. This means that the density of objects is higher,
and it is able to sample a fainter region of the luminosity function. Regarding
broad-band photometric surveys, the main advantage of ALHAMBRA is the im-
proved accuracy for the determination of redshift and spectral type provided by
the use of a large number of filters over the optical and NIR spectral range.
Observations for the ALHAMBRA survey were carried out between 2004 and
2011, and are now completed. The preparation of the final catalogue of the
survey, including the determination of photometric redshifts, is now underway,
and it is expected to be finished during 2012. Therefore, in this thesis we use the
preliminary data contained in the Internal Data Release 3 (IDR3), described in
Section 3.1.1.
The ALHAMBRA filter system
The possibility of performing a survey using a large set of filters, in order to
obtain a kind of very low resolution spectrum for each object was first discussed
by Hickson et al. (1994). A similar idea was implemented in the surveys Calar
Alto Deep Imaging Survey (CADIS, Meisenheimer et al., 1998), and Classifying
Objects by Medium-Band Observations in 17 filters (COMBO-17, Wolf et al.,
2003). These surveys used different combinations of broad-, medium- and narrow-
band filters in the optical range.
The optical filter system for the ALHAMBRA survey was specifically designed
to optimise the output of the survey in terms of photo-z accuracy, and number
of objects with reliable z determination, as shown in Ben´ıtez et al. (2009b). The
chosen system consists of a set of 20 contiguous, equal-width, medium-band filters
covering the full optical spectrum, between 3500 and 9700 A˚. The width of each
1http://www.caha.es
2http://www.caha.es/CAHA/Instruments/LAICA
3http://www.caha.es/CAHA/Instruments/O2000
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Figure 3.1: Response functions for the ALHAMBRA photometric system
filters (colour lines). These response functions include the detector trans-
mission, and atmospheric transmission at 1.2 air masses. These response
functions are compared to the standard SDSS filters ugriz (broad-band fil-
ters in black lines). Figure from Aparicio Villegas et al. (2010).
of these filters is FWHM ' 310 A˚. The transmission curves for these filters is
shown in Fig. 3.1. This filter configuration also provides a homogeneous spectral
coverage for a large range in wavelength. In this way, we minimise variation in the
selection functions of the different objects with redshift. Aparicio Villegas et al.
(2010) characterised in detail the ALHAMBRA optical photometric system, and
also provided a set of transformation equations between this system and the SDSS
filter system.
The survey is complemented by observations in the standard NIR filters J ,
H and Ks. The fact of complementing the optical observations with these three
NIR filters is important for two reasons. On one side, to avoid the confusion
between the Lyman and Balmer breaks that appears frequently when measuring
photometric redshifts. This confusion creates a degeneracy between galaxies at
redshifts z ∼ 0.5 and z ∼ 3, which affects the accuracy of the photo-z determi-
nations (Moles et al., 2008). On the other side, the NIR observations provide
valuable information about the old stellar population in galaxies, as opposed to
the information about recent stellar formation that one can get from bluer wave-
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Figure 3.2: Configuration of the four CCDs of LAICA in the focal plane.
Dimensions are shown in arc minutes. Figure from LAICA’s webpage
(http://www.caha.es/CAHA/Instruments/LAICA).
lengths. In this way, these observations provide information about parameters
such as the mass of each galaxy.
Survey area and geometry
The total survey area of 4 deg2 is distributed over 8 widely separated fields in
the sky. In this way, the effect of cosmic variance is minimised by measuring at
independent volumes, while contiguous areas large enough to sample transverse
scales up to tens of Mpc are still covered. The main criterion for the selection of
fields was their low extinction, and they were chosen so that 7 out of the 8 fields
have a significant overlap with other surveys (see Table 3.2 below).
The geometry of each of the surveyed fields is imposed by the geometry of
the LAICA camera. As shown in Fig. 3.2, LAICA consists of four 4k × 4k CCDs
arranged in a 2× 2 mosaic, with the gaps between them being approximately the
same size as the CCDs. In this way, a single pointing produces images for four
separated frames of ∼ 15′ × 15′, and using four pointings a contiguous area of
1 deg2 can be covered. In the case of ALHAMBRA, two pointings are observed
for each field. This results in 8 observed frames, corresponding to each of the
LAICA CCDs, forming two contiguous strips of approximately 1◦ × 15′ covered
per field, adding up to the total 4 deg2 for the full survey. The field of view of the
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Omega-2000 camera is equivalent to one of the LAICA CCDs. When referring to
images corresponding to a given frame of the survey, we use the notation fA pB C,
where A = (1, . . . , 8) refers to the field, B = (1, 2) refers to the pointing within
this field, and C = (1, . . . , 4) refers to the frame within this pointing. In total, 64
frames will be observed to complete the survey.
This field geometry will influence the way in which we measure galaxy clus-
tering. In Section 3.2.1 below, we describe in detail the effective geometry of the
survey taking this observing strategy into account.
3.1.1 The Internal Data Release 3 (IDR3)
In this work, we used the preliminary catalogues from the Internal Data Release
3 (IDR3), which contains data for frames that had been observed in the 23 bands,
and fully processed by March 2011. In total, this release contains data for 39
frames, out of the total 64 planned for the full survey. These are distributed in
three complete fields (fields 2, 7, and 8), and four partially completed fields (fields
3, 4, 5, and 6). Thus, the nominal area covered in IDR3 is 2.4375 deg2, and the
total number of detected sources included in the catalogue is 597724. However,
we only consider those sources for which there is a redshift determination (as
explained below). This makes a total of 501868 objects in the catalogue.
The data reduction and the preparation of the catalogues was carried out by
the ALHAMBRA team and is still preliminary, but it will be very similar to
that for the final ALHAMBRA catalogues. The two main points relevant for our
analysis are the way in which objects are detected for inclusion in the catalogue
(Husillos et al., in prep.), and the way in which the photometric redshifts are
estimated (Molino et al., in prep.).
Detection of objects
The fact that the ALHAMBRA survey performs observations in 23 bands (20
medium band filters in the optical, and 3 in the NIR) makes the definition of the
object detection quite complex. A special strategy was defined in order to use
a deep image for detection, while not biasing the detection towards any special
type of objects. For each of the 39 frames, a ‘deep’ image was constructed as
the sum of a set of individual exposures. These exposures are those observed
through the optical filters with largest efficiencies (those between A457M and
A829M, included), and taken under the best observational conditions. Here, these
conditions are defined by an atmospheric transparency better than 50%, and a
seeing better than 1.2 arcsec. As conditions change, this means that, for each
frame, the ‘deep’ image is a combination of a different number of exposures per
filter. However, on average, this ‘deep’ image is similar to an image using the
SDSS i filter, although with an extended wing towards the blue, entering into the
r filter.
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Figure 3.3: SED of the six galaxy templates used for the determination of
photometric redshifts for ALHAMBRA, using the BPZ software. We plot the
flux per unit wavelength, with the normalisation chosen so that all of them
have the same magnitude in the I band.
Object detection is therefore performed in this artificial ‘deep’ image using
the software SExtractor (Bertin and Arnouts, 1996), and then photometry is
obtained for all objects in each of the filters in the standard way. The average
depth obtained (for 3σ detections) in this catalogue is AB ' 24.5 for most of the
optical filters, and AB ' 22 for the NIR filters (Stefanon, 2011).
Redshift determination
Photometric redshifts (photo-z) for the objects in the IDR3 catalogue were ob-
tained using an updated version of the Bayesian Photometric Redshift (BPZ)
software (Ben´ıtez, 2000). This method fits the observed photometry of the object
to a library of template spectral energy distributions (SEDs) corresponding to
different types of galaxies. In this way, it finds the z and type that best match
the observations for each object. A prior probability on the expected distribution
of types and redshifts as function of apparent magnitude is taken into account,
in order to improve the accuracy of the redshift determination, and to minimise
the number of ‘catastrophic errors’. In the analysis used for IDR3, the template
library is an interpolation between six model SEDs corresponding to E/S0, Sbc,
Scd, and three starbust types of galaxies. Hence, the best-fit spectrum for a given
object can be a weighted average of two neighbouring templates. The SED of the
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six templates used are shown in Fig. 3.3.
In order to improve the accuracy of the photo-z, the photometric zero-points
in each band can be re-calibrated using the output of the photometric redshift
determination (Coe et al., 2006). This process is carried out independently in
each of the frames. In the cases in which enough spectra are available (11 out of
the 39 frames), the spectroscopic redshifts zspec of these objects are used for the
re-calibration. In the rest of the cases, the re-calibration is done using purely the
photometric redshifts zphot obtained. The IDR3 catalogue contains the redshifts
obtained with the best zero-point calibration available in each case. A preliminary
comparison with the ∼ 3600 spectra available in the area covered by IDR3 shows
a typical error of ∆z ' 0.012(1 + z) when the re-calibration is performed using
zspec, and of ' 0.014(1 + z) when using only zphot (A. Molino, priv. comm.).
The Bayesian framework used allows us to not only obtain the best-fit redshift
and galaxy type for each object, but also to obtain the full redshift probability
distribution function p(z). It is however not feasible to store and use the full p(z)
of all galaxies in the analysis, so the catalogue contains only a set of parameters
to characterise it. The first of these parameters is the mode of the distribution,
which is the best estimate for the redshift of the object, and we call simply z.
The ‘odds’ parameter podds gives the probability that the redshift is contained
within a distance ±0.2(1 + z) from the best estimation. This parameter is there-
fore a reliable estimation of the quality of the redshift determination, as it gives
a measure of how concentrated the obtained p(z) is. In general, selecting objects
with values of podds close to 1 corresponds to selecting objects with high-quality
redshifts. The parameter podds is a better estimator of the quality of the redshift
determination than the usual χ2 of the fit of an objects’s photometry to the tem-
plate spectra. This is because the model used (the set of template spectra) does
not represent in detail the variety of galaxy spectra in the real world. Therefore, it
often happens that the fit to the model obtained for a galaxy is bad (it has a very
large value of χ2), but the determination of its redshifts is actually accurate (i.e.,
p(z) has a high peak at the right redshift). This is usually the case for bright
galaxies, where the photometry errors are small, and hence the differences be-
tween the model spectrum and the actual galaxy spectrum are significant. This
is the reason why we do not use the χ2 parameter as indicator of photometric
redshift quality.
Finally, the parameters zmax and zmin define an interval around z containing
68% of the probability. In the case in which p(z) is a Gaussian, therefore, its
standard deviation is given by
σz =
zmax − zmin
2
. (3.1)
Although p(z) is not Gaussian in general, this can be a good approximation when
we restrict the analysis to high-quality photo-z (see e.g. Ferna´ndez-Soto et al.,
2001; Ilbert et al., 2009). Hence, we will use σz defined above as measure to
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characterise the accuracy of the redshift determination in the different samples
used below in our analysis.
3.2 Selection of a catalogue for large-scale structure
studies
Based on the IDR3 data, we prepared a galaxy catalogue suitable for the study
of the large-scale structures (LSS). The reason for this is twofold. On one side,
the original IDR3 catalogue contains all the objects which passed basic detection
criteria in the ‘deep’ images. This means that a large fraction of these are spurious
objects due to noise in regions with low exposure times, or to imaging defects
(e.g. fragmentation of bright saturated stars). Moreover, from the real objects
of the catalogue, we should then select those objects which are useful for the
LSS analysis, i.e., galaxies with a good photometric redshift determination, thus
eliminating the stars and galaxies with low quality photo-z. On the other side,
in order to make LSS studies, such as the calculation of the two-point correlation
function, we need to characterise the selection function of the survey.
In the first place, we describe how we characterised the angular selection func-
tion of the survey, and eliminate the objects outside of it. We do not consider here
the radial selection function of the survey, but will model it for each particular
sample used in the analysis, as described in Section 3.3.2. We also describe how
we perform the star-galaxy separation in the catalogue, and our criterion for the
selection of objects with good redshift determination.
3.2.1 Angular selection function and survey masks
We performed a basic characterisation of the angular selection function of the
survey based on the object detection procedure. We use here a basic selection
function, in the form of an angular mask which describes only which areas in the
sky have been reliably observed by the survey and which have not. However, we
do not study variations in completeness between different areas inside the mask.
Our approach is to focus in the object detection procedure (see Section 3.1.1
above), and to identify areas of the images in which there are potential problems
for a correct detection of extra-galactic objects. Those identified areas are left out
of the survey mask, and those objects outside of the mask are eliminated from
the catalogue. Although most of these objects are spurious or not very reliable
detections, a fraction of them are actually ‘good’ objects. Hence, a compromise
is needed when choosing the actual parameters that define the mask.
The actual criteria used for the definition of the mask are of two types. The
first is related to the elimination of areas of the ‘deep’ image with low exposure
time, and the second to the identification of defects in the image, or extended
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Figure 3.4: A region of the ‘deep’ image corresponding to the frame
‘f02p01 1’, illustrating the process to define the angular mask of the sur-
vey. It corresponds to a quarter of the CCD, covering ∼ 8×8arcmin. In each
of the images, we show one of the partial masks combined to get our final
mask: the mask based on the ‘weight image’ (a), the mask for objects which
are either saturated or too large (b), and the mask for regions with negative
values (c). In all three cases, the border of the mask is the blue line, and the
red dots are objects in the catalogue which are excluded by the mask.
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Pixel weight threshold 0.75
Object area threshold 3000 pix2 = 147.59 arcsec2
Object length threshold 400 pix = 88.72 arcsec
Extra border 60 pix = 13.31 arcsec
Table 3.1: Parameters
used in the definition of
angular masks (see the
text for details).
objects, which may affect the detection of near objects. We illustrate the different
steps in the construction of our angular mask for a region of the frame ‘f02p01 1’
in Fig. 3.4.
The first criterion is based on the ‘weight image’ associated to each of the
‘deep’ images. This image contains a weight for each pixel which is proportional
to the total exposure time at this pixel of the combination used to build the ‘deep’
image. We normalise the weights in each frame to the maximum of the weight
image. We then select only the regions of the image where this pixel weight is
larger than 0.75. That is, we do not consider in our masks those regions which
were observed (for the ‘deep’ image used for object detection) for less than the
75% of the maximum exposure time. The main effect is that, due to the dithering
in the observation of the different exposures, we eliminate the areas around the
borders of the image (see Fig. 3.4a).
In order to apply the criteria related to particular defects or objects, we used
the SExtractor software. We performed a standard object detection in each
of the ‘deep’ images (with the default parameters) using SExtractor. We then
selected a series of objects that may cause spurious or incorrect object detections.
We masked out all objects which were flagged as saturated by SExtractor, and
also those with an area larger than 3000 pix2, or with a major axis larger than
400 pix (see Fig. 3.4b). Objects with large area may correspond to bright stars,
but also to nearby galaxies. In either case, they would affect the detection of
far extra-galactic objects in the region around them. The very elongated objects
would normally correspond to defects in the image (e.g. cosmic rays not corrected
for), or spikes created by bright saturated stars. Finally, we also masked all
objects detected in the inverted image, which correspond to regions of the image
with negative values found next to some saturated stars, or near the border of
the image (see Fig. 3.4c). In order to eliminate the effect of these ‘bad’ objects in
the neighbour regions, we also masked out an extra border of 60 pix around each
of them.
Table 3.1 contains a summary of the parameters used when defining our survey
angular mask for ALHAMBRA, and Fig. 3.5 illustrates the final mask considered,
for the same region shown in Fig. 3.4. Clearly, the choice of these parameters is
somehow arbitrary, and it depends in part on the visual inspection of the final
masks and ‘deep’ images, as in Figs. 3.4 and 3.5. For example, we see that the
border areas eliminated using the ‘weights mask’ (Fig. 3.4a) and ‘negative mask’
(Fig. 3.4c) are similar. This indicates that our choice of the pixel weight threshold
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Figure 3.5: We show the same region of the ‘deep’ image for ‘f02p01 1’ as in
Fig. 3.4, together with the final angular mask used. The border of the mask
is the blue line, and the green dots are the positions of the objects inside the
mask.
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Field Other survey No. of frames A (deg2) Nmask Nmask/Ntot
ALHAMBRA-2 DEEP2 8 0.389 76618 76.2%
ALHAMBRA-3 SDSS 4 0.198 37113 74.6%
ALHAMBRA-4 COSMOS 4 0.190 40827 81.6%
ALHAMBRA-5 HDF-N 4 0.208 41176 79.5%
ALHAMBRA-6 GROTH 3 0.155 28379 78.2%
ALHAMBRA-7 ELAIS-N1 8 0.377 77440 73.1%
ALHAMBRA-8 SDSS 8 0.360 74622 69.3%
Total 39 1.877 376175 75.0%
Table 3.2: Properties of the angular masks obtained for the different AL-
HAMBRA fields. For each field, we list the number of frames used, the
effective area of our mask A, the number of objects we select inside the mask
Nmask, and the fraction of these selected objects with respect to the total
number of objects in the catalogue Ntot. We also list other surveys which
have overlap with each of the fields, see Moles et al. (2008) for details.
(0.75) is reasonable, as it corresponds to areas where the noise is important and
results in a large number of pixels with negative values.
This set of parameters is a conservative choice, driven by our interest on only
using regions with a high level of completeness. Using a more relaxed choice would
increase the effective area used. For example, using 0.70, 4000 pix2, 500 pix, and
40 pix, respectively, for the parameters listed in Table 3.1, the final effective area
is increased by a ∼ 10%. In any case, the details of the construction of the angular
mask will be revised when using the final ALHAMBRA catalogues, depending on
their characteristics.
Once we had defined the angular masks for each of the frames, we converted
them to the ‘polygon’ format of the mangle software (Swanson et al., 2008). This
software allows an easy manipulation of the masks, and also provides useful rou-
tines to perform tasks such as calculating the effective area covered by the masks,
or generating random Poisson catalogues of points inside them. We combined
the masks of the different frames into 7 masks, one for each of the fields. In the
case of the three completed fields in IDR3, the resulting mask is composed by 2
strips of approximately 1◦× 15′ each, while in the rest of the fields (with just one
LAICA pointing completed), the frames have gaps in between them. We avoided
overlaps between frames by simply cutting the masks where appropriate, but the
overlap regions were minimal anyway. As an illustration, Fig. 3.6 shows the final
masks used for a completed field (field 2), and a field with only one completed
pointing (field 3).
The final effective area of the survey mask for IDR3 is 1.877 deg2, which means
that we are using a ∼ 77% of the nominal area of 2.438 deg2 for the 39 frames.
We eliminated from our catalogue those objects located outside of our mask, the
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Figure 3.6: Angular masks for the ALHAMBRA fields 2 (top) and 3 (bot-
tom), which are illustrative of the masks obtained for fields with two or one
completed pointings, respectively. The shaded area corresponds to the re-
gions of the survey that are included in the calculations. The red rectangle
marks the region which is shown in Figs. 3.4 and 3.5.
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Figure 3.7: Colour-colour diagram used for our star-galaxy separation in
the ALHAMBRA catalogue. For clarity, only objects with magnitude errors
smaller than 0.1 are shown. The line corresponds to the cut we use for the
separation, equation (3.2).
25.0% of the total. This left us with 376175 objects inside the mask. The mask
area and number of objects in each of the fields is listed in Table 3.2.
3.2.2 Star-galaxy separation
In order to build a catalogue for LSS studies, we need to eliminate the stars
present in the original catalogue. In order to do so, we used a separation in colour,
similar to the usual BzK method (Daddi et al., 2004). Adopting this method to
the ALHAMBRA photometric system, we made a cut in the (A457M − J) vs.
(J − Ks) diagram, shown in Fig. 3.7. In particular, we classified as stars objects
with
(J −Ks) ≤ 0.16(A457M− J)− 0.32 . (3.2)
This cut has been shown to work well to separate stars from galaxies in ALHAM-
BRA data by Stefanon (2011). This cut eliminates 86704 stars from our sample
(the 23.0%), hence we are left with 289471 galaxies in our catalogue.
The distribution of redshifts for the selected galaxies is shown in Fig. 3.8 (in
grey). The mean of this distribution is z¯ = 1.143, and the median is zm = 0.972.
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Figure 3.8: Histogram showing the distribution of the measured redshifts
for the 289471 galaxies selected using relation (3.2) (grey), and for the 106713
objects in our final LSS catalogue, after making the redshift quality selection
podds > 0.85 (blue). The width of the bins is 0.05 units. The mean of the
distributions for the full galaxy catalogue is z¯ = 1.143, and the median is
zm = 0.972, while for the final LSS catalogue, these values are z¯ = 0.997 and
zm = 0.810.
Although the bulk of this population is located approximately in the region 0.3 <
z < 1.5, there is a large secondary bump at 1.5 . z . 3.
3.2.3 Redshift quality selection
In order to study the LSS using photometric redshift catalogues, it is essential to
select samples with high quality redshift determination. This means both a small
average error of the redshifts, and a small number of outliers. An example of this
need are the results obtained in Chapter 2 for the de-projection of the correlation
function.
In the case of redshifts determined by BPZ, the parameter podds provides a
reliable way to select redshifts of high quality (Ben´ıtez, 2000). The distribution of
this parameter in our catalogue (after the star-galaxy separation above) is shown
in Fig. 3.9. The choice of the threshold value to make a selection should be
a compromise between getting the objects with the best redshift quality, while
76
3. Evolution of clustering in the ALHAMBRA Survey
N
Fr
ac
tio
n 
(< 
p o
dd
s)
podds
 0
 5000
 10000
 15000
 20000
 25000
 30000
 0  0.2  0.4  0.6  0.8  1
 0
 0.2
 0.4
 0.6
 0.8
 1
Figure 3.9: Histogram showing the distribution of the parameter podds in
the catalogue. The width of the bins is 0.01 units, and the histogram contains
data for a total of 289471 galaxies, after the star-galaxy separation. The
green continuous line gives the cumulative distribution, to be read from the
right vertical axis. The red vertical dashed line corresponds to the threshold
podds = 0.85 used for our selection.
retaining a large enough number of objects in our sample. However, the fact that
the histogram has a pronounced peak for large values of podds means that the
result will not depend much on the exact threshold chosen.
We use σz defined as in equation (3.1) as a measure of the standard deviation of
the posterior probability distribution of z, and therefore as an estimate of the error
on z. We plot, in Fig. 3.10, the σz obtained for each object as function of the podds
parameter. As expected, σz decreases, on average, with podds. Moreover, we see
that there is a population of objects that are far from the main locus, with values
as high as σz ' 2. These correspond to objects whose redshift determination is
very uncertain, due to their p(z) being very wide or having more than one peak. A
large fraction of them will be outliers, in the sense that the best z estimation from
BPZ will be far from their real redshift. In order to avoid this type of objects,
we select only objects with podds > 0.85. Making this selection, we have, for all
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Figure 3.10: Distribution of the σz obtained according to equation (3.1),
as a function of the podds parameter. The green continuous line shows the
median σz for each value of podds, and the shaded areas the symmetric regions
containing 68% and 90% of the galaxies, as indicated. The remaining 10% of
galaxies are plotted as blue dots. The red vertical dashed line corresponds
to the threshold podds = 0.85 used for our selection.
objects, σz ≤ 0.2, and thus we minimise the possibility of having outliers in our
sample.
Making this selection based on the podds parameter, we eliminate 63.1% of
the objects previously selected, and we are left with 106713 objects with high
redshift quality in our final LSS catalogue. In Fig. 3.8, we can see the effect of
this selection on the redshift distribution. The main effect, apart from a global
reduction on the number of objects, is that the secondary bump at 1.5 . z . 3
is reduced greatly. This indicates that this bump at relatively high redshift was
mostly due to confusion between different spectral features in the photometric
redshift algorithm, but these problematic objects are correctly eliminated using
our podds cut.
In Fig. 3.11, we study how our redshift quality selection affects the photometric
accuracy of the sample. We show the distribution of errors in the magnitude
A802M, corresponding to an ALHAMBRA filter close to the central wavelength
of the i filter, and which we use below for the calculation of absolute magnitudes.
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Figure 3.11: We show the magnitude vs. magnitude error diagram cor-
responding to the ALHAMBRA filter A802M, which is close to the central
wavelength of the i filter. We show in the diagram the galaxies selected using
relation (3.2) (red), and those in our final LSS catalogue, after the redshift
quality selection podds > 0.85 (blue). For clarity, only 10% of the points are
shown in the plot.
We see how the our cut in podds eliminates most of the galaxies with the largest
photometric errors, σ(A802M) & 0.3.
3.2.4 Characteristics of the final LSS catalogue used
The final catalogue contains 106713 objects after the three selection steps ex-
plained above. The redshift distribution of the objects is shown in Fig. 3.8. The
mean redshift of the catalogue is z¯ = 0.997, and the median redshift is zm = 0.810.
The bulk of the objects is located at z < 1.5, although there is still a significant
population at z ∈ [2, 3] and a small number of objects at higher z, up to the
maximum zmax = 5.38.
As we have already made a severe selection in order to restrict the catalogue
to galaxies with high quality photometric redshifts, we can use σz, as defined
by equation (3.1), as a measure of the redshift uncertainty for each object. We
consider the relative uncertainty, σz1+z , and show its distribution in the catalogue
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Figure 3.12: Histogram showing the distribution of the relative redshift
uncertainties calculated from equation (3.1) for the 106713 objects in our
final LSS catalogue. The width of the bins is 0.0005 units. The mean of this
distribution is
(
σz
1+z
)
= 0.012, and the median value is
(
σz
1+z
)
m
= 0.010.
in Fig. 3.12. The mean value for the final catalogue is
(
σz
1+z
)
= 0.012, and the
median value is
(
σz
1+z
)
m
= 0.010. These results are in line with the predictions for
the redshift accuracy of the survey (Moles et al., 2008; Ben´ıtez et al., 2009b), and
with the preliminary results obtained in comparisons with spectroscopic redshifts.
Distances, K-corrections and absolute magnitudes
We added to this final catalogue two quantities that we need later for the sample
selection and LSS studies: the distance and absolute magnitude of each object.
We calculated the co-moving distance to each object using the best-fit pho-
tometric redshift z in each case, and assuming a flat fiducial cosmology with
ΩM = 0.27 and ΩΛ = 0.73, as given by the WMAP 7-year results (Komatsu
et al., 2011). We express all quantities in terms of h, e.g. we measure distances
in units of h−1 Mpc, so we do not need an explicit value for it.
We also calculate, for each object, the corresponding absolute magnitude in the
B band, MB . We use here the B band as it allows a more direct comparison with
80
3. Evolution of clustering in the ALHAMBRA Survey
results from other surveys. Moreover, the region of the spectrum corresponding
to the B band in the rest-frame is well sampled by the set of filters used by
ALHAMBRA (including the NIR filters) for redshifts as high as z ∼ 2. The same
procedure used here could be used, anyway, to calculate the absolute magnitude
in any given filter. We calculate MB in terms of the apparent magnitude mA in
one of the ALHAMBRA filters as (Hogg et al., 2002)
MB = mA −DM −KBA , (3.3)
where DM is the distance modulus, defined in terms of the luminosity distance
dL as
DM = 5 log10
(
dL
10pc
)
, (3.4)
and KBA is the K-correction term (Humason et al., 1956; Oke and Sandage,
1968). This term accounts for the difference between the bandpass of the chosen
ALHAMBRA filter in the observer’s frame, and the bandpass of the B filter in
the object’s rest-frame. In the general case, KBA is given by
KBA = −2.5 log10
 1
(1 + z)
∫
dλ0λ0Lλ
(
λ0
1+z
)
TA(λ0)
∫
dλeλegλ(λe)TB(λe)∫
dλ0λ0gλ(λ0)TA(λ0)
∫
dλeλeLλ(λe)TB(λe)
 ,
(3.5)
where Lλ(λ) is the emitted-frame luminosity of the object per unit wavelength,
TX(λ) is the transmission of filter X, and λe and λ0 refer to wavelengths in the
rest-frame and in the observer’s frame, respectively. The function gλ(λ) gives the
flux of the standard source defining the zero-point for the magnitude system. We
use in all cases the AB magnitude system, so that gλ(λ) ∝ λ−2.
One can only calculate exactly theK-correction when knowing the real emitted
spectrum of the object, Lλ(λ). We approximate it in our case using the best-fit
spectrum determined by BPZ for each object during the photometric redshift
determination (see Section 3.1.1). However, we can choose the ALHAMBRA
filter mA used for the calculation in a way that minimises the dependence of KBA
on the actual spectrum of the object. To this end, we choose mA ≡ A802M.
This filter has an effective wavelength of λeff = 802 nm (Aparicio Villegas et al.,
2010), which corresponds approximately to the effective wavelength of the B filter
redshifted to the median redshift of the catalogue, zm = 0.810. As explained
above, this best-fit spectrum is in each case a combination of two neighbouring
templates in the library. We recover this spectrum in this same way in each case,
for the calculation of KBA using equation (3.5). Fig. 3.13 shows the K-correction
term for our choice of filters and for the six template spectra used. We see that,
although our choice of the filter A802M minimises the dependence of KAB on the
selected template at z ∼ 0.8, we see that there is still an important dependence
for different redshifts, going up to maximum differences of ∼ 1.5 mag at z ∼ 0.3
or z ∼ 1.5.
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Figure 3.13: K-correction terms, as defined by equation (3.5), for the trans-
formation from filter A802M in the observer’s frame to filter B in the object’s
rest frame. They are calculated for the six BPZ template spectra shown in
Fig. 3.3.
Therefore, using equations (3.3, 3.4, 3.5), we calculated the absolute magni-
tude MB for the objects in the catalogue. We had to exclude 448 objects from
the catalogue (the 0.4%) which do not have a measured value of the apparent
magnitude A802M. As we use all the distances in units of h−1 Mpc, we actually
calculate the quantity MB − 5 log10 h.4 We always refer to this quantity in the
rest of this chapter, even when we drop the second term for simplicity.
3.3 Correlation functions for ALHAMBRA catalogues
The aim of this Section is to test the method for the calculation of the real-space
correlation function described in Chapter 2 to real data from the ALHAMBRA
survey, and to use the results obtained to study the evolution and luminosity
dependence of galaxy clustering.
4For reference, 5 log10 h = −0.775 for h = 0.7.
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3.3.1 Selection of samples
In order to be able to study the dependence of clustering properties on both
luminosity and cosmic time, we built a series of subsamples from our catalogue,
by making a selection in redshift and absolute magnitude.
We selected subsamples in non-overlapping bins in redshift. The size of these
bins is limited by the requirement that they are much larger than the distance we
will integrate in the radial direction, r‖,max. We showed in Chapter 2 that using
smaller bins may introduce systematic effects in the correlation functions we want
to measure. Taking this fact into account, and the limitations in volume covered
and galaxy density, we decided to use three redshift bins. The low redshift bin
(abbreviated as ‘L’ in sample names) corresponds to z ∈ [0.3, 0.6], the medium
redshift (‘M’) one to z ∈ [0.6, 1.0], and finally the high redshift bin (‘H’) covers
redshifts z ∈ [1.0, 1.5]. We note that our ‘H’ redshift bin gets deeper than any
previous correlation function study based on spectroscopic surveys (Coil et al.,
2006; Meneux et al., 2009; Abbas et al., 2010). We do not consider redshifts
z < 0.3, as the volume covered is too small, and the geometry of the survey would
reduce our analysis to the smallest scales. The three redshift bins chosen contain
similar numbers of galaxies in total. From Fig. 3.8, we see that it may be possible
to extend our analysis to higher redshift, although with a much lower density. We
do not explore this possibility here.
On top of the redshift selection, we also apply a set of cuts in absolute magni-
tude. We use ‘threshold samples’, meaning that we will impose a faint luminosity
threshold, but not a bright limit. In this way, we obtain approximately volume-
limited samples, but also we can study the luminosity dependence of clustering,
and its evolution. Following Meneux et al. (2009) and Abbas et al. (2010), we
apply an absolute magnitude threshold depending linearly on redshift as
M thB (z) = M
th
B (0) +Az , (3.6)
in order to follow the evolution of samples corresponding approximately to the
same galaxy population. The value of the constant A characterises the typical
luminosity evolution of the galaxies in the catalogue. It can be derived from the
evolution of the luminosity function (LF) parameter M∗. Here, we take the value
A = −1, which is similar to the LF evolution observed in different samples at
these redshifts (Ilbert et al., 2005; Zucca et al., 2009). However, we could refine
it by measuring the LF using this same ALHAMBRA catalogue. We characterise
each sample by the corresponding threshold at z = 0, M thB (0), and select the
galaxies at each redshift z requiring MB < M
th
B (z), as given by equation (3.6).
We made five absolute magnitude cuts at the low redshift bin, and only kept
the more luminous samples at higher redshifts. This allows us to study in detail
the luminosity dependence of clustering, but we should bear in mind that these
samples (for a given redshift bin) are not independent from each other.
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Figure 3.14: Absolute B-band magnitude MB vs. redshift z for our LSS
catalogue. The different lines show the boundaries of the samples we select
for our analysis.
We show in Fig. 3.14 the actual cuts made in the redshift – absolute magnitude
plane to define our samples, and give details of the properties of each sample in
Table 3.3. The name used for each sample comes from the letter ‘L’, ‘M’ or ‘H’ to
denote the redshift bin, the absolute value of the M thB (0) used for the cut, and a
‘B’ denoting the band used for the absolute magnitudes. For each sample we give
the basic properties such as number of galaxies, volume and density, but also the
characteristic redshift z¯ and B band absolute magnitude MmedB of the galaxies in
the sample. We compare the MmedB to the characteristic absolute magnitude M
∗
B
at z¯ for each of the samples. We calculate M∗B(z) for this comparison using the
data from Abbas et al. (2010), who used the LF obtained by Ilbert et al. (2005)
for the VVDS. From the obtained luminosity ratios Lmed/L∗, we see that we are
considering here samples with L . L∗.
As the accuracy of the photometric redshifts depends on magnitude and red-
shift, it varies among our samples. We calculated the mean estimated error on
the redshift determination, σ¯z, calculated according to equation (3.1). We use
this parameter below to determine the maximum line-of-sight distance r‖,max for
our integration of ξ(r⊥, r‖).
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3.3.2 The calculation in practice
We measured both the projected correlation function w(r⊥), and the de-projected
real-space correlation function ξdep(r) using the method described in detail in the
previous chapter, and specifically in Sections 2.1 and 2.3.1. In summary, we sepa-
rate the distance between pairs of galaxies in two components, one along the line-
of-sight (r‖), and one in the transverse direction (r⊥), following equation (2.1).
We estimate the two-point correlation function ξ(r⊥, r‖) using the Landy and Sza-
lay (1993) (LS) estimator, and then integrate along the line-of-sight (equation 2.5)
to obtain w(r⊥). Finally, we use the relation (2.4) between the real-space corre-
lation function ξr(r) and w(r⊥) to obtain our de-projected correlation function,
ξdep(r), which should be a good estimate of ξr(r). The actual calculation is made
based on the discrete values calculated for w(r⊥) using equation (2.6).
In the case of ALHAMBRA, we are dealing with 7 fields widely separated
in the sky. Correlations between different fields are therefore unimportant for
our calculations. However, correlations between pairs of objects located in a
different frame or strip but in the same field are actually important for the study
of correlations at scales up to a few tens of Mpc. We therefore make the full
calculation of w(r⊥) and ξdep(r) for each of the fields separately, and we obtain
our final result by averaging the results obtained for the different fields. When
making this average, we weight each of the fields proportionally to the effective
area covered in each of them (see Table 3.2).
In order to calculate ξ(r⊥, r‖) using the LS estimator, we need an auxiliary
un-clustered catalogue. This should be a realisation of an homogeneous Poisson
random process, following the same selection function as the real data for the sam-
ple considered. We model the angular selection function of the survey using the
mask created in Section 3.2.1, and assuming a homogeneous completeness inside
it. In order to model the radial selection function, we calculate the density along
the radial direction, ρ(r), for each of the samples, averaging over the different
fields. We smooth ρ(r) with a kernel of width 30h−1 Mpc, and use the resulting
function as our estimate of the radial selection function. The ρ(r) obtained for
each of the samples is shown in Fig. 3.15. Despite our MB selection, the sam-
ples are not exactly volume-limited, as can be seen by the global trend of ρ(r)
to decrease with r. This trend is more clear for the high-redshift bin. Moreover,
we obtain a series of peaks at approximately regular intervals in ρ(r), also seen
in Fig. 3.14. We consider these peaks as part of the selection function. We gen-
erate the corresponding Poisson catalogues for each sample and field, containing
NR = 20ND points in each case to reduce the effects of shot noise in our results.
As we are averaging over 7 separate fields, the peaks observed in ρ(r) can not
correspond to real structures in our sample, but should be the result of the data
processing or redshift determination. In fact, when studying the locus of galaxy
spectra in multi-colour space as function of redshifts, it is common to obtain
that some values of z are favoured over neighbouring ones. This could be the
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Figure 3.15: Number density of the different samples used, as function of
radial distance. The different samples are identified by the corresponding
absolute magnitude threshold at z = 0, M thB (0). The grey lines show the
original density profile, and the solid lines (red for the low-, green for the
medium-, and blue for the high-redshift bin) show the actual density functions
we use for our calculations after smoothing with a 30h−1 Mpc kernel. The
limits between redshift bins are marked by vertical dot-dashed lines.
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explanation for these observed peaks. These peaks could in principle distort our
galaxy clustering analysis. However, they would only affect the measurement of
r‖ of the pairs (at scales smaller or of the order of our integration limit r‖,max),
but not of r⊥. Given that most of our clustering signal comes from the transverse
separations r⊥, the possible influence of these peaks in our results must be small,
and it should be reduced by considering the peaks as part of our selection function.
In any case, this issue will be revised when preparing the final ALHAMBRA
catalogues.
When integrating ξ(r⊥, r‖) along the line of sight to obtain w(r⊥) in prac-
tice, we need to set an upper limit for the integration, r‖,max. We showed in
Section 2.4, using our simulated halo catalogues, that an optimal choice for this
value is r‖,max ' 4r(∆z), where r(∆z) is the radial distance corresponding to the
typical redshift uncertainty ∆z of the sample. In the case of ALHAMBRA data,
we estimate ∆z as the mean of the σz values (equation 3.1) of the galaxies in the
sample, and use this same choice for r‖,max. This is consistent with the definition
of ∆z in the simulated catalogues used in Section 2.4. The actual values used for
the calculations using the different samples are shown in Table 3.3.
Regarding the upper limit r⊥,max in the integration of w(r⊥) to obtain ξdep(r),
we use the values r⊥,max = 20, 30, 40h−1 Mpc, respectively, for samples in the low-
, medium-, and high-redshift bins. These values correspond, approximately, to the
transverse co-moving distance subtended by an angle of 45 arcmin (three times
the side of a LAICA CCD) at the maximum redshift of each of the bins. In all
our calculations, we use logarithmic bins in both r⊥ and r‖, with a spacing of
∆ log10 r = 0.15.
Error estimation
In order to estimate the error and full covariance matrix of our results, both for
w(r⊥) and ξdep(r), we used the jackknife method (see e.g. Norberg et al., 2009).
In this case, we used as ‘jackknife regions’ the Njack = 39 frames in the catalogue,
so the jackknife samples used were obtained omitting one of the frames at a time.
We repeated the full calculation for each jackknife sample, taking into account
the change in weighting when averaging over the fields. Our estimate for the
covariance matrix between bins for w(r⊥) is then
Cij =
Njack − 1
Njack
Njack∑
k=1
(wki − wi)(wkj − wj) , (3.7)
where wki is the value obtained for the jackknife sample k in the r⊥ bin i, and
wi is the average of the values obtained for bin i. The same method was used
to estimate the covariance matrix in ξdep(r). The standard error estimate for a
single bin is given by σi =
√
Cii.
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An alternative method for estimating the errors would be to use directly the
variance between the values observed in the 7 different fields. As the fields are
separated in the sky, they can be considered as totally independent, and thus
this can be a direct measure of the uncertainty in the mean value obtained. The
results for σi obtained using our jackknife method are similar to those obtained
from the variance between fields, but the jackknife results are less noisy. This
is an additional indication that our jackknife estimation is correctly taking into
account not only the shot noise, but also the cosmic variance contribution to
the uncertainty. Moreover, the fact of using 39 realisations instead of only 7
fields means that the results are more robust, and that we can estimate the full
covariance matrix, and not just its diagonal terms.
3.3.3 Results
Following the same procedure as in Chapter 2, with the details explained above,
we calculated both the projected correlation function w(r⊥), and the de-projected
real-space correlation function ξdep(r) for our samples.
Results for w(r⊥) are shown in Fig. 3.16. We see that we can reliably measure
w(r⊥) in our different samples from scales as low as r⊥ ' 0.02h−1 Mpc (except
for the high-redshift bin), up to scales of r⊥ ' 10−30h−1 Mpc, depending on the
sample. Deep spectroscopic surveys are typically able to measure the correlation
function only for scales r & 0.1h−1 Mpc due to the sparsity of the samples used.
Using ALHAMBRA data, being a photometric survey, we can explore smaller
scales due to the larger number density of galaxies in the samples. The correlation
function at these scales r . 0.1h−1 Mpc is related to the merger rate in the galaxy
population studied (Masjedi et al., 2006). We ignore these scales for the rest of
this analysis, but this shows that ALHAMBRA can be a good tool to study the
history of galaxy merger rates up to high redshifts (Lo´pez-Sanjuan et al., 2011;
de Ravel et al., 2011).
Over the full range of scales studied, the obtained w(r⊥) shows qualitatively
the expected behaviour. It follows approximately a power law, although with
some deviations or changes in slope, most noticeable in the high-redshift samples.
Moreover, there is a clear segregation with luminosity, as samples containing more
luminous galaxies exhibit stronger clustering. The dependence of clustering on
redshift is less evident here. We make more detailed comparisons in our analysis
below.
The results for the de-projected correlation functions ξdep(r) of the different
samples are shown in Fig. 3.17. Qualitatively, we can draw here the same conclu-
sions as from the w(r⊥) results above: the correlation function is close to a power
law for nearly three decades in separation, and it shows the effect of luminosity
segregation. However, the results we obtain here are noisier, and with larger esti-
mated errors, than those for w(r⊥), as is expected for any de-convolution process.
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Figure 3.16: Projected correlation function w(r⊥) obtained for the different
samples used in our analysis. Each of the panel shows the results for the
luminosity-selected samples in a given redshift bin. The errors shown in each
case are calculated using the jackknife method as described in the text.
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Figure 3.17: Same as Fig. 3.16, but now for the de-projected real-space
correlation function ξdep(r).
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Hence, we will use only the w(r⊥) results for further analysis, as it is in general
possible to transform a model for ξ(r) into a model for w(r⊥) using equation (2.3).
Modelling of the correlation function: dependence of clustering on luminosity
and redshift
In order to study the change of the clustering properties with luminosity and
redshift, we fit the obtained projected correlation function w(r⊥) of each sample
using two models.
The first of these models is a power law in the real-space correlation function
ξ(r), expressed as
ξ(r) =
(
r
r0
)−γ
.
When transforming this model, using equation (2.3), to a model for w(r⊥), we
also obtain a power law which, expressed in terms of the parameters r0 and γ
above is given by
w(r⊥) = r⊥
(
r0
r⊥
)γ
Γ(1/2)Γ [(γ − 1)/2]
Γ(γ/2)
, (3.8)
where Γ(·) is the gamma function. This is a simple phenomenological model,
but it has been shown to fit with reasonable accuracy the correlation function
of galaxies of very different properties over a large range of scales (e.g. Hawkins
et al., 2003; Zehavi et al., 2005a; Coil et al., 2006). A recent analysis with the
SDSS catalogue has found slight but significant deviations from the power-law
behaviour at the range of scales studied here (Zehavi et al., 2004). It would be
interesting to study whether these same deviations are found using high redshift
samples as those used here. Fitting the power-law model of equation (3.8) to our
observed data, we can study the change of both the slope γ, and the correlation
length r0 with the properties of each sample.
The second model we use has a more direct physical meaning, although it
is still a simplified model. We use a model for the clustering of matter based
on the standard ΛCDM perturbation theory, using the software Camb5 (Lewis
et al., 2000). We include the non-linear corrections of Halofit (Smith et al.,
2003), as implemented in Camb itself. We Fourier-transform the power spectrum
calculated by Camb to obtain the matter correlation function, and then transform
it using equation (2.3) to obtain the matter projected correlation function wm(r⊥)
for this model. We assume a very simplified relation between the clustering of
matter and galaxies, using a constant bias parameter b not depending on scale,
and therefore our model for the galaxy projected correlation function is simply
w(r⊥) = b2wm(r⊥) . (3.9)
5http://camb.info
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For a more appropriate physical model, taking into account the details of the
galaxy formation inside haloes, one should use an Halo Occupation Distribution
(HOD) fit. We leave this for a later work with the final ALHAMBRA catalogue.
In any case, this model is useful because it provides a separation between the
overall clustering of matter and the details of the different tracers used. In this
sense, we can factor out the overall redshift evolution of clustering, which depends
mainly on the growth function D+(z), and which is included in wm(r⊥), from the
bias b of the different samples. We will keep the cosmological parameters for
the calculation of wm(r⊥) fixed at the standard WMAP7 values (Komatsu et al.,
2011), and calculate it at the mean redshift of each sample. Hence, the only
parameter we fit in this case is b.
We fit our observed w(r⊥) to these two models using the generalised χ2 min-
imisation method. We calculate the χ2 value on a grid of parameter values θ
(r0, γ for the power-law model, b for the ΛCDM model), and obtain from it the
expected values and confidence regions for the parameters in the standard way
(see e.g. Press et al., 2002). The χ2 function is given by
χ2(θ) =
Nbins∑
i=0
Nbins∑
j=0
[w(r⊥,i)− wmodel(r⊥,i,θ)] (C−1)ij [w(r⊥,j)− wmodel(r⊥,j ,θ)] ,
where Nbins is the number of bins in r⊥ considered, wmodel(r⊥,θ) is the model
calculated for the values θ of the parameters, and C−1 is the inverse of the
covariance matrix between the observations at different bins, which we calculate
using the jackknife method (equation 3.7).
We use in all cases the distance bins in the range r⊥ ∈ [0.2, 15]h−1 Mpc. The
lower limit is imposed in order to avoid the scales where the effect of mergers
become important. This is seen, specially for the high-redshift samples, as a
change in the slope of w(r⊥) around r⊥ ' 0.1h−1 Mpc. The upper limit is set
to avoid larger scales where the error in w is large, due to the geometry of the
fields. Therefore, we are using 12 r⊥ bins for the fit, this leaves us with ν = 11
for the ΛCDM fit, and ν = 10 for the power-law fit when we allow both r0 and
γ to change. We also made a fit to a power law, but keeping the slope γ fixed to
the value γ = 1.7. In this case, again, ν = 11.
We compare the observed w(r⊥) to the best-fit models in Figs. 3.18, 3.19 and
3.20. Details of the resulting fits are listed in Table 3.4. From the different plots,
and the χ2min values in the Table, we see that both models give reasonable fits for
most samples, without significant differences between the two models. This means
that, using this simple approach, we do not detect deviations from the power-law
behaviour of the correlation function. However, a more detailed fit using HOD
could significantly improve these fits, at least for some of the samples.
Using the power-law fits, we can study the change in clustering properties for
the different samples. In Fig. 3.21, we show the dependence of the fitted parame-
ters r0 and γ on the median absolute magnitude of the different samples, for each
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Figure 3.18: Comparison between the observed w(r⊥) (red points with
error bars) and the best fit power-law (blue dotted line) and ΛCDM (green
dashed line) models. Each panel shows the results for one of the luminosity-
selected samples in the low-redshift bin (z ∈ [0.3, 0.6]). The vertical dot-
dashed lines indicate the range which we are using for the different fits,
r⊥ ∈ [0.2, 15]h−1 Mpc.
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Figure 3.19: Same as Fig. 3.18, for the samples in the medium-redshift bin
(z ∈ [0.6, 1.0]).
of the redshift bins. We compare our results with those obtained for the DEEP2
survey by Coil et al. (2006), whose samples have mean redshifts in the range
z ∈ [0.87, 0.99], and are therefore in between our medium- and high-redshift bins.
Our results are in overall agreement with the DEEP2 data. Moreover, this com-
parison shows the potential of ALHAMBRA to analyse the clustering properties
for relatively faint samples, while spectroscopic surveys are restricted only to the
brightest samples. In contrast, our actual constraints on the parameters (r0, γ)
for individual samples are weaker, due mainly to the uncertainties introduced by
the photometric redshift measurements.
In Fig. 3.21a, we study the dependence of the slope parameter γ with the
redshift and median MB of the samples. In this case, any change in γ is of the
order of our errors from the fit, so we are not able to measure any significant
change in the slope of the correlation function between our samples. On the other
hand, in Fig. 3.21b, we see clearly an increase in the correlation length r0 with
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Figure 3.20: Same as Fig. 3.18, for the samples in the high-redshift bin
(z ∈ [1.0, 1.5]).
the median MB of the sample. This is a consequence of luminosity segregation
in our data, as brighter galaxies tend to cluster more strongly than fainter ones.
This phenomenon is present in the three redshift bins studied.
However, as the values of r0 and γ resulting from the fits are strongly corre-
lated, the r0 we obtain from this fit is a not clean measure of the overall strength
of the clustering for different samples. An alternative is to repeat the power-law
fit, but this time keeping the value of γ fixed. As we have not seen a change in γ
for different samples, it makes sense to set γ = 1.7 in all cases, and fit for r0 only.
We show the constraints on r0 obtained in this case in Fig. 3.22. Here, we see
more clearly a monotonic increase of r0 with luminosity in all cases. Moreover, we
see a sign of the evolution of clustering in the fact that the strength of clustering
(measured through r0) decreases with redshift. This is qualitatively the expected
behaviour from the process of structure formation.
We show the dependence of the bias parameter b defined in equation (3.9) on
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Figure 3.21: Parameters r0 and γ obtained from the power-law fits for
the different samples, as function of the median absolute magnitude MB of
the samples, for each of the redshift bins. For comparison, we show the
results obtained for DEEP2 data by Coil et al. (2006), for samples at redshift
z ' 0.9− 1.0.
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Figure 3.22: Constraints on the parameter r0 obtained from the power-law
fits when the slope is kept fixed at γ = 1.7, as function of the median absolute
magnitude MB of the samples, for each of the redshift bins.
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Figure 3.23: Bias parameter b obtained from our Camb fit for the different
samples, as function of the median absolute luminosity L/L∗ of the samples,
for each of the redshift bins. The lines are the fits obtained by Tegmark et al.
(2004) for SDSS data at z ' 0.1 (equation 3.10), with b∗ chosen in each case
to match the observed value of b for our brightest sample.
luminosity in Fig. 3.23. We measure in each case the median luminosity of the
samples in terms of the L∗ at the appropriate redshift (as shown in Table 3.3),
in order to be able to compare to results at z ∼ 0. In this case, the effect of the
growth of structures with cosmic time is included in wm(r⊥), so here we study
the absolute bias of the galaxy population studied with respect to the matter
distribution.6 We see that the bias is increasing with redshift, even when we tried
to select samples corresponding to the same type of objects at different redshift.
This is qualitatively consistent with the fact that, for dark matter haloes of a
given fixed mass, the bias increases with redshift (Mo and White, 1996; Sheth
and Tormen, 1999).
Regarding the dependence of b on L, we see a clear positive trend, in line with
our results for r0 above. This means that luminosity segregation is present in
our samples, even for L < L∗. We compare our results with those obtained by
Tegmark et al. (2004) using data from SDSS at z ' 0.1. They found (see their
Fig. 30) that the dependence of b on luminosity is well fitted in that case by the
6Obviously, using different cosmological parameters for the calculation of wm(r⊥) would give
slightly different values of b, but the qualitative behaviour should be similar for reasonable values
of these parameters.
99
3.4. Discussion
function
b/b∗ = 0.85 + 0.15
L
L∗
− 0.04(M −M∗) = 0.85 + 0.15 L
L∗
+ 0.1 log10
L
L∗
. (3.10)
A similar fit was found by Norberg et al. (2001) using data from the 2dFGRS.
We compare our results to this fit (shown as lines in Fig. 3.23), by choosing the
appropriate value of b∗ at each redshift bin to match our brightest sample. We
see a reasonable agreement for L & 0.4L∗. However, for the faintest samples, we
obtain a stronger dependence of b on luminosity than observed at low redshift.
A similar effect, although for brighter samples, was already found by Coil et al.
(2006) at z ∼ 1.
3.4 Discussion
In this chapter, we used preliminary data from ALHAMBRA to study the clus-
tering of galaxies at high redshift, in the region between z = 0.3 and z = 1.5. The
aim of this chapter was mainly exploratory, in order to show the capabilities of
ALHAMBRA for this kind of analysis, and to test the method for the calculation
of the correlation function from photometric surveys (described in Chapter 2) in
real data.
In the first place, we described the selection procedure needed to select, from
the full ALHAMBRA preliminary Data Release (IDR3), a galaxy catalogue which
is appropriate for large-scale structure studies. To this end, we built the angular
masks describing the survey’s angular selection function, performed a colour-based
star-galaxy separation, and selected objects with high quality redshift determi-
nations. Although this selection is preliminary, and some details may change to
adapt it to the final data release, it describes the basic catalogue that will be used
for LSS studies with ALHAMBRA. Moreover, it describes the type of selections
needed to use data from any photometric survey, specially those with high qual-
ity redshift determinations, for clustering studies. However, details will vary in
function of the characteristics of the survey, and of the analysis to be performed.
In the second place, we selected, based on redshift and absolute magnitude, 12
different samples from our catalogue. We calculated, using the method described
in the previous chapter adapted to the characteristics of the ALHAMBRA sur-
vey, both the projected correlation function w(r⊥) and the de-projected real-space
correlation function ξdep(r) for these samples. We showed that our method al-
lows us to measure the correlation function reliably in this case, as shown using
simulations in the previous chapter.
In order to study the dependence of clustering properties on luminosity and
redshift, we fit w(r⊥) of the different samples by two models: a power-law correla-
tion function, and a ΛCDM model for the matter correlation function multiplied
by a constant bias factor b. We did not find any significant deviation from a
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power law in the range of scales studied, r⊥ ∈ [0.2, 15]h−1 Mpc, comparing to the
alternative ΛCDM model. Studying the dependence of the fitted parameters r0
(correlation length) and b (bias) with the luminosity of the samples, we see a clear
indication of segregation: more luminous galaxies tend to cluster more strongly
than fainter ones. Given that our samples have typical luminosities L . L∗, this
behaviour is different to that observed at z ' 0. For local samples, as first noted
by Hamilton (1988), luminosity segregation is weak for faint galaxies, and is only
clear for galaxies at the bright end of the luminosity function, with L > L∗. We
show this discrepancy explicitly in Fig. 3.23, when we compare our bias results to
those from SDSS. When studying the dependence of the slope γ with luminosity,
we are not able to measure any significant change.
When comparing our results with those from deep spectroscopic surveys, and
specifically DEEP2 (Coil et al., 2006), we see the differences between both ap-
proaches. The constraints obtained in DEEP2 for a given sample are tighter
than those obtained by ALHAMBRA, due to the much higher precision in the
determination of redshifts. However, ALHAMBRA allows us to explore a much
larger range of redshift and of absolute magnitude. Moreover given the large
density of the ALHAMBRA samples, we can measure the correlation function to
relatively small scales. Although not explored here, the study of clustering at
scales r⊥ ∈ [10, 100]h−1 kpc with ALHAMBRA could give important information
regarding the process of galaxy merging over a large range of redshifts.
The work presented here is anyhow preliminary, and the main purpose was to
test our clustering analysis machinery. When the final ALHAMBRA catalogue
is available, this work will be adapted to the characteristics of the data, and a
more detailed analysis will be made, in particular using a HOD fit to the data,
and, if possible, extending the analysis to higher redshifts. Also, an analysis of
segregation, depending not only on luminosity but also on other galaxy properties,
such as colour, spectral type, morphology, or stellar mass, will be made. In
Chapter 4 we review some of the more advanced statistical methods that could
be used for this purpose.
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4
Measuring galaxy segregation
with mark statistics
It is a well known fact that different types of galaxies show different clustering
properties. This phenomenon is called segregation. These clustering properties
depend on several intrinsic characteristics of the galaxies, some of them directly
observable, such as luminosity, colour, spectral type or morphology. Elliptical
galaxies, for example, are preferentially located in high density environments,
such as the centres of rich galaxy clusters, while the dominant population of the
field are mainly spiral galaxies (Davis and Geller, 1976; Dressler, 1980; Postman
and Geller, 1984; Goto et al., 2003). Segregation is a consequence of the process
of structure and galaxy formation through cosmic time. In the standard ΛCDM
model it can be explained considering the joint evolution of galaxies and the dark
matter haloes that host them, and the process of assembly and mergers that they
undergo.
The most used methods to quantify clustering segregation between galaxies
with different properties have been standard two point statistics, such as the cor-
relation function ξ(r) (see Section 1.2). Normally, galaxy samples are divided into
two or more classes by a given property, and the differences in the corresponding
correlation functions give information about segregation between these classes.
One can identify broadly two types of galaxies. Early-type galaxies show ellipti-
cal (or bulge-dominated) morphologies, red colours and low star formation rates.
Late-type galaxies, on the other side, show spiral (or disk-dominated) morpholo-
gies, blue colours and ongoing star formation. The correlation function of early-
type galaxies shows at small scales steeper slopes and larger amplitudes than that
of late-type galaxies (Loveday et al., 1995; Hermit et al., 1996; Guzzo et al., 1997).
On top of the galaxy type, the clustering properties also depend on galaxy lu-
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minosity, with brighter galaxies showing larger clustering amplitude than fainter
ones (Phillipps and Shanks, 1987; Hamilton, 1988; Davis et al., 1988). Recent
studies have made use of the last generation of galaxy redshift surveys to anal-
yse these properties in more detail. The results using data from the Two-degree
Field Galaxy Redshift Survey (2dFGRS, Norberg et al., 2001, 2002; Madgwick
et al., 2003b), and from the Sloan Digital Sky Survey (SDSS, Zehavi et al., 2002,
2005b, 2011), broadly confirm earlier results when studying galaxy clustering as
a function of galaxy luminosity, colour or spectral type. In order to quantify
the luminosity or morphological segregation, clustering measures other than two
point statistics have also been used, such as multifractals (Dominguez-Tenreiro
and Martinez, 1989; Dominguez-Tenreiro et al., 1994), void probability functions
(Vogeley et al., 1991; Croton et al., 2004), or distributions of the distances to the
nearest neighbours (Salzer et al., 1990).
As explained in Section 1.2, in order to study the properties of galaxy cluster-
ing, we consider the galaxy distribution as a realisation of a homogeneous random
point process, and apply the statistical machinery associated with them. To anal-
yse segregation as a function of a given galaxy property, we can generalise this
approach, and consider this distribution as a realisation of a marked point process
(Stoyan and Stoyan, 1994; Mart´ınez and Saar, 2002; Illian et al., 2008). In this
kind of processes, each point carries a given characteristic or ‘mark’ associated
with it, and the joint properties of the spatial distribution and of the associated
mark distribution can be studied. The mark can be either a continuous variable
describing quantitatively a given property associated to the points, or a discrete
variable defining qualitatively different categories or types of points. This ap-
proach has been applied in different fields, such as geology, material science or
ecology, to the study of several phenomena. For example, this approach has been
used to study the dependence of the spatial distribution of a given plant com-
munity on the plant stem diameter, or to study the relations between different
species through their spatial distributions (Stoyan and Penttinen, 2000). For a
review on current statistical methods applied to these mark point processes, see
Illian et al. (2008, chap. 5).
Recently, methods of marked clustering statistics have been introduced for
the study of the galaxy distribution. Beisbart and Kerscher (2000) used several
statistics to analyse segregation by luminosity and morphological type in the
Southern Sky Redshift Survey 2 (SSRS2, da Costa et al., 1998) catalogue. More
recently, Skibba et al. (2009) used mark statistics to analyse SDSS data as function
of the morphological properties obtained by the Galaxy Zoo1 project (Lintott
et al., 2008).
The aim of this chapter is to review some of the statistical methods associated
with marked point processes in the context of the study of galaxy segregation, and
to compare the different information they provide. We consider both the cases of
1http://www.galaxyzoo.org
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continuous and discrete marks. In the former case, we use the normalised mark
correlation function kmm(r) and the mark variogram γ(r). In the case of qualita-
tive marks, we use the standard partial correlation functions ξij(r) and introduce,
for the first time in a cosmological context, the mark connection functions pij(r).
We illustrate the use of these methods using a volume-limited sample with a sim-
ple geometry drawn from the 2dFGRS. We use as a continuous mark the spectral
type parameter η defined by Madgwick et al. (2002), and use this same parameter
to divide our sample into two categories of ‘early type’ and ‘late type’ galaxies. In
this way, we can cross-check our results for continuous and discrete marks. This
work has been published as Mart´ınez et al. (2010).
4.1 Clustering analysis methods for marked
point processes
We will consider the galaxy distribution as a realisation of a marked point process
XM . This is a sequence of random marked points XM = {(xi,mi)}, where mi is
the mark associated to the point located at position xi. Typically, the objective of
the analysis of this point process will be to determine whether there is a relation
between the spatial clustering of the points and their marks, and to understand
this relation.
The mark mi can be a continuous variable, giving the value of a given physical
property of the point. In the case of galaxies, this would typically be an observable
property such as luminosity, colour, or some kind of spectral parameter. However,
it could also be a property inferred indirectly, such as mass or star formation rate.
Marks can also be discrete values, describing qualitatively different classes, or
populations, of points. In the case of the galaxy distribution, these are typically
‘early type’ and ‘late type’ populations of galaxies, divided either by morphology,
spectral characteristics, or colour. One could think also of different applications,
e.g. studying the clustering properties of QSOs and galaxies. Obviously, one
can construct qualitative marks derived from continuous ones, by binning the
continuous marks into discrete categories. When dealing with discrete marks, we
consider here only a bi-variate process with only two populations, but this can be
easily extended to the multivariate case.
As a natural extension of the work with the two point correlation function, we
focus on second-order statistics in the case of marked point processes. As in the
unmarked case, we consider only homogeneous and isotropic point processes. The
definition of the different statistics is based on the second-order intensity function
λ2(r) for the unmarked point process. λ2(r) was introduced in Section 1.2. We
remind here its definition, and extend it to the marked case below. Given two
infinitesimal spheres of volume dV1 and dV2 separated by a distance r, the joint
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probability of finding a point of the process in each of the spheres is
dP = λ2(r)dV1dV2 . (4.1)
This intensity function is therefore related to the standard two-point correlation
function as
λ2(r) = n
2[1 + ξ(r)] ,
where n is the intensity of the point process.
4.1.1 Statistics for continuous marks
In the case of continuous marks, we use here two complementary statistics: the
normalised mark correlation function kmm(r), and the mark variogram γ(r). Let
us first define, in analogy to equation (4.1), the quantity
λM2 [(x1,m1), (x2,m2)]dV1dm1dV2dm2
as the joint probability that in the volume element dV1 lies a galaxy with the
mark in the range [m1,m1 + dm1] and another galaxy lies in dV2 with the mark
in [m2,m2 + dm2] (Mart´ınez and Saar, 2002).
Starting from λM2 , a number of second order statistics can be constructed,
using different ‘test functions’ of the marks, t(m1,m2), as
κt(r) =
1
λ2(r)
∫ ∫
t(m1,m2)λ
M
2 [(x1,m1), (x2,m2)]dm1dm2 . (4.2)
Functions such as κt(r) can be interpreted as a conditional quantity. It represents
the expected value of the function t(m1,m2) under the condition that there are
two points in the process with marks m1 and m2 separated by a distance r.
Equivalently, this is the value of t(m1,m2) averaged over all pairs of points present
in the process with separation in [r, r+dr] (Stoyan and Stoyan, 1994; Illian et al.,
2008). One should define the statistic κt(r) to use in each case depending on the
physical problem, and on the function t(m1,m2) of interest. We define below the
most usual statistics, which can be applied to a large range of problems and, in
particular, to the study of galaxy segregation.
The normalised mark correlation function (or, simply, ‘mark correlation func-
tion’) kmm(r) uses the test function
t(m1,m2) =
m1m2
m¯2
,
where m¯ is the mean of the marks. It is therefore defined as (Stoyan, 1984; Stoyan
and Stoyan, 1994)
kmm(r) =
1
m¯2λ2(r)
∫ ∫
m1m2λ
M
2 [(x1,m1), (x2,m2)]dm1dm2 (4.3)
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for λ2 6= 0. From this definition, kmm(r) represent the expected value of the
normalised product of the marks for pairs of points separated by a distance r.
Values kmm(r) < 1 indicate inhibition of the marks, i.e., pairs of points at a
distance r tend to have smaller values of the marks than the average. On the
other side, values kmm(r) > 1 indicate that pairs of points at distance r tend to
have larger values. In cases in which the marks are independent of the clustering
pattern, kmm(r) = 1. For example, in even-aged forests it is typically found that
trees with larger stem diameter (mark) tend to be isolated, since they make use
of much more ground and sun-light resources than smaller trees. In this case,
therefore, we would have kmm(r) < 1 at small scales, with kmm(r) increasing
with distance.
In the case of the galaxy distribution, Beisbart and Kerscher (2000) studied
the behaviour of kmm(r) using luminosity as the mark. They found kmm(r) > 1 at
small scales, implying stronger clustering of brighter galaxies at small separations,
as expected.
Despite its name, the mark correlation function is not strictly a correlation
function (Schlather, 2001). A true mark correlation function would be obtained
by using the test function
t(m1,m2) =
(m1 − m¯)(m2 − m¯)
σ2m
,
where σ2m is the variance of the mark distribution. However, kmm(r) is more
commonly used and, as described above, provides important information about
mark correlations.
The mark variogram γ(r) (Wa¨lder and Stoyan, 1996) is constructed analo-
gously, using the test function
t(m1,m2) =
1
2
(m1 −m2)2 .
Its definition is therefore given by
γ(r) =
1
2λ2(r)
∫ ∫
(m1 −m2)2λM2 [(x1,m1), (x2,m2)]dm1dm2 . (4.4)
The mark variogram γ(r) is a measure of the similarity of the marks depend-
ing on the separation between points. When the marks are independent of the
clustering pattern, then γ(r) is constant and equals the variance σ2m. In the pres-
ence of segregation, γ(r) > σ2m indicates that pairs of points with separation r
tend to have a larger difference between marks than the average, while γ(r) < σ2m
indicates that they tend to have similar marks.
Both statistics provide therefore complementary information. While the mark
correlation function kmm(r) gives information about the values of the marks
present in pairs at a given scale, the mark variogram γ(r) is affected by the
differences between those values in each pair.
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4.1.2 Statistics for discrete marks
In the case in which the sample is divided in several discrete populations, we
studied first the partial two-point correlation functions, and introduced also the
mark connection functions.
The partial two-point correlation functions are simply the standard correlation
function calculated for pairs of points in the different populations (Peebles, 1980).
More formally, we define, analogously to equation (4.1), the quantity
λij(r)dV1dV2
as the probability of finding in the volume element dV1 a point belonging to
population i, and in the volume element dV2 a point belonging to population j.
Then, the partial correlations functions are given by
ξij =
λij(r)
ninj
− 1 , (4.5)
where ni is the number density of population i.
We have, therefore, that for i = j the partial correlation functions are the
correlation functions of the different populations calculated independently. For
i 6= j, ξij(r) are the cross-correlations between the corresponding populations.
The meaning of these function was already explained in Section 1.2. They measure
the excess probability, with respect to a homogeneous Poisson process, of finding
pairs of points with separation r. They are therefore a good measure of the
clustering of the points in the different populations independently (for i = j), and
of the correlations between points in different populations (for i 6= j).
In the case in which (discrete) marks are independent of the clustering pattern,
the correlation functions will be similar for all the populations, so that
ξij(r) ' ξ(r) ∀i, j ,
where ξ(r) is the correlation function for the full sample. This follows from the
invariance of the correlation function under thinning.
The mark connection functions pij(r) measure conditional probabilities of the
relative clustering between marks. In this sense, they are similar to the mark
correlation function kmm(r) and mark variogram γ(r) defined above for the case
of continuous marks or, in fact, to any statistic κt(r) defined similarly (as in
equation 4.2). pij(r) represents the conditional probability to find two galaxies of
type i and type j at positions separated by a distance r, under the condition that
at these positions there are indeed galaxies. Formally, we can define them as
pij(r) =
λij(r)
λ2(r)
,
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where λ2(r) is the second order intensity function of the full unmarked process.
They are therefore related to the partial correlation functions as
pij(r) = pipj
1 + ξij(r)
1 + ξ(r)
,
where pi = ni/n is the probability that a randomly chosen point in the process is
of the type i.
The mark connection functions yield information different to that from the
partial correlation functions ξij(r) as shown, e.g., in Illian et al. (2008). By their
definition they give the relative frequencies of mark pairs (i, j) at a distance r.
While ξij(r) takes high values if there are many (i, j) pairs at a distance r, pij(r)
is high if the proportion of (i, j) pairs relative to the total number of pairs at that
distance is high. So it may happen that, for some r, ξij(r) has a minimum, but
pij(r) has a maximum, if there is only a small number of point pairs at a distance
r in the whole pattern, but many of them are exactly (i, j) pairs. Experience in
other fields shows that often pij(r) is able to find finer structures in point patterns
than ξij(r) because of the nature of pij(r) as a conditional probability.
If the marks are independent of the clustering pattern, then all pij(r) are
constant, and they take the values
pij(r) =
{
2pipj if i 6= j
p2i if i = j
. (4.6)
In the presence of segregation, this is the expected behaviour of pij(r) for r →∞.
4.1.3 Estimators used
We computed the different statistics based on the smooth estimation2 of the
second order intensity function λ2(r) presented in Stoyan and Stoyan (1994). This
estimator works well for the correlation function at small scales (Pons-Border´ıa
et al., 1999), and it is easy to extend for the estimation of the different statistics
used here. It is given by
λ̂2(r) =
1
4pir2
N∑
a=1
N∑
b=1
b 6=a
k(r − |xa − xb|)
V (W ∩Wxa−xb)
. (4.7)
Here, N is the total number of points in the sample, xa are the positions of the
points, and k(·) is a kernel function. Conventionally, W represents the observation
window, i.e., the region of space in which we observed our sample, and Wr is this
same region shifted by the vector r, Wr = {y : y = x + r,x ∈W}. The term
2As usual, we denote the estimators of the different quantities by putting a hat ( ̂ ) on top
of the corresponding symbol.
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Figure 4.1: Diagram illustrating the definition of V (W ∩Wr) used in our
estimators. The shaded region represents W ∩Wr, and its volume is given
by equation (4.8).
V (W ∩Wr) appearing in the denominator of equation (4.7) is the volume of the
intersection of W with Wr (see Fig. 4.1). In the simple case in which the window
W is a parallelepiped of dimensions Lx, Ly, Lz, this volume is given by
V (W ∩Wr) = (Lx − |x|) · (Ly − |y|) · (Lz − |z|) , (4.8)
with r = (x, y, z).
In our calculations, we used the Epanechnikov kernel, given by
k(x) =
{
3
4w
(
1 + x
2
w2
)
for− w ≤ x ≤ w
0 otherwise
, (4.9)
and characterised by the bandwidth w. This compact kernel is very well suited
for correlation analysis (Pons-Border´ıa et al., 1999). We note however that the
choice of a given kernel is not crucial, while the choice of the bandwidth w is
more important and plays the role of the binning in the standard calculation of
correlation functions, where a top-hat kernel is typically used as a default (see
Section 1.2).
From this basic estimator, we can construct the different estimators for the
mark statistics described above. In the case of the normalised correlation function,
from equations (4.3) and (4.7) we obtain the estimator
k̂mm(r) =
1
4pir2m¯2λ̂2(r)
N∑
a=1
N∑
b=1
b 6=a
mambk(r − |xa − xb|)
V (W ∩Wxa−xb)
. (4.10)
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In a similar way, combining now equation (4.4) and (4.7), we obtain the estimator
of the mark variogram γ(r),
γ̂(r) =
1
8pir2λ̂2(r)
N∑
a=1
N∑
b=1
b 6=a
(ma −mb)2k(r − |xa − xb|)
V (W ∩Wxa−xb)
. (4.11)
In the case of discrete marks, from equations (4.5) and (4.7), we can estimate
the partial correlations functions ξij(r) as
ξ̂ij(r) =
1
4pir2n̂in̂j
Ni∑
a=1
Nj∑
b=1
k(r − |x(i)a − x(j)b |)
V (W ∩W
x
(i)
a −x(j)b
)
− 1 , (4.12)
where x
(i)
a are the positions of points of the population i, Ni is the total number
of points of population i, and the number densities of the different populations
are estimated as n̂i = Ni/V . The mark connection functions can be estimated
from the partial correlation functions and the correlation function of the whole
sample as
p̂ij(r) = p̂ip̂j
1 + ξ̂ij(r)
1 + ξ̂(r)
. (4.13)
Here, the partial probabilities pi are estimated as
p̂i =
Ni
N
,
and the global correlation function as
ξ̂ =
λ̂2(r)
n̂2
− 1 .
4.1.4 Null test for segregation
It should be possible, in principle, to model the relation between the marks and the
clustering properties of the point process considered. Some basic models are used
in the statistics literature (Illian et al., 2008), such as the random field model,
or the random superposition model. In the random field model the marks are
assigned to each point from a continuous random field, which is independent of the
non-marked point process which determines the points’ positions. The random
superposition model applies to discrete marks cases, and it assumes that each
population is distributed according to a given point process, totally independent
of the other populations. These kind of models are hardly justified when studying
clustering segregation in galaxies, but one could in principle be able to make
predictions based on galaxy formation models (Sheth et al., 2005).
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In our case, however, we will not attempt a complete modelling of galaxy
segregation. We will only consider a ‘null model’, in which points are randomly
marked. That means that marks are drawn from a given probability distribution
function, and are assigned randomly to the points in the sample, independently
of their positions. This model has the advantage that it is very easy and fast
to simulate. Given a marked sample, one can construct realisations for this null
model by keeping fixed the positions of the points, but redistributing randomly
the marks between them. These are called random relabelling simulations. If
the results obtained for the original sample are significantly different from those
obtained in the random relabelling simulations, this will indicate the presence
of segregation between the marks, i.e., that marks are not independent of the
clustering properties of the points’ spatial distribution.
4.2 Data sample used
To illustrate the use of different mark clustering measures, we used a nearly
volume-limited sample drawn from the 2dFGRS (Colless et al., 2001). This sample
was prepared by the 2dFGRS team (Croton et al., 2004), and contains galaxies
with absolute magnitudes in the range −20 < MbJ < −19 at redshifts z < 0.13. In
this chapter, we are interested in making a comparison between different methods,
but not in a detailed modelling of galaxy clustering segregation. For this reason,
we decided to use a simple geometry which would allow us to use the simple and
fast estimators based on equation (4.7). Therefore, we selected galaxies inside
a rectangular parallelepiped (with maximal volume) inscribed in the North slice
of 2dFGRS. The dimensions of this parallelepiped are 254 × 133 × 31h−1 Mpc.
This allows us to use the simple analytical expression for V (W ∩Wr) given by
equation (4.8). The final sample contains N = 7741 galaxies and covers a volume
of V ' 106 h−3 Mpc3. For all conversions from redshifts to distances, we used a
flat fiducial cosmological model with ΩM = 0.3 and ΩΛ = 0.7.
In order to assign marks to the galaxies, we characterised them using the
spectral classification parameter η defined by Madgwick et al. (2002). This pa-
rameter was obtained from a principal-components analysis (PCA) of the galaxy
spectra, and provides a continuous parametrisation of the importance of the ab-
sorption/emission features in them. Low values of η correspond to spectra with
strong absorption features, while high values indicate strong emission lines. This
η parameter is therefore related to physical characteristics of the galaxies, such
as morphology or star formation rate.
Madgwick et al. (2002) studied the relation of their spectral classification to
morphology using a sample of galaxies from the Kennicutt Atlas (Kennicutt,
1992). They found a clear correlation between the η parameter and morphological
type, shown in Fig. 4.2. The early type (elliptical and lenticular) galaxies have
low values of η, while the late type (spiral) galaxies have higher ones. Although
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Figure 4.2: Relation between the spectral classification η and morphology
for the galaxies in the Kennicutt (1992) sample. Figure from Madgwick et al.
(2002).
this correlation allows a clear separation between early- and late-type galaxies,
and even between different types of spirals, the η parameter can not differentiate
between different elliptical types, as all of them have values η ∈ [−3,−2].
The relation of the η parameter to the star formation rate of galaxies was
studied by Madgwick et al. (2003a). They parametrised the star formation in
galaxies using the birth-rate parameter bS (Scalo, 1986), defined as the ratio of
the present-day star formation rate in a galaxy to the mean of this rate through
the galaxy’s history:
bS =
SFRpresent
〈SFR〉past
. (4.14)
Using mock catalogues built from stellar population synthesis models, they found
a direct relation between η and bS , shown in Fig. 4.3. Galaxies with low values of
η are passive galaxies, with low rates of star formation, while galaxies with high
η are actively forming stars.
We show the distribution of η values in our sample in Fig. 4.4. This distribution
is very similar to the one obtained by Madgwick et al. (2002) for the full 2dFGRS
sample. We see the presence of two ‘bumps’ in the distribution, corresponding to
the two basic galaxy populations. The first population has a narrow distribution
peaking at η ' −3, and corresponds to early type, passive galaxies. The second
population has a distribution peaking at η ' 0 and with a large tail towards larger
values of the parameter. It corresponds to late type, active galaxies.
It makes sense, therefore, to divide our sample into two populations, in order
to illustrate the use of mark clustering methods associated to discrete marks. We
follow Madgwick et al. (2002) and Madgwick et al. (2003b), and use a threshold
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Figure 4.3: Relation between the spectral classification η and star-formation
rate, parametrised by the parameter bS (see equation 4.14). The solid and
dashed lines show the mean and 1σ intervals of the values obtained for a mock
catalogue built using a stellar population synthesis model. The horizontal
dotted lines show the cuts in η used by Madgwick et al. (2002). Here we
only use the lowest one, ηthres = −1.4, which from the plot corresponds to
bthres ' 0.1. Figure from Madgwick et al. (2003a).
of ηthres = −1.4 to make this separation. We define our population ‘1’ (early
type, passive galaxies) as all galaxies in the sample with η ≤ −1.4, and our
population ‘2’ (late type, active galaxies) with η > −1.4. These sub-samples
contain N1 = 3828 and N2 = 3913 galaxies, respectively. Madgwick et al. (2003b)
used this same division between populations to study clustering segregation in the
2dFGRS catalogue. Hence, using these populations, we can make comparisons
to their work. However, we should have in mind that we are using a volume
limited sample, with a narrow range in luminosities, while they use the complete
magnitude limited sample from 2dFGRS. Fig. 4.5 shows the full sample we used,
showing with different colours the two discrete populations.
When applying the methods associated to continuous marks, we used as our
mark m = η+ 10, in order to avoid negative values of the mark. This shift leaves
invariant the value of the mark variogram γ(r) (see equation 4.4), but it does affect
our results for the normalised mark correlation function kmm(r) (equation 4.3).
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Figure 4.4: Distribution of the values of the spectral classification parameter
η in the 2dFGRS sample used in this chapter. The vertical line corresponds to
the value ηthres = −1.4 which we use to separate our two discrete populations
of early type (η < −1.4) and late type η > −1.4 galaxies.
Figure 4.5: Three-dimensional plot of the galaxy sample used. Red dots
correspond to early-type galaxies (population ‘1’), and blue dots to late-
type galaxies (population ‘2’). The length of the parallelepiped sides are
254× 133× 31h−1 Mpc.
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In this way, we follow the applications found in the mark statistics literature,
where marks are almost always defined to be non-negative (Stoyan et al., 1995;
Schlather, 2001; Illian et al., 2008). This allows us to interpret the different
statistics, and kmm(r) in particular, in the way described in Section 4.1.1. As
the absolute values of η have no physical meaning, but only its relative values,
this shift does not affect our analysis. We should bear in mind that the actual
values we obtain for kmm(r) do not have a direct physical meaning. However, the
dependence of kmm(r) on scale and the comparison with the random relabelling
simulations, do provide useful information about segregation, as explained below.
4.3 Results: segregation in 2dFGRS
In order to study galaxy segregation in 2dFGRS, we calculated the different statis-
tics described in Section 4.1 for our sample. In all cases, we used a bandwidth
of w = 1h−1 Mpc for the Epanechnikov kernel (equation 4.9), and sampled the
different functions with a step in r of 0.5h−1 Mpc.
In order to perform our null test for the existence of clustering segregation,
we simulated Nreal = 200 random relabelling simulations, as described in Sec-
tion 4.1.4, and obtained their maximum and minimum values as a function of the
distance r for each statistic. Deviations of the observed statistics from this range
of values correspond to a rejection of the mark-independent clustering model at
a point-wise significance of 1− 2Nreal+1 ' 99% (Illian et al., 2008).
We note that, in all our calculations in this chapter, we work in redshift
space, and do not try to recover the real space clustering, as we did in Chapter 2.
Therefore, assume that redshift distortions affect equally all galaxies, regardless of
their mark. This is not strictly true (Madgwick et al., 2003b), but can be a good
approximation for our purpose of illustrating the use of the different methods.
4.3.1 Results for continuous marks
We estimated the normalised mark correlation function kmm(r) for our sample
according to equation (4.10). We show the result in Fig. 4.6. For small scales,
the curve for kmm(r) shows a weak negative correlation, or spatial inhibition,
kmm(r) < 1. The range of correlation is about 20h
−1 Mpc, where kmm(r) gets
values close to 1, compatible with mark independent clustering. This means that
galaxy pairs at small distances must have lower values of the mark η, i.e. have
lower star formation rate than the average. It is interesting to compare this result
with the kmm(r) function shown in Beisbart and Kerscher (2000) using the galaxy
luminosity as the mark. They obtain a decreasing behaviour of kmm(r) at small
scales, with kmm(r) > 1 for r < 12h
−1 Mpc, showing that bright galaxies exhibit
stronger correlation at these scales than faint ones.
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Figure 4.6: Normalised mark correlation function kmm(r) for our sample
(continuous line). The shaded band shows the minimum and maximum val-
ues for the 200 realisations of the random relabelling simulation, while the
dot-dashed line corresponds to the value for the case with no segregation,
kmm(r) = 1.
We also computed the mark variogram for our sample, using the estimator of
equation (4.11). The result is shown in Fig. 4.7. This function is monotonously
increasing, showing small values for small r. The range of correlation in this case
is r ' 10h−1 Mpc, at which scale γ(r) becomes roughly constant and compatible
with the mark independent clustering value, γ(r) = σ2m. The interpretation of
this result is that, at small scales, galaxy pairs tend to have more similar marks,
i.e. spectral type, than the average.
We can see from these results how the two statistics used, kmm(r) and γ(r),
provide complementary information useful to understand the interaction of the
marks with the spatial correlations. If we had only the result for kmm(r) (Fig. 4.6),
we would not know whether galaxy pairs at small distances were predominantly
formed by two galaxies with relatively low values of η, or by one galaxy with a
very low value of η and any other galaxy. Similarly, considering only the γ(r)
result (Fig. 4.7), we know that pairs with small separation have similar values of
the marks, but we do not know whether these marks are low or high.
Combining both results, we get a clear picture. At the smallest scales, corre-
sponding to the inner regions of clusters and groups, we have mostly galaxy pairs
formed by two galaxies which both show low values of η. This effect decreases with
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Figure 4.7: Mark variogram γ(r) for our sample (continuous line). The
shaded band shows the minimum and maximum values for the 200 realisations
of the random relabelling simulation, while the dot-dashed line corresponds
to the value for the case with no segregation, γ(r) = σ2m = 6.25.
the scale, towards the asymptotic behaviour at the largest scales, at which spatial
clustering is independent of the marks. The fact that the range of the correla-
tion for γ(r) (r ' 10h−1 Mpc) is smaller than that for kmm(r) (r ' 20h−1 Mpc)
may hint at the existence of an intermediate regime at these scales. In this case,
we would have a significant fraction of pairs with relatively different marks (so
that γ(r) ' σ2m), but with one of the galaxies having a relatively low value of η
(so that kmm(r) < 1). However, the significance of the latter result is not very
high. We compare below the information we obtained from kmm(r) and γ(r) to
that obtained when dividing the sample in two discrete population, and using the
corresponding statistical methods.
4.3.2 Results for qualitative marks
We estimated the redshift-space partial correlation functions ξij(r) for our two
discrete populations using the estimator in equation (4.12). As in this case we
are measuring overall clustering properties of the samples, we also estimated the
error of the measured correlation functions with the jackknife method (see e.g.
Norberg et al., 2009). We divided the data volume in 32 equal, nearly cubic,
sub-volumes. We generated the corresponding “mock” data sets omitting one of
these sub-volumes at a time, and calculated the correlation functions for these.
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The jackknife errors for each scale, σij(r) are then obtained as
σ2ij(r) =
Nk − 1
Nk
Nk∑
k=1
[
ξkij(r)− ξ¯ij(r)
]2
,
where ξkij(r) is the partial correlation function ξij(r) of the “mock” data set k,
ξ¯ij(r) is the value averaged over these data sets, and Nk = 32.
We show our results in Fig. 4.8, comparing each of the partial correlation func-
tions to the correlation function ξ(r) of the full sample. The three functions show
the high degree of clustering present in the sample, specially at small scales, with
correlation lengths3 varying between r = 6h−1 Mpc and r = 10h−1 Mpc. We can
see that the correlation function for galaxies of type ‘1’ (early type and passive)
has a larger amplitude for scales r . 20h−1 Mpc than that for galaxies of type
‘2’ (late type and active). The cross-correlation function ξ12(r), corresponding to
mixed galaxy pairs, lies in between ξ11(r) and ξ22(r). This result is similar to
that found by Madgwick et al. (2003b), although they used a larger, magnitude
limited, sample, and worked in real space.
Finally, we also computed the mark connection functions for our two discrete
populations, using the estimator defined in equation (4.13). We show the resulting
pij(r), together with the results form our 200 relabelling simulations, in Fig. 4.9.
The nature of the mark connection functions as conditional probabilities make
them filter away the overall clustering pattern of the sample. Therefore, we can
study directly the relative clustering properties for the different populations, or
discrete marks.
From Fig. 4.9, we see that the three mark connection functions show significant
deviations from the results expected in the mark-independent clustering model.
The function p11(r) shows that galaxy pairs of type ‘1’ (passive) are more frequent
than the average at small scales, up to a separation of r ' 20h−1 Mpc, where
p11(r) becomes flat. p22(r) shows the opposite behaviour, meaning that galaxy
pairs of type ‘2’ (active) are less frequent for these scales. In the crossed pairs case,
p12(r) gets low values for small scales, but becomes flat for scales r & 10h−1 Mpc.
Overall, the mark dependence of clustering we obtain from the analysis of
the pij(r) is consistent with the results obtained using kmm(r) and γ(r) with
the continuous marks. Actually, the behaviour of the crossed mark connection
function p12(r), showing a range of correlation shorter than that of p11(r) and
p22(r) indicates more clearly the existence of an intermediate regime of clustering,
approximately at scales r ∈ [10, 20]h−1 Mpc. At these scales, there is a difference
between the frequency of passive-passive and active-active galaxy pairs, but the
frequency of mixed pairs corresponds to the overall mean in the sample. This
shows the usefulness of the mark connection functions, which show directly the
interactions between the marks. In contrast, in the case of the pair correlation
3We define here the correlation length as the scale r at which ξij(r) = 1
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Figure 4.8: The partial two-point correlation functions, ξij(r), estimated
for population ‘1’ (early-type) and population ‘2’ (late-type) galaxies in our
sample. The top panel shows the three functions together. The three lower
panels show each of them separately (solid lines with error bars estimated
using the jackknife method), together with a shaded band showing the mini-
mum and maximum values for the 200 realisations of the random relabelling
simulation. The dot-dashed lines correspond to ξ(r) for the full sample, which
is the expected value of all ξij(r) in the absence of segregation
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Figure 4.9: Mark connection functions, pij(r) obtained for ‘early-type’
(population ‘1’) and ‘late-type’ (population ‘2’) galaxies in our sample. The
top panel shows the three functions together. The three bottom panels show
p11(r), p22(r), and p12(r) separately (solid lines), together with the shaded
band showing the minimum and maximum values for the 200 realisations of
the random relabelling simulation. The dot-dashed lines correspond to the
expected values for the random labels case according to equation (4.6)
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functions, the main effects come from the overall clustering pattern in the sample,
and the relation of it with the marks becomes a second order effect.
4.4 Discussion
In this chapter, we have reviewed some of the statistical methods used to anal-
yse clustering in marked point processes, and have applied them to the study
of galaxy segregation. The methods used were the normalised mark correlation
function kmm(r) and the mark variogram γ(r) in the case of marks taking contin-
uous values. For the case of qualitative marks, we studied the partial correlation
functions ξij(r), and introduced, for the first time in the field of Cosmology, the
mark connection functions pij(r).
We tested the different methods for the analysis of galaxy clustering segrega-
tion using a volume limited sample drawn from the 2dFGRS. We used as con-
tinuous mark the spectral parameter η defined by Madgwick et al. (2002). This
parameter can be directly related to the morphology and star formation rates of
the galaxies. Moreover, using this parameter alone, one can clearly differentiate
two populations, roughly corresponding to early- (low η) and late-type (high η)
galaxies. We used these two populations as qualitative marks in our analysis.
The use of discrete marks coming from a binning of η allows us to compare in a
direct way the kind of information we extract using our statistics for continuous
and discrete marks.
Overall, our galaxy sample forms a highly clustered pattern, as shown by
the correlation function ξ(r) of the full sample, with a correlation length of r '
8h−1 Mpc, and by the partial correlation functions ξij(r). The behaviour of these
ξij(r) confirms qualitatively the results of (Madgwick et al., 2003b). Using the
mark statistics, we can then disentangle the influence of the marks from this
overall clustering.
When studying the continuous marks, we see that, at scales r . 10h−1 Mpc
corresponding to the inner regions of groups and clusters, galaxy segregation
favours pairs in which both galaxies have small values of η. There is a hint of
an intermediate regime for r ∈ [10, 20]h−1 Mpc, in which there is still a tendency
for low values of the marks, but not necessarily for both galaxies in the pair.
This could correspond to correlations between galaxies inside groups and field
galaxies. Finally, for the largest scales, r & 20h−1 Mpc, galaxy segregation has
no effect, and clustering is independent of the marks. In order to get this detailed
picture, it is important to use several mark statistics, as the mark correlation
function kmm(r) and variogram γ(r) in our case, which provide complementary
information about the mark relations as function of pair separation.
When we consider the relation between the two populations as discrete marks,
we need to use the mark connection functions pij(r) in order to obtain similar in-
formation as above about the relative clustering of the marks. From the functions
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p11(r) and p22(r) we see that, for r . 20h−1 Mpc, pairs formed by two early-type
galaxies are more frequent than the average, and the opposite occurs for pairs
formed by two late-type galaxies. For crossed pairs, from p12(r), we see that they
are less frequent than the average for r . 10h−1 Mpc, but become abundant for
larger scales. At scales r & 20h−1 Mpc all three functions are compatible with
the clustering being independent of the marks. These details about the influence
of the marks are very difficult to interpret from the partial correlation functions
ξij(r), as they are dominated by the overall clustering signal.
We have shown, therefore, that the mark connection functions, being a condi-
tional measure of the relation between marks, prove to be a useful tool to study
galaxy clustering segregation. This tool is the equivalent to statistics such as
the mark correlation function or variogram for the case of discrete populations.
It can be applied, as in this case, to populations derived from some continuous
mark characterising the galaxy, but also to populations defined by intrinsically
discrete properties. The latter can be the case, for example, of galaxy populations
defined by the morphology, or corresponding to completely different objects, such
as galaxies and QSOs.
A possible application of the methods presented in this chapter is the study
of the Butcher-Oemler (BO) effect. The BO effect (Butcher and Oemler, 1978,
1984) is the tendency of galaxy clusters at high redshift to have a larger fraction
of blue galaxies than similar clusters at low redshift. This fact can be explained
by the existence of mergers in the galaxy formation process (Baugh et al., 1996).
Extending the BO effect to the overall galaxy distribution, not only to galaxy
clusters, we expect it to have an effect on the segregaion of galaxies as function
of redshift. In this way, we would expect that the segregation signal, as measured
by the mark statistics methods presented in this chapter, is stronger for low
redshift samples than for those at high redshifts. Therefore, studying segregation
as function of redshift in deep surveys, such as ALHAMBRA, it should be possible
to quantify the BO effect, and thus to obtain additional information about the
process of galaxy evolution.
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Part II
Clustering at large scales and
baryon acoustic oscillations
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5
Reliability of the detection
of the baryon acoustic peak
in the correlation function
In this chapter, we study the reliability of the detection of baryon acoustic oscil-
lations (BAO) in the galaxy distribution. To this end we measure the correlation
function at the appropriate scales for different samples drawn from the Sloan Dig-
ital Sky Survey (SDSS) and Two-degree Field Galaxy Redshift Survey (2dFGRS).
We make a general introduction to BAO in Section 5.1. There, we explain their
importance for the determination of cosmological parameters, and the status of
previous detections in the galaxy distribution. Then, we describe the selection of
our samples in Section 5.2, and the method we used to estimate the correlation
function and its error in Section 5.3. Finally, we present our results in Section 5.4,
and a brief discussion, including comparison to later results, in Section 5.5. The
work presented in Sections 5.2 to 5.4 of this chapter was published as Mart´ınez
et al. (2009).
5.1 Baryon acoustic oscillations
We study in this chapter and the next one the signature left by baryon acoustic
oscillations in the very large-scale distribution of galaxies at low redshift (Pee-
bles and Yu, 1970; Hu et al., 1997; Eisenstein and Hu, 1998). This signature
is interesting for several reasons. On the one side, the detection of this signa-
ture meant the confirmation of a prediction of the ΛCDM model. This feature
links the present-day distribution of galaxies to the physics of the early universe,
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before recombination. Moreover, the fact of studying very large scales, around
∼ 100h−1 Mpc co-moving, means that the physics involved is very approximately
linear, and thus this link is direct. On the other side, as we explain below, this
feature is a useful tool to study the expansion history of the Universe, giving
important information to constraint different cosmological parameters, and in
particular the properties of dark energy. See Bassett and Hlozek (2010) for a
recent review on the subject.
5.1.1 Physics of the baryon acoustic oscillations
For explaining the Physics describing the BAO in the early Universe, and their
signature in the galaxy distribution, we follow Eisenstein et al. (2007), and work
in configuration space. Although the description is totally equivalent to that in
Fourier space, the explanation is slightly more intuitive.
Before recombination, the energy of photons is high enough to avoid the for-
mation of neutral hydrogen atoms. This means that baryons and photons are
coupled through Compton scattering and electromagnetic interaction between
protons and electrons, forming a plasma. In this fluid two phenomena act in op-
posite directions: gravitational forces tend to compress the plasma around high-
density regions, while radiation pressure tends to dilute any such over-density.
The combination of both in the presence of any initial perturbation give rise to
acoustic waves propagating in the baryon-photon plasma. This phenomenon ends
abruptly at the epoch of recombination, when the temperature drops enough as to
allow hydrogen atoms to form, and therefore the baryons decouple from radiation.
During all this time, both cold dark matter and neutrinos evolve independently,
as they are only coupled gravitationally to other species.
In order to understand what is the expected signature of BAO in the large-
scale matter distribution, we can study the evolution of the density of the different
species around a point-like initial perturbation. We represent some steps in this
evolution in Fig. 5.1, reproduced from Eisenstein et al. (2007). The different
panels correspond to different redshifts. In each case, the figure shows the mass
profile for each of the species, as function of the co-moving distance r from the
position of the initial perturbation. The mass profile plotted corresponds to the
density multiplied by a factor of r2, to avoid the volume effect one expects for
an expanding spherical wave. We assume that this perturbation is adiabatic, and
therefore the over-density is initially present in all the species.
The initial radiation over-density means that the pressure in this region is
also higher than average. To compensate this overpressure, a spherical acoustic
wave travelling outwards is produced. This wave drags both the photons and the
baryons, as they are all coupled at this stage, overcoming gravity which tends to
make all matter collapse towards the centre of the perturbation. This effect can
be seen in Figs. 5.1a and 5.1b. This wave travels at the sound speed cs in the
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(a) (b)
(c) (d)
(e) (f)
Figure 5.1: Evolution of the mass profile from an adiabatic, spherically
symmetric, point-like initial perturbation. Each panel shows the mass profile
at a given redshift (shown in the top right of the panel, together with the
corresponding age of the Universe) for four different species: dark matter
(black), baryons (blue), radiation (red), and neutrinos (green). The mass
profile is equal to r2ρ(r), where ρ(r) is the density profile in each case, and
r is given in co-moving units. ρ(r) are calculated as the Fourier transform
of the corresponding transfer function, which was computed using the soft-
ware Cmbfast (Seljak and Zaldarriaga, 1996; Zaldarriaga and Seljak, 2000).
Figure taken from Eisenstein et al. (2007).
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plasma, which is given approximately by (Eisenstein and Hu, 1998)
cs =
c√
3(1 +R)
,
where c is the light speed, and R ≡ 3ρb/4ργ is the baryon-to-photon momentum
density ratio.1 Meanwhile, both cold dark matter and neutrinos are de-coupled
from the acoustic wave. Cold dark matter (CDM) feels no pressure, and therefore
its density simply grows around the initial over-density by gravitational accretion.
On the other side, neutrinos are (nearly) mass-less and therefore they are too fast
and stream away from the perturbation.
This acoustic wave continues travelling outwards until the epoch of recombi-
nation. At zrec ∼ 1100 (corresponding to trec ∼ 380000 yr), the photon energy
has dropped enough to allow the formation of hydrogen atoms. This means that
the baryons decouple from the photons, and they are not affected anymore by
the radiation pressure. Therefore, as seen in Figs. 5.1c and 5.1d, the baryons
that travelled out of the perturbation stop, and they now form a spherical shell
surrounding the initial perturbation. Photons, meanwhile, stream away as free
radiation. These free photons are the radiation that we observe nowadays in the
form of the cosmic microwave background (CMB).
We are left with two matter over-densities, one near the centre which is mostly
formed by CDM, and a shell with a co-moving radius of ∼ 150 Mpc around it,
formed mainly by baryons. After recombination, these overdensities attract both
baryons and CDM to them (see Figs. 5.1e and 5.1f). Therefore, at low redshift
both overdensities have grown by gravitational infall, and the baryon fraction in
both of them tends to the average. The final result in terms of the matter dis-
tribution is a large bump located at the position of the initial perturbation, and
a faint shell surrounding it at a radius given by the sound horizon at recombi-
nation, i.e., the maximum distance the acoustic wave could travel between t = 0
and recombination,
rs =
∫ trec
0
cs(t)(1 + z)dt .
This radius depends on a complex way on the different cosmological parameters.
However, a useful approximation is given, in co-moving units, by Eisenstein and
Hu (1998) as
rs =
44.5 ln
(
9.83
Ωmh2
)
√
1 + 10 (Ωbh2)
3/4
Mpc ' 150.7 Mpc ,
where the numerical value was obtained for Ωm = 0.27, Ωb = 0.05 and h = 0.7.
Hence, in the usual units used for LSS studies, rs = 105.5h
−1 Mpc in this case.
The density ratio between the two overdensities depends basically on the baryon
fraction, and it is on the order of ∼ 0.01.
1As this stage corresponds to the radiation domination era, R 1.
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Figure 5.2: WMAP7 angular spectrum of the CMB inhomogeneities, show-
ing the oscillations due to BAO. Figure from Larson et al. (2011).
We can consider the early universe as a superposition of these point-like initial
perturbations. Therefore, the present-day large-scale distribution of radiation and
matter follows (in the linear approximation) from the convolution of this initial
overdensity field with the individual solutions shown above. The effect in the
radiation field is seen when studying the spectrum of the temperature anisotropies
in the CMB (Fig. 5.2), as a series of wiggles, which are indeed acoustic features.
In the case of the matter distribution, the effect of the process described above
is seen clearly in the two-point correlation function ξ(r) as faint peak at the scale
of rs (Fig. 5.3a). The extra power at these scales correspond to the correlations
between the central bump left at the position of the initial overdensity, and the
acoustic shell surrounding it. The width of this peak depends on several factors,
such as Silk damping, or the fact that the decoupling of baryons from photons at
recombination does not happen instantly. At scales larger than this peak, ξ(r)
becomes negative. This is a consequence of the constraint∫ ∞
0
r2ξ(r)dr = 0 ,
which requires ξ(r) to become negative at some point. This condition is math-
ematically equivalent to the requirement P (k = 0) = 0 (Gabrielli et al., 2002),
which is fullfilled in the case of the ΛCDM power spectrum (see Section 1.1.2).
The peak in the correlation function is converted into a series of oscillations or
wiggles in the power spectrum P (k) (Fig. 5.3b). The amplitude of the oscillations
here is much smaller than those found in the CMB spectrum. This is due mainly
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Figure 5.3: Correlation function (a) and power spectrum (b) of the matter
distribution at z = 0 in the linear-theory ΛCDM model. The functions are
shown for three different baryon fractions, with the parameters shown. In
(a), the dashed lines represent negative values of ξ(r). They were calculated
using the Camb software (Lewis et al., 2000).
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to the fact that only a small fraction of the total matter is part of the acoustic
wave, while all the radiation is involved in the acoustic phenomenon.
5.1.2 Baryon acoustic oscillations as standard ruler
From the BAO model described above, we see that this feature provides us with
a standard ruler which can be used to trace the expansion history of the Universe
(Eisenstein et al., 1998b; Blake and Glazebrook, 2003; Seo and Eisenstein, 2005).
We know that the scale of the BAO, rBAO, is given by the sound horizon rs, and
this scale remains fixed (if we neglect non-linear effects) in co-moving coordinates.
Therefore, if we are able to measure the physical BAO scale from the galaxy
distribution at a given redshift, this gives us information on the expansion rate
H(z), which depends on the Hubble constant H0, the matter and dark energy
densities, and the equation of state for dark energy (see Section 1.1.1). This
provides a “geometrical” method to constraint combinations of these parameters.
As shown above, the rBAO scale can be measured from the position of the peak
in ξ(r), or the wavelength of the oscillations in P (k).
The use of BAO in the low-redshift galaxy distribution as a way to measure
cosmological parameters was first proposed by Eisenstein et al. (1998b). One of its
main advantages is that the constraints obtained from BAO are complementary
to those obtained from other observables, such as CMB anisotropies, type Ia
supernovae, or the overall shape of the galaxy power spectrum. This means that
the degeneracies between parameters are different for different observables, and
hence combining them one can get very stringent constraints. When analysing
BAO in the galaxy distribution, one normally takes the a priori value for rs from
the measurements of the CMB anisotropies, which determine it accurately. The
results from WMAP5 (Komatsu et al., 2009) give a value of rs = 153.3±2.0 Mpc =
111.0± 1.4h−1 Mpc (where we used their best-fit value h = 0.724).
In the ideal case, one would like to measure independently the BAO scale in
the line-of-sight and transverse directions, as these constrain different parameter
combinations (Alcock and Paczynski, 1979). We can understand this difference if
we assume we are measuring a spherical object at a fixed redshift z with a known
co-moving size rs. Following Hogg (1999), the line-of-sight co-moving distance
between both sides of the object is then given by
rs = dc(z2)− dc(z1) =
∫ z2
z1
cdz′
H(z′)
' c∆z
H(z)
, (5.1)
where ∆z = z2 − z1 is the redshift difference we would actually measure between
both ends of the object, and we assumed that H(z) does not change significantly
between z1 and z2. On the other side, the transverse co-moving size is given by
rs = ∆θ(1 + z)dA(z) , (5.2)
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where ∆θ is the angle we would actually measure, and dA(z) is the angular di-
ameter distance. For a flat Universe, it is given by
dA(z) =
1
1 + z
∫ z
0
cdz′
H(z′)
.
Therefore, from the radial measurement ∆z we could constrain directly H(z) at
the given redshift. From the transverse measurement ∆θ, the constraint could be
on an integral over this function from now to redshift z, giving complementary
information.
In practice, however, when measuring the BAO scale from a galaxy survey,
one is not measuring a single ∆z and ∆θ, but extracting the BAO scale using a
statistical tool such as the correlation function. In order to do that, we need to
transform the observed angles and redshifts into distances by using a set of fiducial
values for the cosmological parameters. Assuming that the true parameters are
close to the fiducial ones, one can just model this difference in parameters as a
shift between the measured BAO scales r
‖
BAO and r
⊥
BAO, and the known acoustic
scale rs. In this way, the parameters are obtained as
H(z) =
r
‖
BAO
rs
Hfid(z) , dA(z) =
rs
r⊥BAO
dfidA (z) ,
where Hfid(z) and dfidA (z) are the values of these functions when using the fiducial
parameters. In the most common case, moreover, one is not able to measure
independently the BAO scale in the transverse and longitudinal directions, but
only a spherically averaged scale ravBAO. In this case, we can proceed in the same
way, but now we will constrain a combination of H(z) and dA(z) given by the
distance measure
dV (z) ≡
[
(1 + z)2d2A(z)
cz
H(z)
]1/3
.
Using the scale shift method as above, we get
dV (z) =
rs
ravBAO
dfidV (z) .
However, when taking into account non-linear effects, the measured BAO scale
does not correspond directly to the sound horizon at decoupling rs as explained
above. As these effects are well understood, the above equations can be modified
to take into account this correction.
5.1.3 Previous detections of BAO in the galaxy distribution
In the early 1990s, several authors detected an excess clustering at scales close
to ∼ 100h−1 Mpc in the power spectrum of pencil beam surveys (Broadhurst
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et al., 1990; Szalay et al., 1993), and also of the slice-like Las Campanas survey
(Landy et al., 1996). BAO were considered as a possible explanation for this
excess. However, Eisenstein et al. (1998a) and Meiksin et al. (1999) showed that
BAO could not account for the actual signal detected, for plausible values of the
baryon and matter densities. Clearer hints for the presence of BAO in the power
spectrum were obtained from the Abell cluster catalogue (Miller et al., 2002), and
from early data from the 2dFGRS (Percival et al., 2001).
The first unambiguous detections of BAO were reported by Eisenstein et al.
(2005) in the analysis of the correlation function of the Luminous Red Galaxies
(LRGs, Eisenstein et al., 2001) catalogue from the SDSS Data Release 3 (DR3),
and by Cole et al. (2005) in the power spectrum of the final 2dFGRS catalogue.
Later, these detections were confirmed in later releases of the SDSS-LRG sample
(Hu¨tsi, 2006; Cabre´ and Gaztan˜aga, 2009), and of a combination of the SDSS
Main and 2dFGRS samples (Percival et al., 2007a). The claimed significance of
the BAO detection in these cases (although sometimes using divergent criteria)
is at the 3− 3.5σ level. Moreover, tentative detections have been claimed in the
SDSS-LRG photometric catalogue (Padmanabhan et al., 2007), and in a galaxy
cluster sample derived from SDSS data (Hu¨tsi, 2010). In all these cases, the
BAO signal was found in the angle-averaged, or “monopole”, two-point statistics
(correlation function or power spectrum). Gaztan˜aga et al. (2009a) also found
evidence for the presence of BAO in the SDSS-LRG sample using the three-point
correlation function.
These results were used to put stringent constraints on the values of the cos-
mological parameters. Percival et al. (2007b, 2010) used the geometrical method
described schematically above to constrain the distance measures to the redshifts
of different galaxy samples. Other works (Tegmark et al., 2006; Sa´nchez et al.,
2009; Reid et al., 2010) combined this method with a more thorough analysis of
the full shape of the galaxy power spectrum, and different cosmological observ-
ables.
Okumura et al. (2008) were the first to attempt a separation between line-of-
sight and transverse direction in the observed BAO signal. They found a ‘baryon
ridge’ in the two-dimensional correlation function ξ(r⊥, r‖)2 of the SDSS-LRG
DR3 sample, corresponding to the BAO peak in the monopole. Later Gaztan˜aga
et al. (2009b), using SDSS-LRG DR6, claimed a detection of the BAO peak in
the correlation function along the radial direction only, and Gaztan˜aga et al.
(2009c) explored the consequences of this signal on the values of the cosmological
parameters. However, this detection is a controversial issue. Miralda-Escude´
(2009) claimed, using statistics of pair counts, that the radial BAO detection
could not be statistically significant. Kazin et al. (2010a) reproduced the results
of Gaztan˜aga et al., but interpreted them in a different way, concluding that the
radial BAO detection was not significant. Part of the divergences between these
2See Sections 1.2 and 2.1.
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works come from different interpretations of the effect that lensing magnification
would have on the BAO signal (Hui et al., 2007; Yoo and Miralda-Escude´, 2009).
Recently, Tian et al. (2011) found an indication of the presence of the BAO peak
in the line-of-sight direction from an analysis of the SDSS Main sample.
5.1.4 Aim of the work in this chapter
The aim of this chapter was to confirm the detection of the BAO peak in different
galaxy samples drawn from the latest data from both SDSS-LRG and 2dFGRS
galaxy surveys. These surveys cover different but slightly overlapping redshift
ranges. Moreover, galaxies are selected in different ways in SDSS and 2dFGRS,
so that the samples considered have intrinsically different properties, resulting
in different clustering behaviour (Sa´nchez and Cole, 2008). Therefore, finding
a compatible BAO signal in different galaxy samples would be a good indicator
that this is a reliable feature of the matter density field, and not an artifact of a
particular sample.
A further purpose of this work was to study the BAO feature, for the first
time, in the last data release (DR7) of the SDSS-LRG catalogue, which is the
largest galaxy survey to date, and to compare it to previous analysis using early
versions of this catalogue. We follow here a qualitative approach when comparing
the peak obtained in the correlation function of different samples, and do not
perform a detailed calculation of the statistical significance of the detection.
In Chapter 6, we will further study the reliability of the detection of BAO
in the galaxy distribution, but this time using a complementary approach. In
that case we develop a new method, based on the use of a purpose-designed
wavelet function directly on the density field traced by the galaxies. Apart from
confirming the reliability of the BAO detection, this approach allows us to localise
in configuration space the regions giving the largest contribution to the BAO
signal.
5.2 SDSS and 2dFGRS data samples used
We studied the correlation function at the BAO scales for three samples drawn
from the two largest redshift surveys to date, SDSS and 2dFGRS. A summary of
the characteristics of the samples used, compared to the sample used by Eisenstein
et al. (2005), is shown in Table 5.1. In the case of SDSS, we limited our study
to the LRG sample. LRGs were selected by the SDSS team using several colour
and magnitude cuts (Eisenstein et al., 2001) to obtain a highly biased sample
reaching a higher redshift than the main, magnitude-limited part of the survey.
They are therefore specially suited for correlation studies at large scales, and they
constitute the galaxy sample covering the largest volume to date.
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Sample N Absolute magnitude z Ω V n¯
(sr) (h−3Gpc3) (h3 Mpc−3)
DR3-LRG 46,748 −23.2 < M0.3g < −21.2 [0.16, 0.47] 1.16 0.75 6.3× 10−5
DR7-LRG 92,219 −23.2 < M0.3g < −21.2 [0.16, 0.47] 2.02 1.30 7.1× 10−5
DR7-LRG-VL 41,195 −23.2 < M0.3g < −21.6 [0.16, 0.40] 2.02 0.817 5.0× 10−5
2dFVL 32,388 −21 < MbJ < −20 [0.03, 0.19] 0.45 0.024 1.4× 10−3
Table 5.1: Characteristics of the samples used and quoted in this chapter.
DR3-LRG corresponds to the sample used in Eisenstein et al. (2005). For
each sample, we give the number of galaxiesN , the absolute magnitude range,
the redshift (z) range, the effective solid angle covered Ω, the total volume
V , and the mean galaxy number density n¯ = N/V . In the calculation of Ω
and V we took into account the completeness mask for each survey. Absolute
magnitudes M are normalised to H0 = 100 km s
−1 Mpc−1.
We selected our two SDSS-LRG samples from the Data Release 7 (DR7,
Abazajian et al., 2009). This was the last data release from the SDSS-II project,
and corresponded to the completion of the original survey planned for the SDSS
project.3 The work presented here was the first study of galaxy clustering using
this final SDSS catalogue. DR7 contains spectra for 206, 797 LRGs within a total
solid angle of 9380 deg2. In order to minimise the influence of border corrections in
our results, we restricted our work to a sub-sample of these data, corresponding to
the main compact body of the survey footprint in the North galactic hemisphere.
This area covers ' 6800 deg2. From this catalogue, we selected two different sam-
ples, based on redshift and absolute magnitude cuts. The absolute magnitude
used M0.3g is the absolute magnitude in the g
∗ band at z = 0.3, which was K-
corrected, and corrected for passive evolution, following Eisenstein et al. (2001)
and Eyal Kazin (priv. comm.). Through this chapter, we always quote absolute
magnitudes normalised to h = 1.
We selected a sample of LRG reproducing the selection used by Eisenstein
et al. (2005) for the first BAO detection. This sample (which we label DR7-
LRG) selects almost all the LRGs from the catalogue in the redshift range z ∈
[0.16, 0.47], as it only applies a mild cut in absolute magnitude. In Table 5.1 we
list the characteristics of this sample, and also, for comparison, the sample used
by Eisenstein et al. (2005), labelled as DR3-LRG. We see that the DR7-LRG
sample is about twice as large as the original DR3-LRG sample, which should
imply a more reliable determination of the correlation function. Moreover, the
sky footprint of the DR7 is much more compact than the DR3 one, so that the
influence of border corrections in the calculations will also be smaller. DR7-LRG
is not a volume-limited sample, but its number density changes with redshift, as
shown in Fig. 5.4. The ‘bump’ in density seen at z ' 0.35 is due to the transition
3The SDSS is now being extended by the SDSS-III project, which involves several comple-
mentary surveys, see Eisenstein et al. (2011) for details.
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Figure 5.4: Number density of the SDSS samples used in this chapter as
function of distance (in co-moving units) or, equivalently, redshift. For each
of the samples, we show the measured density (thin line), and the smooth
approximation we use for our calculations (thick line). In the case of DR7-
LRG, this is a spline fit, while for the DR7-LRG-VL sample, we assume a
constant density.
between the two different colour cuts used to select the LRGs (Eisenstein et al.,
2001). We model the dependency of density on distance using a smooth spline
fit, also shown in the figure.
We selected an additional sub-sample from the SDSS-LRG catalogue, which
we label DR7-LRG-VL. In this case, we make a more stringent cut in absolute
magnitude, M0.3g < −21.6, in order to obtain a real volume-limited sample in the
range z ∈ [0.16, 0.40]. This sample contains galaxies more luminous on average
than DR7-LRG, so we expect its bias to be larger. On the other side, the number
density and size of the sample is smaller. In Fig. 5.4 we also show its number
density as function of distance. We see that it is a reasonable approximation to
assume that it is constant within the redshift range considered. We note that
the SDSS samples used here are slightly different from those originally used in
Mart´ınez et al. (2009), but the results are nearly indistinguishable.
Finally, we also used a volume-limited sample drawn from the 2dFGRS. The
2dFGRS obtained 221, 414 galaxy redshifts distributed in two independent slices,
one in the Northern and the other in the Southern galactic hemisphere, plus a
set of random fields, which we do not use here. The survey covered a total of
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Figure 5.5: Same as Fig. 5.4, for the 2dFGRS sample used in this chapter.
' 1500 deg2 (Colless et al., 2003). The sample 2dFVL we use here was prepared
by the 2dF team (Croton et al., 2004). It contains luminous galaxies, selected
in absolute bJ magnitude by the cut −21 < MbJ < −20, up to a redshift of
z < 0.19. We show the number density as function of the distance for this sample
in Fig. 5.5, where we see that it is approximately constant. The number density
of this 2dFVL sample is more than an order of magnitude larger than that of the
DR7-LRG sample.
Although the volume covered by the 2dFVL sample is smaller than that of
the DR7-LRG, it is still useful to measure correlation on scales ∼ 100 h−1 Mpc.
As shown below, cosmic variance is not dominant, even if its effect is an order of
magnitude larger for 2dFVL than for DR7-LRG. Moreover, the increase in density
compensates the decrease in volume, so that the number of pairs of galaxies in
each distance bin at these scales is similar in both samples. Hence, discreteness
errors should be similar in both cases.
These three samples are important for the detection of the acoustic peak. Al-
though the SDSS-LRG samples are larger and cover a redshift range less affected
by nonlinear effects, the lower redshifts mapped by the 2dFVL sample are also
important, providing the yardstick that can be compared with the characteristic
BAO scales at larger redshifts. Moreover, by using galaxy samples with differ-
ent selection functions and bias properties, we can assess the robustness of this
detection, even if qualitatively.
In Fig. 5.6, we show two slices drawn from the DR7-LRG and 2dFVL samples.
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Figure 5.6: Configuration (redshift) space plot of two slices drawn from the
DR7-LRG and 2dFVL samples. The large slice is drawn from the SDSS-LRG
(DR7) survey. It is 6◦ wide in declination and the galaxy distribution is shown
within the redshift range 0.16 ≤ z ≤ 0.47. There are 10,136 LRGs within
this slice depicted as red dots. The smaller slice with blue dots shows the
galaxy distribution of 9,744 objects from the Southern Galactic hemisphere
of the 2dFVL sample, reaching a depth of z = 0.19. To illustrate the scale of
the acoustic peak a segment of length 105h−1Mpc is shown to scale.
This figure illustrates the differences in redshift range, volume and number density
of these two samples. We also compare the sizes of the samples with the acoustic
scale.
In all cases, we used a flat fiducial cosmological model with ΩM = 0.27, ΩΛ =
0.73 for the conversion of redshifts into co-moving distances.
5.3 Estimation of the correlation function
We estimated the spherically-averaged redshift-space correlation functions by us-
ing the Landy-Szalay border-corrected estimator (Landy and Szalay, 1993) that
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has good large-scale properties (see Section 1.2). We generated a random distri-
bution of points following the selection function of each catalogue considered, and
estimated the correlation function ξ(s).
ξ̂LS(s) = 1 +
DD(s)
RR(s)
− 2DR(s)
RR(s)
(5.3)
where DD(s), RR(s) and DR(s) are the probability densities of galaxy-galaxy,
random-random and galaxy-random pairs, respectively, for a pair distance s.
There are several recipes for the choice of the size Nrd of the random point set;
as we are interested in large-distance correlations, where the numbers of pairs per
bin (kernel width) are large, we used Nrd ' 5N (N is the number of galaxies in
the sample). Increasing Nrd up to 20N led to point-wise differences less than a
percent.
We estimate the probability densities by the kernel method, using the box
spline of the third degree B3(x) (Saar et al., 2007). It is defined as
B3(x) =
1
12
(
|x− 2|3 − 4 |x− 1|3 + 6 |x|3 − 4 |x+ 1|3 + |x+ 2|3
)
, (5.4)
and it has the important property of having compact support in x ∈ [−2, 2].
We sum the box spline B3(s/∆s) centred at each pair distance, taking in all
cases a value of ∆s = 5h−1 Mpc. This results in an effective kernel width of
2∆s = 10h−1 Mpc. We sample the distributions at intervals of 1h−1 Mpc, smaller
than the kernel width. In this way, we obtain a smooth estimation for the prob-
ability densities, and hence to ξ(s). In any case, the information contained in
this estimation is very similar to the one we would obtain using the usual bin
estimation.
We generated the auxiliary random catalogues following the angular and radial
selection function of the different samples. Regarding the radial selection, we
assumed a constant density for the two volume-limited samples, DR7-LRG-VL
and 2dFVL, and used our spline fit to the radial density function in the case of
DR7-LRG (see Figs. 5.4 and 5.5).
To reproduce the angular selection of the SDSS catalogue (for our samples
DR7-LRG and DR7-LRG-VL), we used the angular completeness masks provided
by the Mangle software (Hamilton and Tegmark, 2004; Swanson et al., 2008).
These masks are based on the DR7 New York University Value Added Catalogue
(NYU-VAGC) prepared by Blanton et al. (2005). In the case of the 2dFVL sample,
we used the 2dFGRS mask software provided by the 2dFGRS Team (Colless et al.,
2003) to characterise the angular completeness of the survey.
The accepted statistical paradigm for the galaxy distribution is to model it as
a Cox process – a Poisson point process where the local intensity is determined by
a realisation of a random field. The two-stage nature of this process leads to two
sources of errors of sample statistics (correlation functions, in our case). The first
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source is the sample (or cosmic) variance: how well the correlation function for
the particular realisation of the random field in the volume considered reproduces
the one defining the field. The second source is due to the discreteness of the point
process. As cosmic variance and discreteness variance are independent, they add
for the total variance.
The cosmic variance can be estimated, assuming that the random field is
Gaussian, and that its expected correlation function and power spectrum are more
or less known. The Gaussian assumption is valid at the large scales considered
here. In this case, the covariance of the correlation function estimate can be found
as a convolution of the correlation function itself, or as an integral over the power
spectrum squared. A rough estimate is (Cohn, 2006)
Var
[
ξ̂(r)
]
' 1
2pi2
1
V r2
∫
P 2(k)dk '
' 7× 10−8(V/h−3 Gpc3)−1(r/100h−1 Mpc)−2 ,
where the numerical value was obtained by using the Eisenstein and Hu (1998)
approximation for the power spectrum. The sample volume V and pair distance
r in this formula are typical for the DR7-LRG and the baryonic peak. At these
scales, the rms error is about 2×10−4 for DR7-LRG, and about 1.7×10−3 for the
2dFVL sample. As we shall see below, this is much smaller than the discreteness
error in both cases, and we shall neglect it for the rest of this work.
Regarding the discreteness errors, we estimate them using a bootstrap method
(Barrow et al., 1984) on the pair probability distributions DD(s) and DR(s)
appearing in equation (5.3). These are the correct functions to bootstrap as,
contrary to the correlation function itself, they are smooth functions of sample
means (see, e.g. Efron and Tibshirani, 1993; Lahiri, 2003). As the sample points
themselves are correlated, we apply the bootstrap method to (overlapping) blocks
of points. The radius R of these blocks is chosen to approximately match the
correlation length of each galaxy sample. We used R = 12.0h−1 Mpc for the two
SDSS samples, and R = 6.5h−1 Mpc for our 2dFVL sample. For details on this
error estimation method, and a test using a point process with known correlation
function, see Mart´ınez et al. (2009).
5.4 Results
Figure 5.7 shows the redshift-space correlation function we obtained for our DR7-
LRG sample. We see that the function ξ(s) remains positive in most of the range
shown (up to s ∼ 180h−1 Mpc). It also shows confidently the BAO peak, with a
maximum at s = 102 h−1 Mpc.
The inset shows the quantity s2ξ(s), in order to highlight the peak behaviour
of the correlation function. We compare our estimate to the results for the origi-
nal BAO detection from Eisenstein et al. (2005). We also plot here a model ξ(r)
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Figure 5.7: Redshift-space correlation function of the DR7-LRG sample.
The main panel shows the 98% and 80% symmetric confidence regions in dark
red and pale blue, together with the estimated function as a green line. In
the inset, we show the quantity s2ξ(s) to highlight the large-scale behaviour,
and compare it to the original discovery data from Eisenstein et al. (2005)
(labelled as ‘Eis05’), and to the ΛCDM model prediction (red dashed line,
see the main text for details).
corresponding to the WMAP7 best-fit cosmological parameters (Komatsu et al.,
2011). We calculated it from the power spectrum P (k) obtained with the soft-
ware Camb (Lewis et al., 2000), by a Fourier transformation. We only change
the amplitude to match that of our observed ξ(s) at s = 40h−1 Mpc. This model
therefore lacks some effects, such as those from redshift-space distortions. More-
over, we do not fit this model, but only show it for a fixed set of parameters, for
illustration purposes.
We see that the DR7 data shows the BAO peak with a higher confidence than
the original DR3 data, as seen by the consistently smaller error-bars obtained for
s . 120h−1 Mpc. The agreement with the model is also good at these scales,
specially taking into account the caveats described above. However, there is a
slight disagreement for scales s ∼ 120 − 150h−1 Mpc, as the peak we obtain is
wider than that seen in DR3-LRG, and also than the theoretical expectations.
We show the correlation functions obtained for our two volume-limited sam-
ples in Fig. 5.8. Both our DR7-LRG-VL and 2dFVL samples exhibit the signature
of a BAO peak, at approximately the same scale than our full DR7-LRG sample.
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Figure 5.8: Redshift-space correlation function for our two volume-limited
samples. The main panel shows the ξ(s) estimate and 80% symmetric con-
fidence band for the DR7-LRG-VL (red) and the 2dFVL (blue). The in-
set shows s2ξ(s) for the DR7-LRG-VL sample only, compared to the ex-
pected value in a simple ΛCDM model (dashed line), similar to that shown
in Fig. 5.7.
However, the signal is weaker in these cases, specially the 2dFVL sample, as ex-
pected given the smaller volume covered here. At smaller scales, s . 60h−1 Mpc,
we see clearly the effect of the different bias values for the samples. The LRG-VL
sample contains very luminous red galaxies, while the 2dFVL sample contains
much fainter galaxies selected in the blue. This results in an approximate bias
ratio of bLRG−V L/b2dFV L ' 1.4 at s ' 40h−1 Mpc.
In the inset of Fig. 5.8 we show in more detail the large-scale behaviour for the
DR7-LRG-VL, and compare it to a model ξ(r) calculated as before for DR7-LRG.
As expected, this sample exhibits a behaviour very similar to DR7-LRG at these
scales, although with a larger bias (bLRG−VL/bLRG ∼ 1.2 at these scales). It also
shows that the detected BAO peak is wider than expected from the theoretical
model.
In the case of the 2dFVL sample, the correlation function crosses zero at s '
60h−1 Mpc, reaching a local minimum with ξ(s) < 0 at s ' 65h−1 Mpc. It has
been argued that this zero crossing implies a deviation from the standard ΛCDM
model (Sylos Labini et al., 2009; Sylos Labini, 2010), as this model predicts the
crossing at larger scales, and the discrepancy can not be attributed to differences
144
5. Reliability of the detection of BAO in the correlation function
in galaxy bias. However, Kazin et al. (2010b) used a set of N -body simulations
to show that one would expect this behaviour in ∼ 7% of cases due to sample
variance, even for LRG-sized samples. At s > 120h−1 Mpc, ξ(s) takes negative
values again. In this case, this result agrees with the theoretical model, as it
requires ξ(r) to become negative at large scales (see Fig. 5.3a).
5.5 Discussion
Overall, we have shown that the baryon acoustic peak is a reliable feature of the
galaxy correlation function, as it is found in several different samples. In fact, this
was the first reported detection of the peak in the correlation function of a galaxy
sample drawn from 2dFGRS. The fact of observing the peak in both the SDSS
and the 2dFGRS is specially interesting as those two surveys select galaxies with
different properties, and thus this indicates that the peak is not an artifact of the
galaxy – dark matter bias, but a feature in the large-scale matter distribution.
Later works have reinforced this conclusion, by also detecting the BAO sig-
nature in different LRGs samples from SDSS-DR7 (Sa´nchez et al., 2009; Kazin
et al., 2010b; Reid et al., 2010; Percival et al., 2010), and also in other two low
redshift samples, the SDSS Main sample (Tian et al., 2011) and the 6dF Galaxy
Survey (Beutler et al., 2011). Recently, Blake et al. (2011) also detected the BAO
signature in a spectroscopic sample in the redshift range z ∈ [0.3, 0.9] drawn from
the WiggleZ survey (Drinkwater et al., 2010).
However, the actual statistical significance of the different BAO detections
is still a controversial topic. Although most papers studying the BAO signal in
SDSS-LRG claim detections in the range 3− 3.5σ, Cabre´ and Gaztan˜aga (2011)
are not finding such level of detection. In that work, they clearly separate model
selection from the determination of the parameters. Using similar data as we used
in this chapter, they claim only a ∼ 2.2σ preference for the full ΛCDM model com-
pared to a no-BAO model.4 They do not claim this result to be in contradiction
with the standard ΛCDM model, but to be a consequence of insufficient data. In
spite of their low-level detection, they do find that, assuming the ΛCDM model to
be correct, an accurate determination of the BAO scale, and its use as standard
ruler (see Section 5.1.2) is still possible. This contradicts the view of Bassett and
Afshordi (2010), who argue that low-level detections are not sufficient to robustly
estimate the cosmological parameters.
From the results in this chapter, we also see that the observed BAO peak in
SDSS-LRG is much wider than expected, and also than that found in the original
detection data by Eisenstein et al. (2005). This same effect has been reported in
other works dealing with SDSS data (both in DR6 and DR7), see e.g. Cabre´ and
4Cabre´ and Gaztan˜aga (2011) actually only found a ∼ 1σ significance when using the data
from the original detection by Eisenstein et al. (2005), while in the original work a 3.4σ signifi-
cance was claimed, although computed in a different way.
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Gaztan˜aga (2009); Kazin et al. (2010b). Although this may just be a statistical
fluctuation, it may also be an indication of a deviation from ΛCDM at very large
scales. In fact Labatie et al. (2011), using a simple comparison to a fixed ΛCDM
model, similar to that shown in the inset of Fig. 5.7, found a ∼ 2.7σ deviation at
these scales. This behaviour may be related to the extra power observed at large
scales at some photometric samples at higher redshift (Sawangwit et al., 2009;
Thomas et al., 2011).
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Wavelet analysis
of baryon acoustic structures
As we have seen in the previous chapter, baryon acoustic oscillations (BAO) are
an interesting feature of the galaxy distribution at large scales. They produce a
faint signal in the form of a peak at a scale of ' 105h−1 Mpc in the correlation
function. This signal has been detected in the correlation function and power
spectrum of several of the largest galaxy samples to date (see Section 5.1.3, and
our results in Section 5.4). However, the actual significance of this detection is a
controversial topic (Bassett and Afshordi, 2010; Cabre´ and Gaztan˜aga, 2011).
It is important, therefore, to find evidence of BAO in the galaxy distribution
based on complementary methods. A step further is to search for real structures
in the galaxy distribution that are responsible for the BAO feature in these second
order statistics. The detection of these structures would be a confirmation of the
existence of the baryon acoustic phenomenon. Moreover, if we are able to localise
these structures in configuration space, this would allow us to study in more detail
the properties of BAO.
In this chapter, we introduce a new method for the detection of BAO, which
is closely tied to the underlying physics of the process, explained in Section 5.1.1.
This method (described in Section 6.1) is based on analysing directly the 3D
galaxy distribution using a very specific wavelet function (which we called ‘BAO-
let’), which is specially designed to search for BAO features. The method makes
use of two different tracers, one to map the overall density field (including the
BAO shells), and the other to locate the position of the largest overdensities,
which should correspond to centres of the shells. Moreover, as we study directly
the galaxy distribution in configuration space, this method gives valuable infor-
mation about the localisation of the BAO signal in the volume studied. This
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allows us to identify regions of space where the BAO signal is stronger or fainter.
We study the expected signal using this method in the ΛCDM model in Sec-
tion 6.2, using both analytical prediction and a N -body simulation catalogue.
We then apply this method to a galaxy catalogue drawn from the Sloan Digital
Sky Survey (SDSS), consisting on a sample of Luminous Red Galaxies (LRGs),
and a sample drawn from the ‘Main’ catalogue. We describe these samples in
Section 6.3, and show the results obtained in this case in Section 6.4. We make
a simple test to assess the significance of these results, and explore the implica-
tions of this analysis regarding the localisation of BAO structures. We finally
discuss our results and possibilities for future work in Section 6.5. The work in
this chapter has been submitted for publication as Arnalte-Mur et al. (2011).
6.1 The wavelet detection method
The basis of the new BAO detection method we present here is to focus on the
positions of massive dark matter haloes, which correspond to the location of large
initial perturbations, and to look for the presence of structures resembling the
acoustic shells around these. Once we locate the positions of the large over-
densities, we need to study the density field to identify the structures correspond-
ing to the acoustic shells around these centres.
An appropriate method for identification of structures in continuous fields
is wavelet analysis (Farge, 1992; Chui, 1992; Starck and Murtagh, 2006; Jones,
2009). Wavelet transforms are a kind of integral transforms designed to localise
information in both scale and in space. In this sense, they mean an improvement
with respect to Fourier transforms, which are suited to localise the signal in scale,
but lose all spatial information. Therefore, wavelets can be used for the analysis of
data at different scales, and identification of characteristic patterns or structures.
Wavelet transforms are widely used in many areas, especially in image analysis
(Mallat, 2008; Starck et al., 2010). They have been used in Cosmology for the
analysis of the large-scale structure, and of the CMB anisotropies (Mart´ınez et al.,
1993; Rauzy et al., 1993; Vielva et al., 2004; Starck et al., 2006; Saar, 2009).
In the case of the detection of BAO, we first design a family of wavelets adapted
for the detection of shell-like structures (our ‘BAOlet’, Section 6.1.1). We then
use this wavelet transform to map the presence of these shells in the sampled
volume, as function of radius and width, through the wavelet coefficients WR,s
defined below. We illustrate this idea using a simple toy model in two dimensions
in Section 6.1.2. However, as explained in Section 5.1.1, the density field we
analyse is a convolution of the BAO profile (Fig. 5.1) with the initial overdensity
field. As this field has a mean of zero, BAO could not be detected using the usual
summary statistics on WR,s, which are linear in density. Our approach, then, is
to look for the exceptional cases of massive haloes, corresponding to large initial
perturbations, where we expect the BAO signal to be correspondingly high on
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average. This is the basis for our statistic B(R, s) presented in Section 6.1.3 which,
once the positions of these haloes are independently identified, has a positive
expected value, and can therefore be used for the detection of BAO.
6.1.1 Design of the BAOlet function
Standard wavelet functions, like the Mexican hat, are typically designed for the
detection of simple overdensities, or ‘bumps’, of different scales. They are there-
fore not suitable for the detection of shells. Instead, we need a family of wavelets
whose shape matches the type of structures we want to find in our data. There-
fore, for this work we use a specially designed wavelet (the ‘BAOlet’), well adapted
to the search of BAO features – shell-like structures around our selected centres.
We design this new family of wavelet functions as a transformation of the
wide-used B-spline wavelets (Saar, 2009). These ψR,s(x) functions are spherically
symmetric, and their radial profiles are defined as
ψrR,s(r) =
αR,s
4pir2
[
2B3
(
2
r −R
s
)
−B3
(
r −R
s
)]
, (6.1)
where R and s are the two parameters that define the scale (radius) and width of
the BAOlet function, αR,s is the normalisation constant defined so that
||ψR,s||2 ≡
∫
|ψR,s(x)|2d3x = 1 , (6.2)
and B3(x) is the box spline of the third degree, defined by
B3(x) =
1
12
(|x− 2|3 − 4|x− 1|3 + 6|x|3 − 4|x+ 1|3 + |x+ 2|3) .
The BAOlet function is shown in Fig. 6.1. It can be thought of as a spherical shell
of radius R and width s, with zero amplitude at its centre and therefore adapted
to the detection of spherical shells of a given radius. This specific choice is mo-
tivated by the fact that the integrated profile is the widely-used one-dimensional
‘B-spline’ wavelet function that has a null mean and compact support [−2, 2].
These properties directly translate onto the BAOlet that has also a null mean –a
requirement for any wavelet function– if R > 2s, and takes non-zero values only
for R− 2s ≤ |x| ≤ R+ 2s.
Given a density map δ(x), properly normalised as in equation (6.2), we can
construct, for each pair of values in the parameter space (R, s), a BAOlet coeffi-
cient map as the convolution of our density field with the corresponding wavelet:
WR,s(x) ≡
∫
<3
ψR,s(y)δ(y − x)d3y . (6.3)
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Figure 6.1: The BAOlet function used in our analysis, as defined in equa-
tion (6.1). Here we show a 2D plot (bottom) of the wavelet ψR,s(x), together
with a 1D slice (top) along the dashed-dotted axis. The wavelet is plotted
here for R = 105h−1 Mpc, s = 30h−1 Mpc. The red dot marks the centre
of the wavelet. This function has a null mean (provided that R > 2s), and
compact support. It takes non-zero values only for R− 2s ≤ |x| ≤ R+ 2s.
Qualitatively, the value of WR,s at a given position x in space gives an indication
of how the density distribution in the region surrounding x resembles the wavelet
function for these values of the parameters (R, s). In this way, the BAOlet acts
as a matched filter, which is sensitive to data containing shells of different radius
and different widths. Its property of zero mean is also of high importance since
it makes the statistics derived from the BAOlet coefficients independent of the
background level. Indeed, it is obvious that any constant added to the input data
would not change the BAOlet coefficients. In comparison, the estimation of such
a baseline level is a very delicate aspect of the BAO detection in the two-point
correlation function.
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Figure 6.2: Density field generated for our 2D toy model. The centres of
the shells generated are marked by the black points. Units are arbitrary.
6.1.2 Illustration of the method using a 2D toy model
In order to illustrate the meaning of the coefficient map WR,s(x), and of our
method, we use simple un-physical model for the density distribution in two di-
mensions. We consider a 2D window of 1000×1000 (all units are arbitrary in this
model). We generate randomly a set of 40 centres inside this region. We then
generate an isotropic density field around each of those centres following a radial
profile given by the addition of a power law plus a small Gaussian peak located at
a radius of r0 = 100, with width σ = 20. In this way, the profile is qualitatively
similar to that expected from a large initial perturbation in the ΛCDM model
(see e.g. Fig. 5.1). The total density field, shown in Fig. 6.2, is given by the
superposition of the individual fields surrounding each of the centres.
We calculated the WR,s(x) coefficient map for this density field following equa-
tion (6.3)1 for different values of the parameters (R, s). We show the results in
Fig. 6.3, for two sets of values of (R, s), with the original positions of the shell
centres superimposed. In the top panel, the values of R, s used for the calculation
of the coefficients is close to the characteristics of the simulated shells. One can
see by eye that in this case the original shell centres lie generally close to maxima
of the WR,s map, as expected. In the bottom panel, however, the value of R used
1Note that in two dimensions the correct normalisation for the BAOlet function defined in
equation (6.1) is slightly different, as we substitute the 4pir2 term in the denominator by 2pir.
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is much smaller than the radius of the shells. As there are no shells of this radius
in the density field (except if they happen by chance), the WR,s map in this case
should be due mostly to noise, and it is un-correlated with the positions of the
centres.
Using these results, we can explain qualitatively the idea of our BAO detection
method. We assume we know the positions {xc} of the massive haloes which
should be the centres of BAO shells. Using a different mass tracer, we build
a map of the overall density field, and construct the BAOlet coefficient maps
WR,s(x). If BAO are present in the sample, we should find a correlation between
the centre positions {xc}, and the coefficient maps WR,s(x), for the values of
(R, s) characteristics of the BAO shells. In the absence of BAO, however, we
should not find any significant relation between the massive haloes and WR,s(x)
for any value of (R, s). We measure this correlation between the possible centres
and the shells by means of the B(R, s) statistic defined below.
As a next step, once BAO are detected, we can use the map WR,s(x) for the
characteristic parameters of the shell, as a map giving the intensity of the BAO
shell signal for each position in space. Hence, we can use it to identify the actual
structures in configuration space which are responsible for BAO.
6.1.3 The detection statistic B(R,s)
Due to the properties of the wavelet, the coefficient maps WR,s(x) should have a
null mean when averaged over all points in the volume considered. Equivalently, if
we sampled these maps at N random points uniformly distributed in the volume
(x
(i)
r ), the expected value of the average of the coefficients is zero,
E
{〈
WR,s(x
(i)
r )
〉
N
}
= 0 . (6.4)
This condition holds even in the presence of shell-like structures in the density
field, and for any value of (R, s). However, if we are able to identify the positions
of N massive haloes in the same volume (x
(i)
c ), we can define a new statistic
B(R, s) as the mean value of the coefficients WR,s(x) at these positions:
B(R, s) =
〈
WR,s(x
(i)
c )
〉
N
. (6.5)
If there are indeed shell-like structures around the selected haloes x
(i)
c , these
positions should correspond, on average, to positive values of the coefficient map
WR,s(x), as seen in Fig. 6.3. In this case, we should find positive values of B(R, s)
with the maximum of B at the (R, s) values characterising these shells.
We can obtain further information from the wavelet coefficients WR,s(x), as
we have information on the actual dependence of the signal picked up by the
BAOlet function on the position. In particular, fixing a set of parameters of
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Figure 6.3: Coefficient map WR,s(x) for the 2D toy model density field
shown in Fig. 6.2. We show the map for two sets of parameter values: R =
105, s = 26.25 (top), and R = 65, s = 24.375 (bottom). The black points
represent the original centres used to generate the density field. We do not
calculate WR,s(x) in the regions close to the boundaries (the white bands in
the figures), in order to avoid possible border effects.
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interest (Ri, si), we could use the coefficients WRi,si(xc) to identify what is the
signal that comes from each of the selected massive haloes for these characteristics
of the shells. In the context of BAO, the parameters Ri, si can be chosen a priori
using a theoretical model, or a posteriori using the parameters for which the
function B(R, s) attains its maximum. This spatial information can be used,
for example, to localise in configuration space the structures responsible for the
largest BAO signal in a given sample.
For our calculation of B(R, s), we sample the (R, s) parameter space on a
grid. For each point (R, s), we calculate the coefficient map WR,s(x) as the
convolution of the BAOlet with the density field (equation 6.3). We perform the
convolution in Fourier space using a Fast Fourier Transform (FFT) technique.
To avoid problems with the FFT, we zero-pad a large region around our density
cube. To obtain B(R, s), we sample WR,s(x) at the position of the N selected
centres, and calculate the average value (equation 6.5).
Therefore, to apply this method, we need a way to map the overall density
field δ(x), but also to locate the position of massive matter haloes x
(i)
c . We have
to use two different populations of mass tracers, so that they play the appropriate
role in the analysis. The idea of using two different tracer sets, one for the small
perturbations and another for the high peaks, in a cross-correlation analysis was
anticipated by Eisenstein et al. (2007). We implement here a similar idea, but
using a wavelet tool directly on the density field. As detailed below, we use
galaxies from the ‘Main’ and LRG samples of SDSS in this case. However, this
choice would depend on the kind of data available in each case.
6.2 Prediction from ΛCDM
In order to better understand our method, we show here which results we expect
according to the ΛCDM model, and the effect of BAO in our new statistic B(R, s).
We use for this aim both the analytical approximation to the transfer function
of Eisenstein and Hu (1998), and the results from the MareNostrum Institut de
Cie`ncies de l’Espai (MICE) simulation (Fosalba et al., 2008).
In the first place, we use the ΛCDM transfer function, which allows us to
study directly the effect of the BAO. However, in this case, we must do a series
of approximations in order to make a prediction for B(R, s). We want to predict
which is the typical result for the wavelet coefficient WR,s at the position of the
massive matter haloes xc, as a function of R, s. From equation (6.3), we see
that this is equivalent to studying the typical density profile around such haloes,
δ(y−xc). The ΛCDM transfer function allows us to calculate this profile, provided
we know which is the initial perturbation corresponding to the selected haloes. We
follow Eisenstein et al. (2007), and make the simple approximation of considering
that these initial perturbations are point-like and spherically symmetric, and can
thus be simply described by a Dirac delta function in configuration space. This
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corresponds to a constant value in Fourier space. As the transfer function T (k)
describes the relative evolution of the different Fourier modes (see Section 1.1.2),
the present day radial density profile corresponding to such initial perturbation
will we given simply by
ρ(r) = CT˜ (r) (6.6)
where T˜ (r) is the Fourier transform of the transfer function T (k), and C is a
normalisation constant that depends on the details of the initial perturbation,
and on the cosmic growth function D1(z). This is the same profile as shown in
Fig. 5.1, although we consider here the transfer function for all the matter (dark
matter plus baryons). From equations (6.3) and (6.5), we see that the effect of C
will be just to change the overall normalisation of our statistic B(R, s).
We used the fitting formulae to the linear-theory transfer function T (k) from
Eisenstein and Hu (1998), and obtained the expected WR,s at the position of
a large overdensity using equations (6.6) and (6.3). In order to highlight the
particular signature of BAO, we also calculated WR,s using the ‘no wiggle’ trans-
fer function formula, in which the BAO signal has been edited out. We used
here the values ΩM = 0.25, ΩΛ = 0.75, Ωb = 0.044, and h = 0.7 for the cos-
mological parameters, to allow for a direct comparison with the MICE simula-
tion. Following Eisenstein and Hu (1998), the sound horizon scale in this case is
rs = 109.3h
−1 Mpc.
The results for both cases are shown in Fig. 6.4. In the plot, we mask the region
R < 2s, as for these values of the parameters our BAOlet is not compensated (its
mean is different from 0). Comparing both panels of the Figure, we see clearly
which is the effect of the presence of BAO in our statistic. In the case without
BAO WR,s is always negative, and it presents a smooth gradient across the (R, s)
plane. This gradient is due to the overall shape of the radial profile (equation (6.6).
However, in the presence of BAO, WR,s shows a prominent peak with positive
values. This clearly shows the idea behind the B(R, s) statistic. The BAOlet ψR,s
acts as matched filter with a shape adapted to detect spherical shells. Therefore
the positive values in the coefficients WR,s correspond to the cases in which the
radial profile is matched by the BAOlet shape. The values at which WR,s attains
its absolute maximum, Rmax = 110h
−1 Mpc and smax = 22h−1 Mpc, correspond
thus to the characteristics of the shell that best matches the observed profile
around the selected centres.
In order to test the reliability of the method, and of this ΛCDM prediction, we
calculated the B(R, s) for a halo catalogue drawn from the MICE simulations. We
used the publicly available halo catalogue from the ‘MICE3072’ run (Crocce et al.,
2010). This particular run contains 20483 particles in a box of side 3072h−1 Mpc,
therefore covering a volume of 29h−3 Gpc3. The simulation was run with the
GADGET-2 code (Springel, 2005), assuming a ΛCDM model with the parameters
mentioned above. Haloes in the simulation were selected using a friends-of-friends
(FoF) algorithm.
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Figure 6.4: Values of the BAOlet coefficients WR,s expected at the positions
of large initial point-like perturbations, as a function of the BAOlet parame-
ters (R, s). The bottom panel shows the result using a standard linear-theory
ΛCDM transfer function, while the top panel shows the result using a trans-
fer function with the BAO wiggles edited out (Eisenstein and Hu, 1998).
The normalisation is arbitrary. The contours are drawn at steps of 1000 for
WR,s < 0 (dotted), WR,s = 0 (solid), and WR,s > 0 (dashed). The map
attains its maximum at R = 110h−1 Mpc, s = 22h−1 Mpc.
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We used the halo catalogue at z = 0, which contains a total of 2819031 haloes
formed by 143 or more particles. This corresponds to haloes with masses ≥
3.35× 1013 h−1 M. The halo number density is thus 9.72× 10−5 h3Mpc−3. We
used the full halo catalogue as a tracer of the overall density field. We then
selected as centres for the calculation of B(R, s) in equation (6.5) only the haloes
with a mass ≥ 1.76×1014 h−1 M. We chose this mass threshold in order to select
approximately the 10% most massive haloes in the simulation box. This choice
is somewhat arbitrary, but serves for the purpose of testing the BAOlet method
and illustrating the expected result. We considered only the real-space positions
of the haloes, so the possible effects of redshift-space distortions are not included
in this calculation.
Fig. 6.5 shows the BAOlet result B(R, s) for these MICE samples, compared to
the theoretical results obtained above from the Eisenstein and Hu (1998) transfer
functions. We obtain a result very similar to that of Fig. 6.4, as B(R, s) shows a
clear peak, and attains its absolute maximum for Rmax = 108h
−1 Mpc, smax =
28h−1 Mpc. This indicates that our BAOlet method can be applied to two sets
of mass tracers, although the details of the tracers used here are very different
from the ones we use later on the SDSS samples. This also confirms the expected
effect of the presence of BAO in the B(R, s) function: the presence of a large
peak with positive values of B, located approximately at the values of R and s
corresponding to the radius and width of the acoustic shells. The fact that we
obtain here slightly different values for Rmax and smax than those predicted above
may be due to non-linear evolution effects, which slightly reduce the radius and
increase the width of the shells. As mentioned in Section 5.1.1, a similar effect is
present in the correlation function (see e.g. Crocce and Scoccimarro, 2008).
6.3 SDSS samples used
We used data from two different samples of the latest data release (DR7) of the
spectroscopic SDSS. On one side, we used the ‘Main’ galaxy sample (Strauss
et al., 2002) as mass tracers for reconstructing the overall density field δ(x). On
the other, we used the LRGs as tracers of the central over-densities, and therefore
used them as the selected centres x
(i)
c to compute B(R, s).
Luminous Red Galaxies were selected by the SDSS team using several colour
and magnitude cuts to obtain a highly biased sample reaching high redshift (Eisen-
stein et al., 2001). The galaxies selected in this way are known to reside near the
centres of massive dark matter haloes (Zheng et al., 2009) and are thus adequate
tracers for the centres of baryon acoustic structures. We applied an extra cut in
the K-corrected, evolved, g-band absolute magnitude: −23.2 < Mg < −21.2, as
in the previous BAO analysis by Eisenstein et al. (2005), and as in our DR7-LRG
sample in Chapter 5. This results in an approximately volume-limited sample in
the redshift range 0.15 < z < 0.30.
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Figure 6.5: The BAOlet statistic B calculated for the MICE simulation
sample described in the text as a function of the parameters (R, s) (bot-
tom panel). The contours are drawn at steps of 5 for B < 0 (dotted),
B = 0 (solid), and B > 0 (dashed). This function attains its maximum
for R = 108h−1 Mpc, s = 28h−1 Mpc. The top two panels show cuts at the
values s = 28h−1 Mpc (top) and s = 22h−1 Mpc (middle), marked with grey
horizontal lines in the 2D panel. In each case, the solid blue line corresponds
to the value obtained from MICE, the dashed red line corresponds to the
theoretical expectation from the Eisenstein and Hu (1998) transfer function
(bottom panel of Fig. 6.4), and the dotted green line to the theoretical expec-
tation using the ‘no wiggle’ transfer function (top panel of Fig. 6.4). These
theoretical prediction have been re-normalised to get the same value at the
maximum in B(R, s).
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‘Main’ galaxies in the SDSS constitute a much denser sample, and are therefore
more suitable to map small density changes such as BAO shells. We used the
‘Main’ sample from the Value-Added Galaxy Catalogue (Blanton et al., 2005),
which constitutes a magnitude limited sample in the r band, with r < 17.6. We
applied an extra simple cut, Mr < −20, in order to slightly reduce the changes in
the radial selection function of this sample. However, this cut only affects a small
volume at z . 0.11, eliminating the faintest galaxies in this region, and does not
affect significantly our results.
For the conversion of angles and redshifts into co-moving distances, we used a
fiducial cosmology with the parameters ΩM = 0.25, ΩΛ = 0.75. We converted the
distribution of ‘Main’ galaxies into a density field δ(x) binning it into a grid with
cubic pixels of 3h−1 Mpc side. We corrected for the selection effects by weighting
each galaxy by the inverse of the average density at its redshift. Although this
weighting may not be optimal, it should not affect significantly our results, given
that the wavelet method does not depend on the local background level. We
used the density field constructed in this way for the calculation of the BAOlet
coefficients following equation (6.3).
In our calculations, we could only use the region in which these two samples
overlap, which corresponds to the redshift limits 0.15 < z < 0.26. To minimise
border effects in the WR,s(x) and B(R, s) calculations, we defined a buffer region
of rbuff = 175h
−1 Mpc from any of the borders of the ‘Main’ sample volume. We
used as centres only the LRGs in the inner volume. This allows us to use the
density field, as traced by the ‘Main’ sample galaxies, from z > 0.09. In order to
minimise angular selection effects and border effects, we use a compact area of the
sky where the angular completeness is nearly uniform. This area covers 5511 deg2
and is defined, in the SDSS survey coordinates (Stoughton et al., 2002), by the
limits −31.25◦ < η < 28.75◦, −54.8◦ < λ < 51.8◦. This results in finally using
the density field in a volume of 2.2× 108 h−3 Mpc3, as traced by NMain = 198342
galaxies. The number of LRGs used as centres (avoiding the buffer region) is
NLRG = 1599.
In Fig. 6.6 we show a slice of the SDSS survey showing both the ‘Main’ galaxies
and the LRGs. To illustrate the idea of the method, we show a zoom around a
given LRG galaxy, for which the coefficient map WR,s(x) has a large value (for
Rmax, smax). Even for this single centre, a slight over-density of ‘Main’ galaxies
can be seen at a radius of ' 105h−1 Mpc.
6.4 Results for the SDSS samples
We performed the calculation of B(R, s) for the SDSS in an analogous way to
the case of the MICE simulation, using the samples defined in Section 6.3. Our
results are shown in Fig. 6.7. As above, we mask the region R < 2s. As we are
not introducing any border correction when calculating the B(R, s) statistic, we
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Figure 6.6: A slice drawn from the SDSS catalogues we used, showing the
distribution of both the LRGs (red), and the ‘Main galaxies (blue). Although
we show here only a 6◦-thick slice, we used the samples covering a total area
of 5511 deg2 in our analysis. The radius of a typical BAO shell is shown
as a segment. At the top insets we show two orthogonal slices of width
20h−1 Mpc, centred on a particular LRG. The two circles have the radii of
100 and 110 h−1 Mpc, and a slight over-density can be appreciated at that
scale.
also mask the region corresponding to the values R > rbuf−s. Values obtained at
those large values of R could contain some spurious signal, as the calculation of
WR,s would rely on the density field in regions outside of the survey boundaries.
The resulting B(R, s) map is qualitatively very similar to that expected, either
using an analytical ΛCDM model (Fig. 6.4), or the MICE simulation (Fig. 6.5).
This is an indication that the observed pattern does not originate from spurious
features in the SDSS but is closely related to the large scale structure and more
specifically the BAO. B(R, s) attains a maximum at Rmax = 116h
−1 Mpc, smax =
36h−1 Mpc. This maximum is clearly related to the characteristics of the BAO
structures present in our samples. However, the position of the maximum obtained
slightly deviates from that obtained for the MICE simulation (Fig. 6.5), with
larger values for both R and s. This shift may be due to different observational
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Figure 6.7: The BAOlet statistic B calculated for SDSS data as a function
of the parameters (R, s). The bottom panel shows the results in the full
parameter space considered, where we sampled both R and s at intervals of
1h−1 Mpc. We mask two areas, at the upper right and left corners, where
our results are not reliable (see details in the text). The contours are drawn
at steps of 5 for B < 0 (dotted), B = 0 (solid), and B > 0 (dashed). The top
two panels show cuts at the arbitrarily chosen values s = 36h−1 Mpc (top)
and s = 20h−1 Mpc (middle), marked with grey horizontal lines in the 2D
panel. In these panels, the blue line is B(R, s), while the green line and the
red band show the mean (B
MC
) and 1-σMC interval for the Monte Carlo
realisations of random centres. We obtain a clear significant peak at different
values of s, with a maximum for R = 116h−1 Mpc, s = 36h−1 Mpc.
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issues in the SDSS samples, such as redshift-space distortions or selection effects,
which we did not model in the simulated catalogues. It may also be due to
small differences between the simulated model and the actual large-scale matter
distribution. A similar effect is also found in the detection of BAO using the
two-point correlation function, where the observed peak is slightly wider than
expected in the ΛCDM model (see Chapter 5, and Cabre´ and Gaztan˜aga, 2009;
Kazin et al., 2010b; Labatie et al., 2011). In sum, we can not use the scale and
the width of the observed maximum of B(R, s) as direct estimates of the radius
or width of the shells.
We performed a simplified significance test in order to assess the reliability
of the BAO detection with this method. To do so, we focused on the value of
B(R, s) obtained at the maximum, Bmax = B(Rmax, smax) = 22.9 ± 3.72. We
assess the probability of finding such a maximum in the case in which there
are not baryon acoustic structures present in our sample. We model this null
hypothesis by using randomly distributed centres for the calculation of B(R, s) in
equation (6.5), instead of the LRGs, while keeping the WR,s(x) coefficients from
the observed density field (traced by SDSS ‘Main’ galaxies). The expected value of
B(R, s) in this case is 0 (see equation 6.4), and we expect to obtain a significantly
higher signal in the data. In this way, we are testing the null hypothesis that,
either there are not shell-like structures in the density field traced by the ‘Main’
sample, or these shell-like structures are not found preferentially around LRG
centres. In either case, that would mean that there are not BAO-like structures
present in our sample.
To perform the significance test, we generated 105 random realisations of a
Poisson process, with the mean number of points NLRG, in the same volume
as the LRGs considered in the calculation. We calculated B(R, s) for each of
such realisations. We obtain then the mean value B
MC
(R, s), and the standard
deviation σMC(R, s) of the Monte-Carlo realisations of the centres. We show
B
MC
(R, s) and a band of 1σMC(R, s) around it in the top panels of Fig. 6.7.
We now calculate our signal-to-noise ratio at the maximum as SNRmax =
Bmax/
[
σMC(Rmax, smax)
]
= 6.60, and assess the probability of finding such a
large value of SNRmax anywhere in the parameter space for the Monte Carlo
realisations. We computed the maximum value of SNR for each realisation j in
the full (R, s) range, SNR
MC(j)
max . The distribution of the values of SNR
MC(j)
max is
shown in Fig. 6.8, where it is compared to the value of SNRmax obtained in the
real data. We found that only one of the realisations gave a value of SNR
MC(j)
max
larger than SNRmax. Thus, the probability of obtaining a maximum with such
a large SNR in the case of randomly distributed centres (our null hypothesis) is
p ' 10−5, equivalent to a ∼ 4.4σ detection in the Gaussian case.
We should stress here that the significance found here can not be compared
2This error in Bmax is obtained from the variance of the coefficients at the NLRG different
LRGs. However, our significance test is independent of this error value.
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Figure 6.8: Histogram showing the distribution of the maximum SNR
values obtained, in the full (R, s) space, for the 105 Monte Carlo realisations
of Poisson-distributed centres (SNR
MC(j)
max ). This histogram has a mean of
3.72 and a standard deviation of 0.46. We show as a dashed vertical line the
value obtained from the data (using the LRGs as centres), SNRmax = 6.60.
Only one of the Monte Carlo realisations give a maximum value larger than
SNRmax.
directly to other BAO detection levels found in the literature. We are not compar-
ing our results with an analytical no-BAO model of B(R, s) (such as that shown
in the top panel of Fig. 6.4), since to do so would require the detailed modelling
of all the selection effects affecting the two samples used. Even when dealing only
with the value of Bmax, the null hypothesis we use above is missing some possible
important effects (e.g. we do not account for the clustering of centres, as expected
for LRGs), so that the 4.4σ detection level is probably over-estimated.
As explained in Section 6.1, we can extract more information about the BAO
phenomenon in our samples making further use of the BAOlet coefficient maps
WR,s(x). Once we have detected the BAO in our samples through the use of the
B(R, s) statistic, we can restrict to the map for the parameters Rmax, smax, which
correspond to the characteristics of the BAO shells present in our samples. In
this way, the values Wmax ≡WRmax,smax are a measure of how strong is the signal
coming from a BAO shell around a given point, and in particular, a given LRG.
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Figure 6.9: The distribution in redshift space of the LRGs used in the
analysis (i.e. inside our buffer region). Each LRG is coloured according to
the value of Wmax at its position. Blue points correspond to low values of
Wmax, and red points to high values.
Therefore, using Wmax we can localise in configuration space the regions of the
volume covered by our samples where the BAO signal is mostly coming from.
We illustrate this idea in Fig. 6.9, where we plot the distribution of the NLRG =
1599 LRGs used as centres in our analysis, showing also the value of Wmax for
each of them, following a colour gradient. The highest values of Wmax correspond
to the red points in the plot. We do not perform here a detailed analysis of the
spatial information we get from WR,s. However, from this figure, it appears that
the LRGs giving larger signal (larger values of Wmax, in red) tend to be clustered
together in high density regions. On the contrary, LRGs with low values of Wmax
(in blue) seem to be spread over the whole volume covered.
It is worth to emphasise that this approach would be impossible with any
statistical BAO detection method used this far, since the spatial localisation of
the shells is completely lost in the correlation function or in the power spectrum,
while the local nature of the wavelet approach allows us to identify the positions
of the most representative structures in our sample.
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6.5 Discussion
In summary, we have designed a new method for the detection of baryon acoustic
oscillations in the galaxy distribution and for the localisation, in configuration
space, of the structures responsible for them. This method is based on the use of
a specially designed wavelet (the ‘BAOlet’) applied directly on the density field.
Our approach also relies on the use of two different tracers: one for the overall
density distribution, and the other for the central overdensities of the baryon
acoustic structures.
On a first step, we calculated the expected signal for our detection statistic
B(R, s), and tested the method with simulations. We then applied this method to
the detection of baryon acoustic structures in a sample drawn from the SDSS. In
this case, we used galaxies from the ‘Main’ catalogue to trace the overall density
field, and galaxies from the LRG catalogue to trace the location of massive dark
matter haloes. We clearly detect BAO in the sample providing a confirmation of
the detection obtained previously using general two point statistics such as the
power spectrum and correlation function (see Chapter 5). In fact, our approach
provides an independent method for the detection.
Recent works have proposed alternative methods to study the BAO based on
wavelets (Xu et al., 2010; Tian et al., 2011). In particular, Tian et al. use a
Mexican hat wavelet function with two parameters, conceptually similar to ours.
They use it to search for a peak in the two point correlation function of the
‘Main’ SDSS sample, obtaining a detection with a p-value p = 0.002 (equivalent
to 3.1σ in the Gaussian case). As in our case, this shows the utility of using the
‘Main’ sample to reduce the shot noise in the calculation and to obtain significant
detections. However, these works apply the wavelet to the measured two point
correlation function, instead of directly to the density field. In this way, they use
the wavelets to characterise accurately the BAO signal (in terms of radius and
width), but they are not able to get any information about the localisation of
these structures in space.
In our case, we are calculating the full coefficient maps WR,s directly from
the density field, so we keep all the spatial information about the BAO signal.
This kind of information is completely lost when using the standard two point
statistics. We showed how this method allows us, through the use of Wmax(x),
to localise in configuration space the actual structures responsible for the BAO
signal obtained.
Although we do not explore them here, this spatial information has several
potential applications for a detailed analysis of the phenomenon of BAO. For
example, it allows to study the relation of the BAO signal at a given LRG to its
properties or the environment. It could also be used to make a selection of LRG
centres with high signal, and use them to refine the measurements of the BAO
characteristics.
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We expect that this new method for studying BAO will be of much use for
ongoing or planned surveys, such as the WiggleZ Survey (Drinkwater et al., 2010),
the Baryon Oscillation Spectroscopic Survey (BOSS, Eisenstein et al., 2011), or
the Physics of the Accelerating Universe (PAU) Survey (Ben´ıtez et al., 2009a),
which will cover a much larger volume than studied here, and will explore higher
redshifts.
In particular, the PAU Survey will cover 8000 deg2, obtaining redshifts for
∼ 12 million LRGs in the range 0.1 < z < 0.9, and hundreds of millions of
other galaxies. This means a potential increase of a factor ∼ 40 in volume, and
of an order of magnitude in number density, with respect to the data used here.
This implies that the detection and characterisation of the BAO using our statistic
B(R, s) would be much more reliable in this case. Moreover, the possibilities of our
method to localise the BAO signal in configuration space could be used to study
the evolution of the BAO characteristics over the large redshift range covered.
However, the BAOlet method will need to be adapted to the characteristics of the
PAU data, specially given the expected uncertainty in the photometric redshift
determination, σz ∼ 0.003(1 + z).
A different application of our method was suggested by Beutler et al. (2011).
They proposed to use the BAOlet method presented in this chapter to study BAO
at very low redshifts, using the galaxies from the 6dF Galaxy Survey (6dFGS,
Jones et al., 2004, 2009) as tracers of the central over-densities, and data from
the future Wide field ASKAP L-band Legacy All-sky Blind surveY (WALLABY)3
to map the overall density field. WALLABY is a H i survey planned for the Aus-
tralian Square Kilometre Array Pathfinder telescope (ASKAP), currently under
construction, which will contain half a million galaxies at a mean redshift ∼ 0.04,
having a large overlap with 6dFGS. Although the volume will not be very large in
this case, the study of BAO at those small redshifts gives interesting cosmological
information, as shown by Beutler et al. using the correlation function of 6dFGS
alone.
3http://www.atnf.csiro.au/research/WALLABY
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Conclusions
The work presented in this thesis has dealt with the analysis of data from recent
galaxy redshift surveys, and with the development of new statistical tools to tackle
specific problems. We divided the thesis in two parts, according to the ranges of
scales considered in each case, and therefore to the scientific problems explored in
each case. Conclusions have been drawn at the end of each chapter. Here we just
summarise them for the whole thesis, indicating some further work to be done
in the future. Most of the work presented in this thesis has been published, or
submitted for publication, in refereed astronomical journals. Appendix A presents
a list of these articles.
In Part I of the thesis, we studied the clustering of galaxies at small to inter-
mediate scales (r . 20h−1 Mpc), focusing on the evolution of this clustering, and
on its dependence on galaxy properties, or segregation. Chapters 2 and 3 dealt
directly with the problem of studying clustering at high redshift making use of
the possibilities of the ALHAMBRA survey, while in Chapter 4 we made a more
general review of the mark statistics methods that can be applied to the analysis
of segregation.
In Chapter 2 we developed a method for the recovery of the real-space clus-
tering from photometric surveys with the characteristics of ALHAMBRA. This
method is based on the use of the projected correlation function, and is adapted
to data with typical photometric redshift errors ∆z . 0.015(1 + z). We showed,
using data from an N -body simulation, that this method recovers the real-space
correlation function to within 5% for the scales of interest. We also tested that
the method is reliable in the presence of a small fraction of catastrophic redshifts,
or outliers. A limitation of this method is the fact that it imposes a minimum
redshift range to be considered for the calculation, which depends on ∆z.
Although this method was designed in the first place with the aim of analysing
ALHAMBRA data, it has a more general application, as it can be used when
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analysing data from any survey with similar redshift accuracy. This is the case
of other photometric surveys using a large number of medium- or narrow-band
filters, such as that of Ilbert et al. (2009) in the COSMOS field, or the planned
J-PAS survey (Ben´ıtez et al., 2009a), which will cover ∼ 8000 deg2 in ∼ 50 optical
filters, thus obtaining a much better redshift accuracy.
We applied this method to the calculation of the correlation function for several
samples drawn from the ALHAMBRA survey in Chapter 3. The characteristics of
the ALHAMBRA survey allow us to explore a large range in redshift, z ∈ [0.3, 1.5],
so this is an ideal tool to study the evolution of galaxy clustering through cosmic
time. We divided our sample in three redshift bins, and selected several galaxy
samples in each of them based on B-band luminosity. Given the photometric
depth, we considered in some cases samples of relatively faint galaxies, going
down to L = 0.1L∗ for z ' 0.5, or L = 0.5L? for z ' 1.2. This is not possible
with similar pencil-beam spectroscopic surveys, as they need to target brighter
sources for spectroscopy.
Although the ALHAMBRA data analysed is still preliminary, we already ob-
tained some interesting results. In the range of scales studied, r ∈ [0.2, 15]h−1 Mpc,
the correlation function for all samples was well fitted by a power law, which makes
the comparison between samples easier. We observed clearly the effects of evolu-
tion, as our high redshift (z ' 1.2) samples are much less clustered than samples
at lower redshift. Regarding luminosity segregation, we saw clearly its effects for
all the redshift ranges analysed. The fact of observing luminosity segregation for
these faint samples with L . L∗ implies a difference with respect to local (z ' 0)
studies, where this kind of segregation is significant only for L ≥ L∗.
These results showed the possibilities of ALHAMBRA for the study of large-
scale structure. The work done here can be extended naturally by the use a
more detailed model of galaxy clustering to interpret the results obtained for the
correlation function. Moreover, although we only studied here the dependence
of clustering properties on luminosity, the ALHAMBRA data set will allow for a
study of galaxy segregation in more detail, given the amount of information the
survey obtains for each galaxy (colour, spectral type, morphology).
The phenomenon of galaxy segregation can be analysed in the framework of
the statistics of marked point processes. We reviewed the basic tools available
in this case in Chapter 4, and illustrated their application using a galaxy sample
drawn from the 2dFGRS, characterised by a spectral classification parameter.
We showed how these mark statistics tools can be used to study segregation
as a function of scale both for continuous marks (such as luminosity, colour,
etc.) and for discrete categories. In the latter case, we introduced the mark
connection function, showing that it gives valuable information when analysing
different galaxy populations defined by some set of galaxy characteristics. Our
results for 2dFGRS confirmed previous observations, and showed in detail how
passive galaxies tend to cluster more strongly than active ones at small scales.
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The segregation analysis methods presented here are general tools for the
analysis of data from any survey obtaining both the spatial distribution and char-
acterisation of galaxies. In particular, they will be used for the detailed analysis
of galaxy segregation using ALHAMBRA data. In this case, they will need to be
adapted for their use with photometric redshift data, in a way similar as we did
in Chapter 2 with the correlation function.
In Part II of the thesis, we turned to correlations at larger scales, focusing
on the phenomenon of baryon acoustic oscillations (BAO). BAO are a feature
imprinted in the cosmological density field in the early epochs of the universe, and
provide a useful standard ruler to constrain the cosmological parameters. They
were only recently detected (Eisenstein et al., 2005) in the galaxy distribution.
We reviewed the physics of BAO, and the status of their detection using the
standard two-point statistics in Chapter 5. We measured the two-point correlation
function for several samples drawn from the largest surveys to date, 2dFGRS and
SDSS. We obtained a peak corresponding to BAO at the expected scale in all
cases, which shows the reliability of the detection of this feature. Other authors
have reinforced these conclusions using other independent samples. However, we
saw a small deviation from the ΛCDM model prediction, as the observed peak was
wider than expected. Although this deviation may not be significant, it deserves
further investigation.
Finally, in Chapter 6 we developed a new method for the analysis of the BAO
phenomenon. This method makes use of the possibilities of wavelets methods to
look for the actual structures in configuration space which are responsible for the
BAO. It is also based on the use of two complementary mass tracers, and we
illustrated it using a catalogue formed by ‘Main’ and LRG galaxy samples from
SDSS. In this way, we showed how we were able not only to detect BAO in the
samples, but also to localise regions giving lower or higher BAO signal. This kind
of information is completely lost when using the traditional two-point statistics
methods.
This approach opens many new possibilities for the analysis of BAO, which we
did not explore in detail in this thesis. Some of its possible applications could be
to study the relation of these baryon acoustic structures with the properties of the
galaxies that form them, or the selection of regions with high BAO signal to refine
the characterisation of the BAO. Furthermore, this spatial information could be
used to study the dependence of BAO characteristics (and in particular the BAO
scale) on redshift in a continuous way. These possible applications are however
limited by the survey volume available, specially due to the need for using two
different tracers. In this sense, we expect that this method will be of much use
for those ongoing and future surveys covering volumes much larger than that of
SDSS.
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B
Agrupament de
gala`xies: evolucio´,
segregacio´ i oscil·lacions
acu´stiques bario`niques
Aquest ape`ndix conte´ un resum del contingut de la tesi en catala`. En lloc d’in-
cloure ac´ı figures o taules noves, farem refere`ncia a les que apareixen al cos de la
tesi en els cap´ıtols anteriors.
B.1 Introduccio´
La cosmologia e´s la cie`ncia que te´ per objectiu comprendre l’origen, evolucio´ i
estructura de l’univers en el seu conjunt. Ha estat una part integral del desenvo-
lupament de la cie`ncia en la histo`ria, des del seu comenc¸ament. En l’u´ltim segle,
diversos avanc¸os teo`rics i, principalment, observacionals l’han convertida en una
cie`ncia madura en el camp de la f´ısica, apropant-nos a comprendre les propietats
ba`siques del nostre univers.
Una de les eines observacionals principals en aquest proce´s ha estat la cons-
truccio´ de grans cartografiats de gala`xies cobrint fraccions significatives del cel.
Mitjanc¸ant l’ana`lisi de la distribucio´ de les gala`xies en l’espai, permeten l’estudi de
l’estructura a gran escala (LSS, per les sigles en angle`s) de l’univers. Aquests car-
tografiats tambe´ es centren en l’estudi dels processos de formacio´ i evolucio´ de les
gala`xies. En les tres u´ltimes de`cades, juntament amb altres eines cosmolo`giques,
els cartografiats de gala`xies han experimentat una gran millora en termes de co-
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bertura, profunditat i precisio´, gra`cies a importants desenvolupaments te`cnics. Al
mateix temps, tambe´ s’han anat desenvolupant les eines teo`riques i estad´ıstiques
necessa`ries per analitzar aquestes dades.
B.1.1 El model cosmolo`gic esta`ndard
El model cosmolo`gic esta`ndard, conegut com “Λ – Mate`ria fosca freda” (ΛCDM,
per les sigles en angle`s), s’ha anat desenvolupant al llarg del segle XX. La idea
principal e´s la d’una “Gran explosio´ calenta” (o Hot Big Bang), basada en tres
hipo`tesis: la homogene¨ıtat i isotropia de l’univers a gran escala, la teoria de la
relativitat general per descriure la dina`mica gravitato`ria, i el fet que l’univers
s’esta` expandint a partir d’un estat inicial molt dens i calent. Les principals
evide`ncies observacionals en favor d’aquest model so´n la llei de Hubble que rela-
ciona la dista`ncia a les gala`xies amb la seua velocitat de recessio´, les observacions
del fons co`smic de microones (CMB, per les seues sigles en angle`s), i la mesura
de les abunda`ncies d’elements lleugers.
La geometria de l’univers esta` determinada per les hipo`tesis anteriors, i es
descriu per la me`trica de Robertson-Walker (RW), que incorpora la homogene¨ıtat
i isotropia, i descriu l’expansio´ de l’univers a partir del ‘factor d’escala’ a(t). En
aquest context, el ‘desplac¸ament al roig’ o redshift cosmolo`gic z experimentat per
un foto´ que viatja des d’una gala`xia llunyana fins nosaltres e´s una mesura del
temps cosmolo`gic t, o del factor d’escala a, corresponent a l’instant d’emissio´ del
foto´. Seguint la relativitat general, podem relacionar les propietats geome`triques
de la me`trica amb el contingut de mate`ria i energia de l’univers, emprant les ano-
menades equacions de Friedmann-Lemaˆıtre. La combinacio´ de diferents resultats
observacionals ens do´na una imatge detallada de l’univers. Aquest e´s espacial-
ment pla, un ∼ 73% del seu contingut esta` format per ‘energia fosca’, un ∼ 22%
per ‘mate`ria fosca’, i un ∼ 5% per la mate`ria bario`nica que coneguem. La mate`ria
fosca seria un tipus de mate`ria que es comporta com a tal pel que fa a la gra-
vitacio´, pero` no interacciona de cap altra manera. L’energia fosca, o constant
cosmolo`gica, e´s un terme que cal introduir per explicar el fet que l’expansio´ de
l’univers esta` accelerant, i que podria ser assimilat a un terme d’energia del buit.
L’explicacio´ de la mate`ria i energia fosca e´s un dels temes de recerca actuals me´s
importants en la f´ısica.
Estudiant la distribucio´ de les gala`xies en l’espai, s’observa que la mate`ria no es
troba distribu¨ıda uniformement, sino´ que s’agrupa formant diverses estructures.
Necessitem per tant estudiar el camp de pertorbacions en densitat δ(x, t) i les
seues propietats estad´ıstiques. En particular, s’estudia la funcio´ de correlacio´ a
dos punts de la distribucio´,
ξ(x1,x2) = 〈δ(x1)δ(x2)〉 ,
i la seua transformada de Fourier, l’espectre de pote`ncies P (k). En el context
del model ΛCDM, les propietats del camp δ(x, t) ve´nen determinades principal-
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ment per l’efecte de la gravetat sobre el camp inicial de pertorbacions. Aquestes
pertorbacions, amb una amplitud inicial molt petita, creixen, principalment per
acrecio´ gravitato`ria, per formar les estructures observades en l’actualitat. Per
tant, tenint a me´s en compte altres efectes com per exemple la pressio´ deguda
a la radiacio´, es pot fer una prediccio´ acurada per ξ(r) i P (k) en aquest model
(Fig. 1.6), i comparar-la amb l’estudi observacional de l’estructura a gran escala.
B.1.2 Ana`lisi estad´ıstica de l’agrupament de gala`xies
La manera me´s directa d’estudiar l’estructura a gran escala de l’univers e´s mit-
janc¸ant l’ana`lisi de la distribucio´ de gala`xies en l’espai. Per aquesta ana`lisi, consi-
derem la distribucio´ de gala`xies com una realitzacio´ d’un proce´s puntual aleatori,
i hi emprem els me`todes estad´ıstics associats. En aquest cas, assumint homoge-
ne¨ıtat i isotropia, definim la funcio´ de correlacio´ a dos punts ξ(r) de la segu¨ent
manera. Considerem dues esferes de volums infinitesimals dV1 i dV2, separades
per una dista`ncia r. Aleshores, la probabilitat que` en ambdues esferes hi trobem
un punt del proce´s puntual e´s
dP12 = λ
2 [1 + ξ(r)] dV1dV2 ,
on λ e´s la densitat nume`rica del proce´s.
Dins del model ΛCDM, el camp de densitat de gala`xies esta` relacionat amb el
camp de densitat de mate`ria, en l’aproximacio´ me´s simple, a trave´s del para`metre
de biaix, o bias, b, com
δg(x) = bδ(x) ,
i per tant podem relacionar les funcions de correlacio´ corresponents. Aquest
para`metre b conte´ informacio´ sobre els processos de formacio´ i evolucio´ de les
gala`xies i varia en funcio´ del tipus de gala`xia que considerem. Ac¸o` implica que
les propietats d’agrupament de poblacions diferents de gala`xies so´n diferents, un
fenomen conegut com ‘segregacio´’.
Existeixen diversos me`todes per l’estimacio´ de ξ(r) a partir de les dades obtin-
gudes per un cartografiat, e´s a dir, a partir d’una realitzacio´ del proce´s puntual en
un volum (o finestra) determinat. Tots aquests me`todes es basen en el comptatge
de parells de punts i en una certa correccio´ pels efectes provocats per les vores
del volum. Els me`todes me´s emprats en cosmologia es basen en la utilitzacio´
d’un cata`leg auxiliar artificial sense agrupament (e´s a dir, un proce´s de Poisson).
Aquest e´s el cas de l’estimador de Landy i Szalay (1993) que emprem en aquesta
tesi.
B.1.3 Cartografiats de redshifts de gala`xies
Els cartografiats de gala`xies so´n una de les eines principals de la cosmologia obser-
vacional. L’objectiu ba`sic d’aquests e´s acumular informacio´ observacional sobre
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totes les gala`xies, complint un determinat criteri de seleccio´, en una regio´ del cel.
D’aquesta manera, es poden estudiar estad´ısticament les propietats de les dife-
rents poblacions de gala`xies, i la seua distribucio´ en l’espai. Inicialment, aquests
cartografiats contenien nome´s la posicio´ angular de les gala`xies. Tanmateix, a
partir dels anys 1980, comenc¸ant amb el cartografiat del Center for Astrophysics
(CfA, Huchra et al., 1983; de Lapparent et al., 1986), apareixen cartografiats que
mesuren tambe´ l’espectre de cada gala`xia, de manera que es pot calcular el seu
redshift i per tant la seua dista`ncia.
En parts d’aquesta tesi emprem dades provinents dels dos majors cartografiats
completats fins ara: el Two-degree Field Galaxy Redshift Survey (2dFGRS, Colless
et al., 2001) i el Sloan Digital Sky Survey (SDSS, York et al., 2000). El 2dFGRS
va obtenir espectres per 221414 gala`xies cobrint una a`rea de ∼ 1500 deg2. La
mostra espectrosco`pica es va seleccionar en magnitud aparent com bJ ≤ 19.45, i
el redshift media` de les gala`xies seleccionades e´s zm = 0.11. Pel que fa al SDSS,
aquest cobreix una a`rea total de ∼ 8000 deg2, i considera dues mostres diferents
de gala`xies. La mostra principal, o ‘Main’, es selecciona per un tall r ≤ 17.77.
Conte´ ∼ 560000 gala`xies, amb un redshift media` de zm ' 0.1. Una segona mostra
selecciona gala`xies roges lluminoses (LRGs, per les sigles en angle`s), mitjanc¸ant
una seleccio´ me´s complexa en color i magnitud. Aquesta mostra e´s me´s profunda,
arribant fins z ∼ 0.5, i conte´ ∼ 200000 gala`xies.
Una alternativa a la mesura espectrosco`pica dels redshifts e´s l’u´s de redshifts
fotome`trics a partir de dades fotome`triques en diverses filtres (Baum, 1962; Koo,
1985). En aquest cas, la precisio´ en la mesura del redshift e´s molt menor, pero`
l’u´s de la fotometria permet obtenir mostres me´s profundes, o cobrint regions del
cel majors, emprant menors temps d’observacio´. El cartografiat ALHAMBRA
(Advanced Large Homogeneous Area Medium-Band Redshift Astronomical survey,
Moles et al., 2008) es troba a meitat camı´ entre els cartografiats fotome`trics
cla`ssics i els espectrosco`pics, ja que obte´ fotometria emprant un total de 23 filtres,
reduint aix´ı l’error come´s en la mesura dels redshifts fotome`trics. Presentem amb
detall les caracter´ıstiques d’aquest cartografiat al Cap´ıtol 3 [B.2.2].
B.1.4 Objectius d’aquesta tesi
En aquesta tesi, estudiem diferents temes relacionats amb l’ana`lisi de l’estructu-
ra a gran escala de l’univers basada en l’agrupament de gala`xies. Ens centrem
en l’ana`lisi de dades provinents de recents cartografiats de redshifts de gala`xies.
Al mateix temps, desenvolupem una se`rie de me`todes estad´ıstics nous dirigits a
abordar alguns dels problemes oberts en l’estudi de l’agrupament de gala`xies.
La tesi esta` dividida en dues parts. En la Part I [B.2] ens centrem en l’agrupa-
ment de gala`xies a escales petites i interme`dies. En aquestes escales, la distribucio´
de gala`xies depe`n tant de la distribucio´ global de la mate`ria a gran escala, com
dels processos que governen la formacio´ i evolucio´ de gala`xies, a trave´s del bias.
Per tant, e´s essencial entendre com l’agrupament de gala`xies es troba afectat per
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les propietats intr´ınseques de les gala`xies en les mostres considerades (segregacio´).
Tambe´ e´s important estudiar l’evolucio´ amb el temps de les propietats de l’agru-
pament, intentant separar l’evolucio´ de la LSS de l’evolucio´ de les propietats de
les gala`xies. Ac´ı ens centrem en els possibles estudis que es poden dur a terme
emprant el cartografiat ALHAMBRA.
En primer lloc, al Cap´ıtol 2 [B.2.1], desenvolupem un me`tode per recuperar
la funcio´ de correlacio´ en espai real a partir de redshifts fotome`trics, centrant-nos
en la precisio´ t´ıpica esperada per ALHAMBRA. Posem a prova aquest me`tode
emprant cata`legs extrets de la simulacio´ d’halos tipus pencil beam de Heina¨ma¨ki
et al. (2005). A continuacio´ apliquem aquest me`tode a dades preliminars del
cartografiat ALHAMBRA al Cap´ıtol 3 [B.2.2]. Hi incloem una descripcio´ de les
caracter´ıstiques del cartografiat. Calculem la funcio´ de correlacio´ per diverses
mostres de gala`xies a diferents redshifts (fins z = 1.5) i lluminositats. Ac¸o` ens
permet estudiar la segregacio´ per lluminositat de les gala`xies, i la seua evolucio´,
durant un per´ıode que s’este´n durant el ∼ 70% de la vida de l’univers. Finalment,
al Cap´ıtol 4 [B.2.3], examinem una se`rie de me`todes estad´ıstics que permeten una
ana`lisi me´s detallada de la segregacio´ de gala`xies. Aquests me`todes es basen
en el formalisme de l’estad´ıstica de marques, utilitzat de manera habitual en
altres camps. Ac´ı, il·lustrem els diferents me`todes emprant dades del 2dFGRS, i
introdu¨ım per primera vegada la funcio´ de connexio´ de marques per al seu u´s en
cosmologia.
En la Part II [B.3], estudiem escales majors, i ens centrem en particular en
les oscil·lacions acu´stiques bario`niques (BAO, per les seues sigles en angle`s) en
la distribucio´ de gala`xies. Les BAO so´n una de`bil caracter´ıstica gravada en la
distribucio´ de gala`xies per les ones acu´stiques presents en el plasma de barions i
fotons abans de la recombinacio´. Per tant, ens proporcionen una connexio´ entre la
LSS que observem avui i la f´ısica de les primeres etapes de l’histo`ria de l’univers.
Tambe´ ens proporcionen una regla esta`ndard que es pot emprar per estudiar en
detall la histo`ria de l’expansio´ de l’univers.
Les BAO nome´s s’han pogut detectar en la distribucio´ de gala`xies recentment
(Eisenstein et al., 2005; Cole et al., 2005), emprant els majors cartografiats de
gala`xies disponibles. Al Cap´ıtol 5 [B.3.1] repassem la f´ısica de les BAO, i a
continuacio´ ens centrem en estudiar la fiabilitat de la seua deteccio´ amb les dades
actuals. Amb aquest fi, calculem la funcio´ de correlacio´ a grans escales per diverses
mostres de gala`xies extretes de SDSS i 2dFGRS. Finalment, al Cap´ıtol 6 [B.3.2]
desenvolupem un nou me`tode, complementari als anteriors, per la deteccio´ de
les BAO. Aquest me`tode es basa en l’u´s d’ondetes (wavelets), i te´ com objectiu
detectar les estructures responsables del fenomen de les BAO. A me´s a me´s,
gra`cies a l’enfocament de les ondetes, aquest me`tode proporciona me´s informacio´
que els estad´ıstics a dos punts habituals, ja que conserva la informacio´ referent a
la localitzacio´ del senyal de les BAO en l’espai de configuracio´. En aquell cap´ıtol
presentem el me`tode, i l’apliquem a un cata`leg de gala`xies extret de SDSS.
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B.2 Evolucio´ de l’agrupament i segregacio´
de gala`xies a escales petites
B.2.1 Recuperacio´ de la funcio´ de correlacio´ en espai real a
partir de cartografiats de redshifts fotome`trics
Als u´ltims anys, s’han proposat i dut a terme una se`rie de cartografiats cosmolo`gics
basats en la utilitzacio´ de fotometria multibanda per a la determinacio´ dels reds-
hifts de les gala`xies. El principal avantatge d’aquests cartografiats front a aquells
basats en l’espectrosco`pia e´s la seua major profunditat i densitat d’objectes que
poden assolir. A canvi, la incertesa en la mesura dels redshifts e´s molt major, i
aquesta es trasllada a una incertesa en la mesura de les posicions tridimensionals
de les gala`xies.
L’objectiu d’aquest cap´ıtol e´s estudiar un me`tode que ens permeta recupe-
rar el valor de la funcio´ de correlacio´ a dos punts, ξ(r), a partir de les dades
provinents de cartografiats fotome`trics, tenint per tant en compte la prese`ncia
d’errors grans en els redshifts. Aquest me`tode empra la funcio´ de correlacio´ pro-
jectada, introdu¨ıda per Davis and Peebles (1983) per al cas dels cartografiats
espectrosco`pics. Donat que la nostra intencio´ e´s la utilitzacio´ d’aquest me`tode
per estudiar l’agrupament de gala`xies emprant dades d’ALHAMBRA, estudiem
el cas d’un cartografiat fotome`tric estret i profund (de tipus pencil beam). Pel
que fa al valor de la incertesa en redshift, aquest depe`n principalment del nombre
de filtres emprats. Ac´ı estudiem diferents casos corresponents a les propietats de
diferents cartografiats realitzats o en projecte.
El treball presentat en aquest cap´ıtol va ser publicat com a Arnalte-Mur et al.
(2009).
Me`tode per la recuperacio´ de ξ(r)
El me`tode que emprem ac´ı per recuperar la funcio´ de correlacio´ en l’espai real
es basa en la descomposicio´ de les dista`ncies entre parells de gala`xies en una
component paral·lela (r‖) i una altra perpendicular (r⊥) a la direccio´ de la visual
(Fig. 2.1). Una vegada mesurem la funcio´ de correlacio´ ξ en termes d’aquestes
coordenades, podem calcular la funcio´ de correlacio´ projectada com
w(r⊥) ≡ 2
∫ ∞
0
ξ(r⊥, r‖)dr‖ . (B.1)
Donat que w depe`n u´nicament de la separacio´ transversal, no es veu afectada (a
primer ordre) pels errors en redshift. Aix´ı, es pot emprar per recuperar la funcio´
de correlacio´ en espai real com
ξr(r) = − 1
pi
∫ ∞
r
dw(r⊥)
dr⊥
dr⊥
(r2⊥ − r2)1/2
. (B.2)
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Cata`legs fotome`trics simulats
Per tal de comprovar la validesa d’aquest me`tode, emprem una se`rie de cata`legs
fotome`trics simulats basats en la simulacio´ de con de llum de Heina¨ma¨ki et al.
(2005). Aquesta simulacio´ correspon a una a`rea en el cel de 2◦ × 0.◦5, i en aquest
treball emprem el cata`leg d’halos de mate`ria fosca en el rang en redshift z ∈ [2, 3].
A partir de les posicions reals dels halos en la simulacio´, generem els cata`legs fo-
tome`trics artificials, pertorbant aleato`riament les coordenades radials seguint una
distribucio´ gaussiana, amb desviacio´ esta`ndard corresponent a la incertesa en red-
shift considerada en cada cas. D’aquesta manera generem tres cata`legs diferents,
amb els valors segu¨ents de l’error en redshift : ∆z/(1 + z) = 0.005, 0.015, 0.05.
Aquests valors es corresponen, aproximadament, als casos de cartografiats fo-
tome`trics amb ∼ 5 filtres, amb ∼ 23 filtres (com e´s el cas d’ALHAMBRA), o amb
∼ 30 − 50 filtres (com e´s el cas dels cartografiats en el camp COSMOS, Ilbert
et al., 2009, o el cartografiat PAU, Ben´ıtez et al., 2009a).
Proves del me`tode emprant els cata`legs simulats
A l’hora de calcular la funcio´ de correlacio´ en espai real per als nostres cata`legs si-
mulats, comencem per calcular la funcio´ de correlacio´ en dues dimensions, ξ(r⊥, r‖)
mitjanc¸ant l’estimador de Landy i Szalay (1993). A continuacio´, calculem la fun-
cio´ de correlacio´ projectada w(r⊥) integrant nume`ricament l’equacio´ (B.1). E´s
necessari en aquest cas fixar un l´ımit d’integracio´ superior finit, r‖,max, que in-
flueix directament sobre el resultat del nostre ca`lcul. Vam realitzar una se`rie de
proves emprant els nostres cata`legs simulats, arribant a la conclusio´ que un valor
raonable per aquesta l´ımit e´s r‖,max = 4r(∆z), on r(∆z) e´s la dista`ncia como`bil
corresponent al valor t´ıpic de l’error en redshift, ∆z, en cada cas. Finalment,
obtenim la funcio´ de correlacio´ deprojectada ξdep(r) emprant l’equacio´ (B.2).
D’aquesta manera, apliquem el me`tode per la recuperacio´ de la funcio´ de cor-
relacio´ en espai real als tres cata`legs fotome`trics simulats, i els comparem amb la
funcio´ de correlacio´ obtinguda directament sense introduir-hi els errors en reds-
hift, pel rang d’escales 0.5 < r < 30h−1 Mpc (Fig. 2.7). Aquests resultats mostren
que, per als dos cata`legs simulats amb millor qualitat de la mesura dels redshifts,
∆z/(1 + z) = 0.005, 0.015, som capac¸os de recuperar la funcio´ de correlacio´ amb
una precisio´ d’un ∼ 5% per r < 10h−1 Mpc, i entre un 10% i un 20% per les escales
majors. Tanmateix, per al cas amb errors en redshift majors, ∆z = 0.05(1+z), el
me`tode nome´s ens permet recuperar la funcio´ de correlacio´ buscada per les escales
me´s petites, r < 2h−1 Mpc, pero` falla a escales majors. Ac¸o` e´s degut, en part,
al fet que per valors tan grans de ∆z, el valor de r‖,max que necessitem emprar
per la integracio´ de l’equacio´ (B.1) e´s comparable a la dimensio´ radial del volum
cobert pel cata`leg.
Finalment, realitzem dues proves addicionals del me`tode. Per un costat, es-
tudiem la robustesa del me`tode de deprojeccio´ en prese`ncia d’un 5% d’objectes
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amb redshifts ‘catastro`fics’, e´s a dir, amb un error molt major que l’assumit per
al conjunt de la mostra. Aquest tipus d’errors poden apare`ixer en la determinacio´
de redshifts fotome`trics, per exemple degut a confusions entre diferents carac-
ter´ıstiques espectrals. En aquest cas, el nostre me`tode tambe´ permet recuperar
la funcio´ de correlacio´ en espai real (Fig. 2.9), tot i que ara la precisio´ e´s lleu-
gerament menor. D’altra banda, repetim el proce´s emprant un cata`leg de punts
generat mitjanc¸ant un model de segments de Cox (Mart´ınez i Saar, 2002), ja que
en aquest cas la funcio´ de correlacio´ te´ una forma anal´ıtica. El fet que en aquest
cas tambe´ siguem capac¸os, almenys per als cata`legs amb errors en redshift me-
nors, de recuperar la funcio´ de correlacio´ (Fig. 2.10) ens indica que els resultats
obtinguts no depenen en gran mesura dels detalls del proce´s puntual estudiat.
Concloem, per tant, que el me`tode de la funcio´ de correlacio´ projectada pre-
sentat en aquest cap´ıtol e´s un me`tode fiable per estudiar les correlacions en espai
real emprant cata`legs de redshifts fotome`trics. En el segu¨ent cap´ıtol, emprem
aquest me`tode per estudiar la funcio´ de correlacio´ en espai real emprant mostres
de gala`xies provinents del cartografiat ALHAMBRA.
B.2.2 Evolucio´ de l’agrupament de gala`xies des de z = 1.5 en
el cartografiat ALHAMBRA
L’estudi de la distribucio´ de gala`xies a alt redshift, comparant-la amb els resultats
obtinguts per mostres locals, e´s una eina u´til per l’estudi de l’estructura a gran
escala i la seua evolucio´, aix´ı com del proce´s de formacio´ i evolucio´ de les gala`xies.
En concret, la funcio´ de correlacio´ ξ(r) e´s una eina estad´ıstica u´til per aquesta
ana`lisi. Per mostres locals, ξ(r) es comporta aproximadament com una llei de
pote`ncies per un gran rang d’escales (Totsuji and Kihara, 1969; Peebles, 1974;
Mart´ınez, 1999). Tanmateix, recentment s’han observat desviacions significatives
respecte a aquest comportament, que so´n compatibles amb el model dels halos
(Zehavi et al., 2004).
Una qu¨estio´ important en aquest estudi e´s entendre com evoluciona la de-
pende`ncia del bias amb la lluminositat, e´s a dir, el fet que les gala`xies me´s llu-
minoses mostren un agrupament me´s fort que aquelles me´s de`bils. Aquest efecte
ha estat estudiat amb detall en mostres locals, amb z ' 0. Alguns cartografiats
espectrosco`pics profunds han este`s aquest estudi a redshifts majors, fins z ∼ 1.
En aquest cap´ıtol estudiem l’agrupament de gala`xies, i la depende`ncia d’a-
quest amb la lluminositat, emprant dades provisionals del cartografiat fotome`tric
ALHAMBRA. Aquest cartografiat ens permet realitzar aquest estudi per reds-
hifts fins z = 1.5. A me´s a me´s, donada la profunditat del cartografiat, podem
estudiar mostres de gala`xies me´s de`bils que allo` possible emprant espectrosco`pia.
Per aquest estudi, emprem la funcio´ de correlacio´ ξ(r), calculada mitjanc¸ant el
me`tode presentat en el cap´ıtol anterior, per tenir en compte els errors presents en
la mesura dels redshifts.
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El cartografiat ALHAMBRA
El cartografiat ALHAMBRA (Moles et al., 2008) e´s un cartografiat fotome`tric
que cobreix un a`rea total de 4 deg2, emprant un total de 23 filtres en l’o`ptic i
l’infraroig proper (NIR). S’ha dut a terme emprant el telescopi de 3.5 metres
del Centro Astrono´mico Hispano-Alema´n (CAHA) a Calar Alto, Almer´ıa. El seu
objectiu principal e´s produir un cata`leg cobrint un gran rang en redshift, per tal
d’estudiar l’evolucio´ co`smica.
El sistema de filtres va ser dissenyat per tal d’optimitzar la mesura de redshifts
fotome`trics (Ben´ıtez et al., 2009b). L’espectre o`ptic (entre 3500 i 9700 A˚) es
cobreix amb 20 filtres de banda mitjana (Fig. 3.1), mentre que al NIR s’empren
els tres filtres J , H, Ks esta`ndard. L’a`rea total del cartografiat es divideix en
8 camps separats en el cel. Cadascun d’aquests esta` format per dues tires de
1◦ × 15′, separades per ∼ 15′, degut a la geometria de la ca`mera o`ptica emprada.
El cata`leg emprat en aquest treball e´s el cata`leg IDR3, que conte´ dades pro-
visionals per una a`rea nominal de 2.44 deg2. El nombre total d’objectes amb
redshift mesurat en aquest cata`leg e´s de 501868. Els objectes d’aquest cata`leg es
van detectar emprant una imatge profunda constru¨ıda en cada camp com a com-
binacio´ de les exposicions de millor qualitat, en diferents filtres. La profunditat
assolida e´s de AB ' 24.5 per als filtres o`ptics, i AB ' 22 per als filtres en el
NIR. Els redshifts fotome`trics es van mesurar emprant el me`tode implementat en
Bayesian Photometric Redshift (BPZ, Ben´ıtez, 2000), basat en l’ajust a 6 models
d’espectres de gala`xies fent u´s del formalisme bayesia`.
Seleccio´ d’un cata`leg per l’estudi de l’estructura a gran escala
Per tal de poder estudiar amb precisio´ l’estructura a gran escala utilitzant aquest
cata`leg, pero`, cal una seleccio´ adequada dels objectes. D’una banda, per evitar
introduir en els ca`lculs objectes espuris (deguts a soroll, defectes de la imatge,
etc.), estels, o gala`xies amb redshifts mesurats amb baixa qualitat. De l’altra
banda, necessitem caracteritzar amb precisio´ la funcio´ de seleccio´ del cartografiat,
per tal de poder estudiar estad´ıstics com la funcio´ de correlacio´.
En primer lloc, estudiem la funcio´ de seleccio´ angular del cartografiat. La
descrivim emprant una ma`scara angular que defineix quines regions del cel s’han
observat amb fiabilitat, pero` no entrem a estudiar variacions en la completesa dins
d’aquesta ma`scara. Ens basem en les imatges profundes en cada camp emprades
per la deteccio´ d’objectes. D’una banda, eliminem les regions de la imatge amb
temps d’exposicio´ total baix, corresponents als l´ımits de la imatge, i que contenen
una gran quantitat de soroll. A me´s a me´s, tambe´ eliminem una se`rie de regions
al voltant d’objectes extensos o saturats, o amb p´ıxels negatius, que podrien
afectar la correcta deteccio´ d’objectes propers. Les figures 3.4 i 3.5 il·lustren el
proce´s de creacio´ d’aquestes ma`scares. L’a`rea efectiva seleccionada finalment e´s
de 1.877 deg2 (un 77% de l’a`rea nominal total per IDR3), i tenim 376175 objectes
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dins de les ma`scares.
A continuacio´, emprem un tall en el diagrama de color (A457M - J) – (J -
Ks) per tal d’eliminar un ∼ 23% d’estels presents en la mostra (Fig. 3.7). Aquest
me`tode e´s similar al me`tode BzK (Daddi et al., 2004) emprat habitualment.
Finalment, fem una seleccio´ en termes de la qualitat en la determinacio´ dels
redshifts dels objectes. Per aquest fi, emprem el para`metre podds, proporcionat
per BPZ, que ens do´na una mesura de com de concentrada e´s la distribucio´ de
probabilitat de z al voltant del valor me´s probable. Per tal de minimitzar la
prese`ncia d’objectes amb errors catastro`fics en el redshift, i restringir-nos a aquells
amb els menors errors, seleccionem objectes amb valors podds > 0.85.
El cata`leg que utilitzem finalment conte´ un total de 106713 gala`xies. La dis-
tribucio´ d’objectes en redshift (Fig. 3.8) es concentra en la regio´ 0.3 . z . 1.5,
amb una mediana de zm = 0.810, encara que hi ha objectes tambe´ a redshifts
me´s alts, arribant fins zmax = 5.38. L’error relatiu mitja` en la determinacio´ dels
redshifts del cata`leg e´s
(
σz
1+z
)
= 0.012.
Per cadascun d’aquests objectes, calculem la dista`ncia como`bil corresponent
al seu redshift (emprant els para`metres cosmolo`gics determinats per WMAP7), i
la seua magnitud absoluta en banda B, MB . En aquest cas, apliquem la correc-
cio´ K (Hogg et al., 2002) corresponent, utilitzant els mateixos models d’espectres
emprats en la determinacio´ dels redshifts fotome`trics.
Funcions de correlacio´ per als cata`legs d’ALHAMBRA
Per tal d’estudiar la funcio´ de correlacio´ per poblacions de gala`xies a diferents
redshifts i lluminositats, dividim el cata`leg seleccionat en un total de 12 mos-
tres. Pel que fa al redshift, emprem tres intervals, corresponents a z ∈ [0.3, 0.6],
z ∈ [0.6, 1.0] i z ∈ [1.0, 1.5]. Respecte a la lluminositat, creem diferents mostres
per cada interval en redshift imposant un l´ımit inferior variable sobre la lluminosi-
tat en banda B. D’aquesta manera seleccionem 5 mostres diferents per l’interval
me´s proper en redshift, 4 mostres per l’intermedi, i 3 pel cas me´s llunya`. Estudi-
ant la lluminositat mediana per cada mostra i comparant-la amb la lluminositat
caracter´ıstica de la funcio´ de lluminositat L∗, es verifica en tots els casos que
Lmed . L∗. Els detalls de les mostres emprades es troben en la Taula 3.3, i la
seleccio´ realitzada s’il·lustra en la Fig. 3.14.
Per cadascuna d’aquestes mostres, calculem la funcio´ de correlacio´ projectada
w(r⊥), i la funcio´ de correlacio´ en espai real deprojectada ξdep(r), fent u´s del
me`tode presentat al Cap´ıtol 2 [B.2.1]. Per tal de fer el ca`lcul amb l’estimador de
Landy i Szalay (1993), necessitem modelar amb detall la funcio´ de seleccio´ de cada
mostra. Pel que fa a la funcio´ de seleccio´ angular, emprem la ma`scara definida
a l’apartat anterior. La funcio´ de seleccio´ radial per cadascuna de les mostres la
calculem directament a partir d’un suavitzat del perfil de densitat radial observat.
Estimem els errors i la matriu de covaria`ncies pels nostres resultats de w(r⊥) i
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ξdep(r) en cada cas emprant el me`tode de jackknife (e.g. Norberg et al., 2009).
Seguint el proce´s descrit, calculem w(r⊥) per les nostres mostres en el rang
aproximat r⊥ ∈ [0.02, 30]h−1 Mpc (Fig. 3.16). Qualitativament, s’observa que
w(r⊥) es comporta com una llei de pote`ncies, encara que amb algunes desviaci-
ons. A me´s a me´s, comparant els resultats per mostres amb diferents lluminositats,
s’observa clarament l’efecte de segregacio´, ja que les mostres de major lluminositat
mostren valors majors de w(r⊥). Els resultats que obtenim per ξdep(r) so´n qua-
litativament semblants. Tanmateix, els errors so´n majors en aquest cas, i e´s per
aixo` que realitzarem la comparacio´ amb models directament emprant els resultats
per w(r⊥).
Comparem els nostres resultats per w(r⊥) amb dos models relativament sim-
ples. D’una banda, considerem un model de llei de pote`ncies per ξ(r),
ξ(r) =
(
r
r0
)γ
,
que es transforma en una llei de pote`ncies per w(r⊥), amb la segu¨ent forma:
w(r⊥) = r⊥
(
r0
r⊥
)γ
Γ(1/2)Γ [(γ − 1)/2]
Γ(γ/2)
,
on Γ(·) e´s la funcio´ gamma. De l’altra banda, considerem un model basat en el
la teoria esta`ndard de ΛCDM, emprant el programari Camb (Lewis et al., 2000).
D’aquesta manera, calculem la funcio´ de correlacio´ projectada esperada per la
distribucio´ de mate`ria, wm(r⊥), una vegada fixats els para`metres cosmolo`gics, i
nome´s variem el para`metre de bias de la mostra de gala`xies,
w(r⊥) = b2wm(r⊥) .
Fem l’ajust a ambdo´s models, emprant el me`tode esta`ndard de minimitzacio´ de
χ2, per cadascuna de les mostres considerades. En tots els casos, restringim l’ajust
al rang d’escales r⊥ ∈ [0.2, 15]h−1 Mpc. Els para`metres obtinguts per l’ajust en
cada cas es troben a la Taula 3.4. No so´n evidents difere`ncies significatives entre
ambdo´s models pel que fa a la bondat de l’ajust.
Estudiant els valors de r0 obtinguts en l’ajust al model de pote`ncies (amb
γ fixat) per les diferents mostres (Fig. 3.22), obtenim una imatge clara de les
propietats d’agrupament per les diferents poblacions de gala`xies. D’una banda,
veiem una clara depende`ncia de r0 amb la magnitud absoluta MB de les mostres,
un senyal de la segregacio´ per lluminositat. De l’altra, observem com l’agrupament
e´s me´s fort per les mostres a redshift me´s baix, com s’espera pel proce´s de formacio´
d’estructures.
Finalment, emprant els ajustos al model basat en ΛCDM, podem quantificar
la depende`ncia del bias b en la lluminositat L de les mostres (Fig. 3.23). Obtenim
una clara variacio´ de b per tot el rang de lluminositats emprat. Aquest compor-
tament e´s diferent a aquell observat en cartografiats locals, on la segregacio´ per
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lluminositat nome´s e´s significativa per les mostres me´s lluminoses, amb L > L∗
(Hamilton, 1988; Norberg et al., 2001; Tegmark et al., 2004). Aquesta difere`ncia
per mostres a alt redshift ja havia estat observada per Coil et al. (2006) emprant
el cartografiat DEEP2, encara que per un rang en lluminositats me´s limitat que
l’estudiat ac´ı.
En definitiva, en aquest cap´ıtol mostrem que el me`tode de la funcio´ de correla-
cio´ projectada e´s u´til per a l’estudi de l’estructura a gran escala emprant redshifts
fotome`trics en el cas d’un cartografiat com ALHAMBRA. A me´s a me´s, tot i que
els resultats so´n encara preliminars, demostrem les capacitats d’ALHAMBRA per
estudiar l’evolucio´ de l’agrupament de les gala`xies, i la segregacio´ d’aquestes. El
cata`leg final d’ALHAMBRA ens permetra` realitzar una ana`lisi me´s detallada, fent
u´s de models d’agrupament me´s complets, i estenent l’estudi de la segregacio´ a
altres propietats de les gala`xies.
B.2.3 Mesures de la segregacio´ de gala`xies amb estad´ıstica de
marques
E´s un fet conegut que diferents tipus de gala`xies presenten diferents propietats
pel que fa a l’agrupament. Aquest fenomen s’anomena segregacio´. Les propietats
d’agrupament depenen de diverses caracter´ıstiques intr´ınseques de les gala`xies,
com la lluminositat, el color, el tipus espectral o la morfologia. A grans trets,
podem identificar dos tipus de gala`xies. Les gala`xies de tipus el·l´ıptic, amb color
me´s roig i ritme de formacio´ estel·lar baix, es troben preferentment en entorns
amb densitat alta, mentre que les de tipus espiral, amb colors blaus i ritme de
formacio´ estel·lar alt, so´n les dominants en el camp (Davis and Geller, 1976;
Dressler, 1980). Aquestes difere`ncies es corresponen amb les diferents amplituds
i pendents observades en la funcio´ de correlacio´ per aquestes dues poblacions
(Loveday et al., 1995; Hermit et al., 1996; Guzzo et al., 1997). A me´s del tipus
de gala`xia, com hem explicat al cap´ıtol anterior, l’agrupament tambe´ depe`n de la
lluminositat de les gala`xies (e.g. Hamilton, 1988).
En aquest cap´ıtol, investiguem un enfocament del fenomen de la segregacio´ de
gala`xies basat en considerar la distribucio´ de gala`xies com una realitzacio´ d’un
proce´s puntual marcat (Stoyan i Stoyan, 1994; Illian et al., 2008). En aquest cas,
cada punt del proce´s te´ associada una caracter´ıstica o ‘marca’, i existeixen me`todes
estad´ıstics dissenyats per estudiar conjuntament les propietats de la distribucio´
dels punts en l’espai i de la distribucio´ de les marques. L’objectiu del cap´ıtol e´s
revisar alguns d’aquests me`todes, i mostrar la seua utilitat per l’ana`lisi de la dis-
tribucio´ de gala`xies. Per tal d’il·lustrar l’aplicacio´ dels diferents me`todes, emprem
una mostra de gala`xies limitada en volum extreta del cartografiat 2dFGRS.
El treball presentat en aquest cap´ıtol va ser publicat com a Mart´ınez et al.
(2010).
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Me`todes d’ana`lisi de l’agrupament per processos puntuals marcats
Considerem per tant la distribucio´ de gala`xies com una realitzacio´ d’un proce´s
puntual marcat XM . Aquesta e´s una sequ¨e`ncia de punts marcats aleatoris X =
(xi,mi), on xi e´s la posicio´ d’un punt, i mi e´s la marca associada a aquest. La
marca pot ser o be´ una variable cont´ınua (per exemple alguna propietat com la
lluminositat o el color), o be´ una variable discreta. En aquest darrer cas, tenim
t´ıpicament una descripcio´ qualitativa de diferents classes d’objectes.
En aquest treball tractem una se`rie d’estad´ıstics de segon ordre que so´n una
extensio´ de la funcio´ de correlacio´ a dos punts per al cas dels processos marcats. En
el cas en que` tractem les marques com una variable cont´ınua, definim la funcio´ de
correlacio´ de marques normalitzada kmm(r), i el variograma de marques γ(r). En
ambdo´s casos, podem considerar aquests estad´ıstics com una mena de probabilitat
condicionada a trobar parells de punts del proce´s separats per una dista`ncia r.
Aix´ı, kmm(r) mesura el valor esperat del producte normalitzat de les marques
per aquests parells. Si la distribucio´ de marques e´s independent de l’agrupament
espacial dels punts tindrem kmm(r) = 1. D’altra banda, γ(r) e´s una mesura de la
semblanc¸a entre les marques per parells separats per una dista`ncia r. En el cas
en que` les marques so´n independents de la distribucio´ espacial, tenim γ(r) = σ2m,
on σ2m e´s la varia`ncia de la distribucio´ de les marques.
Per al cas en que` dividim la mostra en poblacions discretes, considerem ac´ı les
funcions de correlacio´ parcials ξij(r), i les funcions de connexio´ de marques pij(r).
Les primeres es defineixen de manera ana`loga a la funcio´ de correlacio´ usual ξ(r),
a partir de la probabilitat de trobar en un cert element de volum dV1 un punt
de la poblacio´ i, i en l’element de volum dV2 un punt de la poblacio´ j, sent r la
dista`ncia que separa els dos elements de volum.
Per la seua banda, les funcions pij(r) so´n semblants als estad´ıstics kmm(r) i
γ(r) pel seu sentit condicional. pij(r) representa la probabilitat de trobar dos
punts dels tipus i i j separats per una dista`ncia r sota la condicio´ que en eixes
posicions hi ha punts del proce´s global.
Mostra de dades emprada
Per il·lustrar l’aplicacio´ d’aquests estad´ıstics a la distribucio´ de gala`xies, hem se-
leccionat una mostra limitada en volum extreta del cartografiat 2dFGRS (Croton
et al., 2004), i seleccionada en magnitud absoluta com −20 < MbJ < −19. Per
tal de simplificar els ca`lculs, ens limitem a una regio´ de l’espai amb forma de
paral·lelep´ıpede, cobrint un volum de V ' 106 h−3 Mpc3, i contenint un total de
N = 7741 gala`xies.
Assignem marques a les gala`xies emprant el para`metre η definit per Madgwick
et al. (2002). Aquest classifica els espectres de les gala`xies, de manera que va-
lors baixos de η corresponen a gala`xies amb poca formacio´ estel·lar (passives),
mentre que valors alts corresponen amb gala`xies amb alta formacio´ estel·lar (acti-
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ves). Donat que la distribucio´ del para`metre η en les dades e´s clarament bimodal
(Fig. 4.4), per a l’estudi amb marques discretes dividim la mostra en dues po-
blacions amb un nombre semblant de gala`xies, emprant un llindar adequat en el
valor de η.
Resultats: segregacio´ en el 2dFGRS
Calculem els diferents estad´ıstics presentats abans per aquesta mostra de gala`xies.
En cada cas, realitzem el ca`lcul basant-nos en l’estimador de Stoyan i Stoyan
(1994) per la funcio´ de correlacio´, que inclou expl´ıcitament la correccio´ pels efectes
de les vores del volum. Comparem els nostres resultats amb la hipo`tesi nul·la que`
la distribucio´ de les marques e´s independent de la posicio´ espacial de les gala`xies
(el ‘model de marques aleato`ries’).
Calculem en primer lloc els estad´ıstics corresponents a marques cont´ınues,
kmm(r) (Fig. 4.6) i γ(r) (Fig. 4.7). Per escales curtes, r . 15h−1 Mpc, obtenim
signes clars de la segregacio´ de gala`xies, ja que en aquest cas kmm(r) < 1 i
γ(r) < σ2m. Ac¸o` ens indica que, a escales curtes, els parells de punts que es troben
a la mostra estan formats preferentment per dues gala`xies amb valors baixos de
η, com espera`vem.
Pel que fa a la nostra divisio´ en dues classes de gala`xies, calculem en primer
lloc les funcions de correlacio´ parcials ξij(r) (Fig. 4.8). Aquestes mostren l’alt
grau d’agrupament present en ambdues poblacions. Tanmateix, e´s en estudiar la
funcio´ de connexio´ de marques pij(r) (Fig. 4.9) quan es veu clarament l’efecte de
la segregacio´, i e´s possible estudiar a quines escales hi apareix. Per escales r &
20h−1 Mpc no trobem signes de segregacio´. Per escales me´s curtes observem com
el nombre relatiu de parells format per dues gala`xies passives augmenta, mentre
que aquells formats per dues gala`xies actives disminueix. Pel que fa als parells
creuats, aquest efecte e´s present nome´s a les escales me´s curtes, r . 10h−1 Mpc.
En definitiva, mostrem com els estad´ıstics associats als processos puntuals
marcats ens poden proporcionar informacio´ u´til sobre la segregacio´ de gala`xies.
Ac¸o` ocorre tant per al cas de les marques cont´ınues, com per al cas d’una clas-
sificacio´ discreta de gala`xies. En aquest darrer cas, hem introdu¨ıt la funcio´ de
connexio´ de marques pij(r) per primera vegada en cosmologia, mostrant la seua
utilitat.
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B.3 Agrupament a grans escales i
oscil·lacions acu´stiques bario`niques
B.3.1 Fiabilitat de la deteccio´ del pic acu´stic bario`nic en la
funcio´ de correlacio´
En aquest cap´ıtol, fem en primer lloc una introduccio´ a la f´ısica de les oscil·lacions
acu´stiques bario`niques (BAO, per les seues sigles en angle`s), i la seua importa`ncia
per la determinacio´ de para`metres. A continuacio´, estudiem la fiabilitat de la seua
deteccio´ en la funcio´ de correlacio´, emprant mostres extretes dels cartografiats
2dFGRS i SDSS. Part del treball presentat en aquest cap´ıtol va ser publicat com
Mart´ınez et al. (2009).
Oscil·lacions acu´stiques bario`niques
Les BAO so´n una caracter´ıstica de l’estructura a gran escala deguda a les ones
acu´stiques presents en el plasma de fotons i barions abans de la recombinacio´. Do-
nada una sobredensitat adiaba`tica inicial, la pressio´ de radiacio´ fa que es forme
una ona esfe`rica viatjant cap a l’exterior, que esta` formada tant pels fotons com
pels barions, que en eixe moment es troben acoblats (Fig. 5.1). Al mateix temps,
la sobredensitat inicial creix degut a l’acrecio´ gravitato`ria de la mate`ria fosca que
no es veu afectada per la pressio´ de radiacio´. En el moment de la recombinacio´
(z ∼ 1100), els barions es desacoblen de la radiacio´, de manera que formen una
closca esfe`rica al voltant de la pertorbacio´ inicial, amb un radi corresponent a
l’horitzo´ acu´stic en el moment de la recombinacio´, rs. A partir d’ac´ı, tant la so-
bredensitat central com la closca esfe`rica augmenten en amplitud degut a l’acrecio´
de mate`ria fosca i de barions. Pel que fa al radi de la closca esfe`rica, aquest ja
nome´s augmenta seguint el flux de Hubble, de manera que es mante´ constant en
coordenades como`bils.
La distribucio´ de mate`ria a baix redshift mante´ signes d’aquestes caracter´ısti-
ques gravades en les e`poques me´s primerenques. En el cas de la funcio´ de correlacio´
ξ(r), hi apareix un pic a l’escala corresponent al radi de les closques esfe`riques,
rs ' 105h−1 Mpc en coordenades como`bils. Aquest pic es transforma en una se`rie
d’oscil·lacions atenuades presents en l’espectre de pote`ncies P (k) (Fig. 5.3).
El fet que l’escala t´ıpica de les BAO, rs, es mantinga fixa (en coordenades
como`bils) des del moment de la recombinacio´ fins ara fa que aquestes es puguen
emprar com una mena de ‘regla esta`ndard’. El valor de rs esta` determinat acura-
dament a partir de mesures del CMB. Aix´ı, en detectar BAO en la distribucio´ de
gala`xies a un cert redshift, comparant el valor de rBAO mesurat amb el valor de
rs conegut a partir del CMB, obtenim informacio´ sobre el ritme d’expansio´ H(z),
i per tant sobre els para`metres cosmolo`gics.
Les BAO van ser detectades per primera vegada en la mostra de LRGs del
189
B.3. Agrupament a grans escales i oscil·lacions acu´stiques
bario`niques
SDSS per Eisenstein et al. (2005), i en el 2dFGRS per Cole et al. (2005). Treballs
posteriors han confirmat aquesta deteccio´, i han emprat les BAO per la determi-
nacio´ de para`metres cosmolo`gics (e.g. Tegmark et al., 2006; Percival et al., 2010).
En aquest cap´ıtol, estudiem la fiabilitat de la deteccio´ del pic bario`nic en la funcio´
de correlacio´, seleccionant diferents mostres del cata`leg de 2dFGRS i del cata`leg
final (DR7) de SDSS.
Mostres de dades del SDSS i 2dFGRS emprades
Realitzem els ca`lculs per tres mostres diferents, extretes dels cartografiats SDSS
i 2dFGRS. En primer lloc, emprem el cata`leg de LRGs de SDSS. D’una banda,
definim una mostra equivalent a l’emprada per Eisenstein et al. (2005), selecci-
onant pra`cticament totes les LRGs en l’interval z ∈ [0.16, 0.47], amb un volum
total de V = 1.30h−3 Gpc3. De l’altra banda, fem un tall me´s exigent en mag-
nitud absoluta, per obtenir una mostra de les gala`xies me´s lluminoses, que esta`
limitada en volum en l’interval z ∈ [0.16, 0.40]. Finalment, emprem tambe´ una
mostra limitada en volum extreta del 2dFGRS (Croton et al., 2004), cobrint un
interval en redshift menor, z ∈ [0.03, 0.19] i per tant amb un volum molt menor.
Les caracter´ıstiques de les diferents mostres es troben en la Taula 5.1.
Funcions de correlacio´ per les mostres de SDSS i 2dFGRS
Calculem la funcio´ de correlacio´ a escales grans per cadascuna de les mostres
emprant l’estimador de Landy i Szalay (1993), i tenint en compte les diferents
funcions de seleccio´ angulars i radials de les mostres. Pel que fa a l’error en la
funcio´ de correlacio´, emprem un nou me`tode d’estimacio´ basat en el bootstrap
(Barrow et al., 1984) aplicat al comptatge de parells de punts.
Els nostres resultats per les tres mostres estudiades (Figs. 5.7 i 5.8) confirmen
la prese`ncia del pic bario`nic en la funcio´ de correlacio´, i so´n ba`sicament compati-
bles amb la prediccio´ del model ΛCDM. Tanmateix, s’observa que l’amplada del
pic e´s major que la esperada, i que l’observada en l’estudi original de Eisenstein
et al. (2005). Contra`riament a la prediccio´ del model, la funcio´ de correlacio´ per
la mostra de 2dFGRS te´ un mı´nim amb ξ(r) < 0 per escales r ' 60h−1 Mpc.
Aquesta darrera caracter´ıstica pot ser deguda a la varia`ncia mostral, donat el
petit volum cobert en aquest cas.
En definitiva, comprovem que el pic bario`nic e´s una caracter´ıstica ben deter-
minada de la funcio´ de correlacio´ a grans escales, ja que s’observa en mostres amb
propietats molt diferents. En particular, el detectem per primera vegada en el
cata`leg final (DR7) de SDSS, i en una mostra del 2dFGRS. Estudis posteriors han
confirmat aquests resultats, incloent la discrepa`ncia en l’amplada del pic, tant en
el SDSS com en dades provinents d’altres cartografiats.
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B.3.2 Ana`lisi en ondetes de les estructures
acu´stiques bario`niques
En aquest cap´ıtol, presentem un me`tode alternatiu per la deteccio´ i l’ana`lisi de les
BAO en la distribucio´ de gala`xies, cercant les estructures en l’espai de configuracio´
que es corresponen amb aquest fenomen. El me`tode esta` basat en analitzar direc-
tament la distribucio´ de gala`xies emprant una transformada d’ondeta, o wavelet1,
dissenyada especialment per estudiar les caracter´ıstiques de les BAO. Per aquest
fi, emprem dos trac¸adors diferents, un pel camp global de densitat (incloses les
closques esfe`riques degudes a les BAO), i l’altre per localitzar grans sobredensi-
tats, que han de correspondre als centres d’aquestes closques esfe`riques. A me´s de
detectar les BAO emprant un me`tode complementari als estad´ıstics a dos punts,
aquest me`tode ens permet obtenir informacio´ addicional sobre la distribucio´ del
senyal de les BAO en diferents regions de l’espai. El treball presentat en aquest
cap´ıtol ha estat acceptat per la seua publicacio´ (pendent de revisio´) com Arnalte-
Mur et al. (2011).
El me`tode de deteccio´ mitjanc¸ant ondetes
La base del nostre me`tode e´s centrar-nos en la posicio´ dels halos me´s massius, i
estudiar el camp de densitat al seu voltant, cercant estructures semblants a les
closques esfe`riques de les BAO. L’ana`lisi en ondetes e´s un me`tode adequat per
a la identificacio´ d’estructures en camps continus, i ha estat emprat en diferents
a`rees, incloent-hi l’ana`lisi de l’estructura a gran escala i el CMB en cosmologia.
En el nostre cas, el tipus particular d’estructura que busquem (closques esfe`-
riques) fa necessari dissenyar una famı´lia d’ondetes espec´ıfica. Aquestes funcions
ψR,s(x), que anomenem ‘BAOlets’, so´n funcions amb la forma aproximada d’una
closca esfe`rica de radi R i amplada caracter´ıstica s (Fig. 6.1). A me´s a me´s, tenen
suport compacte i mitjana nul·la, propietats u´tils per al tipus d’ana`lisi que realit-
zem. Una vegada definida la famı´lia d’ondetes, podem calcular la transformada
corresponent per al camp de sobredensitats δ(x),
WR,s(x) =
∫
<3
ψR,s(y)δ(y − x)d3y .
El valor del coeficient WR,s(x) en un cert punt ens do´na una mesura de com
s’assembla el camp de densitat δ(x) al voltant d’eixe punt a la forma de la funcio´
d’ondeta, per a eixos valors dels para`metres R, s.
Donades les propietats de les ondetes, el valor mitja` dels coeficients WR,s(x)
sobre tot el volum ha de ser nul. Tanmateix, si identifiquem les posicions x
(i)
c de
1Hi ha diferents traduccions possibles al catala` d’aquest terme, com ‘oneta’, ‘ond´ıcula’ o
‘ondeleta’ (a partir de l’original france`s ‘ondelette’). Ac´ı emprarem el terme ‘ondeta’, recomanat
pel centre de terminologia Termcat.
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N halos massius, podem definir l’estad´ıstic
B(R, s) =
〈
WR,s(x
(i)
c
〉
N
,
que tindra` valors positius si tenim estructures en forma de closca esfe`rica prefe-
rentment centrades en les posicions x
(i)
c . A me´s, trobarem el valor ma`xim de B
pels valors de (R, s) caracter´ıstics d’aquestes closques esfe`riques.
Prediccio´ del model ΛCDM
En primer lloc, estudiem els resultats per B(R, s) esperats en el model ΛCDM
esta`ndard. Per aquest fi, emprem d’una banda l’aproximacio´ anal´ıtica a la funcio´
de transfere`ncia d’Eisenstein i Hu (1998), i de l’altra el cata`leg d’halos obtingut
de la simulacio´ de N -cossos MareNostrum Institut de Cie`ncies de l’Espai (MICE,
Fosalba et al., 2008). Els resultats per B(R, s) obtinguts (Figs. 6.4 i 6.5) mostren
com l’efecte esperat de les BAO e´s un pic en el pla (R, s). La posicio´ del ma`xim
d’aquest pic caracteritza l’escala i amplada dels BAO pels valors dels para`metres
cosmolo`gics emprats (R = 108h−1 Mpc, s = 28h−1 Mpc en el cas de MICE, que
incorpora els efectes de la teoria no lineal).
Resultats per les mostres del SDSS
Finalment, emprem el me`tode per estudiar les BAO en el cata`leg de SDSS. Fem
u´s del cata`leg principal (‘Main’), com a trac¸ador del camp de densitat global, i les
LRGs com a trac¸adores dels centres, ja que aquestes gala`xies tendeixen a trobar-
se prop dels centres dels halos me´s massius (Zheng et al., 2009). Podem estudiar
aleshores nome´s el rang en redshift en que` les dues mostres coincideixen, la qual
cosa redueix significativament el volum disponible. D’aquesta manera, estudiem
el camp de densitat en un volum de 2.2× 108 h−3 Mpc3, on trobem NLRG = 1599
LRGs com a centres.
CalculantB(R, s) en aquest cas (Fig. 6.7), obtenim un resultat qualitativament
semblant a allo` esperat en el model ΛCDM, obtenint un ma`xim per Rmax =
116h−1 Mpc, smax = 36h−1 Mpc. Ac¸o` e´s una indicacio´ que estem detectant les
BAO presents en la mostra, tot i que els valors obtinguts per Rmax i smax es
desvien lleugerament dels esperats. Aquest fet pot ser degut a possibles efectes
observacionals que no hem modelat en l’apartat anterior. Estudiant el valor del
ma`xim en B respecte a allo` obtingut emprant centres distribu¨ıts aleato`riament,
obtenim una significacio´ de la deteccio´ de 4.4σ, tot i que aquest valor podria ser
menor si empra`rem un model menys simplificat.
Un dels avantatges del me`tode de les ondetes e´s que podem emprar els mapes
complets dels coeficientsWR,s(x) per obtenir informacio´ addicional sobre les BAO,
i en particular sobre la distribucio´ del senyal obtingut en l’espai de configuracio´.
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Il·lustrem aquesta idea en la Fig. 6.9, on es mostra la distribucio´ de les LRGs en
l’espai, i al mateix temps el valor corresponent de Wmax ≡WRmax,smax .
En definitiva, hem introdu¨ıt un nou me`tode que ens proporciona una deteccio´
independent del fenomen de les BAO en la distribucio´ de gala`xies. D’aquesta
manera, confirmem les deteccions obtingudes pre`viament emprant els estad´ıstics
me´s generals (funcio´ de correlacio´ i espectre de pote`ncies). A me´s a me´s, aquest
me`tode proporciona informacio´ addicional sobre la localitzacio´ de les estructures
responsables pel senyal de BAO. Aquesta informacio´ pot ser u´til per un estudi
amb me´s detall de les BAO.
B.4 Conclusions
El treball presentat en aquesta tesi ha tractat l’ana`lisi de dades de cartografiats
de gala`xies recents, i el desenvolupament de noves te`cniques estad´ıstiques per
estudiar alguns problemes espec´ıfics. La tesi esta` dividida en dues parts, depenent
del rang d’escales considerats en cada cas, i per tant dels problemes cient´ıfics
relacionats amb cada rang d’escales.
En la primera part de la tesi, hem estudiat l’agrupament de gala`xies a escales
petites i interme`dies (r . 20h−1 Mpc), centrant-nos en l’evolucio´ d’aquest agru-
pament, i la seua depende`ncia de les propietats de les gala`xies, o “segregacio´”. Els
Cap´ıtols 2 [B.2.1] i 3 [B.2.2] han tractat directament el problema d’estudiar l’agru-
pament a alt redshift traient partit de les possibilitats que ofereix el cartografiat
ALHAMBRA, mentre que al Cap´ıtol 4 [B.2.3] hem fet una revisio´ me´s general
sobre els me`todes de l’estad´ıstica de marques que es poden aplicar a l’ana`lisi de
la segregacio´.
Al Cap´ıtol 2 [B.2.1] hem desenvolupat un me`tode per la recuperacio´ de la
informacio´ sobre l’agrupament en espai real a partir de cartografiats fotome`trics
amb les caracter´ıstiques d’ALHAMBRA. Aquest me`tode es basa en la utilitzacio´
de la funcio´ de correlacio´ projectada, i esta` adaptat per dades amb un error t´ıpic
en la mesura dels redshifts fotome`trics de ∆z . 0.015(1 + z). Hem mostrat, fent
u´s de dades d’una simulacio´ de N -cossos que aquest me`tode recupera la funcio´ de
correlacio´ en l’espai real dins d’un marge de 5% per les escales estudiades. Tambe´
hem comprovat que aquest me`tode e´s fiable davant la prese`ncia d’una fraccio´
petita d’errors “catastro`fics” en la mesura dels redshifts. Una limitacio´ d’aquest
me`tode e´s el fet que imposa un mı´nim en el rang de redshifts a considerar pel
ca`lcul, depenent de ∆z.
Tot i que aquest me`tode es va dissenyar amb l’objectiu d’analitzar dades pro-
vinents d’ALHAMBRA, te´ un rang d’aplicacio´ major, ja que es pot emprar per
l’ana`lisi de dades provinents de qualsevol cartografiat amb precisio´ semblant en
la mesura de redshifts. Aquest e´s el cas d’altres cartografiats fotome`trics que
empren un nombre gran de filtres de banda estreta o mitjana, com el realitzat
per Ilbert et al. (2009) en el camp COSMOS, o el cartografiat en projecte J-PAS
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(Ben´ıtez et al., 2009a), que cobrira` un a`rea de ∼ 8000 deg2 en ∼ 50 filtres en
l’o`ptic, obtenint aix´ı una precisio´ molt major en la mesura de redshifts.
Hem aplicat aquest me`tode al ca`lcul de la funcio´ de correlacio´ per diverses
mostres provinents del cartografiat ALHAMBRA al Cap´ıtol 3 [B.2.2]. Les ca-
racter´ıstiques d’ALHAMBRA ens permeten explorar un rang gran en redshift,
z ∈ [0.3, 1.5], i per tant aquesta e´s una eina ideal per l’estudi de l’evolucio´ de
l’agrupament de gala`xies amb el temps co`smic. Hem dividit la nostra mostra
original en tres intervals en redshift, i seleccionat diverses mostres de gala`xies en
cadascun d’ells depenent de la lluminositat en banda B. Donada la profunditat
fotome`trica del cartografiat, en alguns casos arribem a emprar mostres de gala`xies
relativament febles, arribant a L = 0.1L∗ per z ' 0.5, o L = 0.5L∗ per z ' 1.2.
Ac¸o` seria impossible en el cas de cartografiats espectrosco`pics, ja que en aquest
cas e´s necessari emprar fonts me´s brillants.
Les dades d’ALHAMBRA analitzades so´n encara preliminars. Tot i aixo`, ja
hem obtingut alguns resultats interessants. En el rang d’escales estudiat, r ∈
[0.2, 15]h−1 Mpc, la funcio´ de correlacio´ de totes les mostres s’ajusta be´ a una llei
de pote`ncies, el que fa que la comparacio´ entre diferents mostres siga me´s fa`cil.
Hem observat clarament els efectes de l’evolucio´, ja que les nostres mostres a alt
redshift (z ' 1.2) exhibeixen un agrupament molt me´s feble que les mostres a
redshift me´s baix. Pel que fa a la segregacio´ per lluminositat, observem clarament
els seus efectes en cadascun dels intervals en redshift analitzats. El fet d’observar
segregacio´ per lluminositat per mostres febles amb L ≤ L∗ implica una difere`ncia
amb els estudis amb mostres locals (z ' 0), on aquest tipus de segregacio´ e´s
significatiu nome´s per L ≥ L∗.
Aquests resultats mostren les possibilitats d’ALHAMBRA per l’estudi de l’es-
tructura a gran escala. El treball presentat ac´ı es pot estendre de manera natural
emprant un model me´s detallat de l’agrupament de gala`xies per interpretar els
resultats obtinguts per la funcio´ de correlacio´. A me´s a me´s, encara que ac´ı nome´s
hem estudiat la depende`ncia de les propietats d’agrupament en la lluminositat,
les dades d’ALHAMBRA permetran realitzar un estudi en me´s detall de la se-
gregacio´ de les gala`xies, donada la quantitat d’informacio´ que el cartografiat obte´
per cada objecte (color, tipus espectral, morfologia).
El fenomen de la segregacio´ de gala`xies pot ser analitzat en el marc de l’es-
tad´ıstica de processos puntuals marcats. Hem examinat les eines ba`siques dis-
ponibles en aquest cas al Cap´ıtol 4 [B.2.3], il·lustrant la seua aplicacio´ emprant
una mostra de gala`xies extreta del cartografiat 2dFGRS, i caracteritzada per un
para`metre de classificacio´ espectral. Hem mostrat com aquestes eines de l’es-
tad´ıstica de marques es poden emprar per estudiar la segregacio´ en funcio´ de
l’escala, per al cas tant de marques cont´ınues (com lluminositat, color, etc.) com
de categories discretes. En aquest u´ltim cas, hem introdu¨ıt la funcio´ de conne-
xio´ de marques, i hem mostrat com aquesta ens do´na informacio´ important quan
analitzem diferents poblacions de gala`xies, definides per un cert conjunt de carac-
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ter´ıstiques d’aquestes. Els nostres resultats per 2dFGRS confirmen observacions
pre`vies, mostrant en detall com les gala`xies passives tendeixen a agrupar-se entre
elles me´s fortament que les actives a escales petites.
Els me`todes d’ana`lisi de la segregacio´ que hem presentat ac´ı so´n eines generals
per l’ana`lisi de dades en qualsevol cartografiat que obtinga informacio´ tant sobre
la distribucio´ espacial com sobre la caracteritzacio´ de les gala`xies. En particular,
seran u´tils per una ana`lisi detallada de la segregacio´ de gala`xies emprant les dades
d’ALHAMBRA. En aquest cas, haurem d’adaptar aquests me`todes per la seua
utilitzacio´ amb dades contenint redshifts fotome`trics, de manera semblant a allo`
que hem fet al Cap´ıtol 2 [B.2.1] amb la funcio´ de correlacio´.
En la segona part de la tesi, hem passat a l’estudi de les correlacions a escales
majors, centrant-nos en el fenomen de les BAO. Les BAO so´n una caracter´ıstica
gravada al camp cosmolo`gic de densitat durant les e`poques inicials de l’univers, i
ens proporcionen una regla esta`ndard u´til per restringir els possibles valors dels
para`metres cosmolo`gics. Les BAO nome´s han pogut ser detectades recentment
(Eisenstein et al., 2005) en la distribucio´ de gala`xies.
Hem resumit la f´ısica de les BAO, i l’estatus de la seua deteccio´ emprant la
funcio´ de correlacio´ a dos punts esta`ndard al Cap´ıtol 5 [B.3.1]. Hem mesurat
la funcio´ de correlacio´ per diverses mostres provinents dels majors cartografiats
realitzats fins ara, el 2dFGRS i el SDSS. En tots els casos, hem obtingut un
pic corresponent a les BAO a l’escala esperada, mostrant aix´ı la fiabilitat de
la deteccio´ d’aquesta caracter´ıstica. Resultats d’altres autors reforcen aquesta
conclusio´ mitjanc¸ant l’estudi d’altres mostres independents. Tanmateix, hi ha una
petita desviacio´ respecte a la prediccio´ del model ΛCDM, ja que el pic observat e´s
me´s ample que allo` esperat. Tot i que aquesta desviacio´ podria no ser significativa,
mereix una investigacio´ me´s a fons.
Finalment, al Cap´ıtol 6 [B.3.2] hem desenvolupat un nou me`tode per l’ana`lisi
del fenomen de les BAO. Aquest me`tode empra les possibilitats proporciona-
des pels me`todes d’ondetes per cercar les estructures en espai de configuracio´
consequ¨e`ncia de les BAO. Tambe´ esta` basat en l’u´s de dos trac¸adors de massa
complementaris, i l’il·lustrem emprant un cata`leg format per gala`xies de les mos-
tres ‘Main’ i ‘LRG’ del SDSS. D’aquesta manera, hem mostrat com no nome´s
som capac¸os de detectar les BAO en les mostres, sino´ tambe´ de localitzar les
regions que donen major o menor senyal de BAO. Aquesta informacio´ es perd
completament quan s’utilitzen els me`todes estad´ıstics a dos punts tradicionals.
Aquest enfocament obre moltes noves possibilitats per l’ana`lisi de les BAO,
tot i que no les hem explorat en detall en aquesta tesi. Algunes de les possibles
aplicacions podrien ser l’estudi de la relacio´ entre aquestes estructures acu´stiques
bario`niques i les propietats de les gala`xies que les formen, o la seleccio´ de regi-
ons amb alt senyal de BAO per refinar la caracteritzacio´ del fenomen de BAO.
Aix´ı mateix, aquesta informacio´ espacial pot ser emprada per estudiar de forma
cont´ınua la depende`ncia de les caracter´ıstiques de les BAO –i en particular l’escala
195
B.4. Conclusions
de BAO– en el redshift. Tanmateix, aquestes possibles aplicacions estan limitades
pel volum cartografiat disponible, especialment degut a la necessitat d’emprar
dos trac¸adors de massa diferents. En aquest sentit, esperem que aquest me`tode
podra` ser d’utilitat pels cartografiats en marxa i futurs que cobreixen volums molt
majors que el SDSS.
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