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Introduction
De nombreux problèmes physiques et nanciers présentent de très grandes variabi-lités et les distributions -stables sont souvent utilisées pour leurs modélisations.
Ces lois, introduites par Paul Lévy en 1924, constituent une classe très riche de mo-
dèles de probabilité. Elles prennent en compte lasymétrie et les queues lourdes. Une
distribution est dite à queues lourdes si sa queue décroît plus lentement que la queue
dune distribution gaussienne. La propriété dasymétrie signie que le mode nest pas
au centre de la distribution. Lavantage des distributions stables de Lévy par rapport à
celles de Gauss est quelles permettent de mettre en évidence ces caractéristiques. En
vertu du théorème central limite généralisé, elles sont les seules lois limites de sommes de
variables aléatoires indépendantes et identiquement distribuées (i.i.d). Les trois cas par-
ticuliers (lois de Gauss, de Cauchy et de Lévy), sont les seules ayant une forme explicite
pour la densité de probabilité et la fonction de répartition. Les autres sont caractérisées
par leurs fonctions caractéristiques. Cette absence décriture explicite de la densité et
de la fonction de répartition a été un inconvénient important à lutilisation des distri-
butions stables par les praticiens. Les variables aléatoires stables non-gaussiennes ne
possèdent pas de moments de second ordre. En général la loi stable, notée S(; ; );
est décrite par quatre paramètres : lexposant caractéristique, noté ; qui prend ses
valeurs entre 0 et 2, le paramètre dasymétrie  compris entre  1 et 1, le paramètre
déchelle  et le paramètre de position . La notion de stabilité traduit le fait que la
somme de 2 variables indépendantes, suivant chacune une loi de paramètre , suit éga-
lement une loi de paramètre . Il y a des paramétrisations pour les lois stables, ce qui
a engendré beaucoup de confusion.
Dans les années 60 Mandelbrot [30] a proposé le modéle  stable dans la modélisation
nancière.Il a examiné les variations des prix du coton (1816 1940), du blé (1857 1936)
et des taux de change (périodes assimilées) et il a trouvé un très grand nombre de
valeurs extrêmes dans les séries observées. Fama [11] a ensuite analysé les rendements
journaliers de 30 actions du Dow Jones dans une période allant de la n de 1957 à
septembre 1962, avec la même conclusion.
Lestimation des paramètres stables est une étape essentielle au processus de modélisa-
tion. Elle sest développée petit à petit ; Fama et Roll (1968) [13] donnent les premières
tabulations des lois symétriques -stables (SS), ce aura permis de concevoir les pre-
miers estimateurs de ces lois.
Comme Fama lindique dès 1965, ces premières mises en évidence de distributions de
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Lévy sont fragiles car les méthodes destimation de lexposant caractéristique  sont peu
sûres. En e¤et, la méthode dajustement des queues de distribution dans un graphique
bilogarithmique est très sensible au choix subjectif du point à partir duquel la queue de
distribution commence. Fama (1965a) avait proposé deux autres estimateurs fondés sur
la propriété dinvariance par addition. Mais ces deux estimateurs étaient également fra-
giles, le premier présupposait lindépendance des accroissements, et le second était très
sensible au choix de la taille de léchantillon. Une étape est franchie en 1971 où Fama
et Roll, utilisant des propriétés relatives aux quantiles, détectées grâce aux tabulations
des distributions stables symétriques faites précédemment, proposent de nouvelles mé-
thodes destimation des paramètres  et  des lois symétriques. Ces premiers outils
statistiques vont permettre la mise en uvre des premiers tests du modèle i.i.d -stable
à partir de 1970. Puis une seconde génération destimateurs va apparaître au cours des
années 70: Successivement Press (1972) [49] et[50], DuMouchel (1973; 1975) [10], Paul-
son et al. (1975) [47], Arad (1980), Koutrouvélis (1980) [25], et McCulloch (1981) [32]
, développent de nouvelles méthodes destimation des paramètres, utilisant la fonction
caractéristique. Récemment, de nouvelles classes destimateurs sont introduites grâce
aux outils de la théorie des valeurs extrêmes.
Simultanément, des générateurs de variables aléatoires stables sont conçus par Cham-
bers et al. (1976), dont les algorithmes permettent une amélioration des possibilités
de simulation sur les marchés nanciers. Ces nouvelles étapes théoriques permettent
daméliorer les tests sur lhypothèse dinvariance déchelle.
Ce mémoire se décompose en trois chapitres qui détaillent lévolution de mon travail.
Le premier chapitre est dédié à un rappel sur lhistoire et lévolution des re-
cherches concernant les variables aléatoires -stables. Ce rappel est donné dans lordre
suivant : on commence par les dénitions et propriétés fondamentales des variables
-stables, puis on donne des méthodes pour simuler les variables stables.
Le deuxième chapitre est consacré à létude de di¤érentes méthodes destima-
tion des paramètres de la distribution Lévy-stable, à savoir les méthodes classiques et
celles basées sur la théorie des valeurs extrêmes. Les performances de ces méthodes est
illustrées sur des données simulées.
Le troisième chapitre exploite les résultats du chapitre 2 pour proposer des mo-
dèles -stables pour des données nancières et en même temps vérier la non validité du
modèle normal. On commence par la modélisation des rendements dactifs de quelques
indices boursiers parmi les plus connus, ensuite on ajuste les séries de taux de change





Au cours des développements historiques en astronomie au 18-ème siècle, Gauss aintroduit sa méthode destimation par le critère du moindre carré et insista sur
limportance de la loi qui porte actuellement son nom [17].Suivi par les développements
de la théorie des séries de Fourier, Laplace et Poisson tentent de trouver lexpression
analytique da la transformée de Fourier (TF) dune densité de probabilité et lancent
alors la théorie des fonctions caractéristiques sur la bonne voie. Laplace, en particulier
a souligné le fait que la densité de Gauss et sa TF ont la même expression analytique.
Son étudiant Cauchy étend lanalyse de Laplace et considère la TF dune fonction de







en remplaçant 2 par n; il na pas réussi à résoudre le problème mais quand en considérant
la cas n = 1, il a obtenu la fameuse loi de Cauchy de densité f1(x) = c= ((c2 + x2)) :
En remplaçant lentier n par un réel  on obtient la fameuse famille f des densités
 stables. Cependant, à lépoque on ne savait pas quil sagit dune densité de proba-
bilité et cest seulement après les travaux de Polya et Bernstein que la famille f est
devenue o¢ ciellement une classe de PDF pour 0    2 [22]. En 1924, le mathéma-
ticien Français Lévy [28], en étudiant le théorème limite centrale, conrme que lorsque
on relâche la condition de variance nie, la loi limite est une loi stable. Motivé par ce
dernier résultat Lévy établit la TF de toutes les distributions    stable, ce qui lui
attribue loriginalité de la théorie des lois stables. Plus tard en 1937, Lévy a introduit
une nouvelle approche pour le traitement des lois stables qui est celles des distributions
inniment divisibles.
Dautre mathématiciens ont contribué plus tard à létude approfondie des lois stables,
notamment de Doblin (1939) en utilisant les fonctions à variations régulières, de Gne-
denko et Komogorov et de [61] quelques années plus tard, [12] donnent les premières
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tabulations des lois symétriques  stable, ce qui va permettre de concevoir les premiers
estimateurs de ces lois. Malgré cette longue histoire de recherche scientique, les lois
  stable nattirent que peu dattention des chercheurs en sciences appliquées.
 En astronomie : la première application des distributions    stable est apparue
avant Lévy dans le domaine de lastronomie, quand Holsmark a montré que la
force gravitationnelle exercée par le système stellaire sur un point de lunivers a
une distribution   stable dindice  = 3=2:
 En nance : si on regarde par exemple les courbes boursières représentant lévolution
du prix dun titre au cours du temps, des périodes hautes saltèrent à des périodes
basses et ainsi de suite. De plus, des uctuations et des périodes irrégulières
peuvent être observées Mandelbrot sappuie alors sur la loi de Pareto pour mettre
en évidence un nouveau modèle de variation des prix, appelé loi    stable.[30]
conrme que son modèle décrit de façon réalise la variation de prix pratiqués
sur certaines bourses des valeurs. Par la suite, [11] valide le modèle des lois   
stable sur le prix du marché des actions. A la n des années 80, plusieurs travaux
semblent rejeter le modèle i.i.d    stable en se retournant vers la remise en
question de lhypothèse dindépendance ce qui a conduit à la découverte des lois
déchelle ou loi à longue dépendance.
 En Télécommunications : les premiers travaux e¤ectués pour lapplication des
lois    stable en traitement de signal ont vu le jour durant les années 70 par
trois chercheurs des laboratoires de BELL (Chamber, Mallow et stuck) en prou-
vant que le modèle   stable est bien adéquat pour modéliser le bruit des lignes
téléphoniques. Ils ont conduit une série de travaux qui ont abouti à plusieurs ré-
sultats de références comme le critère de dispersion minimum, ltrage de Kalman
des processus   stable et lanalyse de plusieurs algorithmes destimation et de
détection dans un bruit non-gaussien. En 1993, Shao et Nikiais ont publié dans
IEEE Magazine un article qui a introduit la méthodologie de traitement du signal
dans un environnement  stable. Plus tard, lintérêt à ce thème devient publique
et plus de 120 article de revue et de conférence sont apparus dans plusieurs ap-
plications de ce modèle. Dautre applications sont beaucoup plus récentes, dans
linténêt par exemple, le temps dapparitions dune page Web est très variable,
ce qui rappelle certains modèles à variance innie. Dans ce contexte, [1] donnent
divers exemples dapplication des lois à queues lourdes et en particulier les distri-
butions  stables. Par ailleurs, en 1999 une conférence internationale sur le sujet
"application of heavy tailled Distributions in Statistics, Engineering and Econo-
mics" était organisée. Quelques mois plus tard, durant la conférence IEEE Higher
order statistics workshop, une session spéciale était consacrée au sujet. en 2000,
la conférence ICASSP aussi consacre une session spéciale au sujet. Récemment
en 2002, un numéro spécial du journal "Signal Processing" est dédié aux modèle
à queues et leurs applications en Radar, images, vidéo et en analyse des données
télégraphiques (No. 82, 2002).
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 Dune manière Générale : notons toutefois que même si le modèle i.i.d   stable
nest pas toujours approprié, il représente un bon compromis entre exactitude de
modélisation et complexité dinférence statistique. Plusieurs livres sont consacrés
à ces lois [62] qui a étudie les lois   stable dans le contexte univarié [55] qui ont
étudié de manière approfondie beaucoup de propriétés de ces lois dans le cas uni-
varié comme dans le cas multivarié, [39] qui ont appliqué ces lois dans le domaine
du traitement du signal et [43] pour une étude de point du vue implémentation
et modélisation des données.
1.2 Variable aléatoire  stables
Dans cette partie, on rappelle les dénitions dune distribution stable de quatre ma-
nières équivalentes. Les deux premières dénitions concernent la propriété de stabilité
par produit de convolution, cest-à-dire que la famille des distributions stables est pré-
servée par convolution. La troisième dénition explique le rôle des distributions stables
dans le contexte du théorème central limite, cest-à-dire que les distributions stables
peuvent être approchées par une somme normalisée des variables aléatoires indépen-
dantes et identiquements distribuées. Cette propriété rend importante lutilisation des
distributions  stables dans la modélisation. La quatrième dénition spécie la fonc-
tion caractéristique dune variable aléatoire  stable. Cette fonction caractéristique est
explicitée dune manière analytique exacte. Par contre, les densités de probabilité ne
sont données par une formule explicite que pour les trois distributions de Gauss( = 2),
de Cauchy( = 1) et de Lévy( = 0; 5). On donne linterprétation pratique de chaque
paramètre de cette distribution et on rappelle des Propriétés diverses. Les dénitions
et propriétés énoncées dans ce chapitre sont issues de Janicki et Weron [22] et de Sa-
morodnitsky et Taqqu [55].
1.3 Lois indéniment divisibles
Avant de dénir les lois  stables, on va introduire une famille de lois plus générale :
les lois indéniment divisibles, Cest à partir de ces lois que sera précisée la forme de la
fonction caractéristique des lois stables.
lintérêt principal de telles lois réside dans la solution du problème suivant : comment
détermine-t-on toutes les distributions qui expriment comme limite dune somme de n
variables aléatoires réelles (v.a.r) indépendantes et identiquement distribuées (i.i.d) ?
Intuitivement, si une suite de v.a.r Tn converge en loi vers une v.a.r T et que ces T et
que ces Tn sexpriment comme une somme de n v.a.r indépendantes de même loi, alors
T va aussi sexprimer de la même manière .Introduisons alors la dénition suivante
Dénition 1.3.1 Une v.a.r X a une distribution indéniment divisible si et seule-
ment si
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8n ; 9 X1 ; :::; Xn indépendantes et de même loi telle que
X
d
= X1 +X2 + :::+Xn:
où d= signie légalité en distribution.
Il faut noter que les v.a.r Xi nont pas forcément la même loi que X mais elles appar-
tiennent à la même classe de distributions.
La classe des v.a.r indéniment divisible permet de résoudre le problème ci-dessus.
En e¤et, on a le théorème suivant.
Théorème 1.3.1 Une v.a.r X est la limite dune somme de n v.a.r (i.i.d) si et seule-
ment si X est indéniment divisible.
La démonstration est détaillé dans [[56], page 336].
Remarque 1.3.1 Une des caractérisations des lois indéniment divisibles est que leur
fonction caractéristique peut sécrire comme puissance neme dune autre fonction carac-
téristique.
Théorème 1.3.2 (Levy-Khinchin)











où  est un réel et M est une mesure qui attribue une masse nie à tout intervalle








sont convergentes pour tout x > 0 .
La démonstration est détaillée dans [14].
Exemple 1.3.3 Beaucoup de lois connues sont indéniment divisibles. Si une v.a.r X
suit :
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la loi de Cauchy C (c) : sa fonction caractéristique sécrit







comme puissance neme de la fonction caractéristique dune loi de Cauchy C ( c
n
):
la loi de Poisson P() : sa fonction caractéristiquesécrit












- une loi à support borné (hormis la Dirac en un point) nest pas indéniment divisible,
- un mélange ni de lois normales nest pas indéniment divisible.
Pour se rapprocher du théorème de la limite centrale et an dobtenir une forme explicite
de la fonction caractéristique, on va introduire la famille des distributions -stable.
1.4 Dénitions equivalentes
Dénition 1.4.1 (Propiété de stabilité)
Une v.a.r X est dite stable (ou a une distribution stable) si et seulement si pour
tout réels positifs A et B, il existe un réel positif C et un réel D tels que
AX1 +BX2
d
= CX +D; (1.1)
où X1 et X2 sont des copies aléatoires de X indépendantes .
Lorsque D = 0, on parle de distribution strictement stable.
Une variable aléatoire est dite stable symétrique si elle est stable et a une distribution
symétrique.
La loi de la somme de deux variables aléatoires indépendantes est le produit de convo-
lution des lois respectives de ces deux variables. La dénition 1.4.1 justie donc la
nomination "stable" car elle fait intervenir la stabilité par le produit de convolution.
Il est démontré dans Feller [14] que pour toute variable aléatoire X stable, il existe un
réel  2 ]0; 2], tel que les nombres réels positifs A, B et C vérient,
A +B = C: (1.2)
Le nombre  est unique et ne dépend que de la loi de la variable aléatoire X, doù la
nomination   stable.
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Exemple 1.4.1 (Distribution normale).
Si X v N (; 2), alors X est stable dindice de stabilité  = 2 car si X1; X2 sont
deux copies indépendantes de X, on a
AX1 v N (A; (A)2) et BX2 v N (B; (B)2);
alors
AX1 +BX2 v N ((A+B); (A2 +B2)2);
et donc on retrouve bien 1.1 avec C = (A2 +B2)
1
2 et D = (A+B   C):
La relation 1.2 peut être généralisée pour un nombre ni de copies indépendantes dune
variable   stable. La dénition suivante explicite cela.
Dénition 1.4.2 (Dénition équivalente)
Une v.a.r X a une distribution stable si et seulement si pour tout entier n  2 et
toute famille X1; X2; :::; Xn indépendantes et identiquement distribuées de même loi que




On utilise la relation 1.2 en procédant par récurrence, il est facile de voir que la constante
Cn = n
1
 où  et celui déni dans la relation 1.2. En particulier quand  = 2, on a
Cn =
p
n. La dénition suivante explicite les variables stables en termes de théorème
limite centrale:
Dénition 1.4.3 (Domaine dattraction)
Une variable aléatoire réelle X est dite avoir une distribution stable si et seulement
si elle possède un domaine dattraction , Cela veut dire quil existe une suite de variables
aléatoires indépendantes et identiquement distribuées (Yi)i, une suite de nombres positifs
fang et une suite de nombres réels fbng, telles que




Proposition 1.4.1 Si X est stable alors X est indéniment divisible. La réciproque
est fausse.
Preuve Il su¢ t de prendre des v.a.r Yj = (Xj   (bn=n))=an; j = 1; :::; n:
Comme les Xj sont indépendantes, les Yj sont aussi indépendantes:









= anX + bn;
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doù
Y1 + :::+ Yn
d
= X:
Pour la réciproque, on a le contre exemple la loi de Poison, en e¤et, soient X1 et X2
deux v.a.r suivant une loi de Poison. Supposons que X1 et X2 sont stables, alors il existe
a > 0 et b tels que
X1 +X2
d
= aX1 + b:
Par égalité des moyennes et des variances, on peut voir que








ce qui entraîne une contradiction car X1 +X2 a ses valeurs dans N alors que
p
2X1 +
(2 p2) na pas que des valeurs dans N.
La dénition 1.4.3 est équivalente aux dénitions 1.4.1 et 1.4.2. Pour plus de détails voir
Feller [14] ou [55]. Elle permet de dénir une variable aléatoire stable comme somme
normalisée dune suite de variables indépendantes et identiquement distribuées.On re-
marque que ce résultat est très utile dans la pratique car il permet dapprocher une
somme normalisée dune suite de variables aléatoires i.i.d par une variable aléatoire
stable. Cela généralise le cas classique du théorème de la limite centrale pour les va-
riables aléatoires de variance nie (cas gaussien). Ces trois dernières dénitions intro-
duisent les variables aléatoires  stable dune manière abstraite et ne donnent aucune
précision sur la distribution de probabilité de ces variables. La dénition suivante donne
la fonction caractéristique de ces variables.
Dénition 1.4.4 Une variable aléatoire X est dite avoir une distribution stable si et
seulement si il existe quatre paramètres uniques 0 <   2;   0; 1    1; et un
réel  tell que
'X(t) =
(
exp(  jtj (1  isign(t) tan 
2
) + it) si  6= 1;
exp(  jtj (1 + i 2





1 si t > 0;
0 si t = 0;
 1 si t < 0:
:
Une variable aléatoire réelle qui a cette expression pour sa fonction caractéristique est
notée X s S(; ; ):
Mais cette représentation de la (FC), qui sappelle paramètrisation standard, a le désa-
vantage de ne pas être continue en ses paramètres. En fait, il y a discontinuité en les
points où  = 1 et  = 0. Par ailleurs il existe dautres paramètrisations da la (FC)
plus adaptées aux di¤érentes problèmes.
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Ici, on fait référence à deux paramètrisations proposées par Zolotarev
'X(t) =
(
exp(  jtj 1 + isign(t) tan 
2
[( jtj)1    1] + i0t
	
);  6= 1;
exp(  jtj1 + i 2

sign(t) log( jtj)	+ i0t);  = 1:
(1.4)
Cette representation S0 se note X  S0(; ; 0). Les paramètres ,  et  de la
paramètrisation standard, mais  et 0 sont reliés par
 =
(
0    tan(=2) pour  6= 1;
0   (2=) log  pour  = 1:
Cette paramètrisation est très importante parce que la fonction caractéristique, la den-
sité et la fonction cumulative de répartition sont continues par rapport aux quatre
paramètres. Donc, elle est bien conditionnée numériquement pour le calcul.
Pour  = 0, les deux représentations sont équivalentes, cependant dans le cas général
la représentation S0 est préféré.









+ i2sign(t) log jtj
	
+ it); si  = 1;
où
K() =   1 + sign(1  ) =

 si  < 1;
  2 si  > 1: (1.5)
Les paramètres  et  sont les mêmes que pour la paramètrisation standard, les autres
paramètres satisfont les relations suivantes8<: tan(2
K()
2
) =  tan 
2
si  6= 1;
2 =  si  = 1:
(1.6)
Et 8<: 2 = (1 + 
2 tan2 
2




 si  = 1:
1.5 Interprétation des paramètres
Les quatre paramètres , ,  et  caractérisent dune manière unique les distributions
stables, ce qui signie que les lois stables sont paramétriques. Pour un praticien, il est
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important de connaître la signication statistique de chaque paramètre ainsi que son
inuence sur lallure de la courbe de la densité ou de la fonction de répartition.
  : Lexposant caractéristique, indice de stabilité ou paramètre de forme
(0 <   2) il caractérise les queues de distribution en mesurant leurs épais-
seurs. Cest pourquoi on parle des distributions -stable à queues lourdes ou à
queues épaisses. Plus  est petit, plus les queues de la distribution sont épaisses.
Autrement dit, Plus  est petit, plus on constate lexistence de très grandes uc-
tuations. Quand  est proche de 2, la probabilité dobserver des valeurs de la
variable aléatoire loin de la position centrale est faible. Une valeur proche de 0
de lindice  signie que la masse de la queue a une probabilité considérable. La
valeur maximum de  soit  = 2 correspond à la loi de Gauss pour toute valeur
de , alors que  = 1 et  = 0 correspond à la loi de Cauchy.
Fig. 1.1 Courbes de la densité stable pour di¤érentes valeurs de lindice de stabilité
Plus le paramètre  est petit, plus la courbe de la densité est pointue et a des queues
de distribution épaisse.
  : paramètre de symétrie le paramètre  est appelé paramètre de symétrie,
dit aussi paramètre de biais, il prend ses valeurs sur lintervalle [ 1; 1] et mesure la
dissymétrie de la densité dune variable aléatoire stable. Si  est égal à  1 (resp.
+1) la distribution est totalement asymétrie à gauche (resp. à droite). Lorsque 
vaut zéro alors la distribution est symétrique.
- Lorsque  est positif (resp. négatif), le mode est à gauche (resp. à droite) de la
moyenne.
- Lorsque  est positif (resp. négatif), la queue de distribution est plus épaisse à
droite ( resp. à gauche).
  : paramètre déchelle et parfois dit paramètre de dispersion. Plus  est
grand, plus les données sont volatiles. Le paramètre  permet de cintrer plus ou
moins le corps de la distribution, dans le cas dune variable normale son rôle
simlaire à celui de lécart-type.
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Fig. 1.2 Courbes de la densité stable pour di¤érentes valeurs de paramètre de symé-
trie.
Fig. 1.3 Courbes de la densité stable spour di¤érentes valeurs de paramètre déchelle.
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  : paramètre de position où le paramètre de localisation, il mesure la
tendance centrale de la distribution. Lorsque  > 1, a représente la moyenne de
la loi de distribution. Si,  = 0 alors  est la médiane. Dans les autres cas le
paramètre  ne peut pas être interprété.
Fig. 1.4 Courbes de la densité stable pour di¤érentes valeurs du paramètre de position
1.6 Propriétés diverses
Dans cette partie, quelques propriétés des lois - stables seront présentées, en particulier
celles du calcul des moments.
1.6.1 Densité
Pour les v.a. -stables, il nexiste pas une expression explicite de la densité de proba-
bilité (PDF) dans le cas général. Cependant il y a deux approches de ce problème. Soit
le transformée de Fourier rapide doit être applique à la fonction caractéristique (Mitt-
nik. Daganogh 1999 [38]) ou lintégration numérique directe doit être utilisée (Nolan
1997; 1999).
Obtention de la densitè par la transformée de Fourier rapide
On na pas une expression explicite de la densité de probabilité dans le cas général, à
laide de transformée de Fourier inverse de la fonction caractéristique, on peut écrire la
fonction de la densité sous forme.
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La transformée de Fourier Rapide est un algorithme e¢ cace pour calculer les transfor-
mées de Fourier. Il exige N log2N opérations, lintégrale précédente est calculée pour
N points également espacés dune distance h, à savoir
xk = (k   1  (N=2)) h où k varie de 1 à N:
Posons t = 2!, la relation 1.7 devient




Lintégrale 1.8 peut-être aproximée par :










La somme dans 1.9 est calculée e¢ cacement en e¤ectuant la transformée de Fourier
Rapide sur la serie :
( 1)n 1'X(2s(n  1  N
2
)) ; n = 1; :::; N:
on multiplie le keme résultat pour s( 1)k 1 (N=2), pour obtenir la valeur de la fonction
de densité pour chaque point k = 1; :::; N:
Representation intégrale de Nolan-Zolotarev
Dans la méthode dintégration directe, soit des formules pour la densité et la fonction
de répartition.
Posant  =   tan(=2) Si X  S0(1; ; 0) alors la densité est donnée par
Quand  6= 1 et x > ;






V (; ; ) exp( (x  )  1V (; ; ))d: (1.10)
Quand  6= 1 et x = ;








Quand  6= 1 et x < 
f(x; ; ) = f( x; ; ): (1.12)
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Quand  = 1










V (; 1; ) exp
8<: e 
x
2 V (; 1; )
9=; d pour  6= 0;
1
(1+x2)







arctan( ) pour  6= 1;

2
pour  = 1;
(1.14)
et










cos(0 + (  1))
cos 







+ ) tan ) pour  = 1 ,  6= 0:
(1.15)
La fonction de répartition dune variable aléatoire X  S0(1; ; 0) peut être exprimée
comme suit
Quand  6= 1 et x > 














  0) pour  < 1;
1 pour  > 1:
Quand  6= 1 et x = 







Quand  6= 1 et x < 
F (x; ; ) = 1  F ( x; ; ): (1.18)
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Quand  = 1










 e x2 V (; 1; )
o





arctanx pour  = 0:
1  F (x; 1; ) pour  < 0:
(1.19)
Pour étudier la performance de ces approches, Borak, Härdle et Weron [6] notent que
la méthode basée par (TF) est plus rapide pour des échantillons dépassant 100 observa-
tions et plus lente pour les petits ensembles des données. Dailleurs elle nest pas aussi
universelle que la méthode basée par intégration directe. En e¤et, elle est seulement
e¢ cace pour le grand valeurs de  et seulement applicable en calculant le PDF, qui
doit être intégré numériquement an dobtenir le FD. En revanche, la méthode directe
dintégration fournit des formules pour le PDF ou le FD.
Proposition 1.6.1 (propriétés de la densité)
1. La densité de probabilité verie : f(x; ; ) = f( x; ; ):
2. La densité de probabilité dune distribution  stable est une fonction bornée.
3. La densité de probabilité dune distribution  stable est de la Classe C1.
Pour la démonstration voir [62].
La forme explicite de la densité des lois -stables nexiste que dans les trois cas impor-
tants suivants :










2. La distribution de Cauchy : S1(; 0; ) avec
f(x) =
2
((x  )2 + 42) :




)1=2(x  )3=2 exp( 
2(x  ))1];1[(x):
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1.6.2 Stabilité
Proposition 1.6.2 pour  6= 1, on a léquivalence suivante
X suit une loi S(; ; ), Y = X   

suit une loi S(1; ; 0):






condition nécessaire : prenons m = 1

et p =  

:
On a alors :

























Car  > 0, donc








qui est bien la forme de la fonction caractéristique dune loi stable.
Condition su¢ sante : la démonstration est similaire à la condition nécessaire en prenant
m =  et p = :
1.6.3 Comportement Queues lourdes
Dénition 1.6.1 La loi de probabilité dune variable aléatoire réelle est dite "heavy-
tailed" dindice  sil existe une fonction h à variation lente, cest-à dire lim[h(tx)=h(x)] = 1
x!+1
pour tout t > 0, telle que
P (X  x) = x h(x):
Les lois   stable sont des "heavy-tailed distributions". En e¤et, ce résultat se résume
dans la proposition suivante :
Proposition 1.6.3 Soit X une variable aléatoire de loi S(; ; ) avec 0 <  < 2, on
a les deux résultats suivants8<:
lim
t!+1






tP (X <  t) = C 1 2 ;
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si  = 1;
1 
 (2 ) cos(=2) si  6= 1; (1.20)





la démonstration est dans [[55], page.16].
Proposition 1.6.4 Les queues dune distribution  stable satisfont comme x  !1,
ce qui sappelle les états déquilibre
P (X > x)




P (X <  x)




Pour une mielleure illustration des densités  stables, on a présenté la courbe de les
queues de densités pour di¤érentes valeur de  dans la gure 1.5, on remarque que plus
 est petit, plus les queues sont lourdes.
Fig. 1.5 Les queues de la densité de probabilité  stable pour di¤érentes valeur de
:
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1.6.4 Calcul des moments
Proposition 1.6.5 Si X suit une loi S(; ; ), alors
- Si  = 2 , 8p; E jXjp < +1:
- Si 0 <  < 2;
8<: 80 < p < ;E jXj
P < +1;
8p  ;E jXjp = +1:
Preuve En fait pour la première partie de cette propriété 1.6.5, on a vu que le cas
 = 2 correspond au cas gaussien. Et on sait que les variables aléatoires gaussiennes
ont toutes leurs moments nis.
Pour la seconde partie de la propriété, on remarque tout dabord que pour toute




P (Y > )d:












P (jXj > u) = 1;
donc





up 1P (jXj > u)du < +1,
Z M
0








uP (jXj > u) = C();
donc





up 1P (jXj > u)du < +1,
Z +1
M
up  1du < +1, p < :
Conclusion
Daprés 1.22, il est facile de voir que E jXjP < +1;
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up 1P (jXj > u)du < +1;Z +1
M
up 1P (jXj > u)du < +1:
cest -à- dire lorsque 0 < p < :
Remarque 1.6.1 Dés que  est strictement inférieur à 2, la variance dune loi  stable
est innie. Dés que  est strictement inférieur à 1, cest la moyenne qui devient innie.
Si  est plus grande que 1, la moyenne dune loi  stable est :
Preuve on sait que '0X(0) = iE(X):Or on sait aussi que




'0X(t) = ( i sign(t) jtj 1 (1 isign(t) tan 2 )) exp(  jtj (1 isign(t) tan 2 )+
it):




Rappelons quon dit que la variance est innie pour signaler que la variance est instable.
La variance innie ne représente pas un obstacle à la compréhension du phénomène
dans lequel apparaissent des grands changement de pris, mais au contraire, elle permet
dexpliquer ce phénomènes. Supposons que X soit la somme de variables lévy- stables
Xi, il est probable que x de X provienne en partie substantielles, il faut donc pas les
négliger comme on le fait malheureusement en considérant la loi de Gauss.
Proposition 1.6.6 Moment fractionnaires dordre inférieur
Les moments du second ordre dune v.a avec 0 <  < 2 nexistent pas, les moments
dordre inférieur à  existent et sappellent les moments fractionnaires dordre inférieur.
Soit une v.a qui suit S(; ; 0) alors :
Les moments fractionnaire positifs :
- Si  = 2 : 8p  0; E [jXj]p < +1:
- Si  < 2 : E [jXj]p =
8<: C(; ; p)
p 0 < p < ;
+1 p  :
où
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Les moments fractionnaire négatifs :
Dans [29] les auteurs ont démontré que les v.a.r. SS ont aussi des moments nis
dordre négatif. Ce résultat surprenant pour les lois  stables symétriques SS.
Soit X une v.a.r. SS de paramètre de position nulle. Alors la formule uniée pour
ces moments dordre positif et dordre négatif est
E(jXjp) = C(p; ) pour tout   1 < p < ;
avec
C(p; ) = 2p+1( ( p=) ((1 + p)=2)=p ( p=2)):




(  r)E jxjr = C;
lim
r%
(  r)EXhri = C:
telle que C est donné par 1.20 et xhai := jxja sign(x):
Cette dernière proposition donne la vitesse de convergence vers linni des moments
quand leur ordre sapproche de .
1.6.5 Propriétés algébriques
On va rappeler quelques propriétés importantes des variables aléatoires stables de loi
S(; ; ) que nous utiliserons dans la suite de ce mémoire.
Proposition 1.6.8 Soient X1 et X2 deux variables aléatoires indépendantes de la loi
stable S(1; 1; 1) et S(2; 2; 2) alors X1+X2 suit une loi stable S(; ; ) avec













;  = 1 + 2:
On note que si 1 = 2 alors  = 1 = 2:
Preuve En vériant cette proposition pour  6= 1.Daprés lindépendance
lnE[exp(it(X1 +X2))] = lnE[exp(it(X1)] + lnE[exp(it(X2)]








2 ) + it(1 + 2)













] + it(1 + 2):
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Pour  = 1 la démonstration est similaire.
Cette propriété dadditivité est très intéressante en nance, car deux titres ayant les
mêmes valeurs des paramètres  peuvent être considérés ensemble et la loi qui résul-
tera de cette association conservera les mêmes valeurs du paramètre  mais les autres
paramètres seront modiés. On utilise cette propriété pour étudier des portefeuilles.
Proposition 1.6.9 Si X s S(; ; ) et a un nombre réel, alors X+a s S(; ; +
a):
Proposition 1.6.10 Si X s S(; ; ) et a un constant réel non nul, alors
aX s S(jaj; sign(a); a) si  6= 1;
aX s S1(jaj; sign(a); a  2a (ln jaj)) si  = 1:
Preuve On a pour  6= 1
ln fE exp it(aX)g =   jtaj (1  isign(at) tan 
2
) + iu(ta);
=  ( jaj) jtj (1  isign(a)sign(t) tan 
2
) + i(ua)t:
Le cas  = 1 le preuve est similaire.
Proposition 1.6.11 pour 0 <  < 2
X s S(; ; 0)()  X s S(; ; 0):
Proposition 1.6.12 Si  = 0, la loi est symétrique par rapport au paramètre . Si de
plus  = 0 la loi est dite symétrique  stable, et on note SS:
Proposition 1.6.13 Soit X s S(; ; ) avec  6= 1: X est strictement stable si et
seulement si  = 0:
Et X s S1(; ; ) est strictement stable si et seulement si  = 0:
Preuve La premiére partie, soit X1; X2 de copies indépendantes de X et A;B deux
nombres réels positifs, daprés les propiétés 1.6.8, 1.6.10 on a
AX1 +BX2 s S((A +B)
1
 ; ; (A+B)):
X est a une distribution stable alors
C = (A +B)
1
 :
Et aussi daprés les propriété 1.6.8, 1.6.9 on a
CX +D s S((A +B)
1








= CX +D avec D = 0 si et seulement si (A+B) = (A +B)
1
 :
alors  = 0:
Pour  = 1; soit X1; X2 de copies indépendantes de X et A;B deux nombres réels
strictement positifs
Alors daprés les propiétés 1.6.8, 1.6.10 on a












(A lnA+B lnB) = (A+B) ln(A+B) pour tout A > 0; B > 0:
ainssi on a  = 0:
Corollaire 1.6.1 Si X s S(; ; ) avec  6= 1alors X    est strictement stable.
On peut utiliser les propriétés 1.6.9, 1.6.13 pour la démonstration.
Proposition 1.6.14 Si X une variable aléatoire de loi S(; ; 0) avec  < 2 alors, il
existe deux variables aléatoires réelle indépendantes et identiquement distribuées suivant



































) si  = 1:
La démonstration est resultat direct des propriétés 1.6.8, 1.6.9 et 1.6.10.
1.7 Représentation en série de Lepage dune va-
riable aléatoire  stable
En général la représentation en série dune variable aléatoire indéniment divisible
sans composante gaussienne a été établie par Fergusson et Klass [15], puis développée
par Lepage [27]. Lextension de cette représentation à des situations plus générales
a été étudiée par Rosinski [53]. Lidée de cette représentation consiste à écrire une
variable aléatoire    stable comme une somme innie faisant intervenir des variables
aléatoires indépendantes et des temps darrivée dun processus de Poison. Lutilité de
cette décomposition réside dans le fait quelle permet la démonstration de plusieurs
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résultats théoriques, voir par exemple [55]. A noter également que les séries de type
Lepage peuvent être utilisées pour générer une variable  stable, mais plusieurs auteurs
déconseillent lutilisation de cette décomposition dans la simulation à cause de la lenteur
de sa convergence. ils conseillent plutôt les méthodes directes de simulation introduites
par [8]. Nous nous intéressons au cas particulier des variables aléatoires SS pour leur
utilisation pratique. pour énoncer la proposition suivante, on utilise le formalisme, soient
(Ui)i2N, (Wi)i2N et ( i)i2N trois suites indépendantes de variables aléatoires telles que :
- Les variables aléatoires "1; "2; :::; "n sont indépendantes et identiquement distribuées
dune loi de Redemacher : il sagit dune distribution concentrée sur 1 et  1, telle
que
P ("1 = 1) = P ("1 =  1) = 1
2
:
- Les variables  1; 2; :::; n::: sont des temps darrive dun processus de Poisson din-
tensité 1. Elles suivent une loi gamma de paramètre i et elles sont dépendantes
entre elles comme suit
 i = E1 + :::+ Ei:
Les variables aléatoires (Ek)ksont indépendantes et identiquement distribuées
dune loi exponentielle de paramètre 1
- W1;W2; :::;Wn:::sont des variables aléatoires indépendantes et identiquement distri-
buées.
Proposition 1.7.1 Si W est une variable aléatoire de moment dordre  ni, cest-à-





i Wi converge presque
sûrement vers une variable aléatoire SS de paramètre déchelle  = C 1 [E jW1j]1= ;
avec C donnée dans 1.20.
Pour la démonstration voir [55] ou [22]. Inversement, chaque variable aléatoire symé-
trique    stable (SS) admet une décomposition de type Lepage. On a le resultat
suivant.











 = (E jW j)1=:
La démonstration de ce résultat est détaillé dans [55]. A noter que la représentation
1.23 nest pas unique car le choix deW est arbitraire mais de moment dordre  vériant
 = E jW j <1:
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1.8 Générateur de variables aléatoires stables
La complexité du problème de simulation des variables aléatoires est quil nexiste pas
de fonction de densité explicite, sauf dans quelques cas particuliers, donc les méthodes
classiques, comme la méthode de la transformation inverse, ne peuvent pas sappliquer.
La première solution a été faite par Kanter [23], qui a donné une méthode directe pour
simuler de variable de loi S(1; 1; 0) pour  < 1, puis cette méthode pourrait facilement
adaptée au cas général. Chambers, Mallows et Stuck ont été les premiers ont obtenu
cette formule en se basant sur la représentation intégrale de la densité.
Plus récemment, dans [58] Weron a développé une technique exacte à partir dune
transformation non-linéaire dune paire de variables aléatoires indépendantes .
1.8.1 Algorithme de Chambers, Mallows et Stuck
Pour simuler les lois stables, il existe un algorithme développé par Chambers et al
(1976). Celui-ci permet de générer une loi S(1; ; 0), il su¢ t de faire un changement
de variables.
première étape






et une loi W exponentielle de
paramètre 1. Pour cela, il faut dabord générer 2 v.a.r uniforme sur ]0; 1[ (notées U1 et
U2). Puis en utilisant le changement de variable suivant(
 = U1   2 :
W =   log(1  U2):
on obtient bien le résultat désiré.
Deuxiéme étape
Elle consiste à calculer di¤érentes quantités (fonction de  et de W )8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
" = 1  ;
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Troisième étape Elle consiste à générer une loi Y stable S(1; ; 0). Pour obtenir
cela, il faut utiliser la proposition suivante






et W une loi exponentielle de
paramètre 1, si on pose




2(a  b)(1 + ab)  B [b(1  a2)  2a]















0 =  2 :1 j1 j ;


















alors la v.a.r Y suit une loi S(1; ; 0):
























Enn, dans le cas où  est égal à 1 et  égal à 0, on a
Y = tan;
formule connue, qui permet de simuler une loi de Cauchy.
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Tout dabord, quelque rappels sur la fonction tangente
tan 2x  tan 2y = 2(tanx  tan y)(1 + tanx tan y)
(1  tan2 x)(1  tan2 y) (1.24)
1  tan2 x
1 + tan2 x
= cos 2x (1.25)
tan(2x) =
2 tanx
1  tan2 x (1.26)
2 tanx
1 + tan2 x
= sin 2x (1.27)
2 tan2 x
1 + tan2 x
= 1  cos 2x (1.28)
Posons A =
2(a_b)(1 + ab)
(1  a2)(1 + b2) ; C =
 B[b(1  a2)  2a]







































Daprés 1.24 et 1.25, on a
A = (tan  tan ") cos "
A = tan cos "  sin "
A = tan(cos cos + sin sin)  sin cos + cos sin
A = sin cos +
sin2 sin
cos






















)(1 + tan2 "
2
)
C =   tan(0)
2  tan(0)[  tan "2 (1  tan2 2 ) + 2 tan 2 ]
(1  tan2 
2
)(1 + tan2 "
2
)
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Daprés 1.26, 1.27 et 1.28 on a
C =   tan(0)( 1 + cos " + tan sin ")





















) =   tan(0)z 1 
Ce qui entraîne que
Y = (cos(0))
1



























































Zolovarev (1966) a démontré que la fonction de répartition dune loi S(1; ; 0) peut





















exp [ V(y; )] d si  > 1
où
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d si  > 1











a() exp[ y  1a()]d ;8 6= 1:
Il ne reste plus quà monter que Y







a bien comme densité celle
qui précède. Pour cela, posons le changement de variables suivant
(;W )











Le calcul du déterminant de la matrice jacobienne donne 1 0 a()(  1 )Y  1  1
 = a()(  1  )Y  1  1: (1.29)






, que W suit une loi exponen-
tielle de paramètre 1, que  et W sont indépendantes et donc que





1.29 et 1.30 entraînent que







a()(  1  )y 1 1
 :



















Remarque 1.8.1 Le cas  = 1 se résout de manière similaire.
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1.8.2 Lalgorithme de Weron et Weron
Lalgorithme que on va présenter est lalgorithme de Chambers, Mallows et Stuck lé-
gèrement modié ( cf, Janicki et Weron et wron et woron). Cet algorithme permet de
simuler des variables aléatoires X de loi stable S(1; ; 0) avec  2 ]0; 2] et  2 [ 1; 1].
On a choisi cet algorithme parmi dautre (voir aussi [55]) pour deux raisons :
1. Le temps de calcul est quasiment nul.il faut moins dune minute pour simuler un
échantillon de taille 60000.
2. Les paramèters  et  pour ce générateur sont très bien estimés par la méthode
de McCulloch (voir chapitre suivant). Les paramètres  et  sont correctement
estimés par la méthode par la méthode de McCulloch pour des petites valeurs de
, ce qui est souvent le cas pour des chroniques boursièrs.






























suit une loi stable
S(1; ; 0) , 6= 1:










suit une loi stable S(1; ; 0); ( = 1):
De plus, si X suit une loi stable S(1; ; 0):
alors Y =
8<: X +  , 6= 1X + 2 ln +  , = 1 suit une loi stable S(; ; ):
On peut ainsi simuler des variables Y de loi stable S(; ; ).
On peut constater que le générateur de variables aléatoires stables choisi approche
correctement la loi théorique. la distribution empirique a été construite à partir de N
variable aléatoire simulées avec lalgorithme de Weron et Weron.
Exemple 1.8.2 On a simulé 5000 réalisations de lois SS pour di¤érentes valeurs de
, Le tableau 1.1suivant représente la moyenne et la variance empirique des 5000 réali-
sations.Ces résultat conrment léquation sur le calcul des moments. En e¤et, lorsque 
décroît vers 1, la variance explose et lorsque  devient plus petit que 1, cest la moyenne
qui commence à exploser.
1.9 Statistique sur les Lois Stables
On a attarder sur di¤érents manières de tester les lois stables, on pourra tester si la
distribution des données est à queue lourde en utilisant lhistogramme de la loi normale.
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 2 1,7 1,5 1,2 1 0,9
moyenne 0,02 0,02 0,03 0,01 -0,33 27,58
variance 2,02 6,70 36,96 150,97 2071,94 3214.206,71
Tab. 1.1 Moyenne et variance empirique calculées sur 5000 réalisations pour di¤é-
rentes valeurs de 
Si lhypothèse de normalité est violée, on testera si la variance des données est innie
en utilisant le test de convergence des variances [1].
Tests de la variance
On a présenter deux méthodes graphiques pour tester si la distribution de nos observa-
tions est à variance nie ou innie.
[A]-Test graphique de la convergence de la variance empirique
La stratégie qui semble la plus simple pour tester si la variance est nie ou pas cest de















pour di¤érentes valeurs de n et trace le graphique (n; s2n): Si les observations ont une
loi à variance nie, lorsquon fait augmenter la taille n des observations la variance doit
converger vers une valeur nie. Dans le cas contraire, si les observations proviennent
dune loi à variance innie, un comportement de divergence doit être observé.
[B]-Test graphique de la queue
Lidée principale de ce deuxième test est basée sur le comportement asymptotique
"queue lourde" des lois -stable lim
t !+1





  ; x  ! +1;
où F (x) = P (X > x) est le complémentaire de la fonction de répartition F . Là aussi,
2 étapes sont nécessaires







- tracer le graphique (log x; q(x)) pour des x assez grands.
Si la variance de la loi de distributions des données est nie la pente de la courbe doit
converger vers une valeur nie [1].
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Estimation des paramètres stables
Le problème destimer les paramètres stables en général est serrement entravé parle manque dexpression explicite de la densité. De nombreuses méthodes ont été
proposées dans ce chapitre : maximum de vraisemblance DuMouchel(1971), utilisation
des quantiles de la distribution Fama et Roll(1968) (cas symétrique) et McCulloch(1986)
cas général, utilisation de la fonction caractéristique Prees(1972), Koutrouvelis(1980).
La di¤érence entre ces méthodes est dans la précession et la vitesse.
Dune autre part, à laide de la théorie des valeurs extrêmes les paramètres stables
ont été estimé, pour lexposant caractéristique , on a proposé lestimateur de Hill, le
paramètre de localisation  est traité par Peng [48] et pour le paramètre déchelle  le
professeur Necir et le docteur meraghni ont proposé un estimateur consistant [36].
On suppose que lon dispose dun échantillonX1; X2; :::; Xn des variables aléatoires i.i.d,
avec Xi  S(; ; )
On pose  = (; ; ; ) et  = ]0; 2] [ 1; 1] ]0; +1[ R:
2.1 Estimation du maximum de vraisemblance
Lestimation par maximum de vraisemblance pour les distributions -stable ne di¤ère
pas de celle des autres lois. Le problème principal pour appliquer cette méthode à une
suite de variables aléatoires est quil est très coûteux dévaluer la fonction de vraisem-
blance de léchantillon
l(; ; ; ) =
nX
i=1
log f(Xi; ; ; ; ):
En général, nous ne savons pas la forme explicite de la densité et on la rapproche
numériquement. Holt et Grow [20] ont fourni des tables de valeurs de la densité pour
di¤érentes valeurs de  et , Worsdale [60] et Panton [45] ont fourni des tables des
fonctions de répartition des lois stables symétriques, Brothers, DuMouchel et Paulson
[7] et Paulson et Delahanty [46] ont donné les quantiles des lois stables dans le cas
général, McCulloch et Panton [35] ont donné des tables des densités et des quantiles pour
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les lois stables totalement asymétriques. Pour les lois stables symétriques McCulloch
[34] a développé des algorithmes e¢ caces pour approcher la densité et la fonction de
répartition pour  > 0; 85. Les techniques modernes destimation de maximum de
vraisemblance soit utiliser lapproche de transformé de Fourier rapide (Mittinik et al
1999, [38]), ou utiliser la méthode dintégration directe (voir la sous-section 1.6.1). Les
deux approches sont comparables en termes de¢ cacité, la di¤érences dans performances
sont les résultats de di¤érentes algorithmes dapproximation.
DuMouchel [10] a montré les propriétés convergence, normalité asymptotique et lef-
cacité. Dans le cas général ^ est lestimateur de  puis pour des grands échantillons














Nolan a écrit un programme pour calculer numériquement ces intégrales.
Ainsi lintervalles de conance des grands déchantillons pour chacun des paramètres
sont donnés par
^i  z=2 ip
n
;
où 1 ; 2 ; 3 et 4 sont des racines carrées entiers diagonales de B:
Dans une étude comparative Ojeda [44] constate que les méthodes de (MV) sont les
plus précises mais les plus lentes de tous les autres.
2.2 Méthode de recuit simulée par chaine de Mar-
kov de Monte Carlo
Cest une alternative à (MV).
Lidée principale est de construire une grille sur lespace paramétrique et de trouver le
maximum par le déplacement par les points voisins dans la grille. Un voisin est choisi
au hasard avec une certaine probabilité.
Soit l() est la log vraisemblance et l = max2G l(), où G   est lensemble de
points dans lespace paramétrique appartenant à la grille. Le cardinal de G est très
grand, puis essayer de trouver les points maximum par lévaluation directe de tous ses
points est un problème insurmontable.
Soit M = fx 2 G = l(x) = lg est lensemble de tous les points optimaux .






où jM j est le cardinal de M:
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où x(:) est la mesure de Dirac au point x:
Par conséquent, pour  grand, la loi de probabilité fp(x); x 2 Gg se concentre sur des
points dans M . Si à un moment donné le système est au point ; alors un voisin 
0
est
choisi avec la même probabilité, et le système se déplacera au point 0 sil(0)  l()
autrement les changaments de système au 0 avec la probabilité
exp f(l(0)  l()g ;
ou il reste dans :
À létape n;  est donné par :
n = C log(1 + n); (2.1)
où C est constante.





min f1; exp(l(0)  l()g :
La chaîne est réversible, satisfaisant
p()p;0 = p(
0)p0;:
Alors ceux-ci remplissent les conditions stationnaires pour une chaîne de Markov irré-
ductible, par conséquent la loi p()2G est la distribution de limite.




a Prendre 0 = (0; 0; 0; 0) et 0:
b Dénir h et prendre un grille G sur  avec la distance h entre les voisins.
2 La partie itérative
létape n le système est au point  puis :
3 Générer un nombre aléatoire discret uniforme sur [1; 8] le choix de point n+1 parmi
des voisins (des voisins devraient été commandé précédement).
4 Evaluer l(n+1):
5 Si l(n+1)  l(n) puis W = 0 et se déplacer n+1 sinon :
6 Avec la probabilité
exp(l(n+1)  l(n)):
Se déplacer au n+1, xer W = 0 sinon W = W + 1 et répeter le processus de n:
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7 La partie nale
Si W > " arrêt le processus et lensemble l = l(n) et  = n:
Lavantage principal est que des points obtenus sont optimaux globaux par contre
dans la méthode de maximum de vraisemblance les points obtenus sont optimaux lo-
caux.
En dépit de la durée de calcul plus grande, la méthode ne semble pas supérieure aux
autres, est dans certains cas plus mauvais. Il y a un problème numérique pour évaluée
la fonction de vraisemblance pour une échantillon de grandes valeurs.
2.3 Méthode basées sur les quantiles
Soit F la fonction de répartition dune variable aléatoire stable X v S(; ; ) et
soit xp le quantile dordre p, cest-à-dire, F (xp) = p et x^p est le quantile empirique
correspondant. Pour éviter une fausse asymétrie des petits échantillons, une correction
est nécessaire : si les xi sont ordonnées de façon croissante cette correction se fait en
posant x^q(i) = xi où q(i) = 2i 12n : Puis, on e¤ectuer une interpolation linéaire pour
obtenir x^p à partir de x^q(i); x^q(i+1) où q(i)  p  q(i + 1). Lestimateur x^p est un
estimateur consistant de xp:
2.3.1 Méthode de Fama et Roll
Fama et Roll [13] (1968; 1971) ont fourni des estimateurs pour les paramètres de loi





McCulloch (1986) constate que cette estimation de  basée sur lobservation fortuite
que ((x0;72   x0;28)=) se trouve en dessous de 0; 4% de 1; 654 pour tout 1 <   2,
quand  = 0 ,il permet destimer  par 2.2 avec moins de 0; 4% biais asymptotique:
Lexposant caractéristique  peut être estimée à partir du comportement des queues




) = p: (2.3)
Il constatent que p = 0:95; 0:96; 0:97 fonctionne le mieux pour lestimation. Inutilement
cette méthode compose un petit biais asymptotique dans lestimateur de  à lestima-
teur de . Les valeurs tabulées de S^ peuvent être trouvées dans Brothers et all (1983)
[7], où dans samorodnitsky et Taqqu (1994) [55], Fama et Roll notent que depuis xj
suivent une loi stable, pour chaque n ,
nX
i=1
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La résolution pour  et remplaçant les paramètres par leurs estimateurs donne
^ =
log n
log ^1   log ^ : (2.4)
Pour 1 <   2, la distribution stable a une moyenne nit, alors la moyenne empirique
est un estimateur consistant de le paramètre :
La méthode de Fama et Roll est simple à implémenter, mais elle a le désavantage que
les estimateurs obtenus sont asymptotiquement biaisés, de plus les conditions imposées
aux paramètres sont très restrictives .
2.3.2 Méthode de McCulloch
McCulloch (1986) [32] a généralisé et amélioré la méthode de Fama et Roll en utili-
sant les quantiles empiriques, il a fourni des estimateurs consistants pour les quatre
paramètres aves la restriction  > 0:6. Lidée de McCulloch (1986) est déni quatre
fonctions spéciques des quantiles empiriques (; ;  et ). Il a proposé de dénir
 comme une mesure des tailles relatives des queues et milieu de la distribution
 =
x0;95   x0;05
x0;75   x0;25 ; (2.5)
qui est indépendant de deux  et . De plus, il est une fonction décroissante en  pour
chaque , lestimation de  sera nous donner une solution forte sur .
Et il a déni  comme une mesure de la di¤usion entre la partie droite et la partie
gauche de la distribution.
 =
(x0;95   x0;5)  (x0;5   x0;05)
x0;95   x0;05
=
x0;95   2x0;5 + x0;05
x0;95   x0;05 : (2.6)
 est également indépendante de  et , il est une fonction strictement croissante en
, pour chaque , lestimation de  sera très informatif au  et leur estimateur est
consistant.
On peut pose
'1(; ) =  et '2(; ) = : (2.7)
ces fonctions ont été tabulées par DuMouchel [9] les tableaux 2.1 et 2.2.
On note que '1(; ) = '1(; ):
On note que '2(; ) =  '2(; ):
Par conséquent, la stratégie destimation proposée peut être de remplacer les quantiles
xp par leur estimateur consistant x^p. Les relations précédentes 2.7 peuvent être inversées
donc, les paramètres  et  peuvent être vus comme fonctions de  et 
 = 1(; ) ,  = 2(; ): (2.8)
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0:0 0:25 0:5 0:75 1:0
2:0 2:439 2:439 2:439 2:439 2:439
1:9 2:512 2:512 2:513 2:513 2:515
1:8 2:608 2:609 2:610 2:613 2:617
1:7 2:737 2:738 2:739 2:742 2:746
1:6 2:912 2:909 2:904 2:900 2:902
1:5 3:148 3:136 3:112 3:092 3:089
1:4 3:464 3:436 3:378 3:331 3:316
1:3 3:882 3:834 3:720 3:626 3:600
1:2 4:447 4:365 4:171 4:005 3:963
1:1 5:217 5:084 4:778 4:512 4:451
1:0 6:314 6:089 5:624 5:220 5:126
0:9 7:910 7:509 6:861 6:260 6:124
0:8 10:448 9:934 8:779 7:900 7:687
0:7 14:838 13:954 12:042 10:722 10:370
0:6 23:483 21:768 18:332 16:216 15:584
0:5 44:281 40:137 33:002 29:140 27:782
Tab. 2.1 Table deDuMouchel pour ():
On note que 1(; ) = 1(; ):
On note que 2(; ) =   2(; ):
On utilise les tables 2.3 et 2.4 pour estimer  et :
McCulloch construit ensuite un nouveau indice  = (x0;75   x0;25=) ne dépend ni de
, ni de , le tableau de DuMouchel 2.5 montre le comportement de  comme une
fonction de  et  :  = '3(; ):
Notez que '3(; ) = '3(; ):
Pour connaître la valeur estimée du paramètre déchelle ; on calcule sur léchantillon





Puisque ^, ^; x^0;75 et x^0;25 sont des estimateurs consistants, lestimateur de  est consis-
tant.
Enn, pour faire ressortir de paramètre de localisation , il est naturel de le localiser à
légard de la médiane x0;5 a travers une di¤usion standardisée (  x0:5) = qui est une
fonction de (; ) indépendante de  et , cette fonction est bien déni quand  = 1 ,
mais elle tend vers ( 1) (resp +1 ) pour tout , quand  tend vers 1 pour plus petit
(resp plus grand) valeurs
Pour éviter la discontinuité de cette fonction à  = 1 on va modier la dénition par
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0:0 0:25 0:5 0:75 1:0
2:0 0:0 0:0 0:0 0:0 0:0
1:9 0:0 0:018 0:036 0:053 0:071
1:8 0:0 0:039 0:077 0:113 0:148
1:7 0:0 0:063 0:123 0:178 0:228
1:6 0:0 0:089 0:174 0:248 0:309
1:5 0:0 0:118 0:228 0:320 0:390
1:4 0:0 0:148 0:285 0:394 0:469
1:3 0:0 0:177 0:342 0:470 0:546
1:2 0:0 0:206 0:399 0:547 0:621
1:1 0:0 0:236 0:456 0:624 0:693
1:0 0:0 0:268 0:513 0:699 0:762
0:9 0:0 0:303 0:573 0:770 0:825
0:8 0:0 0:341 0:634 0:834 0:881
0:7 0:0 0:387 0:699 0:890 0:927
0:6 0:0 0:441 0:768 0:936 0:962
0:5 0:0 0:510 0:838 0:970 0:985









+  tan 
2
pour  6= 1;
 pour  = 1:
On pose  = '4(; ) le tableau 2.6 des valeurs de '4(; ) montre la comportement
de cette fonction .
Notez que '4(; ) =  '4(; ):
Lestimateur de  est donné par
^ = x^0:5 + ^'4(^; ^);
où '4(^; ^) est obtenu à partir le tableau 2.6.
Lestimateur de paramètre  est donné par
^ =

^   ^^ tan ^
2
,  6= 1;
^ ,  = 1:
Comme x^P est un estimateur consistant de xp, et que les fonctions 'i sont continues,
alors les estimateurs des paramètres sont consistants. Cette méthode est facile à implé-
menter.
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0:0 0:1 2:0 0:3 0:5 0:7 1:0
2:439 2:0 2:0 1:924 2:0 2:0 2:0 2:0
2:5 1:916 1:924 1:829 1:924 1:924 1:924 1:924
2:6 1:808 1:813 1:745 1:829 1:829 1:298 1:829
2:7 1:729 1:713 1:737 1:745 1:745 1:745 1:745
2:8 1:664 1:663 1:663 1:668 1:676 1:676 1:676
3:0 1:563 1:560 1:553 1:548 1:547 1:547 1:547
3:2 1:484 1:480 1:471 1:460 1:448 1:438 1:438
3:5 1:391 1:386 1:378 1:364 1:337 1:318 1:318
4:0 1:279 1:273 1:266 1:250 1:210 1:184 1:150
5:0 1:128 1:121 1:114 1:101 1:067 1:027 0:973
6:0 1:029 1:021 0:014 1:004 0:974 0:935 0:874
8:0 0:896 0:892 0:887 0:883 0:855 0:823 0:769
10:0 0:818 0:806 0:806 0:801 0:780 0:756 0:691
15:0 0:698 0:695 0:692 0:689 0:676 0:656 0:595
25:0 0:593 0:590 0:588 0:586 0:586 0:563 0:513
Tab. 2.3 Table de DuMouchel pour estimer :
Exemple 2.3.1 Dans cet exemple, on simule 5000 observations des distributions stables
avec di¤érentes paramètres, on calcule ; ; on répète ce procèdé 100 fois pour chaque
ensemble des paramètres et on prend les moyennes de ; ; puis on calcule les esti-
mateur des ces paramètres, les résultats sont données dans le tableau 2.7.
2.3.3 Méthode de L-Moments
Les L-moments sont des statistiques pour des lois ou pour des échantillons. Greenwood
et al (1979, [18]) ont déni les moments pondérés, notés PWM en anglais [probability
weighted moments], les moments pondérés sont précurseurs des L-moments, qui sont
exactement des combinaisons linéaires des moments pondérés, qui ont, comme les mo-
ments ordinaires, une interprétation comme mesures de position, dispersion, asymétrie,
Kurtosis et des autres aspects sur la forme des lois de distribution ou des échantillons.
La particularité pour des distributions stables est que de L-moments exacte ne peut
pas calculer, néanmoins il est possible de suivre une approche numérique pour trou-
ver la racine des équations correspondantes comme résultat dégalisent les L-moments
empiriques et les L-moments théoriques.
Les L-moments ont plusieurs avantages sur les moments ordinaires comme :
- Les L-moments dune loi de distribution ont un sens dès que le moment dordre 1
existe, sans avoir besoin de lexistence des autres moments (voir [21]).
- Lapproximation asymptotique des distributions empiriques est meilleure pour les
L-moments que pour les moments ordinaires (voir [21]).
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0:0 0:1 0:2 0:3 0:5 0:7 1:0
2:439 0:0 2:160 1:0 1:0 1:0 1:0 1:0
2:5 0:0 1:592 3:390 1:0 1:0 1:0 1:0
2:6 0:0 0:759 1:800 1:0 1:0 1:0 1:0
2:7 0:0 0:482 1:048 1:694 1:0 1:0 1:0
2:8 0:0 0:360 0:760 1:232 2:229 1:0 1:0
3:0 0:0 0:253 0:518 0:823 1:575 1:0 1:0
3:2 0:0 0:203 0:410 0:632 1:244 1:906 1:0
3:5 0:0 0:165 0:332 0:499 0:943 1:360 1:0
4:0 0:0 0:136 0:271 0:404 0:689 1:230 2:195
5:0 0:0 0:109 0:216 0:323 0:539 0:827 1:917
6:0 0:0 0:096 0:190 0:284 0:472 0:693 1:759
8:0 0:0 0:082 0:163 0:243 0:412 0:601 1:596
10:0 0:0 0:074 0:147 0:220 0:377 0:546 1:482
15:0 0:0 0:064 0:128 0:191 0:330 0:478 1:362
25:0 0:0 0:056 0:112 0:167 0:285 0:428 1:274
Tab. 2.4 Table de DuMouchel pour estimer :
- Les L-moments sont moins sensibles aux données aberrantes (voir [51] et [57]).
Les moments pondérés pour une variable aléatoire X de fonction de répartition F se
dénissent par :
Mp;r;s = EfXp[F (X)]r[1  F (X)]sg:








où Q est la fonction de quantile.
Daprès la dernière expression, L-moments peut être vue comme des moments conven-
tionnels pondérés par les polynômes u ou 1  u:
Les L-moments sont des combinaisons linéaires de r et r. Ces combinaisons linéaire
introduites initialement par Silito (1969) et reprise plus tard par Hosking (1990), sont











(k!)2(r   k)! : (2.10)
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0:0 0:25 0:50 0:75 1:00
2:00 1:908 1:908 1:908 1:908 1:908
1:90 1:914 1:915 1:916 1:918 1:921
1:80 1:921 1:922 1:927 1:936 1:947
1:70 1:927 1:930 1:943 1:961 1:987
1:60 1:933 1:940 1:962 1:997 2:043
1:50 1:939 1:952 1:988 2:045 2:116
1:40 1:946 1:967 2:022 2:106 2:211
1:30 1:955 1:984 2:067 2:188 2:333
1:20 1:965 2:007 2:125 2:294 2:491
1:10 1:980 2:040 2:205 2:435 2:696
1:00 2:000 2:085 2:311 2:624 2:973
0:90 2:040 2:149 2:461 2:886 3:356
0:80 2:098 2:244 2:676 3:265 3:912
0:70 2:189 2:392 3:004 3:844 4:775
0:60 2:337 2:635 3:542 4:808 6:247
0:50 2:588 3:073 4:534 6:636 9:144
Tab. 2.5 Table de DuMouchel pour ():
Les quatres premiers L-moments sont données par
1 = 0;
2 = 21   0;
3 = 62   61 + 0;
4 = 203   302 + 121   0:














E(X4;4   3X3;4 + 3X2;4  X1;4):
Les moments empiriques pondérés pour un échantillon X1; X2; :::; Xn ordonné en ordre
croissant sont :
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0:0 0:25 0:50 0:75 1:00
2:00 0:0 0:0 0:0 0:0 0:0
1:90 0:0  0:017  0:032  0:049  0:064
1:80 0:0  0:030  0:061  0:092  0:123
1:70 0:0  0:043  0:088  0:132  0:179
1:60 0:0  0:056  0:111  0:170  0:232
1:50 0:0  0:066  0:134  0:206  0:283
1:40 0:0  0:075  0:154  0:241  0:335
1:30 0:0  0:084  0:173  0:276  0:390
1:20 0:0  0:090  0:192  0:310  0:447
1:10 0:0  0:095  0:208  0:346  0:508
1:00 0:0  0:098  0:223  0:383  0:576
0:90 0:0  0:099  0:237  0:424  0:652
0:80 0:0  0:096  0:250  0:469  0:742
0:70 0:0  0:089  0:262  0:520  0:853
0:60 0:0  0:078  0:272  0:581  0:997
0:50 0:0  0:061  0:279  0:659  1:198












Les premiers L-moments dun échantillon sont dénis comme pour une variable aléa-
toire :
l1 = b0;
l2 = 2b1   b0;
l3 = 6b2   6b1 + b0;






où pr;k est donnée dans 2.10.
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paramètres    
valeurs théoriques 1:9 0 1 0
estimateurs 1:932 0:025 0:972  0:085
valeurs théoriques 1:2 0:2 1 0:5
estimateurs 1:198 0:210 1:009 0:502
valeurs théoriques 0:9  0:5 0:5 0
estimateurs 0:913  0:511 0:511 0:003
Tab. 2.7 Lestimation de McCulloch pour des ensembles de paramètres stables basé
sur 100 échantillons de taille 5000.
Remarquons que br est un estimateur sans biais de r, donc lr est un estimateur sans
biais de r.
Cependant il est di¢ cile dobtenir distribution exacte pour les estimateurs, par consé-
quent les intervalles de conance ne sont pas disponible, ils peuvent être obtenus à partir
dapproximation de grand échantillon utilisant la théorie asymptotique. Pour la plupart
des distribution standard, les estimateurs de L-moments des paramètres et les quantiles
sont asymptotiquement normale, puis on peut trouver lécart-type et les intervalles de
conance pour les détails voir [21].
Algorithme pour lestimation de L-moment
I Calcul les moments pondérés empiriques :
a Commander léchantillon pour obtenir X1;n; X2;n; :::; Xn;n.
b Calculer



















II Calcul les L-moments empiriques
Calculer
a l1 = b0;
b l2 = 2b1   b0;
c l3 = 6b2   6b1 + b0;
d l4 = 20b3   30b2 + 12b1   b0:
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III Calcul des moments pondérés théoriques :
Pour un ensemble de paramètres (; ; ; ) donné calculer :
a La fonction de densité rapprochée par inversion dans un grille approprié des points.
b La fonction de répartition cumulative correspondante.
c La fonction de quantile correspondante Q (inverse de F )
IV Calculer numériquement par la méthode de trapèze les valeurs E(Xr;k) comme
er;k(; ; ; ) =
k




pour r = 1; 2; 3; 4 et k = 1; 2; 3; 4:
V Calcul les L-moments théoriques
Calculer :
1 = 1(; ; ; ) = e1;1;




3 = 3(; ; ; ) =
1
3
(e3;3   2e2;3 + e1;3);
4 = 4(; ; ; ) =
1
4
(e4;4   3e3;4 + 3e2;4   e1;4);
VI Résoudre
k(; ; ; )  lk = 0 pour k = 1; 2; 3; 4: (2.11)
La solution des équations 2.11 par des méthodes numériques standard implique plu-
sieurs des erreurs dapproximation. Pour éviter des inexactitudes numériques, au moins
partiellement, une table est calculée liant les paramètres (; ) avec les L-moments
théoriques k(; ; 0; 1), alors une relation est établi pour calculer k(; ; ; ).
Cette méthode est très générale qui a les avantages de la méthode classique des mo-
ments comme : consistance, normalité asymptotique, mais elle est aussi plus robuste et
moins exigeante et dans certains cas on obtient des estimateurs plus e¢ caces que les
estimateurs de maximum de vraisemblance, (pour les détails voir [21]).
Dans le cas des variables aléatoires stables elle sapplique au cas où  > 1, mais ceci
nest pas très restrictif quand on sintérrsse aux données nancières qui semblent avoir
un coe¢ cient de stabilité beaucoup plus grand que 1 (voir [31]).
La principale di¢ culté de la méthode est quil nexiste pas dexpressions fermées pour les
L-moments théoriques donc résoudre le système déquations peut être très complexe,
mais aussi conduire à des erreurs dapproximation. pour le moment on na pas une
méthode e¢ cace pour résoudre le système.
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2.4 Méthode basées sur la fonction caractéristique
Etant donné un échantillon X1; :::; Xn des variables aléatoires indépendantes et identi-






exp fitXjg ; t 2 R; (2.12)
où i2 =  1:
depuis j'(t)j est borné par lunité tous les moments de '^(t) sont nis pour tout t xé, En
e¤et '^(t) est la moyenne empirique de variables aléatoires i.i.d exp(itX1); :::; exp(itXn).
À partir de la loi des grands nombres,'^(t) est un estimateur consistant de la fonction
caractéristique.
Les méthodes destimation dans cette section sont des méthodes basées sur cette expres-
sion. Chacune des méthodes essaye dobtenir la fonction caractéristique dune variable
aléatoire stable plus « proche » de la fonction caractéristique empirique en un certain
sens.
Un autre avantage de ces méthodes est quelles peuvent être étendues à des cas qui
ne sont pas i.i.d., en particulier des modèles dynamiques hétéroscédastiques : on peut
considérer des fonctions caractéristiques multivariées ou conditionnelles. Les propriétés
asymptotiques (convergence et normalité) sont préservées [16] et [24].
2.4.1 Méthodes de minimum de distance
Deux distributions sont égales si et seulement si leurs fonctions caractéristiques coïn-
cident sur la ligne réelle. Basant sur ce fait, Press 1972 a proposé deux méthodes
destimations, ces méthodes consistent de maximiser la distance entre la fonction ca-
ractéristique théorique et la fonction caractéristique empirique.
Soit





où  = (; ; ; ) est un point de lespace paramétrique  et k:k est une norme habi-
tuellement on considère la norme L1 dans la première méthode et la norme pondérée
Lr dans la deuxième méthode . Dans la première, il dénit
g() = sup
t
j'(t)  '^(t)j : (2.14)
Les estimateurs de minimum de distance sont les valeurs qui minimisent 2.14, le pro-
blème de cette méthode est que g nest pas di¤érentiable, donc la minimisation de g est
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j'(t)  '^(t)jrW (t)dt; (2.15)
oùW (t) est une fonction de poids pour garantir la convergence dintégrale, lestimateurs
de cette méthode sont les valeurs qui minimisent 2.15 pour r a xé. Selon Press [50],
lestimateurs par les deux méthodes sont consistants et asymptotiquement normale dans
le cas symétrique, mais il nanalyse pas leurs e¢ cacité.
Leitch et Paulson [26], et Paulson et al [47] (1975) ont été les premiers a construire des
estimations basés sur la dernière méthode. Ils sont choisi r = 2 et W (t) = exp(t2) pour
bénécier des facilités de calcul associés à la quadratures Hermitienne pour les détails
voir [47] ,lalgorithme peut se décliner de la façon suivante :
1. Dun paramètre de démarrage réglée 0 résoudre la quadrature Hermitienne 2.15
pour k pour obtenir D(k) ou D(; ; ; ) = k'(t)  '^(t)k ;
2. Calculer le gradient estimérD(k) et chercher une direction d tels querD(k)d >
0;
3. Calculer k+1 = k + d et répéter létape 1et 2,
4. Arrêter si le nombre donné ditération est atteint ou D(k+1)  D(k) < R pour
d donné.
Cette méthode a lavantage à maximum de vraisemblance qui réduisent au minimum
directement des FC évitant le procédé dinversion.
2.4.2 Méthode des moments
Press (1972) dans [49] et [50] a proposé une autre méthode simple destimation basée
sur la transformation de la fonction caractéristique.
Cette transformation donne une relation entre le logarithme de FC , son argument de
puissance de  et , la solution de cette équation pour deux valeurs, et remplaçant FC
par la FC empirique à deux points produit les estimateurs de  et , dune manière
assimilée on peut obtenu les estimateurs de  et :
On a pour tout 
j'(t)j = exp(  jtj): (2.16)
Alors
  log j'(t)j =  jtj :
Dans le cas  6= 1, on prend les valeurs non nulles de t, t1 6= t2 puis
  log j'(tk)j =  jtkj : (2.17)
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Pour k = 1; 2, la résolution de ces deux équations simultanéments pour  et  et





 t1t2  ; (2.18)
et
log ^ =




Pour lestimation de  et , on va dénit u(t)  Im(log('(t)), alors
u(t) = t+  jtj sign(t) tan 
2
: (2.20)
On prend deux valeurs non nulles de t, t3 6= t4 il vient
u(tk)
tk
= + [ jtkj 1 tan 
2
]; (2.21)























Remplaçant u(t) dans 2.21 par la valeur u^(t) à partir 2.23 et remplaçant les paramètres
par leurs estimateurs, puis résoudre les deux équations linéaires simultanément pour 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Le cas  = 1 et plus simple, en suivant le même raisonnement, on arrive aux résultats
suivants









 t4t3  ; (2.27)
et
^ =
log jt4j u^(t3)t3   log jt3j
u^(t4)
t4
log jt4j   log jt3j : (2.28)
Procédure concrète de lalgorithme
1. Choisir deux points t1 et t2 et calculer '^(t1) et '^(t2).
2. Calculer ^ et ^ daprès les expressions 2.18 et 2.19.
3. Choisir deux points t3 et t4 et calculer ^ et ^ des expressions 2.24 et 2.25.
Le point clé est le choix optimal des points t1; t2; t3; t4, les distributions symétrique
stable sont rapportées t1 = 0:2; t2 = 0:8, les estimateurs de paramètres sont consistant
puisque ils sont basés sur les estimateurs de '(t), Im'(t) et Re'(t) qui sont consistants,
cette méthode est très facile a implémenter et elle très e¢ cace en temps de calcul.
2.4.3 Méthode basée sur la régression
Au lieu dextraire des informations sur les paramètres de quantiles, on peut utiliser
dautres implications de la fonction caractéristique, Koutrouvelis (1980) propose une
méthode de type régression qui estime les paramètres de loi stable à partir de lhabituel
expression de la fonction caractéristiques 1.3, on peut en déduire ensemble déquations
log(  log j'(t)j2) = log(2) +  log jtj : (2.29)
Pour  6= 1 les patries réelles et imaginaires de '(t) sont données par




Im'(t) = exp(  jtj) sin[t+ jtj sign(t) tan 
2
] :
Daprès les deux dernières équations, on peut déduit sans considération sur la valeur




) = t+  tan

2
sign(t) jtj : (2.30)
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Léquation 2.29 ne dépend que  et  et suggère que on estime ces paramètres par
régression y = log(  log j'(t)j2) sur w = log jtj dans le modèle
yk = m+ wk + k k = 1; 2; :::; K; (2.31)
où ( tk; k = 1; 2; :::; K) est un ensemble approprié de nombres réels, et k désigne
un terme derreur. Koutrouvelis (1980) propose dutiliser tk = k25; t = 1; 2; :::; K , K
entre 9 et 134 pour les di¤érentes estimations du paramètre  et les tailles déchantillon,






inférieur à 0:4 120
Tab. 2.8 Valeurs optimales de K pour di¤érentes valeurs de :
Une fois ^ et ^ ont été obtenus, alors les estimations de  et  peuvent sobtenir à partir
2.30. Soit gn(u) = arctan(Im('(t))=Re('(t))) , on peut estimer  et  en régressant
z = gn(u) + kn(u) à u et sign(u) juj dans le modèle suivant




sign(ul) julj + l; l = 1; 2; :::; L, (2.32)
où (ul) est un ensemble approprié de nombres réels et l désigne un terme derreur et
le nombre kn(u) représente les branches possible de la fonction arctan. Koutrouvelis
(1980) propose dutiliser ul = l50 ; l = 1; 2; :::; L , L entre 9 et 70 pour des di¤érentes
estimations de paramètre  et les tailles déchantillon.
Lalgorithme peut décliner de la façon suivante
1. Fixer un K approprie et, pour les points tk = k25; t = 1; 2; :::; K calculer la
fonction caractéristique empirique '^(t):
2. Calculer yk = log(  log j'(tk)j2).
3. Ajuster la régression linéaire yk = m+ wk + k , pour obtenir des estimateurs ^
et m^ .
4. Obtenir lestimateur ^ à partir de m = log(2^)^:
5. Calculer, pour un L approprie, zl(u) pour ul = l50 ; l = 1; 2; :::; L:
6. Ajuster la régression




sign(ul) julj^ + l; l = 1; 2; :::; L;
49
Chapitre 2. Estimation des paramètres stables
pour obtenir les estimateurs de  et :
Dans le cas symétrique, il y a seulement deux paramètre à xer  et ; pour le paramètre


































Et pour lestimateur de  est obtenu par la deuxième régression linéaire








2.4.4 Méthode de Régression Itérative
Au pas k de lalgorithme on utilise les estimateurs ^k 1 et ^k 1 pour normaliser léchan-
tillon selon ces valeurs, cest à dire, pour chaque X de léchantillon on fait la transfor-
mation (X  ^k 1)= ^k 1. Le nouvel échantillon est presque normalisé et lon estime ses
paramètres par la méthode de régression. Si les estimateurs obtenus pour léchantillon
normalisé sont (^k; ^k; ^k; ^k), alors on actualise les paramètres déchelle et de position
de léchantillon original de la façon suivante :
^k = ^k 1^k;
et
^k = ^k 1^k + ^k 1:
Les valeurs ^0 et ^0 pour initialiser lalgorithme doivent être des estimateurs proches
des valeurs réelles des paramètres. Dans nos simulations on utilise lestimateur de Mc-
Culloch pour les obtenir.
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2.5 Méthode de Régression de Queue
Cet estimateur se fonde sur le résultat connu suivant : les queues des lois stables se
comportent en puissance . Pour x assez grand, on prend les logarithmes de chaque
membre de cette expression et on obtient
logP (X > x)  log(C(1 + )]   log x:
Alors, on considère une régression linéaire à partir de cette dernière expression pour
di¤érentes valeurs de la variable x. La pente de la droite obtenue sera un estimateur de
 .
Procédure concréte de lalgorithme
1. Choisir les points x1; x2; :::; xk dans la queue de la fonction cumulative de distri-
bution empirique.






' P (X > xi):
3. Ajuster la régression linéaire
log yi = k    log xi:




(log yi   log yi)
kP
i=1
(log xi   log xi)
:
Cette méthode est très facile à implémenter.
2.6 Méthodes basées sur la théorie des valeurs ex-
trêmes
La théorème des valeurs extrêmes est léquivalent du théorème de la limite centrale
pour la queue de distribution
Théorème 2.6.1 (Tippet et Frechêt 1928)
Soit (Xi)i1 une suite de variables aléatoires i.i.d. Soit Mn = maxfX1; :::; Xng,
Sil existe deux suites (an)n1 réelles et (bn)n1 telle que bn > 0 telles que la suite







où H(x) prend une des trois lois suivantes :
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1 x > 0
et  > 0:
 Loi de Gumbel (x) = e e x , x 2 R:
 Loi de Fréchet (x) =
(




et  > 0 :
Ces trois distributions limites sont appelées les distributions de valeurs extrêmes stan-
dard, il est possible de rassembler les trois familles de lois en une seule famille paramé-
trique (H(),  2 R) dite famille des lois des valeurs extrêmes généralisées.
H()(x) = e (1+x)
 1= si 1 + x > 0
H(0)(x) = e e
 x
,x 2 R :
La valeur de  détermine le comportement de la queue de distribution. Une distribution
tronquée sera du type de Weibull ( < 0), tandis quune distribution ayant un compor-
tement en loi de puissance sera dans la classe de Frechet ( > 0), avec une exposant de
queue  = 1=. Les autres distributions appartiennent à la classe de Gumbel, donc des
exposants de queues innis.
Dénition 2.6.1 (Domaine dattraction)
On dit quune distribution F appartient au domaine dattraction de H, et on note
F 2 D(H) si la distribution du maximum renormalisée converge vers H. Autrement
dit, sil existe des constants réelles an > 0et bn tels que
lim
x !1
F n(anx+ bn) = H(x) = exp
  (1 + x) 1= ;
pour tout x avec 1 + x > 0:
Dénition 2.6.2 Fonctions de quantile et fonction queue
La fonction des quantiles associée à F est linverse généralisé de F dénie par
Q(s) = F (s) = inffx 2 R;F (x)  sg; 0 < s < 1:
La fonction queue est dénie par
U(t) = Q(1  1=t); 1 < t <1:
Dénition 2.6.3 Fonction à variation régulière du second ordre
On dit que la queue de F 2 D(1=);  > 0 est a variation régulière du second
ordre à linnie, sil existe un certain paramètre p  0, et une fonction Asatisfont
lim
t !1
A(t) = 0 et ne changeant pas son signe près de 1, telles que pour tout x > 0
lim
t !1
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Fonctions de Distribution de Classe Hall
Une classe entière de fonctions de distribution dont lindice  est de valeur positive, et
qui est fréquemment utilisée lorsque lon étudie les distributions des valeurs extrêmes
Les fonctions de distribution de cette classe sont dénies
F (x) = 1  cx 1=(1 + dxp= + o(xp=)) quand x  !1; (2.34)
où  > 0; p  0; c > 0 et d 2 R=f0g:Les fonctions de quantile et de queue satisfaits
(resp.)
Q(1  s) = cs (1 + dcps  + o(s )) quand x  !1;
et
U(t) = ct(1 + dcpt + o(t )) quand x  !1.
La théorème de limite centrale joue un rôle très important pour estimer les paramètres
stables, car les distributions stables possèdent la propriété de queue lourde c-à-d la queue
de la distribution décroît plus lentement que la queue dune distribution gaussienne. Il
y a des avantages de cet approche, quelle se concentre seulement sur le comportement
de queue, les estimateurs sont des formes explicites, le calcul destimation est plus facile
et plus directe, elle permet de calcul des limites dintervalle de conance.
Soit X  S(; ; ) et Z = jXj, dénote que F et G sont des fonctions de distribution
de X et Z respectivement telle que F et G sont relie par :
G(x) = F (x)  F ( x), x > 0:
Soit X1;n  :::  Xn;n et Z1;n  :::  Zn;n les statistiques dordre associées les deux
échantillon X1; :::; Xn et Z1; :::; Zn respectivement et soit k = kn  ! 1; et k=n  ! 0;
quand n  !1:
2.6.1 Estimateur de Hill
Lestimation la plus populaire pour  est lestimateur de Hill (Hill 1975) qui est un
estimateur semi paramétrique simple basé sur les di¤érences entre les logarithmes des










où k est une fonction de n, qui est choisi pour satisfaire les conditions suivantes





(k   1)(k   2) 12 pour k > 2: (2.36)
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Fig. 2.1  estimateur de hill de lindice de stabilité  = 1:1 (à droite),  = 1:9 (à
gauche) avec  = 0;  = 0;  = 1; la taille déchantillon est 5000.
Les propriétés asymptotiques sont étudiées par beaucoup dauteurs. Mason (1982) et
Hsing (1992) considèrent la consistance faible de lestimateur de Hill pour le cas in-
dépendant et dépendant respectivement, la consistance forte est prouvée par Deheu-
vels et al (1988), goldie et Smith (1987) ont fournit la normalité asymptotique, i. e ;p
k(^ 1n    1)  N(0;  2) pour certain choix de k(n):
Théorème 2.6.2 (Propriétes asymptotique)
Supposons que F 2 D(); k = kn  !1; et k=n  ! 0; quand n  !1:
 Consistance faible :
^ 1n
p !  1 quand n  !1:
 Consistance forte : Si k log log n  ! 0 quand n  !1:
^ 1n
p:s !  1 quand n  !1:
Dans la gure 2.1, la simulation est faite sur deux échantillons suivent la loi stable
symétrique  = 1:1 pour le premier et  = 1:9 pour le deuxième dont la taille 5000
(avec 100 répliques) , on note que dans le cas extrême  = 1:9 il ny a aucune valeur de
k donne la bonne estimation pour ; et pour  = 1:1 des bonnes estimations peuvent
être obtenues pour k 2 f200; :::; 500g :ça conrme la simulation de Weron[59] faite sur
des di¤érentes tailles des échantillons pour illustrer les performances de lestimateur
de hill , il a remarqué que pour  < 1:5 lestimation est raisonnable, mais comme 
54
Chapitre 2. Estimation des paramètres stables
approche de 2 , les indices de queue sont sensiblement surestimées dans les échantillons
de taille typique. Seulement les ensembles de données très grands (106 observations ou
plus)est nécessaire dobtenir des estimateurs acceptables et éviter linférence parce que
le véritable comportement est pour des ensembles de données extrêmement grand.
Cette méthode est facile a implémenter, mais elle a le désavantage quil utilise seulement
une partie des observations pour estimer le paramètre inconnu.
Le choix optimale de k
Le choix de k(n) est dune grande importance en pratique. Pour un échantillon de taille
n donné, si k est très grand (autrement dit, si on prend beaucoup de valeurs pour
lestimation), un biais apparaît. En revanche, si k est trop petit la variance destima-
tion devient trop importante. Il sagit donc de¤ectuer dun compromis entre biais et
variance. On appelle kopt la valeur de k optimale.Il ya beaucoup des approches pour le
choix de k parmi ces approches on a choisi lapproche de Hall et Welsh.
Approche de Hall etWelsh Hall et Welsh [19] ont montré queMSE de lestimateur






n 2P=(1 2P ) quand n  !1; (2.37)
si la fonction de distribution satisfait la condition de Hall 2.34. Cependant, ce résultat
ne peut pas être utilisé directement pour déterminer le nombre optimal de statistiques
dordre car les paramètres p; c et d sont inconnus. Hall et Welsh [19] ont construit un








log (^ 1n (t1)) 1   (^ 1n (t3)) 1(^ 1n (t2)) 1   (^ 1n (t3)) 1















dans le sens où k^opt
kopt
P ! 1; quand n  !1 avec ti = [ni ] pour 0 <  2p(1  1) < 3 <
 2p=(1   2p) < 1 < 2 < 1; [x] dénote ici le nombre entier le plus grand inférieur ou
égale à x:
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2.6.2 Lestimation de 
Lorsque 1 <  < 2, E(X) = , alors un estimateur naturel de  est la moyenne
empirique X = (1=n)
nP
i=1
Xi mais et la variance est innie on peut pas appliquer la
théorème de centrale limite et la normalité asymptotique de X nait pas pu être établie.
Peng [48] a proposé un estimateur ^n basé sur TVE

























































Dans la proposition suivante on donne des resultats pour une description complète de
la dérivation de ^n:
Proposition 2.6.1 Soit X  S(; ; ) avec 1 <  < 2
 (1)n  ! 0; (3)n  ! 0; pn(^(1)n + ^(3)n )=(k=n)  !1; (2)n p ! E(X); et la limite dep
n(^
(2)






(u ^ v   uv)dF (u)dF (v) ; 0 < s < 1:
 Si  1 <  < 0; ^(1)n est un estimateur consistant de  et ^(3)n est un estimateur
consistant de  si 0 <  < 1:









n est un estimateur de F ( x):
Théorème 2.6.3 ( la normalité asymptotique)
Supposer que FD G statisfait 2.33 avec  = 1= et que
lim
t !1
(1  F (t))=(1 G(t))  p
A(t)
= r 2 R;
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(^n   ) d ! N(0; 2());
avec
2() = 1 + (
(2  )(22   2+ 1)
2(  1)4 +
2  
  1) , 1 <  < 2:
Pour la démonstration voir [48]
2.6.3 Lestimation de 
Par la théorie des valeurs extrêmes, lestimateur du paramètre déchelle  est un estima-
teur consistant, et la propriété de normalité asymptotique est bien établie. Soit R et V
les fonctions de quantile et de quantile de queue (voir la dénition 2.6.2) respectivement
de G.qui appartient à la classe de Hall 2.34 avec  = 1=.
Combinaison les relations implique
  x






On pose s = P (Z > x) alors
  R(1  s)(s 
2 () sin(=2)
)1= , s! 0:
La dernière relation implique








En substituant  par ^n et R(1  k=n) par Zn k;n, on obtenu la forme suivante






Pour établir la consistance et la normalité asymptotique de cet estimateur, on utilise la
séquence (kn) qui satisfait 2.37
Théorème 2.6.4 ( la convergence et la normalité asymptotique)
soit X est v.a Lévy-stable et Z = jXj avec la fonction de distribution G qui satisfait
2.34 et on suppose que k = kn est un séquence satisfait 2.37 alors :





(log ^n   log ) d ! N(=(1  p);  2) comme n  ! 1:
Où p et  = 1= sont les paramètre de modèle de Hall et  est asymptotique à sign
(d) (p  1)=p 2p:
Pour la démonstration voir [37].
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Fig. 2.2 estimateur de paramètre déchelle  = 1:1 (à droite),  = 0:1 (à gauche)





La modélisation able des données nancières peut apparaître utile pour des ap-plications au gestion di¤érentielles des positions, la compréhension de la nature
de risque pris sur ces positions, ou pour lévaluation des options. Ce sujet avait déjà
suscité la curiosité des mathématiciens, à commencer par Bachelier [2], dans sa thèse
en 1900.
Les modèles gaussiens étaient les premier à appliquer, mais on la noté quils décrivent
insu¢ samment le comportement des séries nancières et ils ont été pris avec plus en
plus la critique et par suite ont perdu leurs positions. Dans les années 60 Mandelbort
[30] a proposé de remplacer le modèle gaussien par le modèle stable qui a examiné la
variation des prix du coton (1816  1940) du blé (1883  1936), des actions de chemin
de fer (1857  1936) et des taux de change (périodes assimilées), et il a trouvé un plus
grand nombre des valeurs extrêmes dans les séries observées.
Les données nancières sont souvent caractérisées par skwenees, kurtosis et queue
lourde. En e¤et, on lobservé que dans divers marchés, le kurtosis des données nan-
cières dépasse 3 en plus le skweness est di¤érente de zéro dans le cas normal kurtosis
et skweness sont égaux à 3 et à 0 respectivement.
Dans ce chapitre on va analyser les données nancières réelles comme les indices bour-
siers et les taux de changes, cest très complexe à cause de linuence de plusieurs
facteurs. Beaucoup des séries ne présentent pas clairement une tendance, semblent hé-
téroscédastiques, elles ne sont pas stationnaires. Les données nancières ont été obtenues
à partir le site web : www.nance.yahoo.fr. An dillustrer le comportement de la série
nancières, on fait un aperçu entier à laide du logiciel de R obtenu à travers le site
web : http ://cran.r-projet.org. On a voir si les lois des séries nancières sont mieux
modélisées par la loi stable non-gaussienne ou par la loi normale.
Dénition 3.0.4 (Rendement dun actif nancier)






Chapitre 3. Modélisation des données nancières
où Pt indique le cours nancièr à linstant t:
3.1 Les indices boursiers
Létude portera sur les rendements logarithmiques quotidiennes des indices qui sont des
indicateurs des marchés nancières. Dans ce travail on analyse les trois indices, les plus
connus, le CAC 40, le DJIA et le NIKKEI.
Létude concerne la période de Janvier 2002 a Décembre 2011, soit 2519 observation
quotidienne pour DJIA, 2562 observations pour CAC 40 et 2451 observations pour
NIKKEI.
Dans les tableaux 3.1 et 3.2 et la gure 3.1 on a présenté les statistique descriptives des
rendements, ces statistiques sont le minimum et le maximum, le premier et le troisième
quantile, la moyenne et la médiane, et on calcule le skewness qui caractérise lasymétrie
de la distribution et le kurtosis qui caractérise la forme du pic ou laplatissement relatif
dune distribution comparée à une distribution normale. Un kurtosis positif indique une
distribution relativement pointue, tandis quun kurtosis négatif signale une distribution
relativement aplatie.
indice min 1er quantile médiane 3ème quantile max
CAC 40  0:0947  0:0074 0:0002 0:0076 0:1059
DJIA  0:0820  0:0053 0:0004 0:0058 0:1051
NIKKEI  0:1211  0:0079 0:0003 0:0088 10:6412
Tab. 3.1 Quartiles empiriques des rendements des indices boursiers.
indice moyenne variance skwenees kurtosis
CAC 40  0:0001 0:0002 0:0866 8:2237
DJIA 0:0001 0:0002 0:0418 10:9437
NIKKEI  0:0001 0:0003  0:4738 10:6413
Tab. 3.2 Statistiques élémentaires des rendements des indices boursiers.
3.2 Taux de change
Le taux de change est le prix relatif dune monnaie par rapport à une autre, dans ce
partie on analyse le taux de change de dollar canadien, du yen et deuro contre le dollar
american de février 2002 à décembre 2011.
On calcule la série de rendements comme on la dit, les tableaux 3.3, 3.4 et la gure 3.5
présentent les statistiques descriptives de ces rendements.
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Fig. 3.1 Boite à moustaches relative des indices
Monnaie min 1er quantile médiane 3éme quantile max
Dollar Canadien  0:0503  0:0039  0:0002 0:0033 0:0385
Euro  0:0303  0:0034 0:0001 0:0039 0:0461
Yen Japonais  0:0304  0:0038 0:0000 0:0039 0:0439
Tab. 3.3 Quartiles empiriques des rendemenst des taux de change.
On note, dans les tableaux 3.2 et 3.4 que le skewness dans lindice de NIKKEI et le
monnaie de dollar canadien est inferieur à 0 signie que la distribution de densité des
rendements sest écartée vers la gauche, on peut dire que la distribution des rendements
a une asymétrie négative on note aussi que le kurtosis est supérieur à 3. La distribution
de ces séries et donc plus pointue et des queues de distribution plus lourdes quune
distribution normale.
3.3 Ajustement stable contre ajustement normal
Les QQ-plot dans les graphiques 3.2, 3.3, 3.4, 3.6, 3.7, et 3.8 montre un écrat clair de
la droite particulièrement aux extrémités, ainsi que les dernières colonnes des tableaux
3.2 et 3.4, indique que le modèle gaussien est inadéquat pour les ensembles des données
et le tableau 3.5 conrme le rejet de la prétention normale.
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Fig. 3.2 Graphes de série de CAC 40 de la période 02=01=2002  30=12=2011 (2562)
observations)
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Fig. 3.3 Graphes de série de DJIA de la période 02=01=2002   30=12=2011 (2519
observations).
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Fig. 3.4 Graphes de série de NIKKEI de la période 02=01=2002  30=12=2011 (2451
observations).
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Fig. 3.5 Boite à moustaches relative des taux de change.
Monnaie moyenne variance skwenees kurtosis
Dollar Canadien  0:00019 0:00004  0:02417 8:01925
Euro 0:00016 0:00004 0:10867 5:44803
Yen Japonais 0:00022 0:00005 0:29606 6:40055
Tab. 3.4 Statistiques élémentaires des rendements des taux de change.
Pour les séries nancières (les indices et taux de change), on suppose que la loi de
distribution est une loi stable dont nous estimons les paramètres par la méthode de
McCulloch. On obtient les résultats suivants
Dans les tableaux 3.6 et 3.7 on note que le paramètre  est inférieure à 2. Il semble donc
préférable dapprocher les lois des séries nancières par des lois stables non gaussiennes
dans lhypothèse dune distribution stable. on remarque que la valeur  est entre 1:48
et 1:75.
Dans la suite, on va dessiner les histogrammes des rendements, la courbe de loi stable,
avec les paramètres estimés situés dans les tableaux 3.6 et 3.7 et la courbe de la loi
gaussienne avec la moyenne empirique et la variance empirique des données.
Les histogrammes sont paraît symétrique. La distribution des données et plus pointue
que la loi normale. Les graphiques 3.9, 3.10, 3.11, 3.13, 3.12 et 3.14 sont montrés que
les queues de distribution des données est plus épaisses et plus longues que les queues
de distribution de la loi normale.
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Fig. 3.6 Graphes de taux de change CAD contre USD de la période 28=01=2002  
30=12=2011 (2491 observations).
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Fig. 3.7 Graphes de taux de change EURO contre USD de la période 13=02=2002 
30=12=2011 (2479 observations).
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Fig. 3.8 Graphes de taux de change YEN contre USD de la période 13=02=2002  
30=12=2011 (2478 observations).
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Fig. 3.9 Rendements de lindice CAC 40 : distrribution globale (à gauche), queues
de distribution (à droite).
Fig. 3.10 Rendements de lindice DJIA : distrribution globale (à gauche), queues de
distribution (à droite).
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Fig. 3.11 Rendements de lindice NIKKEI : distrribution globale (à gauche), queues
de distribution (à droite).
Fig. 3.12 Rendements de taux de change USD contre CAD : distrribution globale (à
gauche), queues de distribution (à droite).
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Fig. 3.13 Rendements de taux de change USD contre EURO : distrribution globale
(à gauche), queues de distribution (à droite).
Fig. 3.14 Rendements de taux de change USD contre YEN : distrribution globale (à
gauche), queues de distribution (à droite).
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Indice Statistique Monnaie Statistique
CAC 40 0:933 CAD 0:954
DJIA 0:911 Euro 0:979
NIKKEI 0:933 Yen 0:965
Tab. 3.5 Statistiques du test de normalité de Shapiro-Wilk avec des p-valeurs < 2.2
.10 16:
indice    
CAC 40 1:476  0:146 0:008  0:007
DJIA 1:375  0:069 0:006 0:001
NIKKEI 1:674  0:246 0:009  0:001
Tab. 3.6 Paramètres des indices boursiers estimés par la méthode de McCulloch.
La loi normale représente mal la loi des données et que la loi stable non gaussienne
apporte une nette amélioration. Les distributions empiriques des rendements sont plus
conformes aux distributions stables quà la distribution normale.
Grandes uctuations négligées par la distribution normale, elles sont alors améliorées
par la distribution -stable. Par conséquent, lajustement normal peut être dangereux
pour linvestisseur dans le sens quil pourrait linciter à sous-estimer le risque de grandes
pertes possibles.
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Chapitre 3. Modélisation des données nancières
Monnaie    
Dollar Canadien 1:6856 0:1932 0:0037 0:0002
Euro 1:5869  0:0911 0:0038  0:0004
Yen Japonais 1:7411 0:2817 0:0039 0:0004
Tab. 3.7 Paramètres des taux de change estimés par la méthode de McCulloch.
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Conclusion
Les lois stables, généralisation de la loi gaussienne, constituent une classe trèsriche de distributions de probabilité, très intéressante pour la modélisation de
nombreux phénomènes physiques et nanciers qui présentent une grande variabilité.
Ce mémoire est organisé en trois chapitres. Dans le premier on a présenté les di¤érentes
dénitions de la loi stable et ses diverses propriétés. Au deuxième on a passé en revue
les di¤érentes méthodes destimation des paramètres stables, avec discussion sur les
méthodes classiques et celles basées sur la théorie des valeurs extrêmes. troisième et
dernier est consacré à la modélisation par les lois stables des données nancières (indices
boursiers et taux change).
Dans ce mémoire on a noté que les lois stables possèdent des propriétés intéressantes :
1. Elles permettent de prendre en compte les queues de distribution épaisses obser-
vées en pratique sur la loi des rendements et intègrent les discontinuités observées
sur le marché. Dans le cas où le paramètre de stabilité  est inférieur à 2, leur
variance est innie.
2. Elles sont stables par combinaison linéaire et sont les seules qui sobtiennent
comme limites des sommes linéairement normées de variables i.i.d.
3. Ce sont des distributions fractales du fait de leur propriété de stabilité par addi-
tion. En e¤et, la somme de deux variables -stables i.i.d. est une variable stable
de même exposant caractéristique . Les variables stables possèdent ainsi des pro-
priétés dinvariance déchelle. (On peut généraliser cette proposition à n variables
-stables i.i.d)
4. Elles sont dénies par seulement quatre paramètres, ce qui les rend maniables à
utiliser en pratique.
5. Elles représentent une généralisation de la loi normale. Nous navons donc pas
à réfuter les modèles existants basés sur la loi de Gauss mais seulement à les
généraliser.
Les lois stables ont été généralisées aussi au cas multivarié où elles peuvent être utiles
pour exprimer des dépendances très complexes. Les processus stables, qui sont une
généralisation des processus gaussiens avec des seconds moments pas toujours existants,
ont joué un rôle important en modélisation nancière.
De façon générale, il existe assez bien de modèles di¤érents pour les distributions des
rendements. Certains pensent que les données nancières ont des rendements assez
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Conclusion
proches des distributions stables, dautres, des distributions de Student (qui ne font
pas partie de la classe des distributions stables). Il y a également la classe des modèles
conditionnels hétéroscédastiques (ARCH-GARCH) et beaucoup dauteurs pensent que
ces modèles décrivent mieux les données que les modèles non conditionnels.
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Annexe : Abréviations et Notations
Abréviations ou Notations Signication
CAD Dollar canadien
E(X) lespérance de X
F fonction de distribution de la variable aléatoire X
F complémentaire de la fonction de répartition
F linverse généralisé de F
FC la fonction caractéristique
FD la fonction de distribution
1A fonction indicatrice de l ensemble A
i.e en dautres termes
i.i.d indépendantes et identiquement distribuées
Mp;r;s moments pondérés pour une variable aléatoire X
MV maximun de vraisemblance
n nombre entier plus grand que 1
N nombre naturelle
N(0; 1) loi normale standard,ou distribution gaussienne standard
N(; 2) distribution de la loi normale avec moyenne  et variance 2
PDF densité de probabilité
PWM Probability-Weighted Moment
Q fonction des quantiles
Qn fonction des quantiles empirique
R ensemble des nombres réelles
resp respectivement
sign(x) 1 si x > 0; 0 si x = 0; 1 si x < 0
S(; ; ) Loi stable de paramètre ; ;  et 
SS loi stable symétrique
TF transformée de Fourier
TVE théorie des valeurs extrêmes
USD Dollar américain
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Annexe. Abréviations et Notations
v.a variable aléatoire
v.a.r variable aléatoire réelle
X v.a dénie sur
(X1; X2; :::; Xn) échantillon de taille n de X
(X1;n; X2;n; :::; Xn;n) statistiques dordre associe à (X1; X2; :::; Xn)
Xi;n La ieme statistique dordre (i = 1; :::; n)
xp quantile dordre p
d
= égalité en distribution
d ! convergence en distribution
P ! convergence en probabilité
p:s ! convergence presque.sûre
^ a ^ b = min(a; b)
j:j valeur absolue
X<k> = jXjk sign(X) puissance signée de X
f(x) fonction de densité de X
'(x) Fonction caractéristique de X
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Résumé
Le modèle gaussien est souvent utilisé dans de nombreuses applications. Cepen-dant lhypothèse de normalité est réductrice. Par exemple, les données peuvent
présenter des propriétés dasymétrie et/ou des queues lourdes. La distribution Lévy-
stable, introduite par Paul Lévy dans les années 20, est proposée par Mandelbrot puis
Fama comme alternative possible, dans les années 60. Cette loi est caractérisée par
quatre paramètres dont lestimation est faite selon plusieurs méthodes.
Dans ce mémoire, on applique la méthode de McCulloch pour modéliser des séries nan-
cières réelles, couvrant les rendements de quelques indices boursiers les plus populaires
et les taux de change du Dollar américain contre trois devise parmi les plus connues.
Mots Clés : Données nancières ; Estimation des paramètres ; Loi Lévy-stable ;
Modélisation ; Simulation.
Abstract
The Gaussian model is often used in many applications. However the assumption ofnormality is reducing. For example, the data can present properties of asymmetry
and/or heavy tails. The Lévy-stable distribution, introduced by Paul Lévy into the
Twenties, is proposed by Mandelbrot then Fama like possible alternative, in the Sixties.
This law is characterized by four parameters whose estimation is made according to
several methods.
In this dissertation, one applies the method of McCulloch to model real nancial series,
covering the outputs of some of the most popular market indices and foreign exchange
rates of the American dollar against three currency among the most known.
Key words : Estimate of the parameters ; Financial data ; Levy-stable law ; Mode-
ling ; Simulation.
