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Abstract
Reinforcement learning models generally assume that a stimulus is
presented that allows a learner to unambiguously identify the state of na-
ture, and the reward received is drawn from a distribution that depends
on that state. However in any natural environment the stimulus is noisy.
When there is state uncertainty it is no longer immediately obvious how
to perform reinforcement learning, since the observed reward cannot be
unambiguously allocated to a state of the environment. This article ad-
dresses the problem of incorporating state uncertainty in reinforcement
learning models. We show that simply ignoring the uncertainty and allo-
cating the reward to the most likely state of the environment results in
incorrect value estimates. Furthermore, using only the information that
is available before observing the reward also results in incorrect estimates.
We therefore introduce a new technique, posterior weighted reinforcement
learning, in which the estimates of state probabilities are updated accord-
ing to the observed rewards (e.g. if a learner observes a reward usually as-
sociated with a particular state, this state becomes more likely). We show
analytically that this modiﬁed algorithm can converge to correct reward
estimates, and conﬁrm this with numerical experiments. The algorithm
is shown to be a variant of the expectation-maximisation algorithm, al-
lowing rigorous convergence analyses to be carried out. A possible neural
implementation of the algorithm in the cortico-basal-ganglia-thalamic net-
work is presented and experimental predictions of our model are discussed.
Keywords: reinforcement learning, state uncertainty, online expectation-
maximisation, basal ganglia.
1 Introduction
Reinforcement learning is a technique which allows an individual to learn based
on rewards experienced through interaction with the environment. It is inspired
by animal behaviour (Sutton, 1988) and can be used as a model for learning
tasks such as ﬁnding food, avoiding predation, or ﬁnding a mate (Dayan and
1Abbott, 2001). The goal for a reinforcement learning method is to estimate the
expected reward associated with each state of the environment (or each action).
These estimates can then be used to inform action choice.
The most common models of reinforcement learning use the temporal dif-
ference (TD) method, in which observed rewards are compared with predicted
rewards and the diﬀerence used to update the predictions for the next time step
(Sutton and Barto, 1998). Montague et al. (1996) have proposed that during
learning tasks this algorithm is employed in neural circuits of the basal gan-
glia, and in particular, the TD prediction error is represented in the activity
of neurons releasing neurotransmitter dopamine. This theory has since been
supported by large amounts of experimental data (Schultz, 1998; Frank et al.,
2004; Ungless et al., 2004; Tobler et al., 2005; D’Ardenne et al., 2008).
In theoretical developments of reinforcement learning (see Sutton and Barto,
1998, and references therein) it is usually assumed that a learner is able to
identify its state unambiguously on the basis of a stimulus from the environment,
and the reward received is drawn from a distribution that depends on that state.
Hence it is clear to which state of the environment a received reward should be
attributed and the TD update can be calculated.
However in any natural environment the stimulus is noisy and might even be
ambiguous. This situation is modelled in many experiments investigating the
neural bases of decision making (Britten et al., 1992; Shadlen and Newsome,
1996, 2001; Roitman and Shadlen, 2002). When there is state uncertainty it is no
longer immediately obvious how to perform the TD update, since the observed
reward cannot be unambiguously allocated to a state of the environment.
This article addresses the problem of incorporating the resulting state un-
certainty in reinforcement learning models. We show that simply ignoring the
stimulus uncertainty and allocating the reward to the most likely state of the
environment results in incorrect value estimates. Furthermore, using only the
state information that is available before observing the reward also results in
incorrect estimates. We therefore introduce a new technique in which the es-
timates of state probabilities are updated according to the observed rewards
(e.g. if a learner observes a reward usually associated with a particular state,
this state becomes more likely). We show that this modiﬁed algorithm can con-
verge to correct reward estimates. The technique uses similar principles to the
expectation-maximisation (EM) algorithm (Dempster et al., 1977), and in fact
we show it to be a version of an online EM algorithm (Titterington, 1984; Wang
and Zhao, 2006; Capp´ e and Moulines, 2008). In the Appendix we will show
that even if the learner uses an incorrect model of the probability distribution,
the learned distributions will minimise a standard measure of distance from
the true data-generating distribution. This provides robustness to the choice of
probability model.
In the following section we describe reinforcement learning and the experi-
mental setup in which stimulus uncertainty is present. In Section 3 we intro-
duce three possible reinforcement learning schemes for such a model. Section 4
discusses a more challenging environment in which the rewards for each state
are switched part way through the learning process, and outlines a modiﬁed
2learning algorithm which responds more successfully to this change of reward.
The proposed algorithm is shown, in Section 5, to be a version of an online
expectation–maximisation (EM) algorithm; further analysis is provided in the
Appendix. Section 6 suggests a possible neural implementation of the proposed
algorithm and Section 7 discusses experimental predictions of the model.
2 Learning environment
Consider a learning environment in which there is discrete set of states {1,2,...,N}.
Associated with each state is a reward distribution; if the environment is in state
i at time t the learner receives a random reward Rt drawn from a distribution
with mean µ(i). We assume that, conditional on the state at time t, the reward
Rt is independent of the rewards and states at all other times (this assumption
is satisﬁed in typical behavioural experiments).
This article considers reinforcement learning algorithms that attempt to
learn the mean parameters µ(i) for each state of the environment. In stan-
dard reinforcement learning models the learner knows unambiguously that the
state at time t is it. It is well known (see Sutton and Barto, 1998) that an
eﬀective scheme in this case is to maintain estimates Qt(i) for i ∈ {1,...,N},
and after observing reward Rt update the estimates according to the equation
Qt+1(i) =
 
Qt(i) + α{Rt − Qt(i)} if i = it,
Qt(i) otherwise, (1)
where α ∈ (0,1) is a learning rate parameter. The term Rt − Qt(i) is called
the temporal diﬀerence, since it is the diﬀerence between the predicted and the
received reward. Throughout the paper we will use bold font to denote vector
quantities. Thus Qt denotes the vector (Qt(1),...,Qt(N)) of value estimates
that is maintained by the learner.
Note that for proofs of the almost sure convergence of reinforcement learning
one needs the learning rate parameter α to decrease over time at a particular
rate, as in the stochastic approximation literature (see for example Kushner and
Yin, 1997; Bena¨ ım, 1999). However for this paper we retain ﬁxed small α > 0
and provide sketch proofs of convergence results. The main intuition we will
use is that the only valid points of convergence for such a scheme is a stochastic
ﬁxed point, where the expected change in Qt(i) is 0 for each i. Thus for the
simple reinforcement learning scheme (1) we have
E[Qt+1(i)−Qt(i)|Qt] = E
 
I{it=i}α{Rt − Qt(i)}
 
= αP(it = i){µ(i) − Qt(i)},
where E denotes expectation, P denotes probability, and I denotes an indicator
function taking value 1 if the condition is true and 0 otherwise. Hence if P(it = i)
is ﬁxed and non-zero for each i we would expect that convergence can only occur
to points Q∞(i) = µ(i).
In this article however we consider an environment where the individuals
do not know the state it unambiguously. Such environments are often used
3in psychological experiments, to show that humans and animals are unable to
discriminate between ambiguous stimuli with 100% accuracy (e.g. Usher and
McClelland, 2001). These studies show that as the time allowed to observe
the stimuli increases, the discrimination accuracy initially increases but then
reaches an asymptotic level which depends on the diﬃculty of the discrimination
(Usher and McClelland, 2001). On the basis of the analysis of behavioural data,
it has been proposed that when humans are presented with ambiguous stimuli
they accumulate noisy evidence until the integrated evidence reaches a ﬁxed
threshold (Ratcliﬀ, 1988, 2006). This theory has been recently supported by
neural activity recorded in monkeys (Kiani et al., 2008). Other recent evidence
(Kepecs et al., 2008) suggests that rats have a neural correlate of conﬁdence.
Thus it is reasonable to consider models in which the learner is aware of their
conﬁdence level.
Inspired by this theory we construct a model in which, at each trial t, the
learner identiﬁes one state st as the true state, and there is probability ρ > 1/N
that this identiﬁcation is correct. Moreover, the learner knows this probability ρ,
and thus ρ can be interpreted as the learner’s level of conﬁdence. For simplicity
of exposition we assume that all states other than that identiﬁed by the learner
are equally likely to be the true state, so that
P(it = i|st) = ρt(i) :=
 
ρ if i = st,
1−ρ
N−1 otherwise.
While this assumption will not be satisﬁed in most natural environments, it is
not important for our results and simpliﬁes the mathematical exposition. We
will furthermore assume that st is equally likely to take any value in {1,...,N}.
Again this simplifying assumption is not important.
3 Reinforcement learning models
The standard model of reinforcement learning in (1) cannot be applied directly
when there is uncertainty about the stimulus that has been presented, since it is
not known. In this section we present several possible solutions to the problem.
3.1 Winner takes all
The simplest algorithm we consider is simply to ignore the fact that stimulus
uncertainty exists. We do this by implementing a “winner takes all” strategy
where the state st with the highest conﬁdence is assumed to be responsible for
the observed reward. This results in a reinforcement learning scheme under
which
Qt+1(i) =
 
Qt(i) + α{Rt − Qt(i)} if i = st,
Qt(i) otherwise. (2)
Note that this is identical to the basic scheme (1) except that the update is
applied to Qt(st) instead of to Qt(it). One could ask if the incorrect reward
4allocations introduced as a result of this strategy will average out, resulting in
correct estimates Qt(i) albeit with higher variance than when the state infor-
mation is unambiguous.
To address this question, consider a situation where there are two states of
the environment, so that P(st = 1) = P(st = 2) = 1
2 independently of all other
random variables. The expected change of Qt(1) is given by
E[Qt+1(1) − Qt(1)|Qt]
= E
 
I{st=1}α{Rt − Qt(1)} |Qt
 
= αP(st = 1){E[Rt |st = 1] − Qt(1)}
= α
2 {ρµ(1) + (1 − ρ)µ(2) − Qt(1)}.
Hence the stochastic ﬁxed point of Qt(1) is Q∞(1) = ρµ(1) + (1 − ρ)µ(2).
Similarly the stochastic ﬁxed point of Qt(2) is Q∞(2) = ρµ(2) + (1 − ρ)µ(1).
This linear dependence of the ﬁxed point Q∞(i) on the conﬁdence level ρ is
illustrated in Figure 1. Note that, unless either µ(1) = µ(2) or ρ = 1, it is
not the case that Q∞(i) = µ(i), so if this algorithm converges it will not be
to correct estimates of the action values. In the general situation with N > 2
states, an equivalent calculation shows that
Q∞(i) = ρµ(i) +
1 − ρ
N − 1
N  
j=1;j =i
µ(j).
To illustrate the performance of this algorithm consider the following simple
experimental setup with N = 2 states. The rewards in state 1 have a normal
distribution with expected value µ(1) = 6 and variance 1, whereas the rewards
in state 2 have a normal distribution with expected value µ(2) = 2 and variance
1. A learning episode consists of 2000 iterations of the learning algorithm,
with initial values Q1(1) = Q1(2) = 1
2(µ(1) + µ(2)). The learning parameter
α is taken to be 0.05 throughout. Figure 1 shows the ﬁnal estimates in 50
learning episodes, with a diﬀerent conﬁdence level ρ ∈ [0.5,1] for each trial.
The stochastic ﬁxed points are also plotted. It is clear that the experimental
results correspond well with the theory, but neither match the correct estimates
except when ρ = 1.
3.2 Conﬁdence weighted reinforcement learning
Clearly the winner-takes-all procedure is inadequate, since it simply estimates a
weighted average of the rewards for the diﬀerent states. However in Section 2 we
noted that the learner may be able to estimate their conﬁdence level ρ. Hence
it may be possible to alter the learning rule used in response to this conﬁdence
level.
A simple approach that could be taken to incorporate the conﬁdence into
learning is to weight the update rule for Qt(i) with the conﬁdence in the stim-
ulus:
Qt+1(i) = Qt(i) + αρt(i){Rt − Qt(i)} for i = 1,...,N. (3)
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Figure 1: Final estimates found by winner-takes-all reinforcement learning in
a two state environment with diﬀerent conﬁdence levels. The circles show the
ﬁnal estimates for state 1 with actual expected reward 6 and the stars show the
ﬁnal estimates for state 2 with actual expected reward 2 (see text for simulation
details). The dashed lines show the theoretically-calculated stochastic ﬁxed
points, whereas the dotted lines show the true state values.
Note that if ρ < 1 the estimate Qt(i) is updated for each state in every trial.
However this scheme is the same as that in (1) if ρ = 1.
Consider again the experimental setup of the previous section with only two
states, each of which is sampled with equal probability independently at each
trial. We see that
E[Qt+1(1) − Qt(1)|Qt]
= 1
2 {E[Qt+1(1) − Qt(1)|Qt,st = 1] + E[Qt+1(1) − Qt(1)|Qt,st = 2]}
= 1
2 {E[αρ{Rt − Qt(1)} |Qt,st = 1] + E[α(1 − ρ){Rt − Qt(1)} |Qt,st = 2]}
= α
2 {ρE[Rt |st = 1] + (1 − ρ)E[Rt |st = 2] − Qt(1)}
= α
2 {ρ[ρµ(1) + (1 − ρ)µ(2)] + (1 − ρ)[(1 − ρ)µ(1) + ρµ(2)] − Qt(1)}
= α
2
 
(1 − 2ρ + 2ρ2)µ(1) + 2ρ(1 − ρ)µ(2) − Qt(1)
 
.
Equating this to 0 shows us that the stochastic ﬁxed point of Qt(1) is
Q∞(1) = (1 − 2ρ + 2ρ
2)µ(1) + 2ρ(1 − ρ)µ(2).
There is a similar solution for Q∞(2). In the general case with N > 2 states,
an equivalent calculation shows that the quadratic dependence on ρ is retained.
Figure 2 demonstrates this quadratic dependence on ρ, both theoretically
and using the same experimental setup as for Figure 1. Perhaps surprisingly,
this more sophisticated approach, which takes the uncertainty into account,
results in estimates that are even further from the correct values than those
achieved by simply ignoring the fact that the state information is noisy.
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Figure 2: Final estimates found by conﬁdence weighted reinforcement learning
in a two state environment with diﬀerent conﬁdence levels. The circles show
the ﬁnal estimates for state 1 with actual expected reward 6 and the stars show
the ﬁnal estimates for state 2 with actual expected reward 2. The dashed lines
show the theoretically-calculated stochastic ﬁxed points, whereas the dotted
lines show the true state values.
3.3 Posterior weighted reinforcement learning (PWRL)
In the previous section we saw that a simple attempt to use the conﬁdence level
in deciding allocation of reward to states resulted in worse performance than
simply ignoring the uncertainty. However, at the point at which the allocation
of the reward to states is made there is more information available to the learner
than simply the probability distribution ρt = (ρt(1),...,ρt(N)). In particular
the reward has also been observed and this provides additional information
about the true state. In this section we introduce a new technique that weights
the update to the estimate Qt(i) with the resulting posterior probability that
the state is i.
To calculate a posterior probability, the learner must have a model for the
distribution of the rewards. If the state is i, and the estimate of the expected
reward in state i is Q(i), then the probability density of the reward is given
by f(r;i,Q(i)). (We use the language of continuous random variables here,
although the probability mass function can be substituted directly in the case
of discrete reward distributions.) Since the prior probability (i.e. the probability
after stimulus observation but before the reward delivery) that the state was i
is ρt(i), the posterior probability that the state is i once the reward Rt has been
observed is given by Bayes’ rule:
P(it = i|Rt,Qt,ρt) =
f(Rt;i,Qt(i))ρt(i)
 N
j=1 f(Rt;j,Qt(j))ρt(j)
. (4)
Our proposed posterior weighted reinforcement learning (PWRL) scheme is
7similar to the conﬁdence weighted scheme (3), but now the weights are simply
the posterior conﬁdence levels once the reward has been observed instead of
the prior conﬁdence levels that do not incorporate this extra information. The
update equation becomes
Qt+1(i) = Qt(i) + α
f(Rt;i,Qt(i))ρt(i)
 N
j=1 f(Rt;j,Qt(j))ρt(j)
{Rt − Qt(i)} for i = 1,...,N.
(5)
Note that, given ρt, the density of the reward is
 N
j=1 f(r;j,µ(j))ρt(j). Hence
the expected change in Qt(i) is given by
E[Qt+1(i) − Qt(i)|Qt,ρt] (6)
= α
   
f(r;i,Qt(i))ρt(i)
 N
j=1 f(r;j,Qt(j))ρt(j)
{r − Qt(i)}
 
×


N  
j=1
f(r;j,µ(j))ρt(j)

 dr.
If Qt(i) = µ(i) for all i = 1,...,N we ﬁnd that
E[Qt+1(i) − Qt(i)|Qt = µ,ρt] = αρt(i)
 
f(r;i,µ(i)){r − µ(i)} dr = 0.
Hence Q∞(i) = µ(i) for i = 1,...,N is a stochastic ﬁxed point of the system.
For normal random variables with unit variance, the update scheme reduces
to
Qt+1(i) = Qt(i) + α
φ(Rt − Qt(i))ρt(i)
 N
j=1 φ(Rt − Qt(j))ρt(j)
{Rt − Qt(i)} for i = 1,...,N,
(7)
where φ(x) = 1 √
2π exp(−x
2
2 ) denotes the standard normal density function.
A particularly biologically relevant example is the case of Bernoulli random
variables, where the learner gets a unit reward with probability µ(i) and no re-
ward with probability 1 − µ(i) (where µ(i) ∈ (0,1)). Bernoulli rewards provide
less information than normal rewards (since an observation is merely the pres-
ence or absence of reward, instead of a reward value) so this may be considered
a particularly diﬃcult case in which to estimate values. In this case the update
for each i is
Qt+1(i) =

  
  
Qt(i) + α
Qt(i)ρt(i)   N
j=1 Qt(j)ρt(j) {1 − Qt(i)} if Rt = 1,
Qt(i) + α
(1−Qt(i))ρt(i)   N
j=1(1−Qt(j))ρt(j) {0 − Qt(i)} if Rt = 0.
(8)
The results for the same experiments as presented in the previous two sec-
tions are shown in Figure 3(a), where it is clearly seen that the ﬁnal estimates
in this case are correct at most conﬁdence levels ρ. Errors only occur for low ρ
values, where the ﬁnal estimates are sometimes swapped: Qﬁnal(1) ≈ µ(2) and
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Figure 3: Final estimates found by posterior weighted reinforcement learning in
a two state environment with diﬀerent conﬁdence levels. In panel (a) rewards
were sampled from normal distributions with means at 2 and 6, while in panel
(b) rewards were sampled from Bernoulli distributions with means at 0.2 and
0.8. The dashed lines show the theoretically-calculated stochastic ﬁxed points,
which in this case coincide with the true state values.
Qﬁnal(2) ≈ µ(1) (e.g. note stars in the top left corner of Figure 3(a)). This
happens when the stimulus is incorrectly identiﬁed in early trials, and subse-
quently the likelihood terms f(r;i,Q(i)) dominate the prior values ρ(i). We
discuss this more fully in the next section and the Appendix. Figure 3(b) shows
similar results but for Bernoulli rewards, where µ(1) = 0.8, µ(2) = 0.2. In this
experiment we take α = 0.02 since the absolute value of the estimates is much
lower than in the normal case. It is clear that the estimates also converge to
the correct values in this more diﬃcult example.
Note that to calculate the posterior probability P(it = i|Rt = r,Qt,ρt)
requires the choice of a parameterised reward model f(r;i,µ(i)) for each state
of the environment (the model will usually be the same for each source, but
there is no theoretical need for this restriction). In the Appendix we will show
that even if the learner uses an incorrect model of reward distribution, the
learned distribution will be close to the true distribution, in the sense that
it will minimise the expected Kullback–Liebler divergence from the true data-
generating distribution. This provides robustness to the choice of probability
model.
4 Switching reward distributions
It is important for animals to be able to respond to a change in the environment.
In the case of a reinforcement learning task this corresponds to the reward
9distributions changing part way through the learning process. In this section we
consider performance in a learning episode with two states, in which the reward
distributions are normal with variance 1 and means 2 and 6, depending on which
state is presented. For the ﬁrst 500 iterations the reward in state 1 has expected
value 2 and the reward in state 2 has expected value 6. On iterations 501 through
to the end of the episode at iteration 2000 these switch so that in state 1 the
expected reward is 6 whereas in state 2 the expected reward is 2. (A similar
switch is carried out in the experiment with Bernoulli rewards.) Traditional
reinforcement learning models, including those of Sections 3.1 and 3.2, should
respond to this switch and adjust their estimates to the new values by the end
of the episode (although recall that with state uncertainty these estimates will
not be correct). However we will see that the formulation of posterior weighted
reinforcement learning in Section 3.3 can suﬀer from diﬃculties. This is because
the allocation of observations to states depends on the current estimates Qt,
and the likelihood terms f(r;i,Qt(i)) can dominate the prior conﬁdence levels
ρt(i), particularly in the case of light-tailed distributions such as the normal
distribution. If this occurs the learner will continue to have high posterior
probability that rewards Rt ≈ Qt(i) are from state i, irrespective of the prior
information ρt.
The experimental results in this case are shown in Figure 4. It is clearly
seen that the winner-takes-all and conﬁdence-weighted schemes respond to the
switch in reward distributions (although they do not converge to the correct
estimate). In contrast, the PWRL scheme fails to switch when the rewards
are sampled from normal distributions, although in the case of the Bernoulli
distributions the reward estimates successfully switch.
Consider the following example which explains the failure to switch. Assume
that the correct estimates have been learned in the ﬁrst 500 iterations, so that
Q500(1) = 2 and Q500(2) = 6. The means then switch. Suppose on the 501th
iteration we have ρt(1) = 0.9 = 1−ρt(2), and further that Rt = 6 (corresponding
to the true state being 1, and the reward being exactly the new expected reward
for that state). The posterior probability that the state is 1 is actually given by
ρt(1)φ(Rt − Qt(1))
ρt(1)φ(Rt − Qt(1)) + ρt(2)φ(Rt − Qt(2))
=
0.9 × 1.34 × 10−4
0.9 × 1.34 × 10−4 + 0.1 × 0.399
= 0.003. (9)
The very small likelihood value for state 1 given current estimates (1.34×10−4)
means that the prior conﬁdence is essentially irrelevant.
This eﬀect is less signiﬁcant in the case of Bernoulli random variables, since
the likelihood is not exponentially decreasing (as shown in Figure 4, in this case
the reward estimates switch to the correct values). The problem could be some-
what alleviated in the continuous case by the use of heavy tailed distributions,
such as the t distribution, instead of normal distributions in the calculation of
the posterior allocation probabilities.
Instead we focus on a diﬀerent approach, and additionally estimate variance
terms for the normal distributions. When received rewards diﬀer signiﬁcantly
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Figure 4: Estimates over trials when rewards switch after trial 500. Each panel
shows estimates from a diﬀerent model, labeled at the top of the panel. Each
model is simulated with conﬁdence ρ = 0.8. In all panels except the bottom
right panel, the rewards were sampled from normal distributions with means 2
and 6, and the learning parameter α = 0.05, while in the bottom right panel,
the rewards were sampled from Bernouli distributions with means 0.2 and 0.8,
and the learning parameter α = 0.02.
11from the predictions, we expect that the variance estimates will become large,
thus making the likelihood less light-tailed and allowing the prior to direct the
allocation of rewards to states. The update equations become:
Qt+1(i) = Qt(i) + αP(it = i|Rt,ρt,Qt,Vt){Rt − Qt(i)},
Vt+1(i) = Vt(i) + αP(it = i|Rt,ρt,Qt,Vt)
 
(Rt − Qt(i))2 − Vt(i)
 
,
where
P(it = i|Rt,ρt,Qt,Vt) =
ρt(i)φ
 
(Rt − Qt(i))/
 
Vt(i)
 
/
 
Vt(i)
 N
j=1 ρt(j)φ
 
(Rt − Qt(j))/
 
Vt(j)
 
/
 
Vt(j)
.
With this enhancement the PWRL scheme is signiﬁcantly less likely to make
the initial allocation mistakes observed in Figure 3, since it estimates large
variances early in the learning episode and the prior conﬁdence levels ρt have
more inﬂuence (compare Figures 5(a) and 5(b)). It also handles switches in the
rewards more successfully than the original PWRL scheme (7) (compare Figures
5(c) and 5(d)) although it still fails for low ρ. Note that the switch of states
is a particularly problematic scenario for the PWRL scheme; if one or both
states changed so that their distribution was completely diﬀerent to a current
state reward distribution, then the likelihoods for both states will be small and
this would allow the prior to have more inﬂuence, whereas simply switching
the state distributions means that the likelihood for the incorrect state is high
while the likelihood for the correct state is very low. If the µ(i) change gradually,
the PWRL algorithm is able to track the changes much more easily. We note
in the Appendix that swapped estimates (with Q(2) = µ(1) and Q(1) = µ(2))
correspond to a locul minimum of a potential function for the PWRL algorithm.
This explains both why convergence to this point can occur, and why switching
the reward distributions is a particularly diﬃcult scenario for PWRL.
5 Expectation–maximisation
In this section we return to reward distributions that are ﬁxed through time,
and relate our algorithm to a standard statistical procedure. The problem posed
in this paper is the estimation of some parameters (the expected reward in each
state) in the presence of unobserved information (the true state when each
observation is made). A standard algorithm for the general problem of param-
eter estimation in the presence of unobserved information is the expectation–
maximisation (EM) algorithm (Dempster et al., 1977). We will show that the
PWRL scheme is closely related to an online version of the EM algorithm (Tit-
terington, 1984; Wang and Zhao, 2006; Capp´ e and Moulines, 2008) designed
for estimation when data arrives incrementally, as in the reinforcement learning
problem. This allows us, in the Appendix, to give convergence results for the
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(d) Switching µ, estimated V
Figure 5: The percentage of correct ﬁnal estimates in a two state environment
for diﬀerent conﬁdence levels. For each conﬁdence level simulations with 2000
trials were repeated 100 times. The crosses indicate the fraction of simulations
in which the ﬁnal estimate Q2000(1) was closer to µ(1) than to µ(2). In all
simulations rewards were sampled from normal distributions with means 2 and
6, and with variance 1, and the learning parameter was set to α = 0.05. In
panels (a) and (b) the means did not change over trials, while in panels (c) and
(d) the means were switched after trial 500. Panels (a) and (c) show results for
PWRL without variance estimation, while panels (b) and (d) show results for
PWRL with variance estimation.
13PWRL scheme. It also shows how to apply the PWRL algorithm in a principled
manner to reward distributions other than those considered in this article.
We now consider a general probability model f(r;θ(i)) for the reward dis-
tribution in state i, with θ(i) a parameter vector which may have more than
one entry (thus allowing us to use a uniﬁed notation for the algorithms based
on the mean, the algorithm that also estimates the variance, and further gen-
eralisations). We write p(r,i;θ,ρ) = ρ(i)f(r;θ(i)) for the joint density of state
and reward given parameters θ = (θ(1),...,θ(N)) and conﬁdence vector ρ, and
write p(r;θ,ρ) =
 N
i=1 p(r,i;θ,ρ) for the density of R. Titterington (1984)
suggests the following modiﬁed Fisher scoring algorithm:
θt+1 = θt + α[Ic(θt,ρt)]
−1 ∇θt log(p(Rt;θt,ρt)) (10)
and relates it to the EM algorithm. The complete data Fisher information
matrix Ic used in this update is given by
Ic(θ,ρ) = −E
 
∇
2
θ log(p(R,i;θ,ρ))
 
.
In the case of normal random variables with unit variance, where θ(i) is the
expected value in state i, we have p(r,i;θ,ρ) = ρ(i) 1 √
2πe−(r−θ(i))
2/2. Hence
∂
∂θ(i)
log(p(r;θ,ρ)) =
p(i,r;θ,ρ)
p(r;θ,ρ)
{r − θ(i)}
= P(it = i|Rt = r,θt = θ,ρt = ρ){r − θ(i)}
and Ic(θ,ρ) is a diagonal matrix with diagonal equal to the conﬁdence vector
ρ. Titterington’s update (10) becomes
θt+1(i) = θt(i) + α
1
ρt(i)
P(it = i|Rt,θt,ρt){Rt − θt(i)}. (11)
This update is identical to the PWRL update (7) but with the temporal diﬀer-
ence divided by the conﬁdence level ρt(i).
In the case of Bernoulli random variables, where θ(i) is the probability of
reward in state i, we have p(r,i;θ,ρ) = ρ(i)θ(i)r(1 − θ(i))1−r. Hence, recalling
that r is either 0 or 1,
∂
∂θ(i)
log(p(r;θ,ρ)) =
ρ(i)(−1)r+1
p(r;θ,ρ)
and Ic(θ,ρ) is a diagonal matrix with iith entry
ρ(i)
θ(i)(1 − θ(i))
Plugging these into Titterington’s formula (10) gives
θt+1(i) = θt(i) + α
1
ρt(i)
ρt(i)(−1)r−1θt(i)(1 − θt(i))
p(Rt;θt,ρt)
= θt(i) + α
1
ρt(i)
P(it = i|Rt,θt,ρt){Rt − θt(i)}. (12)
14This is again the PWRL update (8) but with the temporal diﬀerence divided
by ρt(i).
In the Appendix we show that the PWRL update is related to Titterington’s
method for a wide class of probability distributions. In particular we show that
for all distributions in the exponential family (Barndoﬀ-Nielsen, 1978) that are
parameterised by the mean, Titterington’s method results in the same update
as (11) and (12).
Note that a recognised problem with Titterington’s method is that division
by ρt(i) may take the estimates out of the valid parameter space (for instance
the probability of a reward in the Bernoulli case may be estimated to be nega-
tive or greater than 1). The PWRL scheme, by choosing not to divide by the
prior conﬁdence level, removes this problem. We show in the Appendix that
convergence proofs are still valid in the presence of this modiﬁcation.
6 Possible neural implementation of PWRL
To implement PWRL based on the update in (5), the posterior state proba-
bilities need to be computed on the basis of the prior probabilities (i.e. the
estimates based on stimulus) and the reward value. Recently Bogacz (In press)
proposed that the cortico-basal-ganglia-thalamic circuit performs an analogous
computation during perceptual decisions in which the information on the iden-
tity of noisy stimuli needs to be gathered over time. In particular, he proposed
that when a new piece of information on stimulus identity arrives, this circuit
computes the posterior probabilities of stimuli on the basis of the prior proba-
bilities (i.e. the estimates based on information obtained earlier within a choice
trial) combined with the new piece of information.
In this section we propose a possible neural implementation of PWRL. We
ﬁrst write the posterior probability (4) in a form easier for biological imple-
mentation. Then we review the model of cortico-basal-ganglia-thalamic circuit
(Bogacz, In press), and show how it could compute these posterior probabilities.
Finally, we discuss how this may allow for the updating of the Qt(i) in (5).
We start by taking logarithms of both sides in (4) and rewriting it in the
equivalent form:
log P(it = i|Rt,Qt,ρt) = Y (i) − log



N  
j=1
expY (j)



, (13)
where
Y (i) = logρt(i) + logf(Rt;i,Qt(i)). (14)
This makes the computation of the logarithm of the posterior probability ac-
tually quite simple: one needs to add logf(Rt;i,Qt(i)) to the logarithm of the
corresponding prior probability, and then normalise by subtracting the expres-
sion given in the second term of (13).
15We will demonstrate that this computation can be performed in a model
of the cortico-basal-ganglia-thalamic circuit (Bogacz, In press). Its basic archi-
tecture, shown in Fig. 6(a), includes cortical integrators (that accumulate the
information on stimulus identity), basal ganglia, and thalamus connected in a
loop. The integrators also receive input from sensory neurons that provide infor-
mation on stimuli but these inputs are not shown in Fig. 6(a) for simplicity; the
integrators add the new input from the sensory neurons to the thalamic feed-
back. Within each area included in the model there are neuronal populations
selective for diﬀerent stimuli indicated by diﬀerent colours in Figure 6(a). This
is a system level model that describes the activity levels of neuronal populations
rather than individual neurons, and it only includes a subset of known connec-
tivity of this circuit. We will demonstrate the computations in the circuit at
three points in time: before reward delivery, at the time of the reward delivery,
and after reward delivery.
Let us denote the activity of a population of cortical integrator neurons
selective for stimulus i by y(i). Bogacz (In press) considers a model without
any rewards, which corresponds to the ﬁrst time point, before a reward has
been delivered. He shows that, after stimulus presentation, the activities of
cortical integrators are proportional to the logarithms of the estimated state
probabilities. Thus after stimulus presentation and before reward delivery we
have
y(i) = logρt(i) + c1. (15)
(The constant c1 is added to make this expression positive because a probability
is, by deﬁnition, less than or equal to 1 so logρt(i) ≤ 0.)
The basal ganglia are modelled as in Bogacz and Gurney (2007). In partic-
ular, the total activity of the subthalamic nucleus is proportional to
STN = log



N  
j=1
expy(j)



(16)
= log



N  
j=1
ρt(j)expc1



= c1. (17)
Bogacz and Gurney (2007) describe in detail how (16) is computed in a model
of a network including the subthalamic nucleus and globus pallidus. They ar-
gue that existing neurobiological data suggest that these nuclei have suitable
patterns of connectivity and input-output transfer functions to perform the
calculation. The result in (17) comes from substituting (15) and noting that  N
j=1 ρt(j) = 1.
The output nuclei in the model receive inhibition from cortical integrators
via the striatum and excitation from the subthalamic nucleus, so that
OUT(i) = −y(i) + STN (18)
= −logρt(i).
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Figure 6: Cortico-basal-ganglia-thalamic circuit that could compute the poste-
rior probabilities in PWRL. Black and gray circles denote neural populations
selective for the ﬁrst and the second stimulus. Arrows denote excitatoy con-
nections, lines ended with circles denote inhibitory connections. Abrreviations:
STN - subthalamic nucleus, GP - globus pallidus in rodents or globus pallidus
external segment in primates, Output - output nuclei of the basal ganglia: sub-
stantia nigra pars reticulate and entopeduncular nucleus in rodents or globus
pallidus internal segment in primates. Panel (a) shows the state of the network
between stimulus oﬀset and reward relivery, and panel (b) shows the state when
reward information is provided.
17In the Bogacz (In press) model the thalamus receives inhibition from the
output nuclei and constant excitatory input c1, so the activities of the thalamic
units are logρt(i)+c1 (as indicated by labels in Fig. 6(a)). Hence the inputs to
the cortical integrators from the thalamus are equal to the integrators’ original
levels of activity, and so these levels are maintained.
We now show that when the reward information is provided to the inte-
grators, the estimated state probabilities are updated as in PWRL. Labels in
Fig. 6(b) illustrate the state of the network at the second time point, i.e. at
the moment of reward delivery. The feedback from the thalamus is still pro-
portional to the logarithm of the prior probabilities. We now hypothesise that
certain neuronal populations are able to calculate logf(Rt;i,Qt(i))+c2, where
the constant c2 is added to make the values positive. (We come back to the
plausibility of calculating the logarithm of the likelihoods below.) We label
these neuronal populations “Reward likelihoods” in Fig. 6(b), and assume that
they project to the integrators. If the integrators treat these inputs identically
to inputs from sensory neurons, and therefore add these reward likelihoods to
the thalamic feedback, their activities become
y(i) = logρt(i) + c1 + logf(Rt;i,Qt(i)) + c2 = Y (i) + c1 + c2 (19)
where Y (i) is as deﬁned in (14). Substituting (19) into (16) we get
STN = c1 + c2 + log



N  
j=1
expY (j)



. (20)
Substituting (19) and (20) into (18) and using (13) we get
OUT(i) = −Y (i) + log
N  
j=1
exp Y (j) = −log P(it = i|Rt,Qt,ρt).
Hence the activities of the thalamic units become proportional to the logarithms
of the posterior probabilities.
At the third time point, after the reward has been received and the new
thalamic feedback arrives, we assume that the cortical integrators do not receive
any other input. Hence, for the same reasons as with the prior probabilities,
the logarithms of the posterior state probabilities are maintained in the circuit.
Current reinforcement learning theories usually assume that the Qt(i) are
represented in synaptic weights of cortico-striatal synapses, and that the weights
between co-active cortical and striatal neurons are modiﬁed proportionally to
the prediction error (Rt −Qt(i)) represented by the concentration of dopamine
released in the striatum (see Doya, 2007, for a review). Since only the weights
between active cortical and striatal neurons are modiﬁed, the magnitude of the
Qt(i) modiﬁcation depends on the activity of cortical neurons. Furthermore
since, in the model, these activities are proportional to the logarithms of the
posterior probabilities, these probabilities may inﬂuence the magnitude of Qt(i)
modiﬁcation, as needed for the PWRL model.
18The element of the above model with least clear neural basis is the compu-
tation of logf(Rt;i,Qt(i)) by the units labelled “Reward likelihoods” in Figure
6(b). We do not want to speculate how such computation could be performed,
except to point out that this expression is not as diﬃcult to compute as it may
seem. For example, for normally distributed rewards (with unit variance)
logf(Rt;i,Qt(i)) = log
1
√
2π
−
1
2
(Rt − Qt(i))2.
Note that the ﬁrst term is the same for all i, so it can incorporated into constant
c2 (the precise value of this constant is unimportant as it cancels out). Thus
the “Reward likelihoods” units only need to have activities that relate to the
squares of the prediction errors for each of the stimuli. Furthermore, for the
case of Bernoulli rewards, the calculation is even simpler:
logf(Rt;i,Qt(i)) =
 
log(Qt(i)) if Rt = 1, and
log(1 − Qt(i)) if Rt = 0.
Since we already postulate that the Q values can be stored, and logarithms can
be calculated, this requires no additional processing capability.
7 Discussion
We have shown that in the presence of ambiguous state signals the reinforcement
learning problem is not straightforward. Simply allocating reward to the most
likely state of nature results in incorrect value estimates. Furthermore taking
account of state uncertainty in a simple way can result in even worse estimates.
Weighting the allocation of reward to states using the posterior probability
that a state was the true state, given both the prior conﬁdence level and the
observed reward, results in correct value estimates in the settings considered in
this article.
However when the reward distributions switch during learning, the PWRL
approach can fail to react. This is especially true if a light-tailed distribution is
used to model the rewards, in which case the prior can have virtually no inﬂuence
over the posterior probabilities. We introduced variance estimation to give
PWRL an opportunity to react by adjusting the variance estimates. However
for low conﬁdence levels we observed that PWRL with variance estimation is still
unable to correctly learn the new rewards after they switch. In particular, for
the problematic example described in Section 4, the calculation in (9) remains
correct even when variances are estimated. Alternative solutions will be sought
in future work, which may include incorporating a prior belief that with some
ﬁxed probability the reward distributions may change, or incorporating the
expected and unexpected uncertainty framework of Yu and Dayan (2003).
Note that in this paper we only consider learning the values of states of the
environment. However it is easy to generalise these results to learning action
values, which can then be used to inform action selection (see Sutton and Barto,
191998). Consider an environment in which the learner observes a stimulus giving
information about states i and chooses action a, with the reward distribution
depending on both state and action. The objective is now to learn the expected
reward µ(i,a) for taking action a in state i. After observing a stimulus the
learner believes the probability that the true state is i is given by ρt(i). After
then choosing action a, the learner believes the probability that the state and
action were i and ˜ a is given by ρt(i)I{˜ a=a}. Thus a modiﬁcation of the model
presented in this paper, replacing the states by state–action pairs and modifying
the form of the prior distributions, gives a model in which the action values can
be learned. Note that the methods of analysis in this paper are still valid in
this more complicated situation.
Finally, we address the question of whether of the models introduced in this
paper could be employed in the brain. The conﬁdence weighted reinforcement
learning model (Section 3.2) is unlikely to be selected by evolutionary pressure,
because it has poorer performance, and is more complicated to implement, than
the simple winner-takes-all model (Section 3.1). However from an evolutionary
point of view it is more diﬃcult to choose between the winner-takes-all and the
PWRL models, because the ﬁrst has the virtue of simplicity and adaptability
to environmental changes, while the second can achieve more accurate value
estimation.
To distinguish between the winner-takes-all and PWRL models, one could
perform an experiment with human participants that was simulated in Figures
1, 2 and 3(a). At the end of the experiment the participants could be asked
about the average reward associated with each stimulus (Budescu et al., 1988).
(To increase the reliability of the verbal report of their estimate, they can be told
that the payment they receive will depend on how closely their estimates match
the true values (Hertwig and Ortmann, 2001).) The PWRL model predicts that
their estimates will be close to the true mean rewards, while the winner-takes-all
model predicts that the participants will be underestimating the better option
and overestimating the poorer option, with the diﬀerence between the model
predictions being greater for low conﬁdence levels ρ.
Another experiment could also be performed in which rewards for the two
stimuli are swapped in the middle of the experiment (as in the simulations
of Figure 4). If any participants reported the mean reward values as they
were before the switch, this would indicate that human learners exhibit the
deﬁciencies of the PWRL model, and thus would provide a support for this
model. Again, the power of the experiment to diﬀerentiate between the models
will be greatest if the conﬁdence level ρ is small.
A Additional material
In this Appendix we consider a general formulation of the PWRL scheme and
consider convergence properties. In particular, we consider a general scheme
which is a modiﬁcation of Titterington’s (1984) algorithm to remove division by
20the prior conﬁdence weights:
θt+1 = θt + αdiag(ρt)[Ic(θt,ρt)]
−1 ∇θt(i) logp(Rt;θt,ρt), (21)
where diag(ρt) is the diagonal matrix with diagonal equal to ρt. As seen in Sec-
tion 5, this results in the PWRL scheme in the normal and Bernoulli examples.
A.1 Exponential families
Consider now algorithms that estimate the (scalar) mean parameter θ of a prob-
ability distribution from the exponential family (Barndoﬀ-Nielsen, 1978). Dis-
tributions in the exponential family have a density function (or mass function)
f(r;θ) = h(r)exp{rη(θ) − b(θ)},
where h, η and b are functions. This family of distributions includes the
Bernoulli and normal random variables previously considered, as well as ex-
ponential and Poisson random variables. Since we assume that the parameteri-
sation (i.e. choice of η and b) is such that E[R;θ] = θ, the standard formula for
exponential family distributions tells us that
θ = E[R; θ] =
b′(θ)
η′(θ)
. (22)
As in Section 5 we calculate the partial derivatives of the likelihood and the
complete data information matrix:
∂
∂θ(i)
logp(r;θ,ρ) = P(it = i|Rt = r,θt = θ,ρt = ρ){rη′(θ) − b′(θ)}
∂2
∂θ(i)2 logp(j,r;θ,ρ) = I{i=j} {rη′′(θ(j)) − b′′(θ(j))}
(Ic(θ,ρ))ii = −E
 
∂2
∂θ(i)2 logp(it,Rt;θ,ρ)
 
   
 θt = θ,ρt = ρ
 
= −ρ(i)
 
E
 
Rt
 
 it = i,θt = θ,ρt = ρ
 
η′′(θ(i)) − b′′(θ(i))
 
= −ρ(i)
  
b′(θ(i))
η′(θ(i))
 
η′′(θ(i)) − b′′(θ(i))
 
= ρ(i)η′(θ(i))
∂
∂θ(i)
 
b′(θ(i))
η′(θ(i))
 
= ρ(i)η′(θ(i))
∂
∂θ(i)
θ(i)
= ρ(i)η′(θ(i))
where we have twice used (22). Hence for all exponential family distributions
parameterised by the mean we have an update
θt+1(i) = θt(i) + αρt(i)
1
ρt(i)η′(θt(i))
P(it = i|Rt,θt,ρt){Rtη′(θt(i)) − b′(θt(i))}
= θt(i) + αP(it = i|Rt,θt,ρt){Rt − θt(i)} (23)
21A.2 Convergence
The Kullback-Liebler (KL) divergence is a natural and commonly-used measure
of similarity of probability distributions. Along similar lines to the results of
Titterington (1984); Wang and Zhao (2006); Capp´ e and Moulines (2008) we
will show that the stochastic ﬁxed points of the PWRL algorithm are minima
of the expected KL divergence from from the true data-generating model to
the model space used to estimate the rewards. This shows that parameter
estimates converge to points that make the ﬁtted reward distributions as close
as possible to the true reward distributions. Note that this result not only
provides a justiﬁcation for the use of the scheme when the correct model of
reward distributions is used. It also provides a robustness property, showing that
when an incorrect model is used the resulting estimated parameters correspond
to ﬁtted models that are as close a ﬁt to the truth as is possible in the selected
model class.
Consider the model of Section 5 where p(r,i;θ,ρ) = ρ(i)f(r;θ(i)), and we
do not assume that θ(i) is a scalar. The complete data information matrix Ic is
now block-diagonal (since the θ(i) is a vector instead of a scalar) with ith block
−E
 
∇2
θ(i) logp(it,Rt;θ,ρ)
 
= −ρ(i)E
 
∇2
θ(i)f(Rt;θ(i))|it = i
 
= ρ(i)If(θ(i))
where If is the positive deﬁnite information matrix corresponding to the non-
mixture density f. Similarly
∇θ(i) logp(r;θ,ρ) =
ρ(i)∇θ(i)f(r;θ(i))
p(r;θ,ρ)
=
ρ(i)f(r;θ(i))
p(r;θ,ρ)
∇θ(i)f(r;θ(i))
f(r;θ(i))
= P(it = i|Rt = r,θt = θ,ρt = ρ)∇θ(i) logf(r;θ(i)). (24)
Hence the PWRL update (21) is given by
θt+1(i) = θt(i) + αP(it = i|Rt,θt,ρt)[If(θt(i))]
−1 ∇θt(i) logf(Rt;θt(i)).
We formalise our learning environment to allow more rigorous study. Assume
that at each time instant a probability vector ρt is sampled, then a state is
sampled according to ρt, and ﬁnally a reward is sampled from a distribution
which depends only on the state. The sampling at time t is identical to and
independent of the sampling at any other time point. We denote by π the joint
distribution of ρt and Rt, and π( |ρ) the distribution of Rt conditional on the
event ρt = ρ. Note that the (non-switching) experimental framework described
in the main body of the article is included in this formal model.
Stochastic approximation theory tells us to consider the mean ﬁeld F(θ)
with ith component
F(θ)(i) = E
 
α−1(θt+1(i) − θt(i))|θt = θ
 
= Eπ
 
P(it = i|Rt,θ,ρt)[If(θ(i))]
−1 ∇θ(i) logf(Rt;θ(i))
 
= [If(θ(i))]
−1 Eπ
 
P(it = i|Rt,θ,ρt)∇θ(i) logf(Rt;θ(i))
 
. (25)
22A Lyapunov function for the system is a function V (θ) such that the scalar
product
 F(θ),∇θV (θ)  ≤ 0
with equality only when ∇θV (θ) = 0. If such a function exists then by placing
conditions on the learning parameters α the convergence of θt to stationary
points of V can be proved (Kushner and Yin, 1997; Bena¨ ım, 1999). We do not
provide the technical details in this paper, since they are closely related to the
proof by Wang and Zhao (2006). Similarly to the approach of Wang and Zhao
(2006) we will consider the KL divergence, conditional on ρt, from the reward
distribution under π to the ﬁtted reward distributions, then take an expectation
over ρt. The resulting function will be shown to be a Lyapunov function.
The conditional KL divergence is deﬁned as
v(θ,ρ) := KL(p( |θ,ρ) π( |ρ))
= Eπ( |ρ)
 
log
 
π(Rt |ρt)
p(Rt |ρt,θ)
   
 
 
 ρt = ρ
 
= Eπ( |ρ) [logπ(Rt |ρt)|ρt = ρ] − Eπ( |ρ) [logp(Rt |ρt,θ)|ρt = ρ].
Taking expectation over ρ gives the expected KL divergence
V (θ) := Constant − Eπ [logp(Rt |ρt,θ)].
To show that this is a Lyapunov function for the PWRL model, take the deriva-
tive with respect to θ(i) to give
∇θ(i)V (θ) = −Eπ
 
∇θ(i) logp(Rt |ρt,θ)
 
= −Eπ
 
P(it = i|Rt,θ,ρ)∇θ(i) logf(Rt;θ(i))
 
as in (24). Comparing with (25) we see that ∇θ(i)V (θ) = −If(θ(i))F(θ)(i).
Hence taking the scalar product gives
 F(θ),∇θV (θ)  = −
N  
i=1
 F(θ)(i),If(θ(i))F(θ)(i) 
≤ 0
since each If(θ(i)) is positive deﬁnite. Equality holds only when each F(θ(i)) =
∇θ(i)V (θ) = 0, which is at stationary points of the expected KL divergence from
the true data generating distribution π to the ﬁtted models.
We now consider the Lyapunov function corresponding to the experiments
of Sections 3 and 4, with the original formulation of PWRL (i.e. no variance
estimation). Figure 7(a) shows the Lyapunov function for pairs of Q values when
the conﬁdence level ρ = 0.9. The saddle shape of this potential surface indicates
that there is actually a local minimum where Q(1) = µ(2) and Q(2) = µ(1), as
well as the previously calculated global minimum at Q(1) = µ(1) and Q(2) =
µ(2). This local minimum corresponds to the situation where the estimates are
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(a) Lyapunov function surface for ρ = 0.9.
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Figure 7: Plots of the Lyapunov function for normal rewards with µ(1) = 2 and
µ(2) = 6, with variance ﬁxed to 1 throughout.
“swapped” (see Section 3.3). To investigate this phenomenon further we plot,
for diﬀerent ρ values, the value of the expected KL divergence along the line
Q(2) = µ(1)+µ(2)−Q(1) (which joins the two minima). In Fig. 7(b) we see that
for ρ = 0.99 the local minimum is not present. On the other hand, for ρ = 0.6
the local minimum is very pronounced, and indeed the Lyapunov function at
the swapped estimates is very nearly as low as at the correct estimates.
These plots also give us further insight into the diﬃculties the algorithm
suﬀered in Section 4 when the reward distributions were switched part way
through the experiment. If the estimates are approximately correct at the time
of switching, this eﬀectively corresponds to placing the estimates at the (in-
correct) local minimum of this Lyapunov function. Hence to learn the correct
estimates the Q values must climb out of the local minimum before converging
to the global minimum corresponding to correct estimates. From Fig. 7(b) it is
clear that if ρ is small the two potential wells are very similar, and moving the
estimates from one to the other is highly unlikely. However when ρ is large the
local minimum is in a shallow potential well, and it is easy for the estimates to
escape and converge to the correct values at the global minimum.
Note that this analysis also provides clear justiﬁcation for our claim that
switching is the hardest kind of distributional change that can occur for this
algorithm. When the switch occurs we are essentially placing the estimates at
the incorrect local minimum. Any other change in the distributions would place
the estimates somewhere else on the potential surface, from which it would be
easier to converge to the new global minimum.
24Acknowledgements
This work was supported by EPSRC grant EP/C516303/1. We thank Guido
Biele for discussion of experimental predictions of PWRL model, and Christophe
Andrieu for directing us to the literature on online EM. This research was initi-
ated at a Bridging the Gaps event at the University of Bristol, funded by grant
number EP/E022685/1 from the Engineering and Physical Sciences Research
Council.
References
Barndoﬀ-Nielsen, O. (1978). Information and exponential families in statistical
theory. Wiley.
Bena¨ ım, M. (1999). Dynamics of stochastic approximation algorithms. In Le
S´ eminaire de Probabilit´ es, Volume 1709 of Lecture Notes in Mathematics. New
York: Springer-Verlag.
Bogacz, R. (In press). Optimal decision making theories. Handbook of Reward
and Decision Making. http://www.cs.bris.ac.uk/Publications/Papers/
2000958.pdf.
Bogacz, R. and K. Gurney (2007). The basal ganglia and cortex implement
optimal decision making between alternative actions. Neural Computation 19,
442–477.
Britten, K., M. Shadlen, W. Newsome, and J. A. Movshon (1992). The analysis
of visual motion: A comparison of neuronal and psychophysical performance.
The Journal of Neuroscience 12, 4745–4765.
Budescu, D. V., S. Weinberg, and T. S. Wallsten (1988). Decisions based on
numerically and verbally expressed uncertainties. Journal of Experimental
Psychology: Human Perception and Performance 14, 281–284.
Capp´ e, O. and E. Moulines (2008). Online EM algorithm for latent data models.
arXiv: 0712.4273
D’Ardenne, K., S. McClure, L. Nystrom, and J. Cohen (2008). Bold responses
reﬂecting dopaminergic signals in the human ventral tegmental area. Sci-
ence 319, 1264–1267.
Dayan, P. and L. Abbott (2001). Theoretical Neuroscience. MIT Press.
Dempster, A., N. Laird, and D. Rubin (1977). Maximum likelihood from in-
clomplete data via EM algorithm. Journal of the Royal Statistical Society,
B 39, 1–38.
Doya, K. (2007). Reinforcement learning: Computational theory and biological
mechanisms. HFSP Journal 1, 30–40.
25Frank, M., L. Seeberger, and C. O’Reilly (2004). By carrot or by stick: Cognitive
reinforcement learning in Parkinsonism. Science 306, 1940–1943.
Hertwig, R. and A. Ortmann (2001). Experimental practices in economics:
A methodological challenge for psychologists? Behavioral and Brain Sci-
ences 24, 383-451.
Kepecs, A., N. Uchida, H.A. Zariwala, and Z.F. Mainen (2007). Neural cor-
relates, computation and behavioural impact of decision conﬁdence. Na-
ture 455, 227–231.
Kiani, R., T. Hanks, and M. Shadlen (2008). Bounded integration in pari-
etal cortex underlies decisions even when viewing duration is dictated by the
environment. The Journal of Neuroscience 28, 3017–3029.
Kushner, H. J. and G. G. Yin (1997). Stochastic Approximation Algorithms and
Applications. New York: Springer–Verlag.
Montague, P., P. Dayan, and T. Sejnovski (1996). A framework for mesen-
cephalic dopamine systems based on predictive hebbian learning. The Journal
of Neuroscience 16, 1936–1947.
Ratcliﬀ, R. (1988). Continuous versus discrete information processing: Modeling
accumulation of partial information. Psychological Review 95, 238–255.
Ratcliﬀ, R. (2006). Modeling response signal and response time data. Cognitive
Psychology 53, 195–237.
Roitman, J. and M. Shadlen (2002). Response of neurons in the lateral intra-
parietal area during a combined visual discrimination reaction time task. The
Journal of Neuroscience 22, 9475–9489.
Schultz, W. (1998). Predictive reward signal of dopamine neurons. Journal of
Neurophysiology 80, 1–27.
Shadlen, M. and W. Newsome (1996). Motion perception: Seeing and deciding.
Proceedings of the National Academy of Sciences 93, 628–633.
Shadlen, M. and W. Newsome (2001). Neural basis of a perceptual decision in
the parietal cortex (area LIP) of the rhesus monkey. Journal of Neurophysi-
ology 86, 1916–1936.
Sutton, R. (1988). Learning to predict by the methods of temporal diﬀerences.
Machine Learning 3, 9–44.
Sutton, R. and A. Barto (1998). Reinforcement learning: an introduction. MIT
Press.
Titterington, D. (1984). Recursive parameter-estimation using incomplete data.
Journal of the Royal Statistical Society, B 46, 257–267.
26Tobler, P., C. Fiorillo, and W. Schultz (2005). Adaptive coding of reward value
by dopamine neurons. Science 307, 1642–1645.
Ungless, M., P. Magill, and J. Bolam (2004). Uniform inhibition of dopamine
neurons in the ventral tegmental area by aversive stimuli. Science 303, 2040–
2042.
Usher, M. and J. McClelland (2001). On the time course of perceptual choice:
The leaky competing accumulator model. Psychological Review 108, 550–592.
Wang, S. and Y. Zhao (2006). Almost sure convergence of Titterington’s re-
cursive estimator for mixture models. Statistics & Probability Letters 76,
2001–2006.
Yu, A. and P. Dayan (2003). Expected and unexpected uncertainty: ACh and
NE in the neocortex. In Advances in Neural Information Processing Systems,
Volume 15.
27