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Abstract: Nowadays, manufacturing companies are characterized by complex systems with multiple
products being manufactured in multiple assembly lines. In such situations, traditional costing
systems based on deterministic cost models cannot be used. This paper focuses on developing a
stochastic approach to costing systems that considers the variability in the process cycle time of the
different workstations in the assembly line. This approach provides a range of values for the product
costs, allowing for a better perception of the risk associated to these costs instead of providing a single
value of the cost. The confidence interval for the mean and the use of quartiles one and three as lower
and upper estimates are proposed to include variability and risk in costing systems. The analysis
of outliers and some statistical tests are included in the proposed approach, which was applied in
a tier 1 company in the automotive industry. The probability distribution of the possible range of
values for the bottleneck’s cycle time showcase all the possible values of product cost considering the
process variability and uncertainty. A stochastic cost model allows a better analysis of the margins
and optimization opportunities as well as investment appraisal and quotation activities.
Keywords: stochastic models; costing systems; variability; uncertainty; risk
1. Introduction
To control the costs of products and services, companies should have accurate infor-
mation of the relevant cost objects [1,2]. Therefore, it is very important to have a proper
costing system and controlling of the cost [3]. Furthermore, companies now are facing
competition globally, pushing the development of new products, using different and more
complex production processes, which enforce even more sophisticated costing systems [4].
Major technical decisions taken in the manufacturing industry related to new products and
processes must be supported by complete, accurate, and timely information about costs
and profitability [5].
Nevertheless, many companies continue to perform the costing of the product in a
traditional way, e.g., allocating costs to products proportionally to the quantities produced.
Nowadays, companies are characterized by complex systems with multiple products being
manufactured in multiple assembly lines. In such situations, traditional costing systems
cannot be used. It is very often that cost becomes distorted in a traditional costing system
as accounting decisions are made years ago [1], when the range of products in the company
was narrow.
A good costing system helps managers to understand the detailed cost of different
short- and long-term activities and processes. The costs of products and services and other
relevant cost objects include raw material costs, direct labor costs, indirect costs and other
expenses from non-production departments. To allocate adequate costs to cost objects,
appropriate and consistent information is needed to be successful [6].
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In cost management, the main focus of researchers and practitioners is on solving
problems related to the allocation of resource costs to cost objects (e.g., products), overhead
cost analysis, etc. To solve these problems, they develop and apply deterministic cost
models. Deterministic cost models play a pivotal role in the understanding of product
costing and to perform profitability analysis and pricing strategies. On the other hand, cost
estimation is important for quotation and budgeting exercises and to support the design of
the business plans. Hence, cost estimation models are often used to reduce the cost of the
product or optimize costs. The relevance of the selected method influences the quality of
the estimations [7].
Actual manufacturing systems are characterized by a high level of variability and
uncertainty, which can drastically affect the cost of the product. To control and monitor
the process of manufacturing, it is important to consider the uncertainty to achieve the
required levels of consistency, quality, and economy [8]. The results can depend on the
uncertainty incorporated by the unknown variables that are not modelled. Uncertainty
factors in manufacturing processes are demand, cycle time, resources, etc. The uncertain
situations in the stochastic approach demand the use of probability distributions [9]. Such
scenarios can be created for uncertainty based on optimistic, pessimist and neutral forecast
values and their probability [10]. The mean values of the uncertain parameters can be used
for the development of the stochastic model [11].
Thus, the motivation to develop this work is, as there is space for it, improvement
in the costing of the product in practice (approaches and tools used by companies) and
conceptually (concepts and models). It is indeed necessary to accommodate all the variabil-
ities and uncertainty that prevail during the manufacturing process. This paper focuses on
developing a stochastic approach to costing systems that considers the variability in the
process cycle time of the different workstations in the assembly line. Such an approach will
provide the range of values for the product costs, allowing a better perception of the risk
associated to these costs, instead of providing a single value of the cost.
Stochastic analysis is associated with the analysis of events in which at least one of the
components of the process is random. It is usually applied in situations that face a set of
random variables over time. The literature presents several approaches to deal with the
stochastic behavior, with Markov models and simulations being some of the most common.
A Markov process is described as such when only the current value of the variable is taken
into account to predict its future value. Process simulations are associated with the random
generation of values, assuming that they are in a given interval or in accordance with,
for example, the variable’s mean value and respective standard deviation [12]. Usually,
values are generated following a normal distribution of mean x and standard deviation s.
The stochastic frontier analysis can be used to identify the efficiency and productivity of
manufacturing processes. A model can be designed for each plant, process or production
line, and these models can be combined to achieve the overall performance, bridging the
gap between the current productivity and the objective to be achieved [13].
Thus, in order to achieve that, it is essential to use mathematical concepts to under-
stand, in a first instance, the variability and then to identify a range of values for the product
cost applying statistical methods. With the applied mathematics, a better perception of the
product process can be achieved, and better decisions can be made. This paper extends
and complements recent research on applied mathematics in the industrial engineering
setting, where stochastic modelling and new mathematical models for the allocation of
process costs to products were used to improve the performance evaluation, optimization
of maintenance costs, supply chain costs, investment decisions and production inventory
with flexible manufacturing [14–17]. Recent work by [9] shows the use of the stochastic
approach in production planning and to optimize the profit as uncertainties are involved.
By using the methodology proposed in this paper, it will showcase the historical statistical
data of a defined period so that the variability in the process can be observed and the
real-time cost of the product can be calculated. This can contribute significantly to support
continuous improvement in production systems. Moreover, it can also bridge the gap
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between financial and production departments, integrating production and accounting
information. The comparison between the standard and the real cost can be done in a better
way, which will facilitate both operational and strategic decision making.
In this research project, a six-step methodology was developed and applied. Firstly, a
data analysis is performed to obtain relevant descriptive statistics and identify the outliers
which must be removed from the product cost analysis. After removing the outliers, the
descriptive analysis must be done again to understand the data. The third step is to perform
the hypothesis test to compare cycle times across the different assembly lines. The next
step is to obtain the confidence interval for the mean, which provides information about
the potential risk and variability in the cost of the product. Additionally, quartiles Q1 and
Q3 provide a range of potential values for the computation of product costs, highlighting
the inherent risk of such cost.
The proposed model was applied in a tier 1 manufacturer of the automotive industry.
Specifically, one product was taken into consideration on which analysis was performed. To
manufacture this product, 18 workstations were needed. Only the bottleneck workstation
of the assembly line was considered since it represents the cycle time of the assembly
line. So, any variability and uncertainty in the bottleneck will affect the cycle time of the
assembly line resulting in changes in the cost. The cycle time of the bottleneck workstation
was gathered, and after analyzing and removing the outliers, a descriptive analysis was
performed on it. After performing the statistical tests, it was evident the existence of
variability and uncertainty. Following the stochastic approach, the range of cost was
calculated, using the quartiles and confidence interval for the mean. This stochastic
range of cost accommodates the variability and uncertainty that can prevail during the
manufacturing process in a specific period for a certain type of product.
In the next section, a literature review on uncertainty and variability, and stochastic
approaches in costing systems is presented. To counter the impact of uncertainty and vari-
ability on cost computation, the use of a stochastic approach is proposed. The methodology
is explained in Section 3, and the results of its application in a case study developed in a
tier 1 manufacturer of the automotive industry are presented in Section 4. The computation
of the product costs and relevance of the proposed methodology are discussed in Section 5.
Section 6 presents the main conclusions and opportunities for further research.
2. Literature Review
2.1. Uncertainty and Variability in Cost Models
Uncertainty, in the modelling process, is due to insufficient knowledge, which implies
that predictions will differ from reality [18]. There are significant sources of uncertainty
associated to the cost estimation process. During the estimation of the cost, the information
of the cost available is usually the historic product costs; sometimes, this information
has a high level of uncertainty, first in the design stage, and later, in the manufacturing
process, e.g., the dimensions of the product, process cycle times [19]. The uncertainty in
the cost estimation can be reduced by providing more complete information about the
manufacturing process, product design, product support, reliability, and requirements of
disposal [20].
When an event is modelled, a decision must be made by the decision maker whether
it is necessary to include the uncertainty that prevails with the event. In some cases, it
is enough to approximate the uncertain events by a deterministic model. However, if
uncertainty happens to be significant and can impact the results, then it is important to
include it in the model, and uncertain events should be studied. In this kind of situation,
it is necessary to choose a proper method to model the uncertainty [21]. Uncertainty
and variability are present in many real-life events, e.g., variation in the cycle time of
assembly lines. It may occur due to several reasons, such as lack of information, ambiguity,
complexity in the information, errors in measurements, beliefs instead of real information,
etc. [21]. The magnitude of uncertainty depends on the information available and the
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complexity of the event. Uncertainty is also related to the possibility of error from not
having ample information about the event and the related aspects [22].
There are different definitions for uncertainty [7]. For example, in the financial domain,
there is a fine distinction between uncertainty and risk. Indeed, it is normal to speak of
risk when the future is unknown but there is known a probability distribution of such a
probable future. On the other hand, uncertainty occurs when the probability distribution is
itself unknown [23]. For Zimmermann [21], “uncertainty implies that in a certain situation
a person does not dispose about information which quantitatively and qualitatively is
appropriate to describe, prescribe or predict deterministically and numerically a system,
its behavior or other characteristic”.
It is evident from different sources that uncertainties and variabilities can impact
cost estimation. If more information is available, it is possible to reduce the uncertainty
in the estimation of the cost, specifically, details about manufacturing and design of the
product [7]. In the field of cost calculation and costing systems, many methods can be
used. In the past, a sensitivity analysis was used to estimate the cost and uncertainty
by measuring the level of risk. It can provide brief information to the decision maker
about what can happen if the input changes, considering the best-case and worst-case
situation. However, this method has its limitations, namely, when there is a considerable
number of variables, we have difficulties in estimating what will occur and understanding
how the relationship among the variables can explain the phenomenon under study. To
lessen the gravity of this limitation, various probabilistic methods are developed. In these
methods, the uncertainty related to cost information is expressed through probability
functions. Probabilistic methods help decision makers by providing more information, but
they require a larger amount of data and more sophisticated statistics than the sensitivity
analysis [24].
Managing the cost is important to understand the cost behavior, as the variability
in the market, prices, and work methodology affect the cost. This variability can affect
the cost of the product; hence, the efficiency of the company can be affected. A better
understanding of the product variability is necessary for a better control over the cost. A
proper risk assessment demands a good understanding of the impact of uncertainty and
variability on costs [25].
Several methods, including activity-based costing, have been proposed but they have
limitations to incorporate adequately uncertainty and variability. It has been proposed to
use the fuzzy approach, which is based on the rationality of uncertainty because of factors
such as vagueness and inaccuracy [26]. In the cost–volume–profit analysis, various factors,
such as risk and uncertainty, are ignored; thus, it severely limits the usefulness of this
methodology. By using a fuzzy set, it is possible to manage inaccuracy, giving access to
evaluate the cost–volume–profit decision-making process [27]. Monte Carlo simulation
and fuzzy set theory are better methods to handle the uncertainty and inaccuracy in the
data for cost models [22]. When uncertainties are partially or totally random, they are
usually represented by probability density functions, which can be used also in costing
systems [28]. When the decision maker faces an uncertain problem, it can be expressed
as uncertain ratios also known as fuzzy numbers [29]. Techniques based on the fuzzy
numbers have been proposed to manage uncertainty in cost models [22]. There is research
based on linear planning models using fuzzy numbers to deal with the uncertainty of the
parameters [9]. For example, fuzzy-based-activity–based costing can help to compute the
cost [30]. Additionally, it can allow managers to control the cost and define key performance
indicators, supporting decision making [30].
2.2. Stochastic Approaches in Cost Models
A stochastic model can be defined as the collection of random variables that are
arranged in a specific mathematical set, which is associated with an element of the set [31].
A stochastic model is a tool to estimate the probability distribution of the possible results by
allowing the random variable in one or more inputs over time. The random variables are
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based on the variability and uncertainty found in the historical data for the selected time,
using standard time series methods. The distribution of the probable results is derived from
the number of stochastic projections which reflect the random variable in the inputs [32].
A stochastic cost model will set up a projection model, which allows the analysis of
single products, several products in the same assembly line and all products in the entire
company. It can use random variation to understand what conditions (risk, variability, and
uncertainty) can affect the cost of the product. In the end, the distribution of the outcome
can portray not only the most likely cost of the product, but the whole possible range
of product costs from a reasonable set of assumptions and constraints. The most likely
estimate is given by the distribution curve also known as the probability density function,
which is typically also the mode of the curve [32].
The advantage of a stochastic approach is that, unlike the deterministic approach
which only gives a value to the product cost, this method of cost modelling gives the entire
range of possible cost values of the product, considering the related variability, risk, and
uncertainty. It can reflect better real-world situations, providing different ranges of possible
results. Additionally, by running several rounds of calculations, and using many different
estimates of future economic situations, the model will show the range of costs, showing
the potential upside and downside of each.
Stochastic frontier analysis models are used as a statistical benchmark to provide an
overview of the industrial sector. They can also be adjusted to understand plant productiv-
ity. However, the general form of the stochastic frontier analysis is difficult to implement in
a complex manufacturing industry because of the problems of multicollinearity [13]. It is
important to have accurate information; with modern complex systems, deterministic mod-
els are impractical, as they cannot represent the disturbance and uncertainty adequately.
So, it is necessary to apply stochastic models [8].
The deterministic cost model was extended by Ioannou et al. [32] to systematically
account for the stochastic input. They performed a Monte Carlo simulation to obtain
the probability distributions that allow estimating the probabilities of exceeding a set of
thresholds and determining the confidence interval. This stressed the importance of appro-
priate statistical modelling of the stochastic variables to reduce modelling uncertainties
and contribute to better-informed decision making for making investments. An advanced
stochastic model was applied to identify the most relevant parameters influencing cost
and uncertainty. The stochastic model was implemented by using a @risk software exten-
sion. They also investigated the variables that behave as the most important cost drivers,
which are behind the effective reduction of the cost, thus providing information on where
additional efforts are required, effectively reducing the costs [33].
There are stochastic cost models addressing the influence of uncertainties in wind
generation on the optimal operation of power systems [34]. In this particular case of
wind generation, there are a lot of possible scenarios, so a scenario reduction algorithm
was applied. The stochastic model gives a near possible optimal solution considering all
possible scenarios. This particular solution cannot be optimal for one particular scenario,
but it is robust over all possible realization of the uncertainties. An adaptive particle
swarm optimization algorithm was proposed to solve the stochastic cost model, which
overcomes traditional drawbacks, such as penalty coefficients, and parameter tuning. Sobu
et al. [35] developed stochastic scenarios by using observed mean-values and standard
deviation from data, and then stochastic operation cost optimization models for minimizing
operation cost were formulated. Then, they used a particle swarm optimization approach.
Stochastic approaches were also applied in the context of life cycle costing to study the
economic value of energy-efficient building retrofitting investments [36]. The authors also
investigated the effect of interdependent stochastic variables, such as explicit evaluation.
The economic evaluation is itself stochastic, so it can express both the expected value
and the value inherent to uncertainty and risks. The actual validity of stochastic costing
depends on the reliability of the conclusions that can be drawn. This reliability consists
of the robustness of the results and accuracy with respect to the real system, which the
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model aims to represent. The first aspect, in particular, not only generates the stochastic
life cycle cost outcomes, but also allows us to assess the variability of the outcome given by
the dataset.
Furthermore, Baldoni et al. [37] developed a new software tool for the evaluation of
life cycle impacts and costs assessments, which can be used to support decision making.
This tool allows evaluating the long-term trade-off between the economic and environ-
mental performance of investment projects, while accounting for uncertainties in the input
parameters. The software also offers several tools to perform sensitivity analysis.
Thus, by using a stochastic approach, the range of cost showing the potential upside
and downside can be obtained (see Figure 1).
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In the figure above, based [ ], it can be observed that, from a deterministic
perspective, w re only x1, y1 and x2, y2 are considered, Systems A and B are far below
risk z but the analys s is insufficie t, and a probabilistic approach should be taken i to
consideration. S tuations 1 and 2 show the range of possib e values for each system under
different conditions. In situation 2, System A, despit presenting a lower v rage (x2),
has a higher risk of reach z. Nev rthel ss, the risk of System B in situation 1 is higher.
Thus, we should go beyond the simple deterministic analysis and unders and the behavior
of t phenomenon under study. This reasoning c n be applied to products, activities
and processes; a ocha tic cost od l make it possible to measure such variability and
its impa t on the cost of the relevan cost objects. The range of costs, along with the
measureme t of pre ictions, should be provi ed. Such pre ictions should b b sed on the
calculated risk for the relevant variables.
For example, in companies, the standard cost of the product can be compared with
the estimations made for the different weeks of production, and the range of possible costs
and all estimations can be compared with the real cost, which can be updated weekly.
3. Materials and Methods
Nowadays, manufacturing analytics are important to derive insights about the impacts
on the organization of internal and external changes and variability [39]. Thus, statistical
methods are an important tool since they can be used to deal with the variability in observed
data. Moreover, data can be organized and summarized to understand the information
available. Descriptive statistics are widely used to identify the important features of the
data, for example, the mean, standard deviation, quartiles, minimum and maximum values,
range and coefficient of variation.
This analysis is important for decision making, in general, and engineering and
manufacturing, in particular [40]. For example, the detection of deviant behavior (large or
small variations) in costs can be detected with measures, such as standard deviation and
coefficient of variation.
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Descriptive statistics, such as the minimum, maximum, mean, and standard deviation,
were used to analyze product cost management data [41]. Another study was made to
analyze the impact of strategic costing techniques, where the descriptive statistics mean
and standard deviation were also applied to verify whether the new strategy achieved
successful performance when compared with prior years [42]. Furthermore, the first
quartile was also used for measuring machinery usage [43]. Chen et al. [44] defined the
cost of care for congestive heart failure using the quartiles, where the lowest, middle, and
highest costs are associated to the first quartile, second to third quartile, and more than the
third quartile, respectively. The coefficient of variation is another metric used in previous
studies; for example, operations’ cycle times were used to analyze the optimal allocation of
storage space in production lines [45]. According to [40], estimations using the mean could
be close or far from the true mean; in order to avoid this, it can be used instead a range of
the potential values, such as a confidence interval.
Therefore, in this paper, to analyze the product development process variability, we
propose a methodology based on six main steps:
1. Firstly, data analysis must be performed to identify the descriptive statistics and
outliers by activity and process, namely, mean, standard deviation, quartiles, min-
imum and maximum values, range and coefficient of variation. In the case study,
the analysis was made by the workstation and line. If the outliers are caused due to
external causes, then they must be removed;
2. After this removal, a new descriptive analysis must be performed to conduct a critical
assessment. In this step, it is intended to identify what is happening and whether it
is possible to find differences between lines for a specific workstation and product.
The analysis of the outliers is important to analyze the efficiency of the process and to
identify opportunities to improve the process;
3. The third step is related to performing hypothesis tests, where it is intended to
compare the workstation in different lines and identify in each one whether there are
significant differences;
4. The next step is to perform the confidence interval for the mean, considering that
the level of confidence is 95%. Note that instead of considering the mean value
to compute the product cost, the confidence interval provides information on the
variability and the potential risk of the cost. In this case, the variability is analyzed
since it is a range of values;
5. Furthermore, the quartiles values can be another possibility to take into consideration,
as it also gives an idea of the risk associated to the product cost. The interval for the
values can be computed, using the first and the third quartile thus, focusing on the
50% of the values around the median. The value associated to Q3 is a measure for the
product cost risk because 25% of the produced units will have a higher cost than such
a value. This is a conservative approach for cost risk analysis, and the 90 percentile
can be used to signalize the risk of a too-high cost. On the other hand, Q1 represents
a reference value for quotations because prices lower than this value will push the
margin to negative values. Again, alternatively, a less conservative approach can be
used considering, in this case, the 10 percentile. Thus, both the lower and upper limits
can be used as risk measures;
6. Finally, the values achieved in the confidence interval and the quartiles (first and
third) can be used to compute the product cost, considering each workstation or
aggregated byline (usually, considering the bottleneck of the line).
Note that the proposed approach can be applied differently, depending on what is
intended to be achieved. The six steps presented before can be simplified or developed, if
necessary. For example, it may be only necessary to identify the confidence interval for the
mean instead of the quartiles, or vice versa.
The implementation of the proposed methodology was made, using the 3.8 version
of the Python software. The pandas’ library was used to import the data to be analyzed
and to produce the descriptive statistics, using the read_csv and data.describe functions,
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respectively. Furthermore, the graphs were displayed using the matplotlib library with
the plot function. Thereafter, the scipy.stats library was also used to obtain the confidence
interval for the mean (norm.interval function) to verify that the data follow a normal
distribution (kstest function) and to perform the nonparametric tests (mannwhitneyu
function) [46–48]. Note that when the sample is large and the data do not follow a normal
distribution, the mean and standard deviation are unknown, and the confidence interval
can be performed using Equation (1) [40]. The normal.interval function considers the
expression defined, where x and s are the sample mean and standard deviation, n the
sample number of observations, α is the significance level that it is pretended to be used.
Thus, z α
2










To compare two independent samples, one can use parametric and non-parametric
tests. A parametric test must be used when the population follows a normal distribution,
has equal variance and is continuous. However, non-parametric tests are applied when at
least one of the parametric assumptions is not validated. Note that parametric tests are
more robust than non-parametric ones and consider less information to make stronger
conclusions. Therefore, Student’s t-test is a parametric test commonly used to identify if the
mean of one sample is different from a known mean or to identify if there are differences
between the mean from two identical samples. Furthermore, the Mann–Whitney test is a
non-parametric alternative to evaluate if two samples are from the same population [49]. In
order to check if the sample follows a normal distribution, Shapiro–Wilk and Kolmogorov–
Smirnov are well-known tests for the task. Where the Shapiro–Wilk test is commonly used
in small samples (n ≤ 50), the Kolmogorov–Smirnov test is applied in other cases [50].
Moreover, the Wilcoxon Sign Rank Test was used for the validation and analysis of
the computed costs. It is a t-test alternative since it is a non-parametric test. Thus, this test
intends to evaluate whether the median of one sample is different from a known value
instead of using the mean value [40]. In this case, the test was used to assess whether the
calculated values of the costs present significant variations over the weeks in relation to the
planned/standard cost. The Wilcoxon test was performed and paired, with the assumption
of two-tailed distributions and for a significance level of 5%. This test allows us to evaluate
the differences or disparities of the median values of the data, being useful to understand
whether observations or values of the same variable, recorded at different times, present
significant variations or not. This way, it allows us to evaluate the adequacy of the cost
model and evidence the existence of cost variability, justifying the stochastic analysis of
costs in detriment of the traditional deterministic approach.
4. Analysis of Results
The proposed methodology to include variability in costing systems was applied
following the six steps explained before. A data sample was considered, corresponding to
a weekly period (seven consecutive days), considered normal (they were not considered
holiday periods, breaks or other), referring to all production lines (A, B, C and D) where
the product is produced. These are data obtained from the production information system,
where the cycle time values for each day, per line and workstation, are recorded. These, in
turn, were processed, removing the outliers from the cycle times per line and workstation.
Next, the mean, quartile, extreme values (maximum and minimum), standard deviation
and coefficient of variation were computed.
In each line, composed of several workstations, the bottleneck (workstation with the
highest cycle time) was identified, and its frequency (count) was identified, corresponding
to the number of units produced. In total, it is a sufficiently large sample, with about
38,000 observations, which are distributed by all the lines in a variable way, but also with
considerable frequency values, that is, we have frequencies much higher than 50 (even the
minimum value exceeds 3000).
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The empirical data were obtained in a Tier 1 manufacturer of the automotive industry
that produces instrumentation systems, navigation systems, and steering sensors, among
others, partners with most car brands, is a worldwide leader in the areas of automotive
and industrial technology, and provides products and services for professional and private
use, making it an interesting case study.
Nowadays, for a company to be able to respond to customer demand and bring value
through its products, it must be able to produce with great flexibility and diversity. To do so,
an enormous complexity in the production process is necessary. Having complex processes
in the assembly lines causes variation in the cycle time of the workstations, which will
consequently affect the cost of the product. Thus, if a company wants to be competitive, it
must understand and control the variation of several activities that compose the production
process. This demands a stochastic approach in controlling the activities of production
processes.
The company under study is characterized by the development and production of
navigation systems for the automotive industry, mainly car displays. The development of
these products starts from prototype construction to series production.
A product was selected, produced in 4 different production lines. These lines are
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A descriptive analysis was conducted. Table 1 presents the number of observations,
mean, standard deviation, minimum, first, second and third quartile (Q1, Q2 and Q3),
maximum, range and the coefficient of variation, for each line. The coefficient of variation
is commonly used to identify whether the mean is representative. When this metric is less
than 50%, the mean is representative. Otherwise, it is preferable to use a median instead.
Table 1. Descriptive statistics (in seconds), per line.
Line A Line B Line C Line D
Count 3407.00 3510.00 15,314.00 15,664.00
Mean 984.28 992.15 993.30 952.42
Standard Deviation 240.33 257.90 217.50 210.91
Minimum 789.00 786.00 786.00 784.00
Q1 823.00 807.00 843.00 815.00
Q2 886.00 868.00 938.00 888.00
Q3 1036.00 1089.75 1049.00 988.00
Maximum 1981.00 1997.00 1999.00 1998.00
Range 1192.00 1211.00 1213.00 1214.00
Coefficient of Variation 24.42 26.00 21.90 22.14
According to the results obtained, lines A and B have almost the same number of
observations. The same conclusion can be drawn for lines C and D. Furthermore, according
to the mean, line B has a longer cycle time when compared to line A. Besides that, line C is
the one with the longer cycle time, when compared to line D. The minimum and maximum
cycle times are nearly the same for all the lines. Another conclusion is that the mean is
representative in all the lines, although there is variability since the range of the values (the
difference between the maximum and minimum values) is high. Thus, it is important to
understand the cause of these high values to avoid wrong conclusions.
According to what was observed, lines A and B present very close mean values, the
difference being 7.87 s, while in lines C and D, the difference between the mean values
is 40.88 s. In terms of standard deviation values, the difference is greater between lines
A and B than between lines C and D, being, respectively, 17.57 and 6.59 s; the small lines
show a tendency for greater variations in cycle times, around the mean. The i terquartile
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range is 213 and 282 s for lines A and B, respectively, and 206 and 173 s for lines C and D,
respectively. There is a greater difference in the small lines compared to the big lines.
For the coefficient of variation, the values on the small lines are close (differential of
1.58 s) but on lines C and D, they are even more similar (differential of only 0.24 s). All
lines show variation, although the highest values are observed in the small lines.
In general, the pairs of lines ((A, B); (C, D)) have characteristics that resemble each
other, namely, count, mean, standard deviation and coefficient of variation, and, at the
same time, allow the distinction between the two types of lines (small and big lines).
The available capacity and cycle times of the machines is fundamental to allocate
the cost of resources used to the cost objects. The variability in cycle times gives us also
information on the variability of the cost. Therefore, it is necessary to study the variability
of the cycle time, and the average confidence interval can be a way to do it. Hence, in
Table 2, it is shown the confidence interval for the mean cycle time in each line (given by
the cycle time of the line’s bottleneck, which is workstation 17).
Table 2. Confidence interval for the mean cycle time (in seconds), per line.
Line A Line B Line C Line D
Lower Bound 976.21 983.62 989.86 949.11
Upper Bound 992.35 1000.68 996.75 955.72
We can see that line D has the smallest values, and lines B and C have the higher ones.
With these results, there is a suspicion that there are differences between lines A and B
and between lines C and D. Differences between lines should be identified and analyzed
because they can result from different and not optimized planning, efficiency, demand
requirements, etc. Considering the high variability in internal processes and external
demand, these differences must be monitored on a weekly or monthly basis to support
effective and timely action plans from a continuous improvement philosophy.
To analyze these differences and trigger eventual action plans, non-parametric tests
were performed since the lines do not follow a normal distribution. To evaluate the
differences between lines, the analysis was conducted, considering line pairs A and B, C
and D. Thus, the Mann–Whitney test was performed to assess differences between the
lines. The hypotheses to take into consideration were as follows:
Hypothesis 1 (H1). There are no significant differences between lines in terms of the execution
(cycle) time.
Hypothesis 2 (H2). There are significant differences between lines in terms of the execution
(cycle) time.
Table 3 presents the p-value for the Mann–Whitney test (Mann–Whitney) and the
mean value for each line pairs. According to these results, Hypotheses H1 and H2 are
rejected since the p-value is less than the level of significance (α = 0.05). Therefore, there
are significant differences between the cycle time in lines A and B. The same conclusion
can be drawn for lines C and D. According to the mean, lines B and C have higher cycle
times than lines A and D, respectively. This variation between the small and big lines can
influence the product cost and represent opportunities for improvement in process costs.
In other words, if computed by the line, it is expected that the product cost will be higher
in line B than in line A.
After this analysis, it is important to verify if there are outliers. Thus, Figure 3 presents
the boxplot to visualize the cycle time variation in each line. With this visualization, it is
possible to identify outliers and, since there are too many, they contribute to a very high
variability. Hence, it is essential to understand why these values are happening to reduce
such variability.
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Table 3. Results of Mann–Whitney test.
Lines Mann–Whitney Mean (seconds)
A and B <0.001 984.28 and 992.15
C and D <0.001 993.3 and 952.42
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Figure 3. Boxplot for the cycle time (in seconds), per line.
The mean cycle time is higher for the small lines, compared to the big lines. When
the demand is lower than the total capacity given by the four lines, the company chooses
to produce in the big lines at full capacity, complemented by the small lines. This causes
those small lines to produce below their capacity, reducing the performance of the small
lines, and causing higher cycle times compared to big lines.
In terms of product cost, if the cycle time has a higher variability, then the variability
of cost will be higher. Minimizing the final cost is important to increase the margin;
minimizing variability contributes to decreasing the cost risk. Outliers are caused by
internal and external factors to the process, which should be managed differently, namely
in the context of continuous improvement or within the costing system. A new analysis
was conducted without the outliers to reduce the variability, which can be managed within
the costing system. Figure 4 presents the cycle time, per line, for workstation 17 without
the outliers. In a first analysis, it can be observed that the maximum value decreased in
all lines.
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The next step of the proposed methodology is to perform the descriptive statistics to
identify which metrics change when the outliers are removed. Therefore, Table 4 presents
the descriptive statistics, and we can see that most statistics have decreased, except for the
minimum, which remained the same. Besides that, the range decreased considerably, as
was expected, and, according to the coefficient of variation, the mean is still representative.
Moreover, there is more evidence that the cycle time is different in the small and big lines
since the means are slightly different.
Table 4. Descriptive statistics of cycle time (in seconds) without outliers, per line.
Line A Line B Line C Line D
Count 3070.00 3305.00 14,096.00 14,286.00
Mean 917.85 948.39 940.65 896.19
Standard Deviation 129.38 191.53 121.74 96.41
Minimum 789.00 786.00 786.00 784.00
Q1 820.00 805.00 835.00 811.00
Q2 869.00 854.00 923.00 873.00
Q3 979.75 1040.00 1015.00 956.00
Maximum 1355.00 1513.00 1358.00 1247.00
Range 566.00 727.00 572.00 463.00
Coefficient of Variation 14.10 20.19 12.94 10.76
Furthermore, the confidence interval for the mean cycle time is presented in Table 5,
considering the confidence level to be 95%. These values also decreased, and the amplitude
is, also, smaller. With these results, it is expected that there are differences between the
cycle times per line.
Table 5. Confidence interval for the mean per line, without outliers.
Line A Line B Line C Line D
Lower Bound 913.27 941.86 938.64 894.61
Upper Bound 922.43 954.92 942.66 897.77
Regarding the analysis of the measures without the presence of outliers, the count
values are very similar when analyzing the pairs of lines, A and B, and C and D. There
is a greater difference in the means between these two pairs of lines and the respective
standard deviation values. The values are lower compared to those obtained with the
presence of outliers but more differentiated between lines of the same type. The coefficients
of variation are also lower for all lines, but there is a greater difference between them when
analyzing pairs of lines, A and B, and C and D.
To verify if there are differences in the cycle times per line, the Mann–Whitney test
was performed, and Table 6 presents the results achieved. According to the p-value, in
the Mann–Whitney test, there are significant differences between lines A and B. The same
conclusion can be drawn for lines C and D. Lines B and C have a higher cycle time when
compared with lines A and D, respectively. Thus, the conclusions are the same when all
the available information is used. However, it is important to remember that we intend
to analyze the variability within product cost, where extreme values can lead to wrong
conclusions.
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Table 6. Mann–Whitney results without outliers.
Lines Mann–Whitney Mean
A and B <0.001 917.85 and 948.39
C and D <0.001 940.65 and 896.19
After these analyses, the last step of the proposed methodology is to identify how
many values are in each quartile to provide optimistic and pessimistic estimations for the
product cost instead of a deterministic cost. Therefore, Table 7 presents the number of
observations in each quartile, where the first count is the first 25% of the data, the second
for 25 to 50% of the data, and the last one for 50 to 75% of data. For example, in line A, there
are 795 observations with the cycle time being less than or equal to 820. The product cost
for these cycle times will be the lowest when compared with the other quartiles because
there is a reduced consumption of the resources. Thus, using these values, it is possible to
propose a range for the product cost and measure cost risk, particularly, using the cycle
time achieved in Q1 and Q3, respectively.
Table 7. Quartiles and number of observations for each line.
Line Q1 Count Q2 Count Q3 Count
A 820 795 869 743 979.75 764
B 805 838 854 819 1040 823
C 835 3536 923 3527 1015 3515
D 811 3588 873 3572 956 3572
Taking into consideration the results achieved and presented in Table 7, the boxplot
(Figure 5) was performed to visualize the variability of the data. Thus, there are new
outliers, which are included in the variability of the process that is intended to be allocated
to product cost. Initial outliers are supposed to be removed or, if not, allocated to the
product as general costs not specific to the process/line. Identifying the different levels
of cost and understanding their behavior is so important for allocating them to products.
Costs can be specific to each produced unit, to the batch, the process, general costs of the
product or general cost of the company/business. High variability in cycle times can be
explained by reasons related to all these different levels.
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Thus, for the inclusion of variability in the computation of product costs, the cycle
times associated to Q1 and Q3 and the confidence interval for the mean are used. Both
can be calculated or estimated for each workstation or just considering the bottleneck of
the line (in this case, workstation 17). The analysis made was used to compare production
lines; thus, it was centered on the bottleneck which defines the production speed of the
line. After this high-level approach to optimize production lines, a detailed analysis within
each line should be made to analyze and optimize workstations.
5. Discussion
The stochastic analysis of production cycle times is fundamental to include variability
and risk within costing systems. Besides the variability in the production processes, we
can have also variability caused by changes in the demand and variability in the value of
the resources used. Process variability is particularly relevant in costing systems and for
optimization purposes, and it is the focus of this research work.
Manufacturing product costs can be explained through the typical three components:
direct materials, direct labor and indirect costs (such as energy, amortization, area, etc.).
Direct labor plus indirect costs represent the conversion costs. Costs can vary with the
production, which is called variable costs, or not vary, which is called fixed costs. The
unitary product cost can also include non-manufacturing costs (e.g., logistics costs, and
sales and administrative costs), typically allocated on a volume basis. Such a complete cost
can be compared to the price in order to evaluate the profitability of the product. However,
a first analysis of the margins must be based on the manufacturing cost from which several
actions can be made in the shop floor, e.g., optimization of processes, and waste reduction,
among others.
5.1. Main Assumptions
The cost analysis made in this case is focused on the manufacturing cost and on
process variability. Further work can be done to extend it to the other dimensions of
variability and the non-manufacturing costs. Thus, to calculate the cost of the product,
these are the key inputs of the cost model, namely, the following:
• Quantities demanded by the client;
• Available time to produce the product in the line: (nº of days× shifts per day ×minutes
per shift × 60);
• Workstations—the stations where the work associated with each process is carried out;
• Number of equipment per workstation and respective investment costs (i.e., depreciation);
• Cycle times per unit produced;
• Tariffs for the different resources used (e.g., area, energy, maintenance).
A general expectation is to have an overall equipment effectiveness (OEE) of 90% hav-
ing in consideration the possible losses while producing. This efficiency of 90% multiplied
by the time will lead the real time expected by the production line. The main resources are
related to labor, depreciation, maintenance, auxiliary material, energy, area, other internal
costs, tooling, etc. Considering the planned quantities and the budgeted costs, a specific
tariff for each category of resources can be calculated. Summing all those tariffs, we can
obtain the general tariff for the line. Table 8 below shows the general tariff for each line for
the year 2021.
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Tariffs are different if the resources used and/or available capacities are different.
Lines C and D have used similar resources and offer identical capacity levels. Having
the values of the tariffs, we can calculate the cost of the product in the different lines. To
calculate the cost of the product, one must multiply the general tariff by the cycle time.
According to the statistical analysis performed and presented in the previous section,
we can obtain the range for product cost considering process variability in each line. The
first quartile of the cycle time is considered the lower range, and the third quartile is
considered the upper range value, giving us an interval of the expected variation and
allowing to estimate the risk of cost. The lower range helps with budgeting exercises,
quotations, and the development of new products because it represents the potential lower
costs of the product. The upper range gives an alert that margins can be compromised if the
efficiency of the line is not improved. In this case, a conservative approach was followed,
taking the values for Q1 and Q3; however, these limits could be calculated using the 10th
and the 90th percentile.
5.2. Computation of the Costs
Table 9 presents the range for product costs considering the values for the first and
third quartiles, which cover 50% of the values around the median, considering one week of
analysis. It is important to note that in lines A and B, there are 18 parts that are produced
in parallel, whereas in lines C and D, there are 36 parts.
Table 9. Range of product cost considering Q1 and Q3, per line.










A 0.1178 820 979.75 18 5.366 6.411
B 0.1243 805 1040 18 5.558 7.181
C 0.1470 835 1015 36 3.409 4.144
D 0.1470 811 956 36 3.311 3.903
In Table 10, the range of the cost can be observed based on the mean value of process
time with a confidence interval of 95%. By using this smaller amplitude, cost variability is
reduced, and the results are more related to the standard efficiency of the process.
Table 10. Range of product cost considering the confidence interval for the mean, per line.










A 0.1178 913.22 922.43 18 5.976 6.036
B 0.1243 941.86 954.92 18 6.504 6.594
C 0.1470 938.64 942.66 36 3.832 3.849
D 0.1470 894.61 897.77 36 3.652 3.665
It can be observed that the tariff for each line is different because the number of
equipment is different, except for the big lines (C and D). In line B, there is more equipment
than in line A but the planned quantities are almost the same. Thus, the amortization cost
per product unit in line B increases. Hence, the parts produced in line B are costlier. Lines
C and D are a replication of each other, so they have similar tariffs. The amount invested in
the equipment in the big lines is bigger than in the small lines, but at the same time, the
quantities produced in these lines are significantly higher. Therefore, the product produced
in the big lines has a smaller cost despite having more equipment in each workstation. The
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cycle time of the assembly line decreases with the increase in the amount of equipment in
the workstations.
The methodology proposed here is related to some work done in the recent past. For
example, Zanjani et al. [11] developed a stochastic model using the mean values of the
uncertain parameters for the probability distribution. The developed model was applied in
a milling industry with the purpose of supporting the production planning. Additionally,
Sobu and Wu [35] developed stochastic scenarios by using observed mean-values and
standard deviation from data, and then based on these stochastic scenario data, stochastic
operation cost optimization models for minimizing operation cost were formulated. These
models were used to measure uncertainty in power generation and renewable energy.
By using this methodology firstly, it is easy to understand how the assembly line
is performing. It can be identified that the number of parts produced falls under the
standard cycle time allocated for the production. With a stochastic approach, the range of
the cost is available, which can help the manager to make decisions about the planning
of the production, as this approach can facilitate the understanding about the real-time
cost of the product along with the allocation of production quantities for each assembly
line. It is important to note that, even though the assembly lines are replicates of each other,
there may be some variability in them. Lines C and D, despite being exactly alike, have a
significant difference between them.
5.3. Cost Analysis per Line and Product
For a better understanding of the variation in the data and analysis of their unpre-
dictability, the mean values of cycle times corresponding to 12 weeks of three consecutive
months were extracted and analyzed. Each of these weeks corresponds equally to a period
of seven days.
For each of the lines, a confidence interval for the mean of 95% was calculated, as well
as the first and third quartiles. To better understand the variation in the final costs per line,
these were calculated according to the values presented in Table 8, that is, multiplying the
cycle times obtained by the respective tariff.
Thus, the cost variation intervals were found when considering the confidence interval
for the mean and the interquartile range. The values are shown in Figure 6.
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Starting with lines A and B, we see that costs vary over time, above or below what
was planned. Lines C and D tend to present their mean costs lower than planned. The
upper limits (i.e., the 3rd quartile values) for the small lines are almost twice as high as for
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the big lines. In the big lines, values vary between EUR 3.3 and 4.7, while in the small lines,
they can reach maximum values of around EUR 9.4.
Furthermore, in most cases, the planned and expected cost values are above the value
of Q3, that is, the planning presupposed obtaining a higher cost than the reality. This is
not necessarily positive because it could represent an excessive pressure in the product
development and quotation stages.
Considering all lines combined, the cost of the product does not exceed the planned
cost, globally. The risk of higher costs given by the values related to the third quartile is
not significant, and it is higher in the last weeks. Nevertheless, the average cost increases
consistently over alternating weeks of increases and decreases in cost, as we can see in
Figure 7.
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As we can see from the results obtained and presented in Table 11, lines A and B
present test values of 0.167 and 0.130, respectively. We are led to conclude that these do not
present significant differences between the planned value and the observed values. This
denotes a greater tendency for the cost values, actual and planned, to come closer together.
Notably, in absolute terms, the median values of the observed costs present a variation
around 4% compared to the planned values.
As regards lines C and D, the test values obtained are 2.30613× 10−6 and 3.8338× 10−5,
respectively. In other words, there are significant differences between the values planned
and those obtained. In real terms, this means that these lines are more sensitive to having
cost values that are significantly different from the planned ones, due to different levels of
productivity, planning efficiency and process variability. The median values are indeed
different, with the actual values being 10 and 15% lower than planned.
The results obtained are consistent with the company’s situation that allowed the
product cost to be lower than planned, namely, because big lines work very efficiently and
significantly below the target cycle time used by the finance department to produce the
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annual budget. Most of the production is scheduled for the big lines (around 15,000 parts
per week, compared to 3000 parts per week in small lines). In addition, the number of
equipment is higher in big lines, so more parts are produced in parallel. Thus, the cost of the
product tends to be much lower than the standard cost defined by the finance department.
In general, the Wilcoxon test shows that the average real costs, considering all lines,
tend to be lower than the planned ones. On the other hand, this difference is significant for
big lines (lines C and D). Small lines (lines A and B) do not present significant differences
between planned and observed values. However, given the influence of the big lines on
total production, performing the same test and under the same conditions, we observe that
there are significant differences between the planned product costs and actual observed
costs. In this case, we obtained a test value of 8.79051× 10−6 with actual median values
10% lower than planned, considering all production lines.
We are led to infer that big lines considerably influence the variation of the final cost
of the product and that the explanation for real costs being lower than planned lies in the
operating conditions of these lines. The Wilcoxon test allows us to deduce that the median
values, in total, are very different (47,341.42341 and 42,580.85791, comparing planned and
observed values, respectively), and that the actual average values are about 10% lower
than the planned value.
The Wilcoxon test reinforces the scientific validity of the significance of the cost
variation, if any, and furthermore, shows us that the proposed methodology is able to
present and describe that same variation and its effects on the product cost.
In this analysis, the workstation that represents the bottleneck, per line, was considered
for the computation of the cycle time, allowing a view of the minimum time required to
produce an article in the production line. Further work can be developed to support
a much more detailed analysis, considering all the stations that compose the line and,
consequently, the respective specific costs associated with each workstation. With the
methodology adopted here, it will be interesting to notice the variation, along the same
lines, of the different costs by workstation and by line and its consequent variations
over time. Moreover, an intensive outliers’ analysis must be performed since it increases
the variability in the process, and it is important to understand these occurrences to
reduce them.
By following this methodology, it is possible to know the real-time cost of the product,
which can facilitate controlling the cost of the product in a timely manner. The manager
can better decide the allocation of quantities to each line, as each line can provide different
margins of profit based on the quantities produced and the variability of the process time
in each assembly line. Investment in new equipment can be also verified by this approach,
regarding whether it will be profitable or not. Thus, investment appraisal exercises will
also benefit from the use of a stochastic approach in product cost calculations.
5.4. Final Remarks
The proposed methodology was applied in a real context, and the main remark to take
into consideration is that the presence of outliers can lead to wrong misperceptions, that is,
in Table 1, it was not clear that there are differences between lines A and B, considering
the mean values. Therefore, when the outliers were removed, this was more perceptible
(Table 4) and, in terms of variability, the range was halved. Note that the removal of the
outliers was done for those caused by external factors. Despite the hypothesis test having
the same conclusions with (Table 2) and without outliers (Table 5), the range between the
lower and upper bound also decreased considerably. This means that part of the variability
was removed.
The lines use different resources and have also different capacity levels. Small line
B has the highest costs and, incidentally, the highest fare. The big lines, C and D, have
very similar costs and the same fare. Furthermore, it is also expected that costs have their
own variability, which was not studied here. The combination of cycle times variability,
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costs variability and demand or planning variability will make the model too complex.
However, all of these variabilities should be taken into consideration.
Statistics, namely, the study of averages and respective variations in values by lines,
allows us to have a broad view of the production time and, consequently, respective costs.
It is possible to verify that, depending on the type of line, these values differ, allowing
inferences about different trends and variation intervals for the average cycle times and cost.
With the presentation of the confidence intervals for the mean, it is possible to obtain
a notion of the expected variation, in terms of production times, helping to forecast costs.
Comparing the actual and planned results, we confirm the existence of cost variability,
which, in some cases, may be above the expected value, and in others, below it. In other
words, the clarity of the uncertainty in cost forecasting is expressed. With a confidence
interval of 95%, it is possible to predict that the big lines have a greater tendency to have
lower than expected mean cost values, compared to small lines.
The study presented also allowed us to determine the importance of studying outlier
elements, as when these are extracted, we are led to a clearer analysis, closer to what we
may consider common (without major variations and differences in values). In other words,
it became easier to see that the non-consideration of aberrant elements helps in predicting
results within something that can be considered as expected.
With the approach presented here, an important contribution is made to estimate
something that is uncertain and that can vary greatly over time. Even though the cycle
time considered only refers to the bottleneck station, the results show the existence of
divergence in costs in the two types of lines.
Despite the results obtained, it should be noted that the cycle time considered was
related only to the bottleneck station. In other words, although other workstations operate
simultaneously, the specific production time of those workstations was not considered. For
further work, it may be considered the times of all workstations that make up the line to
understand how this influences the final cost. In addition, it will be important to extend
the study to the relationship between cycle times, if any can be found. It opens doors to the
analysis of the average cycle times and respective variations of each workstation in each of
the lines to estimate and predict the respective costs with high confidence.
In addition, outliers can be analyzed carefully to understand which and what types
of lines are more sensitive to large variations in time cycles, that is, if lines with differing
cycle times lead to different costs and/or large cost variations.
The main obstacles and difficulties faced in the implementation of this methodology
were related to the access and integration of financial and production information. This
process takes some time, as data must be extensively collected, and various tests must
be performed on it. The presentation and visualization of the results in an automated
and simplified manner must also be improved, which will contribute to the routinization
and institutionalization of the entire process. Business intelligence and analytics tools
are particularly useful in this context. Company’s managers are experienced with such
tools (e.g., Tableau software) but there is still needed a better integration among databases,
reporting models, routines, and procedures.
6. Conclusions
Nowadays, traditional costing systems based on deterministic cost models are not
enough to adequately support decision making. As it was identified in previous studies,
the mean and standard deviation are widely used to analyze the product cost. However,
making estimations using the mean, in some cases, can lead to wrong conclusions [11]
since the estimation can be far from the true value. Thus, the confidence interval can be
used instead of the mean. Other alternatives are to consider the quartiles or the coefficient
of variance.
This paper proposes a stochastic approach to costing systems, which considers the
variability in the process cycle time. This approach provides a better perception of the risk
associated with product costs. The confidence interval for the mean and the use of quartiles
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1 and 3 as lower and upper estimates are proposed to include variability and risk in the
costing systems.
The developed six-step methodology was applied in a tier 1 manufacturer of the auto-
motive industry. Only the bottleneck workstation of the assembly line was considered since
it represents the cycle time of the line, but the analysis can be extended to all workstations
in the production line. The allocation of the cost to line can be enough for product costing,
to compute margins, and compare costs and revenues supporting the profitability analysis.
Nevertheless, the optimization of production processes demands a deeper analysis, where
costs should be highlighted by activities, workstations or individual machines.
With the work carried out here, doors are opened for future analysis of cost variations
over time with an awareness of the associated risks. The use of descriptive statistics gives
the ability to understand and evaluate the behavior of cycle times and their influence on
costs. In particular, the study of a confidence interval for the mean and the interquartile
range gives us insights into what we can expect, and the risk of obtaining values that are
much higher or lower than what was predicted. Variability can be also studied in the
demand and production quantities and in the tariffs that allocate resource costs to the
activities and processes.
The proposed methodology can be extended to developing stochastic cost models
based on activities or other more sophisticated costing systems. Indeed, by using an
activity-based costing approach, for example, every activity can be observed, and thus,
the variability for each activity can be recorded, and more accurate product costs can be
obtained. A dynamic model for cost analysis, cost estimations and controlling dashboards
based on stochastic assumptions can also be developed to understand and observe the cost
from a more complete perspective.
From a managerial perspective, it is very advantageous, as these methods provide
information in real time of the cost of the product, including the inherent variability. The
pace of production can be understood, and the possible bottleneck of the assembly line can
be taken into analysis, as it may vary from week to week. Additionally, this will help to
reduce the gap between financial and production departments and bring them on common
grounds. One of the main difficulties faced by managers is related to the collection of the
data and performing the steps mentioned, as these steps may take some time.
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