Abstract-Data-driven controller tuning for the modelreference control problem is investigated. A new controllertuning scheme for linear time-invariant single-input singleoutput systems is proposed. The method, which is based on the correlation approach, uses a single set of input/output data taken in open-loop or closed-loop operation. A specific choice of instrumental variables makes the correlation criterion an approximation of the model-reference control criterion. The correlation criterion and the controller parameters are asymptotically not affected by noise. Although for finite data length the criterion is biased, a bias analysis shows that it generally improves the controller robustness. The effectiveness of the proposed method is illustrated via a simulation example.
I. INTRODUCTION
Suppose that a set of input/output data from open-loop or closed-loop process operation is available and the objective is to design a low-order controller that minimizes the two-norm of the difference between a given reference model and the closed-loop system. Classical model-based approaches suggest a three-step procedure: (1) identification and validation of a plant model, (2) design of a high-order controller that minimizes the criterion, and (3) reduction of the controller order. These three steps necessitate iterative methods for model identification and validation as well as optimization algorithms. Data-driven controller-tuning approaches attempt to lump these three steps together, which results in a direct "data-to-control" algorithm. These approaches typically use parameter estimation algorithms that minimize a control criterion. They are particularly useful when a mathematical model of the plant is not available and/or the nonlinear behavior of the plant cannot be identified easily and used for controller design.
Data-driven approaches for controller tuning have represented an attractive research subject for a long time. The first publications appeared in the 60s in the context of dual control and adaptive control. A survey of these approaches can be found in [1] . In recent years, a revival of interest in this subject has been observed in the control community by the introduction of Iterative Feedback Tuning (IFT) [2] , [3] . IFT is a model-free approach that iteratively minimizes a quadratic cost using several closed-loop experiments. The main feature of the algorithm is that an unbiased estimate of the gradient of the cost function can be obtained at each iteration by performing a specific closed-loop experiment. Similarly, Iterative Correlation-based Tuning (ICbT) minimizes the crosscorrelation function between the closed-loop output error and the reference signal [4] . This way, the controller parameters are asymptotically not affected by noise. Virtual Reference Feedback Tuning (VRFT) transforms the model-reference control problem into an identification problem [5] . It is shown that, using a specific data filter, an approximation of the model-reference control criterion can be minimized [6] . Iterative Controller Unfalsification (ICU) tries to minimize the infinity norm of the model-reference control criterion [7] . At each iteration, a controller is designed that cannot be falsified by the data from the current and previous iterations.
In this paper, a new algorithm for data-driven controller tuning based on the correlation approach is proposed. A tuning scheme is introduced that convexifies the optimization problem and uses a single set of data to evaluate the control criterion. A correlation approach based on the extended instrumental variable technique is used to estimate the controller parameters.
The proposed approach shares a number of features with the VRFT technique for linear systems. Both are noniterative data-driven controller-tuning approaches for the model-reference control problem and have the same asymptotic properties. However, in the proposed approach, (1) there is no need to introduce virtual signals and compute the inverse of the reference model, (2) the correlation between the model-reference error and the reference signal is minimized instead of the two-norm of the model-reference error, (3) for noisy data, a single set of data is sufficient thanks to the use of the correlation approach, and (4) an estimate of a correlation criterion is minimized using the least-squares algorithm. The correlation-based approach is asymptotically not affected by noise. However, for finite data length, it is shown that the estimate of the correlation criterion is biased. A frequency-domain description of this bias shows that it will in general lead to more robust controllers. It should be mentioned that the proposed approach cannot be applied to nonlinear systems, in contrast to the VRFT approach [8] , because the controller and the plant are swapped in the tuning scheme.
The paper is organized as follows. Section II introduces a new controller-tuning scheme that can be used for the model-reference control problem. The use of the correlation approach and the choice of instrumental variables are discussed in Section III. The non-asymptotic properties of the approach are examined and a bias analysis is provided. Section IV compares the proposed method with VRFT via a II. NEW CONTROLLER-TUNING SCHEME Suppose that a set of input/output noisy data from openloop or closed-loop operation of a single-input single-output linear time-invariant discrete-time system is available. Let the output of the plant be generated by the model:
where y(t) is the plant output, u(t) the plant input, v(t) a zero-mean noise signal, not necessarily white, and G(q −1 ) the unknown plant model with q −1 the backward shift operator. The objective is to compute the parameters ρ of a linear discrete-time controller K(ρ, q −1 ) for G(q −1 ) such that the closed-loop output follows the output of the reference LTI model M (q −1 ) as well as possible. This can be achieved by minimizing the two-norm of the difference between the reference model and the achieved closed-loop system. Fig.  1 shows the block diagram of the model-reference control problem. The model-reference control criterion is defined as:
Minimizing this criterion is a standard control problem when the plant model G is known. In a data-driven approach, the two-norm of the closed-loop output error ε cl (t) is minimized for a given reference signal r(t). Apart from the effect of noise and the possible instability of the closed-loop system, which are common problems in all data-driven approaches, the model-reference control problem has two additional difficulties:
1) The criterion (2) is non-convex with respect to the controller parameters ρ. Therefore, only a local minimum of the criterion can be obtained. 2) Each evaluation of the criterion requires a new experimental trial, which leads to a slow iterative procedure. These problems are present in IFT [2] and ICbT [4] that are both iterative and guarantee only local convergence of the criterion.
As a solution to the first difficulty, it is proposed next to minimize an approximation of the closed-loop output error. Let M (q −1 ) be expressed as:
. Approximation of the model-reference control problem leading to a convex optimization criterion where
can be written as:
which gives:
The (2) can be approximated by 1/(1 + K * G) = 1 − M , which allows defining the new criterion:
where W is a weighting filter that further ensures that J(ρ) is a good approximation of J mr (ρ). If K(ρ) is parameterized linearly in ρ, the criterion J(ρ) is convex with respect to the controller parameters. Moreover, if K * is in the set of parameterized controllers, i.e. K * = K(ρ * ), ρ * will minimize J(ρ). This criterion can be minimized by minimizing the two-norm of the noise-free part of
as indicated in Fig. 2 . The second difficulty can be circumvented by moving the controller K(ρ) after the filter (1 − M ) and exciting the plant in open-loop operation with u(t) as shown in Fig. 3 . The main advantage of this scheme is that an approximation of the control criterion (6) can be minimized with a single experiment on the system. From this experiment, the error signal ε(ρ, t) can be expressed as a function of the controller parameters ρ:
A comparison of (7) and (8) shows that, in the absence of noise (v(t) = 0), ε(ρ, t) is equal toε cl (ρ, t). In the presence of noise, the two errors are different, but the correlation approach can be used to reduce the effect of noise on the estimated controller parameters.
ThC09.4 III. IMPLEMENTATION USING THE CORRELATION APPROACH
According to the criterion (6), the ideal controller
As a result, the error signal ε(ρ * , t) in (8) becomes filtered noise:
Since v(t) is not correlated with the input u(t), the ideal error signal ε(ρ * , t) will not be correlated with the input either. Hence, the objective is to tune the controller parameters ρ such that ε(ρ, t) and u(t) become uncorrelated.
A. Correlation approach
Let the correlation function be defined as:
where E{·} denotes the mathematical expectation. ζ w (t) a vector of instrumental variables correlated with u(t) and uncorrelated with v(t) given by:
with u w (t) = W (q −1 )u(t) and l a sufficiently large integer. The correlation criterion is defined as the two-norm of the correlation function:
The optimal controller parameters minimize this correlation criterion:
where R εuw (τ ) is the cross-correlation function between the error signal ε(ρ, t) and the filtered input u w (t) defined by:
which is not affected by noise as R vuw = 0. The correlation criterion can be represented in the frequency domain by applying Parseval's theorem when l tends to infinity:
where Φ εuw (ω) is the cross-spectral density between ε(ρ, t) and u w (t) and Φ u (ω) the spectrum of the input signal.
B. Filter design
The weighting filter W can be designed such that the correlation criterion (13) is equal to the model-reference criterion (2) . Using (3) in (2) and (13) gives :
These two criteria are equal for:
This filter depends on the controller to be designed K(ρ) and the unknown plant G and therefore cannot be implemented. However, as proposed in [6] , K(ρ) can be approximated by K * to give:
This will lead to a good approximation of the modelreference criterion J mr if the controller K(ρ) is not underparameterized and thus the difference between K * and K(ρ) can be made small.
C. Tuning algorithm
Let the controller be linearly parameterized in ρ:
where β(q −1 ) is a vector of linear discrete-time transfer operators:
with n ρ the number of controller parameters. Using a set of orthogonal basis functions, any stable transfer function can be approximated by this parameterization when n ρ goes to infinity. The error signal ε(ρ, t) can be expressed as:
where u M (t) = M (q −1 )u(t) and
For a finite number of data N , the correlation function can be estimated as:
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Hence, the controller parameters that minimize the correlation criterion
can be obtained by the standard least-squares method:
where
and Q T Q is nonsingular.
D. Analysis of the estimate
The method proposed in this paper is asymptotically not affected by noise since the noise is assumed to be uncorrelated with the input. For a finite number of data, the asymptotic criterion J c (ρ) in (11) is estimated as J N (ρ) in (23). Clearly,
However, it can be shown that the estimate is biased for finite N . Let us introduce the following notations for the error signal in (8):
with the obvious definitions for the filters F and L and the assumption that the noise disturbing the system is:
e(t) being a white noise signal with variance σ 2 and H(q −1 ) a stable LTI filter. The estimate of the correlation function can then be described as:
If the system is not affected by noise (v(t) = 0), the noise free estimate of J c based on signals of length N becomes
If the system is affected by noise the characteristics of the estimate are given by the following theorem. Theorem 1: The expected value of the correlation criterion J N based on (27) can be expressed in the frequency domain as:
Proof: For a given input sequence u(t), the estimated correlation function f N given in (27) contains a deterministic part
, where e L (t) can be written as
with l k the impulse response of L. The vector of random variables:
converges in distribution to a normal distribution with zero mean and variance P [9] :
The diagonal elements of P are equal to σ 2 R u LW (0), where R u LW (τ ) is the autocorrelation function of L(q)W (q −1 )u(t). The expected value E{J N } can then be expressed as:
For large N , the distribution of X N is well approximated by P and E{J N } can be approximated using this asymptotic distribution. Fig. 4 . Approximation of the model-reference control problem using only one closed-loop experiment Using Parseval's theorem, E{J N } can be expressed in the frequency domain as:
Theorem 1 calls for some remarks:
1) The controller K(ρ) that minimizes the biased criterion J N will have a low gain wherever |1 − M | 2 |H| is large. (1 − M ) is the sensitivity function of the reference model and H represents the frequency content of the noise. The controller gain is thus reduced at frequencies where both the sensitivity and the noise are high. This will in general increase the robustness of the closed-loop system. 2) On the other hand, the controller gain is reduced in the frequency ranges where the input spectrum is weak. This is an interesting characteristic in the sense that, if the data is not informative in a frequency region, the controller gain in this region is decreased, which again increases the robustness of the closed-loop system. 3) The bias in J N decreases as the number of data N increases. It increases as the number of lags l used in the instrumental variable vector ζ increases.
E. Closed-loop data
The proposed method can also be used when the data are collected in closed-loop operation with the stabilizing controller K 0 . In the approximation of the model-reference control problem, the open-loop plant is simply replaced by the closed-loop system, as shown in Fig. 4 . The data consist of the reference signal r(t), the input u(t) and the output y(t).
The idea is then to express the error signal ε(ρ, t) in terms of the two exogenous signals r(t) and v(t). It is assumed that r(t) and v(t) are uncorrelated. Noting that:
and
the error signal ε(ρ, t) can be expressed as:
For the ideal controller K(ρ * ), the contribution of r(t) to the error vanishes, and ε(ρ * , t) becomes filtered noise that is uncorrelated with the reference signal r(t).
Defining the vector of instrumental variables ζ w (t) as:
with r w (t) = W (q −1 )r(t) and l a sufficiently large integer, the correlation criterion can be represented in the frequency domain similarly to (13) as:
Again, the filter W can be designed such that the correlation criterion (35) is equal to the model-reference criterion (2):
This optimal filter depends on the unknown plant G and the controller K(ρ) to be designed. Compared to the open-loop case, the filter also depends on the controller K 0 used in the experiment. Note that the power cross-spectral density function between the measured input u(t) and r(t) is :
Replacing Φ r (ω) in (36) by the expression obtained from (37) and using the same approximation as in the open-loop case (approximating K(ρ) by K * ), the filter reads:
The spectrum Φ ur (ω) can be estimated from the data by classical spectral analysis. Hence, using the error signal defined in (33) and the filter (38), the algorithm presented in III-C can also be used when the data is collected in closedloop operation and both the plant input u(t) and the plant output y(t) are affected by noise. IV. SIMULATION EXAMPLE Consider the flexible transmission system proposed in [10] as a benchmark for digital control design. This example was used by Campi et al. in [6] to demonstrate the VRFT approach and also by Sala and Esparza in [11] . In this comparative simulation example, the same plant G(q −1 ), reference model M (q −1 ) and basis function β(q −1 ) as in [6] are used; furthermore, similar input signal characteristics and signal-to-noise ratio are considered.
The plant is given by the discrete-time model G(q −1 ) with the sampling time T s = 0.05s
with
The control objective is defined by the closed-loop reference model
whereω is the desired bandwidth. The controller structure is given as
The performance and characteristics of the proposed method will be illustrated using the aforementioned plant and reference models. A comparison with the VRFT approach will be given in terms of performance and sensitivity to noise.
A. Control performance
A PRBS signal consisting of two periods of 511 samples with amplitude 0.1 is used as input to the system, both for the VRFT approach and for the correlation approach. The total length of the input signal therefore N = 1022. The output is disturbed by a zero-mean white noise such that the signal-tonoise ratio at the output of the plant is about 10 in terms of variance. The VRFT controllers are calculated using a second experiment to define instrumental variables. The total number of samples used in the VRFT experiment is thus 2044 (twice the number of samples in the proposed approach). Note that several methods have been suggested to deal with noise in the VRFT approach [6] . It is for example possible to identify a model and use it to calculate the instruments. This approach uses only one experiment and may lead to a smaller variance for the controller parameters. However, biasedness of the identified model leads to biasedness of the VRFT criterion and, in addition, the approach in this case can no longer be considered as "model-free".
Using the data sets as explained above, two controllers are calculated. 
B. Sensitivity to noise
The effect of noise is different for the two approaches, as shown by a Monte Carlo simulation with 100 experiments. The experiments are performed as explained above, using different noise realizations for each experiment. Out of 100 VRFT controllers, 7 are destabilizing, whereas all the controllers calculated by the proposed method stabilize the closed-loop system. The results for all stabilizing controllers are shown in Fig. 6 and Fig. 7 . The variance of the controllers designed using the proposed method is lower than the variance of the VRFT controllers.
Although, the variance of the closed-loop system obtained using the proposed method is low, the estimates are biased as seen in Fig. 6 . The high-frequency gain achieved by all controllers is lower than the estimate found using noise-free data. As expected, the bias reduces the controller gain at frequencies where the sensitivity (1 − M ) is high, which improves the stability of the controlled system.
V. CONCLUSIONS
A non-iterative correlation-based data-driven algorithm for the tuning of fixed-order controllers has been proposed. A key element is the introduction of a correlation criterion that is convex with respect to linearly parameterized controllers and that approximates the model-reference control criterion. An estimate of this correlation criterion is minimized using standard least squares. Although this estimate converges asymptotically to the correlation criterion, it is biased for finite data size. Fortunately, this bias typically improves the robustness of the closed-loop system. The proposed correlation-based method has been compared to the VRFT approach via a simulation example. The variance of the controllers calculated using the correlationbased algorithm is small. As expected, the bias was found to improve the robustness of the closed-loop system.
