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One of the current major challenges surrounding the use of quantum annealers for solving prac-
tical optimization problems is their inability to encode even moderately sized problems—the main
reason for this being the rigid layout of their quantum bits as well as their sparse connectivity.
In particular, the implementation of constraints has become a major bottleneck in the embedding
of practical problems, because the latter is typically achieved by adding harmful penalty terms to
the problem Hamiltonian — a technique that often requires an ‘all-to-all’ connectivity between the
qubits. Recently, a novel technique designed to obviate the need for penalty terms was suggested;
it is based on the construction of driver Hamiltonians that commute with the constraints of the
problem, rendering the latter constants of motion. In this work we propose general guidelines for
the construction of such driver Hamiltonians given an arbitrary set of constraints. We illustrate
the broad applicability of our method by analyzing several diverse examples, namely, graph iso-
morphism, not-all-equal 3SAT, and the so-called Lechner, Hauke and Zoller constraints. We also
discuss the significance of our approach in the context of current and future experimental quantum
annealers.
PACS numbers: 03.67.Lx , 03.67.Ac
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I. INTRODUCTION
Quantum annealing (QA) [1, 2] is a physical approach
for optimization that utilizes gradually decreasing quan-
tum fluctuations to traverse barriers in the energy land-
scapes of complicated cost functions in search for global
minima. As an inherently quantum technique, QA is
expected to solve combinatorial optimization problems
faster than traditional ‘classical’ algorithms [3–7]. Recent
advances in quantum technology have led to the manu-
facture of the first commercially available programmable
quantum annealers containing hundreds of quantum bits
(qubits) [8, 9]. This has prompted a renewed interest
in schemes for the encoding of real-life problems, and the
exciting possibility that real quantum devices could solve
classically intractable problems of practical importance.
One of the main advantages of QA is that it offers a
very natural approach to solving discrete optimization
problems. Within the QA framework (often interchange-
ably referred to as quantum adiabatic optimization), the
solution of an optimization problem is encoded in the
ground state of a problem Hamiltonian Hp. The en-
coding is normally readily carried out by expressing the
problem in terms of an Ising Hamiltonian, which can be
interpreted in a simple physical way as interacting mag-
netic dipoles subjected to local magnetic fields. To find
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a minimizing configuration of the problem Hamiltonian,
QA prescribes the following course of action. As a first
step, the system is prepared in the ground state of an ini-
tial Hamiltonian Hd, commonly referred to as the driver
Hamiltonian, which must not commute with the prob-
lem Hamiltonian Hp. The ground state of Hd is assumed
to be unique and easily preparable. As a next step, the
Hamiltonian is slowly varied from Hd to Hp, normally
via the linear interpolation
H(s) = sHp + (1− s)Hd , (1)
where s(t) is the normalized time, with 0 ≤ s ≤ 1 vary-
ing smoothly between 0 at t = 0 to 1 at time t = T .
If the process is performed slowly enough, the adiabatic
theorem of quantum mechanics [10, 11] ensures that the
system stays close to the ground state of the instanta-
neous Hamiltonian throughout the evolution, so that one
finally obtains a state close to the ground state of Hp. At
this point, measuring the state will give the solution of
the original problem with high probability. The running
time T of the algorithm determines the efficiency, or com-
plexity, of the algorithm and should be large compared
to the inverse of a power of the minimum gap [10–13].
In recent years, it became clear that while QA devices
are naturally set up to solve unconstrained optimization
problems, they are severely limited when it comes to
solving problems that involve constraints, i.e., when the
search space is restricted to a subset of all possible in-
put configurations (normally specified by a set of linear
equations). The standard approach to imposing these
constraints consists of squaring the constraint equations
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2and adding them as penalties to the objective cost func-
tion with a penalty factor, transforming the constrained
problem into an unconstrained one [14–19]. In this ap-
proach, the problem Hamiltonian Hp is modified to
H ′p = Hp +
∑
j
αjH
pen
j , (2)
where Hpenj is defined as
Hpenj = [Cj({σzi })− cj ]2 . (3)
Here, C = {Cj({σzi })} denotes a set of constraint opera-
tors, and {cj} are constants. The factors αj are positive
constants suitably chosen to ensure that the ground state
of the modified problem Hamiltonian corresponds to that
of the original one.
However, the addition of penalty terms to the problem
Hamiltonian for imposing constraints is very often detri-
mental to the performance of quantum annealers in sev-
eral ways. First and foremost, it requires many additional
interactions to the problem Hamiltonian (typically con-
necting distant neighbors on the hardware lattice). Since
actual devices cannot accommodate these, costly minor
embedding techniques must be employed [20, 21]. Fur-
thermore, the requirement that ground states of Hp map
to those of H ′p normally introduces ‘extra energy scales’
to the cost function (encompassed in the values chosen
for {αj}), which in practice translates to increased error
levels in the encoding of the couplings (see Ref. [22] for
a more detailed discussion).
To deal with these physical limitations, a novel ap-
proach to solving constrained optimization problems via
quantum annealing, called constrained quantum anneal-
ing (CQA), has been recently proposed [22]. Within
this approach, constraints are enforced via an appropri-
ate choice of driver Hamiltonian, namely, a driver that
commutes with the constraint operators, i.e.,
[Hd, Cj({σzi })] = 0 ∀j , (4)
but not with the problem Hamiltonian, which turns the
constraints into naturally satisfied, or conserved, physical
quantities.
Clearly, the tailoring of driver Hamiltonians for a given
constraint or set of constraints is far from trivial, and
it is unclear at first how easy it is to do so for arbi-
trary constraints. Here, we address, and to some extent
resolve, the above matter by providing general guide-
lines for constructing appropriate driver Hamiltonians
for constrained optimization problems. We further il-
lustrate the applicability of these guidelines through sev-
eral relevant examples, such as graph isomorphism, not-
all-equal three-satisfiability (NAE3SAT), and the ‘cycle’
constraints introduced in a recent paper on the embed-
ding of fully connected graphs by Lechner, Hauke and
Zoller [23]. As we show, the proposed driver Hamilto-
nians that we construct may in general contain multi-
local terms. We therefore also discuss the experimental
implications of our method and its feasibility in actual
near-future quantum annealing devices.
II. GUIDELINES TO CHOOSING DRIVER
HAMILTONIANS IN CQA
Let us consider a classical problem Hamiltonian
Hp({σzi }) and a set of (classical) constraint operators
C = {Cj({σzi })}, all of which are functions of the set
{σzi } of Pauli-z operators representing the classical vari-
ables of the problem. In what follows, we propose the
general principles to construct driver Hamiltonians that
impose these constraints.
A. Construction of the driver Hamiltonian
We begin by observing that, since the driver Hamil-
tonian must not commute with classical problem Hamil-
tonians, it must be composed of off-diagonal operators.
On the other hand, these terms must commute with the
constraint operators in order to ensure that the latter
are associated with conserved charges [22]. To this end,
we require that the various terms in the driver Hamil-
tonian provide a ‘hopping mechanism’ between all the
constraint-satisfying (henceforth, allowed) configurations
such that the hopping terms preserve the desired set C
of constraints. Specifically, the driver Hamiltonian must
consist of a minimal yet complete set of basic hopping
terms, defined as operators that, when acting on one al-
lowed configuration, will yield another allowed configu-
ration. The hopping terms should therefore be as local
as possible, i.e., acting on as few particles as possible—a
property that will also render them experimentally more
feasible. The second condition on the hopping terms
is that they form a complete set in the sense that any
allowed configuration is reachable from any other by a
sequence of hops. Furthermore, hopping terms should
never yield forbidden configurations.
As a final step, the driver Hamiltonian is taken to be a
linear combination of all terms in the set, with its ground
state (in the charge sector dictated by the constraint)
being a superposition of all allowed configurations.
B. Setting up the initial ground state
Setting up the initial state of the system to be the
ground state of the driver Hamiltonian in the relevant
sector 〈C({σzi })〉t=0 = c ensures that the evolution natu-
rally takes place in the subspace of the allowed configura-
tions of the optimization problem, namely, those config-
urations that automatically obey the constraints of the
system. If however the ground state in the desired charge
sector is not the global ground state, and the process via
which the initial state is prepared (be it the cooling down
of the system or any other process) does not respect the
symmetries of the driver Hamiltonian, the preparation of
the initial state could pose a difficulty, as in this case,
the global ground state of the system would be favored
3over the ground state of the desired sector. This compli-
cation may be resolved by adding a diagonal ‘auxiliary
correction’, Haux, to the driver Hamiltonian, modifying
the driver Hamiltonian to H ′d = Hd +Haux, where Haux
is a linear combination of the constraints
Haux = −
∑
j
BjCj({σzi }), (5)
with suitably chosen coefficients Bj . Since Haux is diago-
nal, it automatically commutes with the problem Hamil-
tonian while also commuting with Hd [as per Eq. (4)].
The inclusion of an auxiliary Hamiltonian with appropri-
ately chosen coefficients Bj can be used to differentially
penalize the various charge sectors of Hd such that the
relevant charge sector would contain the global ground
state [24]. It is important to note however that the inclu-
sion of Haux of the above form does not always guarantee
the existence of values Bj for every charge sector.
An alternative to the above approach would be to set
up the ground state using a different diagonal Hamilto-
nian Haux, whose global ground state is the desired one
and before the annealing process begins sharply turn off
Haux while turning on Hd.
C. Simple examples
Before illustrating the application of the above guide-
lines to nontrivially constrained optimization problems,
let us consider a couple of special cases — the first being
that of no constraints. Here, the allowed set of configura-
tions is the entire set of computational basis states. Thus,
the set of basic steps that transform one configuration to
the next is that composed of all single creation and anni-
hilation spin terms, namely, {σ±i = (σxi ± iσyi )} or rota-
tions thereof. In this case, the usual driver Hamiltonian
is indeed normally taken to be the Hermitian complete
combination of creation and annihilation operators pro-
vided by the homogeneous transverse-field Hamiltonian
Hd = −
∑
i σ
x
i .
A somewhat less trivial example which adheres to the
above principles has been introduced and discussed in
Ref. [22], where the the constraint 〈∑ni=1 σzi 〉 = c has
been studied in the context of the graph partitioning
problem. There, the suggested driver Hamiltonian was
Hd = −J
n∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1
)
(6)
= −J
2
n∑
i=1
(
σ+i σ
−
i+1 + σ
−
i σ
+
i+1
)
,
where J sets the energy scale and periodic boundary
conditions are adopted, namely, σ
x/y
n+1 = σ
x/y
1 . The
above driver is a special case of the well-known XY-
model [25, 26] and can be viewed as a sum of terms that
describe the hopping of a particle from an occupied site
to an unoccupied one. In spin terminology, the driver
Hamiltonian consists of moves of the form | ↑↓〉 ↔ | ↓↑〉.
One can easily observe that this driver also naturally fol-
lows the above principles, offering hopping terms between
allowed configurations, conserving ‘number of particles’
or equivalently, the total z-magnetization.
The global ground state of the XY Hamiltonian is in
the zero-magnetization sector. If however the magneti-
zation sector required by the constraint is 〈∑ni=1 σzi 〉 = c
with c 6= 0 (an example for that appears in the next sec-
tion), one can add to the XY driver an auxiliary Hamilto-
nian Haux = −B
∑
i σ
z
i with a properly chosen coefficient
B which would shift the global ground state to the de-
sired magnetization sector. Figure 1 depicts the relation
between the magnetization of the ground state of the XY
chain as a function of B/J . In the inset, we show a sim-
ilar behavior in terms of the ground state energy density
E0/(J n).
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FIG. 1. (Color online) Magnetization Mz = 〈∑i σzi 〉 of the
global ground state of the XY driver as a function of the
ratio B/J for periodic chains of various sizes. Ground states
with negative magnetization Mz < 0 are attained similarly
for negative B values. Inset: Magnetization as a function of
the ratio −E0/(nJ), where E0/n is the ground state energy
density.
We now proceed to demonstrate the generality of the
suggested guidelines by illustrating their applicability in
more general constrained optimization problems.
III. THE GRAPH ISOMORPHISM PROBLEM
One of the most notable examples of what may be
referred to in the context of quantum annealers as a
constrained optimization problem is that of graph iso-
morphism (GI). The problem is stated as follows. Given
two graphs G1 and G2, one must determine whether or
not they are isomorphic to each other, i.e., whether one
can be transformed into the other by a relabeling of the
vertices. Very recently, a classical algorithm running in
4quasi-polynomial time exp
[
log (n)
O(1)
]
, with n denoting
the number of vertices, has been proposed for the GI
problem by Babai [27], which constitutes a breakthrough
in complexity theory. Whether or not further speedup
is achievable by quantum optimization remains an open
question. Several techniques have been introduced in the
recent past to encode GI problems on Ising-type quantum
annealers [16, 18, 28]. In the canonical approach worked
out explicitly by Lucas [18], the mapping of an n-vertex
graph to an Ising lattice requires an n by n square grid of
spin-1/2 particles, whose corresponding Pauli-z operators
are denoted by the doubly-indexed σzi,j with i, j = 1 . . . n.
The computational states | ↑〉 or | ↓〉 at site (i, j) indi-
cate whether or not the i-th vertex of one graph is to
be identified with the j-th vertex of the second graph.
A problem Hamiltonian can then be written in terms of
positive energy contributions to bad mappings, i.e., each
time an edge appears in one graph but not in the other.
This yields
Hp =
∑
ij /∈E1
∑
i′j′∈E2
(1 + σzi,i′)
2
(1 + σzj,j′)
2
+
∑
ij∈E1
∑
i′j′ /∈E2
(1 + σzi,i′)
2
(1 + σzj,j′)
2
, (7)
where E1 and E2 are the edge sets of G1 and G2, re-
spectively. Additionally, 2n constraints ensuring that
the mapping is bijective are required, namely, C
(1)
j =∑
i
(
1 + σzi,j
)
/2 = 1 and C
(2)
j =
∑
i
(
1 + σzj,i
)
/2 = 1, for
each j ∈ {1, . . . , n}. The solutions of the GI problem are
then contained in the ground state |ψ〉 of Hp under the
constraints C = {C(1)j , C(2)j } obeying Hp|ψ〉 = 0.
In the standard approach, the 2n constraints are trans-
lated into penalty terms in the problem Hamiltonian, ex-
plicitly,
Hpen =
∑
i
[(∑
j
(
1 + σzi,j
)
2
−1)2+(∑
j
(
1 + σzj,i
)
2
−1)2] .
(8)
As noted earlier, the addition of penalties can be detri-
mental to the embeddability of GI problems on exper-
imental quantum annealers. This was, in fact, illus-
trated in a recent experiment which examined the em-
bedding of GI instances on the so-called D-Wave Two
experimental quantum annealing processor, where the
resources required for the encoding of instances on the
sparsely connected 504-qubit chip allow for the embed-
ding of graphs of at most 6 vertices [29]. The reason
for this highly inefficient embedding stems partly from
the penalty terms given in Eq. (8)—each of the 2n con-
straints requires the existence of an n-qubit clique, i.e.,
n(n−1)/2 edges; the total number of required edges thus
amounts to NE = n
2(n− 1). This is illustrated in Fig. 2
(left).
In the next subsections, we will describe several alter-
natives to the above penalty-based embedding that uti-
lize the freedom of choosing suitable driver Hamiltonians
in order to substantially reduce the amount of resources
required for the encoding of GI instances.
FIG. 2. (Color online) Required connectivities in the GI
problem: an 8-vertex example. Left: Connectivities in the
standard approach. Right: Partial removal of connectivities
through the use of driver XY Hamiltonians.
A. Partial removal of penalty terms
A partial removal of penalty terms can be achieved by
the simple observation that each of the two sets of con-
straints {C(1)j } and {C(2)j } contain disjoint sets of bits.
Since the constraints are of the ‘total z-magnetization’
type, one can remove either set by setting up a sequence
of cyclic XY driver Hamiltonians, of the type introduced
in Eq. (6). An XY driver can be used for each of the
n constraints in, say, set {C(1)j }, forming n independent
n-qubit cycles, each spanning one row on the square grid.
Specifically, consider the driver Hamiltonian
Hd = −
n∑
i=1
n∑
j=1
(
σxi,jσ
x
i,j+1 + σ
y
i,jσ
y
i,j+1
)
, (9)
augmented with the periodic boundary σ
x/y
i,n+1 = σ
x/y
i,1
and σ
x/y
n+1,j = σ
x/y
1,j . Since the total magnetization in each
row is Mz = n− 2, the search space here is one in which
all the spins belonging to the same vertex but one, must
point down (imposing one target vertex in G2 per each
vertex in G1). The above driver thus preserves the mag-
netization in each row on the square grid. This imme-
diately reduces the amount of required connections from
NE = n
2(n− 1) to N ′E = n2(n− 1)/2 +n2, as illustrated
in Fig. 2 (right). In this case, the second set of con-
straints will be imposed as before in the form of penalty
terms, and the evolution of the system will take place
in the subspace spanned by the allowed states obeying
all first n constraints. As was discussed in the previous
section, an auxiliary Hamiltonian Haux = −B
∑
i σ
z
i can
be added to the driver in order to make the lowest-lying
state of the Mz = n− 2 sector the global ground state.
5B. Four-body terms
Let us now employ our hopping mechanism approach
to the GI problem in order to remove all penalty terms.
Here, as we shall see, the removal of all penalties comes
at the cost of introducing four-body terms in the driver
Hamiltonian. In this scenario, the minimal set of hopping
terms required to hop from one allowed configuration to
another is given by terms of the type:
Hd = −
∑
i,j
∑
j<j′
(
| ↑〉〈↓ |(i,j) ⊗ | ↓〉〈↑ |(i+1,j) (10)
⊗| ↑〉〈↓ |(i,j′) ⊗ | ↓〉〈↑ |(i+1,j′) + c.c.
)
,
where c.c. denotes complex conjugate terms. The in-
terpretation of the Hamiltonian above in terms of hop-
ping particles is illustrated in Fig. 3(a) where an 8-vertex
graph is considered. The hopping terms swap the lo-
cation of particles (or up spins) in neighboring rows,
an operation that preserves the total z-magnetization
Mz =
∑
i σ
z
i in each row and column on the square grid.
We note here that similar moves have also been consid-
ered in Ref. [30] in the context of the traveling salesman
problem. By rewriting Hd in Eq. (10) in terms of Pauli
operators, we get
Hd = −
∑
i,j
∑
j<j′
(
σ+(i,j)σ
−
(i+1,j)σ
+
(i+1,j′)σ
−
(i,j′) + c.c.
)
.
(11)
Note that Hd above involves four-body terms. This is
because commutation with the GI constraints requires
conservation of magnetization along the z direction in
the individual rows and columns on the square grid of
spins. In particular, four-body interactions are enough
to implement the solution of any n-vertex GI problem;
i.e., the non-locality of the interaction does not scale with
the size of the problem. The advantage of the current
approach is that, at the cost of a four-body quantum
driver Hamiltonian, no additional constraints are needed
in the problem Hamiltonian, meaning that NE = O(n
2)
edges are already enough to embed an n-vertex graph.
C. Resource-efficient many-body hops
We now proceed to introduce other setups which al-
low for the removal of all penalty terms from the prob-
lem Hamiltonian. The setups we propose here are more
efficient in terms of physical resources, requiring only
ndlog2 ne physical qubits. Here, the mapping between
any vertices of G1 and G2 is binary encoded in dlog2 ne
qubits (this representation shares some similarities with
the encoding introduced in Ref. [16]). This encoding is
illustrated in Fig. 3(b). In this case, the problem Hamil-
(a)
i+1
i
j j'
⇕
(c)
i i+1⇔
(b)
i+1
i
⇕
FIG. 3. (Color online) Different hopping term types in the
graph isomorphism driver: An 8-vertex example. The solid
(red) rectangles denote the particles involved in a single hop-
ping term. The dashed (blue) rectangle denotes a hopping
term in the case of partial removal of the constraints. (a) An
empty circle denotes a down spin (or a vacant site), whereas a
full circle denotes an up spin (or an occupied site). A hopping
term here consists of four-body terms. (b) An n by dlog2 ne
grid with local hopping terms swapping neighboring rows. (c)
An n-qudit setup with n levels each. The hopping terms are
two-body and local, swapping the modes of neighboring par-
ticles.
tonian is given by
Hp =
∑
ij /∈E1
∑
i′j′∈E2
|i′〉〈i′|i ⊗ |j′〉〈j′|j
+
∑
ij /∈E1
∑
i′j′∈E2
|i〉〈i|i′ ⊗ |j〉〈j|j′ , (12)
where the dlog2 ne-qubit-long binary representations of
theG2 nodes are denoted here by |i〉 with i = {0 . . . n−1}.
The above terms penalize edges that exist in one graph
but not in the other. With the above encoding, a suitable
driver Hamiltonian is given by
Hd = −
n−1∑
i=0
n−1∑
j=0
∑
j′ 6=j
|j〉〈j′|i ⊗ |j′〉〈j|i+1 , (13)
where the various terms swap neighboring blocks of
dlog2 ne qubits. Note that the reduction in the number
of physical qubits here comes at the price of the existence
of many-body terms that scale logarithmically with the
6size of the input graphs. This is because the hops de-
pict the swapping of neighboring dlog2 ne-qubit blocks
[see Fig. 2(b)].
D. Two-body local terms using n-level qudits
Last, we discuss an implementation of the hopping
technique which removes the penalty terms altogether
while also requiring only two-body local interactions in
the driver Hamiltonian. This encoding makes use of the
same driver and problem Hamiltonians as in the ‘many
body’ case above, namely Eq. (12) and Eq. (13), respec-
tively. Now, however, the states |j〉 no longer represent a
logarithmic number of qubits but rather an n-level qudit.
This scenario is illustrated in Fig. 3(c). This Hamiltonian
may be implemented in, e.g., the framework of linear op-
tics quantum computing (LOQC) where the qudit levels
correspond to second-quantized modes of photons. Here,
the driver Hamiltonian contains level- or mode-swapping
operators between neighboring qudits, making the driver
both local and two-body.
We conclude this section by noting the existence of
numerous NP-hard or NP-complete problems that may
readily utilize the encoding methods discussed above in
the context of the GI problem. Among these are the trav-
eling salesman problem and problems in planning and
scheduling, which are also based on finding optimal per-
mutations of bijective maps.
IV. NOT-ALL-EQUAL 3SAT
The not-all-equal 3SAT (NAE3SAT) problem is a spe-
cial type of a bigger class of constraint satisfaction prob-
lems in which one has to determine the existence of sat-
isfying n-bit assignments given a list of m logical con-
ditions, or clauses, each defined on a small number of
randomly chosen bits. This problem and variants thereof
have recently become a focus of much interest in the con-
text of experimental quantum annealers [31, 32].
In NAE3SAT, each clause consists of three bits, and a
clause is satisfied for six of the 23 = 8 possible configura-
tions, with a remaining pair {j, j¯} of violating configura-
tions, where j denotes one 3-bit configuration and j¯ its
global negation. A configuration of the bits (spins) is a
satisfying assignment if it satisfies all the clauses. In the
standard encoding of this type of problem in the context
of quantum annealing, each bit variable is represented in
the Hamiltonian by the z-component of a Pauli matrix,
σzi , where i labels the spin. Each clause is thus converted
to an energy function which depends on the spins asso-
ciated with the clause, such that the energy is zero if the
clause is satisfied and is positive if it is not. The prob-
lem Hamiltonian then becomes Hp =
∑M
m=1H
(m), where
m is the clause index and H(m) is the energy associated
with the clause and involves only the spins belonging to
it. The NAE3SAT clause Hamiltonian H(m) can suc-
cinctly be written as H(m) = |jm〉〈jm|+ |j¯m〉〈j¯m|, where
|jm〉 and |j¯m〉 are the 3-bit computational basis states
corresponding to the two violating configurations of the
m-th clause. Here, the energy is zero if the clause is
satisfied and is non-vanishing otherwise.
To demonstrate the applicability of our approach, in
what follows we shall treat some of the terms in Hp as
constraints that are to be converted to conserved quan-
tities. Let us denote this set of constraints by C, while
the other clauses shall remain part of the Hamiltonian.
We shall require that the constraint clauses are mutually
disjoint, i.e., operating on disjoint sets of spins. In this
case, the problem Hamiltonian would consist only of non-
constraint clauses—explicitly, Hp =
∑
m/∈C H
(m)—as the
other constraints would be naturally conserved provided
a suitable driver is found. As for the driver Hamilto-
nian, one may define a single-clause hopping term as the
sum of equal probability transitions between the allowed
configurations of the clause, explicitly:
H
(m)
d = −
∑
i6=jm,j¯m
|i〉
∑
i′ 6=i,jm,j¯m
〈i′| , (14)
where H
(m)
d acts on the three bits in the clause m ∈ C.
Note that the above driver term requires 3-local terms
such as the problem Hamiltonian clauses H(m). For all
bits k that are not present in the clauses chosen to be
conserved, if there are such, a transverse-field driver will
be chosen. Therefore, the total driver Hamiltonian will
be
Hd =
∑
m∈C
H
(m)
d −
∑
k
σxk , (15)
where k labels all the spins not present in any of the
constraint clauses of C. The ground state for this driver
is simply
|ψ〉 =
⊗
m∈C
 1√
6
∑
i 6=jm,j¯m
|i〉
⊗
k
|+〉k . (16)
V. THE LECHNER, HAUKE AND ZOLLER
CYCLES
Recently, Lechner, Hauke and Zoller (LHZ) [23] have
proposed a quantum annealing architecture in which a
classical n-bit spin glass with all-to-all connectivity is
mapped to a spin glass with M = n(n − 1)/2 bits and
geometrically local interactions. In the LHZ scheme, the
bits correspond to products σzi σ
z
j of the original fully con-
nected problem, and so Ising problem Hamiltonians are
mapped onto Hamiltonians of the form Hp =
∑M
k=1 Jkσ
z
k.
Since these new spin variables are dependent on each
other, the new Hamiltonian is subject to L = M − n
constraints of the form
Cl =
⊗
m
σzlm = 1 , (17)
7where l = 1 . . . L labels the constraints, and the spins of
each constraint (denoted by lm above) trace overlapping
cycles on the LHZ hardware graph [23].
Imposing the above constraints using L penalty Hamil-
tonians, e.g., by adding ∼ n2 penalty terms of the form
αlH
pen
l = αl(1 − Cl)2 [or equivalently, αlHpenl = αl(1 −
Cl) since C
2
l = 1] to the problem Hamiltonian, drives
up the energy scale of the problem depending on the
choice of αl. In practice, this large number of XORSAT-
type constraints [33] is expected to be detrimental to
the performance of any device implementing the above
structure. This can be attributed to the intricate energy
landscapes generated by the XORSAT terms, which has
long been recognized to stymie heuristic optimization al-
gorithms, quantum as well as classical [5, 7, 34].
To partially remove the LHZ constraints, one may
choose, as in the NAE3SAT case discussed in the pre-
vious section, a set of non-overlapping cycles C that will
be identified as constraints that are to be removed. As
a next step, one would set up a suitable driver Hamilto-
nian to enable the elimination of these from the problem
Hamiltonian. A driver Hamiltonian term for a constraint
of the form Eq. (17) above is easily constructed if one no-
tices that the flipping of any two spins in the constraint
provides a general hopping mechanism from one allowed
configuration to another. This allows for driver Hamil-
tonian terms of the form
H
(l)
d = −
∑
m
σxlmσ
x
lm+1 , (18)
for each of the constraints in the set C. This Hamil-
tonian provides the two bit-flip hopping mechanism be-
tween configurations. It has two ground states only one
of which corresponds to the correct charge sector Cl = 1
(the other corresponds to Cl = −1). The ground state in
the Cl = 1 sector is the equal superposition of all states
that are an even number of spin flips away from the state
of all spins pointing in the positive z direction. As was
discussed in Sec. II B, applying a small magnetic field
Haux in the z-direction easily breaks the degeneracy in
favor of the former (correct) configuration [see Eq.(17)].
The total driver Hamiltonian is therefore
Hd =
∑
l∈C
H
(l)
d −
∑
k
σxk , (19)
where k labels all the spins not present in any of the
constraint clauses of C. The above setup allows for only
a partial removal of the L constraints as it allows for the
elimination of only non-overlapping cycles.
Despite the intricate structure of the above system of
constraints, one finds that there is indeed a driver Hamil-
tonian that naturally constricts the evolution of the sys-
tem to the subspace of allowed configurations and which
obviates the need for harmful penalties. To construct it,
we first observe that each constraint of the form Eq. (17)
depicts, in fact, a linear equation. Since the constraints
are classical, the equation for the l-th constraint can be
written in the form
∏
m slm = 1 where slm = ±1 de-
note binary variables, or Ising spins. Alternatively, the
constraints may take the form
∏
m(−1)blm = 1, or equiv-
alently ∑
m
blm = 0 mod 2 , (20)
in terms of the Boolean variables blm ∈ {0, 1}. The set of
all L constraints therefore represents a linear system of
mod-2 equations which can be readily solved using, e.g.,
Gaussian elimination. Solving for L of the M bits, the
obtained solutions are of the form
sl =
∏
m
slm , (21)
where the variables {sl}Ll=1 on the left-hand side are the
dependent solved-for variables, and the slm variables on
the right-hand side belong to the set of the n remaining
independent variables. The above solution suggests that
the LHZ constraints may be rewritten accordingly as
Cl = σ
z
l
⊗
m
σzlm = 1 , (22)
where σzl with l = 1 . . . L are the ‘dependent’ operators
(one in each constraint) and {σzlm} are independent op-
erators.
With the constraints now cast in the above form, the
removal of penalty terms can be carried out in one of two
ways. One is by back-substituting the solved-for variables
into the LHZ problem Hamiltonian Hp =
∑
k Jkσ
z
k. An-
other approach would be to consider driver Hamiltonian
terms composed of products of the form
H
(p)
d =
⊗
i∈Sp
σxi
⊗
d∈S¯p
σxd , (23)
where the operators in the first tensor product corre-
spond to independent variables and those in the second
product associated with dependent variables. In order
to construct a driver term H
(p)
d that commutes with all
L constraints in Eq.(22), the following strategy can be
adopted. For any nonempty subset of independent op-
erators Sp, the subset of dependent operators S¯p can be
determined after observing that, if the product of the op-
erators in Sp does not commute with a given constraint,
the addition of the dependent variable of that constraint
to S¯p rectifies the situation. Conversely, if the product
of the operators in Sp does commute with that given
constraint, the dependent variable is not added. This
scheme ensures that the effective flipping of independent
variables necessarily implies the flipping of the appropri-
ate dependent variables in such a way that all constraints
are satisfied. We note that since the number of depen-
dent variables is L ∼ n2, the driver terms may in princi-
ple contain highly nonlocal contributions. However, this
non-locality will depend on the choice of Sp and may in
principle be minimized.
8A driver Hamiltonian consisting of an appropriate lin-
ear combination of driver terms of the above form would
immediately remove the need for constraint penalties in
the problem Hamiltonian. Since the eigenspectrum of
each driver term H
(p)
d splits the Hilbert space into two
equally sized subspaces, a suitable choice of M linearly
independent driver terms will result in a driver with a
unique ground state, as required.
VI. CONCLUSIONS
In this work, we addressed the question of how to
tailor driver Hamiltonians to quantum annealing pro-
cesses that aim to solve constrained optimization prob-
lems without resorting to the use of penalty terms. We
provided general guidelines for choosing suitable driver
Hamiltonians given a constraint or a set of constraints
and demonstrated the broad applicability and benefits of
constrained quantum annealing (CQA).
As we have seen, the advantages of using driver Hamil-
tonians that provide a hopping mechanism between al-
lowed configurations are often considerably more ben-
eficial than existing methods in terms of the resources
required for embedding certain problems and obviating
the need for harmful penalty terms. However, the local-
ity and hence the experimental feasibility of some of the
driver Hamiltonians requires further attention. While for
some problems, a specifically tailored driver Hamiltonian
is highly nonlocal, in other examples, the necessary off-
diagonal terms are not only resource-efficient but also
experimentally feasible.
It would therefore be of interest to be able to classify
constraints according to the locality of the driver Hamil-
tonian required to conserve them. Specifically, obtaining
a class of constraints that can be dealt with using only
experimentally feasible two-body geometrically local in-
teractions would be of special practical importance. To
date, the embedding of practical optimization problems
on experimental quantum annealers has been considered
impractical, suffering from the detrimental resource re-
quirements of embedding techniques that have so far been
required for the imposing of constraints. We hope that
this work will motivate experimental engineering of suit-
ably constructed quantum annealers, eventually bring-
ing closer the feasibility of encoding real-life optimization
problems approaching the practical regime.
ACKNOWLEDGEMENTS
M. S. S. thanks Daniel Lidar for his hospitality at the
University of Southern California. M. S. S. acknowledges
support from the Brazilian agencies CNPq, CAPES,
FAPERJ, and the Brazilian National Institute for Science
and Technology of Quantum Information (INCT-IQ).
[1] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355
(1998).
[2] E. Farhi, J. Goldstone, S. Gutmann, J. Lapan, A. Lund-
gren, and D. Preda, Science 292, 472 (2001).
[3] A. P. Young, S. Knysh, and V. N. Smelyanskiy, Phys.
Rev. Lett. 101, 170503 (2008), (arXiv:0803.3971).
[4] A. P. Young, S. Knysh, and V. N. Smelyanskiy, Phys.
Rev. Lett. 104, 020502 (2010), (arXiv:0910.1378).
[5] I. Hen and A. P. Young, Phys. Rev. E. 84, 061152 (2011),
arXiv:1109.6872v2.
[6] I. Hen, Phys. Rev. E. 85, 036705 (2012),
arXiv:1112.2269v2.
[7] E. Farhi, D. Gosset, I. Hen, A. W. Sandvik, P. Shor,
A. P. Young, and F. Zamponi, Phys. Rev. A 86, 052334
(2012), (arXiv:1208.3757 ).
[8] M. W. Johnson et al., Nature 473, 194 (2011).
[9] A. J. Berkley et al., Phys. Rev. B 87, 020502(R) (2013).
[10] T. Kato, J. Phys. Soc. Jap. 5, 435 (1951).
[11] A. Messiah, Quantum Mechanics (North-Holland, Ams-
terdam, 1962).
[12] S. Jansen, M. B. Ruskai, and R. Seiler, J. Math. Phys.
48, 102111 (2007).
[13] D. A. Lidar, A. T. Rezakhani, and A. Hamma, Journal
of Mathematical Physics 50, 102106 (2009).
[14] F. Gaitan and L. Clark, Phys. Rev. Lett. 108, 010501
(2012), (arXiv:1103.1345).
[15] Z. Bian, F. Chudak, W. G. Macready, L. Clark, and
F. Gaitan, Phys. Rev. Lett. 111, 130505 (2013).
[16] F. Gaitan and L. Clark, Phys. Rev. A 89, 022342 (2014).
[17] E. Rieffel, D. Venturelli, M. Do, I. Hen, and J. Frank,
“Parametrized families of hard planning problems from
phase transitions,” (2014).
[18] A. Lucas, Front. Physics 2, 5 (2014).
[19] E. Rieffel, D. Venturelli, B. OGorman, M. Do, E. Prystay,
and V. Smelyanskiy, Quantum Information Processing
14, 1 (2015).
[20] V. Choi, Quantum Information Processing 7, 193 (2008).
[21] W. Vinci, T. Albash, G. Paz-Silva, I. Hen, and D. A.
Lidar, Phys. Rev. A 92, 042310 (2015).
[22] I. Hen and F. M. Spedalieri, Phys. Rev. Applied 5, 034007
(2016).
[23] W. Lechner, P. Hauke, and P. Zoller, Science Advances
1 (2015), 10.1126/sciadv.1500838.
[24] In cases where the constraint operators themselves Cj
contain n-body terms, the locality of Haux would be the
same as that of the usual penalty Hamiltonian. Nonethe-
less, even in this case, Haux will generally require a
sparser connectivity of the hardware graph.
[25] E. Lieb, T. Schultz, and D. Mattis, Annals of Physics
16, 407 (1961).
[26] A. De Pasquale, G. Costantini, P. Facchi, G. Florio,
S. Pascazio, and K. Yuasa, The European Physical Jour-
nal Special Topics 160, 127 (2008).
[27] L. Babai, ArXiv e-prints (2015), arXiv:1512.03547.
[28] I. Hen and A. P. Young, Phys. Rev. A 86, 042310 (2012).
[29] K. M. Zick, O. Shehab, and M. French, Scientific Reports
5, 11168 EP (2015).
9[30] R. Martonˇa´k, G. E. Santoro, and E. Tosatti, Phys. Rev.
E 70, 057701 (2004).
[31] A. D. King, T. Lanting, and R. Harris, ArXiv e-prints
(2015), arXiv:1502.02098 [quant-ph].
[32] I. Hen, J. Job, T. Albash, T. F. Rønnow, M. Troyer, and
D. A. Lidar, Phys. Rev. A 92, 042325 (2015).
[33] T. Jo¨rg, F. Krzakala, G. Semerjian, and F. Zamponi,
Phys. Rev. Lett. 104, 207206 (2010), (arXiv:0911.3438).
[34] M. Guidetti and A. P. Young, Phys. Rev. E 84, 011102
(2011), (arXiv:1102.5152).
