This paper is concerned with developing a practical approach to diagnosing the existence of a latent stochastic process in the mean of a Poisson regression model. First, a rigorous derivation of the asymptotic distribution of standard GLM estimates is derived for the case that an autocorrelated latent process is present. Simple formulae for the e ect of autocovariance on standard errors of the regression coe cients are also provided. Second, the paper examines tests for the presence of a latent process and considers estimates of the autocovariance of the latent process. Methods for adjusting for the severe bias in previously proposed estimator are derived and their behaviour investigated. Applications of the methods to time series of monthly polio counts in the U.S. and daily asthma presentations at a hospital in Sydney are used to illustrate the results and methods.
Introduction
In this paper we are concerned with models for a time series of observed counts, fY t : t = 1; : : :; ng which have mean function speci ed by a linear predictor modi ed by a \latent" process. Such models have been considered by Zeger (1988) , Campbell (1994) , Brannas and Johansson (1994) and Chan and Ledolter (1995) for example.
There has been considerable e ort in recent years devoted to the development of methods to e ciently t all the parameters in these type of models. However all of these techniques rely on the identi cation of a suitable model for the correlation structure in the noise latent process. As in linear regression with correlated errors there is a need for diagnostic techniques which can be applied to decide if it is necessary to include a latent process in the speci cation of the mean of the Poisson counts and if so, is there any evidence of autocorrelation in such a process. This paper takes a practical perspective to the modelling of time series of counts and, to some extent, follows modelling approaches that have proved successful in linear regression.
To be precise we consider the situation for which there is a non-negative time series t such that Y t j t ; x t s P( t t );
(1.1) where t = e x T t in which x t is a p-vector of observed regressors and = ( 1 ; ; p ) T is a vector of regression coe cients. The rst component of x t is assumed throughout to be unity so that the regression component always includes an intercept term.
It is further assumed that f t g is a non-negative stationary time series with E( t ) = 1, variance 2 , autocovariance function (ACVF) (h) = E ( t ? 1)( t+h ? 1) ] and autocorrelation function (ACF) (h) = (h)= 2 . The unit mean condition is imposed for identi ability reasons; otherwise, if E( t ) 6 = 1, then the mean could be absorbed into the intercept term of the linear regression (see, for example, Chan and Ledolter, 1995, p. 247). The above speci cation of a latent process is that suggested in Zeger (1988) and used in Campbell (1994) . An alternative, used in Chan and Ledolter (1995) is Y t j t ; x t s P(e t+x T t ); where t is a latent process which is assumed to be a stationary Gaussian process with mean , variance 2 and autocovariance function given by (h) = E ( t ? )( t+h ? )]. With appropriate choice of mean and variance this is the special case of the Zeger (1988) speci cation in which the t have a log-normal distribution. In particular, in order to satisfy the identi ability requirement that E( t ) = E exp( t )] = 1 it is required that t s N(? 2 =2; 2 ). Note that, for this choice of mean and variance in the log-normal distribution, (h) = exp( (h)) ? 1 for all h.
The regressors x t may depend on n and so form a triangular array. As will be made clear later this is often required in order for the \information matrix" associated with the estimation procedure to diverge as n ! 1. For example if a linear time trend is included in the model, then it is necessary to divide time by the sample size n (e.g. x t = t=n) in order to allow for the case where the trend coe cient might be negative (in which case the Poisson mean will eventually become arbitrarily close to zero). Zeger's treatment of the above model is based on a quasi-likelihood approach used to correct for serial correlation in the latent process f t g. Assumptions on the distributional properties of this process are not explicitly stated but for much of his treatment these are not required. However for the alternative speci cation in terms of the f t g process the requirement that these be normally distributed is made quite explicitly in the treatment in Chan and Ledolter (1995) .
Detection of autocorrelation in the latent process using the observed count process, Y t , is not straightforward as we show in Section 2 below. Typically use of the autocorrelations for Y t will lead to underestimates of the true size of autocorrelation in the latent process t . This is noted in Zeger (1988) . Also, in practice, the regression on x t will need to be performed before attempting to estimate this autocorrelation. However such estimation should adjust for autocorrelation in order to arrive at correct inferences.
In order to test for the existence of latent process and subsequently identify its correlation structure, it is necessary to have a consistent estimation procedure for the regression coe cient vector. A natural and easy way to compute such estimates is obtained from performing a standard generalised linear model (GLM) analysis. In Section 3, we establish the consistency and asymptotic normality of the GLM estimates^ when a stationary autocorrelated process is present in the mean of the Poisson counts. These results are analogous to long standing results for linear regression with autocorrelated errors but di er in that, while the ordinary least squares (OLS) estimate is fully e cient for many standard trend and seasonal regressors, the GLM estimates are not e cient.
In Section 4, we take up the problem of testing for the presence of a latent process and providing estimates of its correlation structure. We also discuss bias-adjustments of autocovariance and autocorrelation estimates, the form of which depends critically on the asymptotics derived in Section 3 for the GLM estimates. In addition, we consider optimally weighted estimates of covariances and tests of serial correlation in the latent process. For the latter, a modi ed Ljung-Box statistic that adjusts for the nonconstancy of the variance of correlation estimates is developed.
In Section 5, the techniques developed in earlier sections are applied to the time series of asthma presentations at a Sydney hospital.
2 Means, Variances, and Autocovariances of Y t In this section various key facts about the moments of the observed count process, Y t , are derived and relationships between the rst and second moments of the latent processes, t and t , are provided. While most of these results are available elsewhere (Zeger, 1988 , for example) it is useful to have these collected together for easy reference. Under the assumption of a Gaussian t latent process it is straightforward to show the following facts about the rst and second moment of the observed process Y t . Throughout, expectations, variances and covariances are conditional upon the regressors x t (and this will not be explicitly noted), but not on the latent process unless otherwise indicated in the usual way. This last observation illustrates the di culty in detecting dependence within the latent process.
Little or no correlation in the Y t may mask signi cant correlation in the latent process and demonstrates the futility of developing identi cation procedures based solely on second-order properties of the data.
3 Large Sample Properties of GLM Estimates
Consistency and Asymptotic Normality
In this section a functional limit theorem is used to obtain the weak consistency and asymptotic normality of the GLM estimates when a correlated latent process is present in the mean. Let and is uniformly bounded in h as n ! 1.
Let I;n = P n t=1 x t x t T e x T t 0 , II;n = P n t=1 P n s=1 x t x s T e x T t 0 e x T s 0 (t ? s), and de ne n := Cov(M T n P n t=1 x t (Y t ? t )) = M T n ( I;n + II;n )M n Under conditions (3.2)-(3.5) and P 1 h=0 j (h)j, we can show n ! I + II ; (3.6) where II = P h h (h). In Section 3.2, we will examine convergence of these quantities for a large class of regression functions. The following theorem, whose proof is given in the appendix, describes the asymptotic properties of the GLM estimates. Remark 3.2 The theorem can be extended to cover other forms of latent processes including the cases when f t g is a stationary non-negative linear process and f t g is a stationary mixing process.
The key to the proof is establishing (3.8).
Remark 3.3 The theorem is also valid when the regression variables depend on n and form a triangular array x nt .
Conditions on the Regressors
A wide range of regression functions satisfy the conditions of Theorem 3.1. These include a myriad of trend functions that form triangular arrays, harmonic functions, and stationary processes. For triangle array sequences of a particular form, the asymptotic covariance matrix of the GLM estimate has a simple form. where, using an integral approximation to the sums, we obtain
Notice that if f(x) = (1; x) 0 , which corresponds to the linear regression function of the form x nt = (1; t=n) 0 , then the GLM estimates are consistent and have the asymptotic normal distribution speci ed in Theorem 3.1 for all values of 0 . On the other hand, if the sample size scaling n in the linear component is omitted, i.e., x t = (1; t) 0 , then the GLM estimate would not be consistent for negative values of the slope parameter. This is due to the fact that the Poisson mean is converging to 0 rapidly.
2. Harmonic functions. Suppose that the regression function includes harmonic terms to specify annual e ects or day of the week e ects, for example x t = cos(2 t=7). This is an example of an asymptotically stationary process. The convergence of the matrix n can be established using elementary properties of trigonometric functions.
3. Stationary processes. Stationary processes can arise in the regression function as might be the case, for example, with seasonally adjusted temperature series. See Campbell (1994) for an example of this. Ergodic properties of the process can be used to establish convergence of the covariance matrix n .
Application to Zeger's Polio Data
We now apply the results of Theorem 3.1 to the polio data example from Zeger (1988) . This data consist of the monthly number of cases of poliomyelitis in the U.S. for the years 1970{1983 as reported by the Center for Disease Control and has become a standard example in the eld. The data reveal some seasonality and the possibility of a slight decreasing trend. Detection of the decreasing trend is one of the main objectives in modelling this data. Here we use the same regression variables as in Zeger (1988) I;n = P n t=1 x t x T t e x T t^ GLM and^ II;n = P n t=1 P n s=1 x t x T s e (x T t +x T s )^ GLM^ (s ? t):
Use of the correct standard errors for the trend term would lead to the conclusion that the trend is not signi cant whereas use of the standard errors produced by the GLM analysis would lead to declaring the trend to be signi cant. cos (2 t=12 
Inference about the Latent Process
In this section, we consider estimation and inference questions related to the latent process. The consistency and limiting behaviour of the GLM estimates established in the previous section play a crucial role in constructing inference procedures for the latent process. The rst issue that we address here is testing for the existence of a latent process. Once a latent process is detected, then we turn to the problem of estimating its covariance function and testing for correlation. Interestingly, standard estimates of correlation such as those proposed by Zeger (1988) work reasonably well, while covariance estimates are often severely biased. The incurred bias is due almost entirely to the large bias in the estimate of 2 .
Testing for the Existence of a Latent Process
Prior to the estimation of autocovariances it is suggested that a test for the existence of a latent process be performed. We rst introduce a test speci cally designed for overdispersion due to the existence of a latent process in a Poisson observation process. These clearly indicate that Q as de ned above does not achieve adequate nominal type I error probabilities and will be quite conservative for testing for the existence of a latent process. The mean and standard deviation of the Q were observed to be ?0:23 and 0:788, respectively. The main source of the poor coverage is due to the negative bias in Q.
Alternate estimates of residuals which adjust for bias due to tting could be used. For example one could use the divisor n ? p instead of n in the numerator of Q. The resulting statistic had appreciably better performance than Q but was still on the conservative side. A second approach that is reasonably simple to implement would be to use standardised Pearson residuals de ned as e t = e t =(1 ? h t ) 0:5 ; where h t is the tth diagonal value of the \hat" matrix. The \hat" matrix for generalised linear models extends that for linear regression and is de ned in Fahrmeir and Tutz (1994, p.127), for example, as H = 1=2 X(X T X) ?1 X T 1=2 , where = diag( 1 ; ; n ) and X = (x 1 ; ; x n ) T is the design matrix. Wang (1998)) con rmed their observations. Generally, the test based on S a appeared to perform best and will be adopted in the remainder of the paper.
Estimation of the ACVF and ACF of the Latent Process
We now assume that the hypothesis of no latent process has been rejected by the test based on S a . Various estimates of the autocovariances have been suggested in the literature. After reviewing these, we discuss bias corrected versions of the estimates and construction of \optimal" weighted covariance estimates. 
Previous Estimates

Bias Adjustments for Estimates of ACVF and ACF
In this section we consider bias-correction strategies for the estimators of autocovariance. Exploratory simulations show that for the Zeger estimate of 2 , the numerator seriously underestimates P n t=1 (Y t ? t ) 2 ? t while the denominator overestimates P n t=1 2 t . Clearly, both directions of bias in these terms contribute to the bias in the ratio.
To correct for the bias in the estimation of^ t , we use the asymptotics from Theorem 3. (4.6) It is straightforward to show that these adjusted estimates are consistent. In particularĜ n will converge to zero as n ! 1. This implies that the adjustment to the denominator will tend to unity while that of the numerator will tend to zero as is required for the adjustments to be asymptotically negligible. The following tables compare the Zeger and bias-adjusted Zeger estimates of covariance and correlation for two Poisson regression models. The sample size is 100 and the latent process in both cases is assumed to be a log-normal AR (1) Note that the bias improved versions of the estimates of the autocovariances do indeed have better bias properties but at the expense of higher variance. The estimates of autocorrelations also have better bias properties, although the unadjusted estimates perform reasonably well, and have a comparable variance. This means that for correlation estimation and identi cation purposes, the bias adjusted estimates are preferable to the unadjusted versions. However for purposes in which an unbiased estimate of scale is required even the bias adjusted estimates of^ 2 is biased towards 0. This large bias impacts the magnitude of the bias correction. To study the e ect of the bias of the variance estimates on the correction factors, observe that the estimate of^ II;n can be written aŝ A large negative bias in^ 2 ;Z lessens the overall e ect on the bias adjustment factors. To illustrate the e ect of using a biased estimate of 2 in (4.7) in the linear regression function case, we repeated the simulation used for Tables 4.1 and 4.2, but now with the estimated value of 2 ;Z in (4.7) replaced with its true value. The correlations in (4.7), however, were still estimated. As can be seen in the following table, the bias was substantially reduced for the autocovariance estimates. Also note the standard deviations of the ACF estimates are nearly the same as those reported in Table 4 .2. A similar simulation for the case of a cosine regression function showed no signi cant di erence between the two bias-adjusted estimates. Table 4 .5 Autocovariance (ACVF) and autocorrelation (ACF) estimates using the bias correction with true 2 = 1 when the latent process is a log-normal AR(1) with = :9 and the regression function is 1 + t=100. 
Optimally Weighted Estimates
The above estimates are not necessarily optimal in any sense other than being approximately unbiased. In particular the individual terms in the summations are not adjusted to account for unequal variances. By analogy with the use of weights in forming estimates of the variance of the latent process, some form of weighting could be useful in forming autocovariance estimates. We consider weighted estimates of autocovariances which are required to be unbiased for any underlying stationary latent process. Calculation of the variance of any such estimates will require estimation and knowledge of the autocovariances. However, in the case where the latent process is a sequence of independent random variables the variance of these weighted estimates is readily computable as we will show. Since the hypothesis of independence is of primary interest, obtaining minimum variance estimates is desirable. More generally, consider weighted estimates of the form: Note also that these weighted estimates are not guaranteed to be positive. However, it is unlikely that a negative estimate will be produced from these methods if the test of Section 4.1 supports the presence of a latent process.
It is straightforward to show that the optimal weights for minimising the variance of^ 2 ;W are given by W 2 t = 1=Var(E t ): Calculation of the variances required for this are complicated since they depend on moments up to order 4 for the latent process when it is a sequence of independent random variables. For latent processes with autocorrelation the calculation is further complicated. In addition these higher moments and autocovariances must be estimated.
Because of these potential complications we will limit the discussion to the case where the latent process is assumed to be a sequence of independent and identically distributed random variables.
In order to carry out the calculation of third and higher moments we will also assume that t = e t is a log-normal process. Then
Var(E t ) For the polio data, using the GLM t to obtain^ t and using the value of 2 = 0:57 the values of these variances are approximately Var(^ 2 ;W ) 0:46 2 and Var(^ 2 ;Z ) 0:53 2 indicating a modest improvement in estimation of variance using the optimal weighting based on the (incorrect in this case) assumption that the latent process is independent.
As noted above, in the non-independent case, the calculation of optimal weights will be complicated by their dependence on unknown covariances. To implement the above optimal weighting scheme an initial estimate of the variance is required. One possibility is to use the weights based on the assumption that the latent process has zero variance and then use the resulting estimate to obtain the optimal weights. Consider the weighted estimateŝ Simulations comparing the performance of the optimal and the bias-adjusted optimal estimates of variance and covariances are given in Davis, Dunsmuir, and Wang (1998). As might be expected, the bias-adjusted optimal estimate has smaller bias and higher variance than the unadjusted estimate. While the bias-adjusted optimal and bias-adjusted Zeger estimates have the same magnitude of bias, the optimal estimate has smaller variance. Both the optimal and bias-adjusted optimal estimates have smaller variances than their non-optimal counterparts.
Alternative Asymptotic Expression for the Variance of Estimated Autocovariances
Consider the case where t = g(t=n) In general the larger 2 and the more variation in the mean term t , the larger the di erence between the asymptotic variance for Zeger's proposal and that of the optimal estimates. The integrals can be evaluated readily using standard numerical methods. Clearly, I Z I Opt and I BJ I Opt and it also appears, based on a limited number of test regression functions, that
To illustrate the use of these formulae consider the estimated mean function for the polio data. The e ect of squaring the mean (doubling the range of the linear predictor component) has a substantially larger e ect on the relative size of the optimal case to Zeger's case than does a doubling of the variance of latent process. In scenario 3 we expect that the use of optimal weighting will give about a 40% improvement in standard deviation of the estimates of autocovariances.
Tests for Zero Autocorrelation in the Latent Process
Typically, tests of zero correlation in a stationary process are based on functions of the sample ACF. Under the assumption that the process is white noise, the sample ACF at distinct lags are approximately independent N(0; n ?1 ) distributed from which asymptotic cuto values of test statistics can be computed. In the Poisson model setting, if the latent process is white noise with positive variance, then it can be shown that the^ ;Z (h) are asymptotically distributed as independent normal random variables with standard deviations s.e.(^ ;Z (h)) that may be di erent than n ?1=2 .
The Box-Pierce and Ljung-Box portmanteau statistics, which are weighted sums of the sample ACF at a xed number of lags, are often the basis of tests for zero correlation in a time series. In Brannas and Johansson (1994) , the performance of these statistics, based on the sample ACF of three types of residuals, is investigated. These are the Pearson residuals e t = (Y t ?^ t )=^ 1=2 t ;
the Anscombe residuals~ tA = 3(Y 2=3
In the de nition of the latter, the exact form of^ 2 is not speci ed and presumably could be any of the variance estimates considered in Sections 4.2.2 and 4.2.3. Unfortunately, and contrary to the claim in Brannas and Johansson (1994) , none of these residuals possess the correlation structure of the latent process. The problem with the correlated Poisson model is that the variance and covariances have di erent forms of dependence on the mean function t and there is no single normalisation of residuals which will simultaneously eliminate this dependence from the variance and from the covariance terms required to construct autocorrelations. Brannas and Johansson (1994) observe that for the Box-Pierce and Ljung-Box portmanteau statistics constructed from any of these residuals \the sizes are signi cantly too high". The large size may be due in part to the bias of the estimates and a nonconstant variance of the individual estimates of autocorrelations. We take up the problem of variance estimates below. Even if these test statistics based on the sample ACF of residuals could be adjusted to achieve the nominal type I errors, such tests will have little power against some alternative models with large correlations but small variance. To illustrate this point, consider the sample ACF based on the Pearson residuals de ned by^ P (h) = P n?h t=1 e t e t+h P n t=1 e 2 t :
Mean correction of the e t is not utilized since their sample mean is near 0. Approximating the mean of the ratio by the ratio of the means and using results from Section 2, we obtain E(^ P (h)) n ? Under the assumption that x t = f(t=n), the last line can be approximated by As 2 ! 0, we see that the mean value of^ P (h) becomes arbitrarily small. Thus for alternatives consisting of a highly correlated latent process for which 2 is small, the sample ACF of the Pearson residuals may not provide any evidence of correlation and correlation tests based on Pearson residuals will often fail to reject the null hypothesis of white noise. This is precisely the problem encountered in the analysis of the asthma data discussed below in Section 5. To illustrate the use of this formula we consider the linear trend and the cosine regression examples used so far. Calculation of V h =n was done and compared with the values of (n?h)= n(n+ 2)] which is used in the Ljung-Box statistic. Results are for n = 100.
Lag V h for Linear Trend V h for Cosine (n ? h)=(n + 2) The di erences are greatest for the cosine regression as might be expected. For some of the lags the correct standard errors are considerably di erent from those used in the LB statistic. This implies that care should be taken when testing a particular lag autocorrelation using the standard estimation technique based on the Pearson residuals. The modi ed LB statistic, which takes the standard errors into account, is given by 
Estimation of the Autocorrelations
The estimates of 2 and (h) in Section 4.2 could be used as the basis for estimating autocorrelations that could then form the basis for identifying a suitable ARMA model for the log of the latent process. Throughout this sub-section it is assumed that the use of the statistics S a and H 2 Z;UB have led to the conclusion that there is a latent process and that it possesses detectable autocovariance at small lags. From now on we will only consider the use of the bias-corrected Zeger estimates of covariances and correlations and will drop the subscript UB from the notation. Thus autocorrelations for f t g could be estimated aŝ (h) =^ (h)=^ 2 :
Note that these estimates are not necessarily less than unity in absolute value because the sequence f^ (h) : h = 0; 1; 2; : : :g (with^ (0) =^ 2 ) is not guaranteed to be non-negative de nite. This lack of non-negative de niteness is also true for the original Zeger estimates.
To obtain estimates of the autocorrelations of the process t = log t , recall that (h) = exp( (h)) ? 1; for all h = 0; 1; 2; : : :, so that
could be used as estimates of the covariances and correlations, respectively, of f t g. In general it can be shown that any collection of the^ (h) will, under the independence hypothesis, be approximately independently and normally distributed with variances given approximately by the above expression. Alternative expressions which account for the variance of^ ?2 could also be used.
We now illustrate the above estimates using simulations based on the model tted to polio data described in Section 3.3. Recall that in this case = 0:82 and 2 = 0:57 and that these parameters de ne the autocovariance properties of f t g. In 1000 replications, each with sample size 168, the null hypothesis of no latent process was rejected 977 times using the test based on S a . Of these 977 cases, the null hypothesis of zero autocorrelation in the latent process was rejected in 856 (or 88%) of these cases using the test statistic H 2 Z;UB described in Section 4. Clearly, the estimates of lag 1 correlation perform reasonably well in terms of bias and standard error and are useful as preliminary estimates of . It is worth noting that in another simulation study not reported here, the correlation estimates without bias correction performed considerably worse. There are some caveats in the use of the bias-corrected correlations even conditional on successively rejecting the null hypotheses of no latent process and zero correlation in the latent process. The principal drawback is the potential lack of non-negative de niteness of the sequence of autocovariance estimates. This occurred, for example, in 16% of the cases in our simulation. A similar problem occurs in other time series situations such as estimation of autocovariances for amplitude modulated series. There are some parallels between that situation and the current one in so far as the random variables entering the autocovariance estimates are not stationary. where h t is the residual from an annual cycle harmonic model t to the daily average value of humidity at 0900 and 1500 hours. In the following tables, the results for the coe cients of the harmonic components are not given because they are of no interest to the analysis. Results of the ordinary GLM t as well as various standard errors and diagnostic procedures for the presence of a latent process are provided in The t-ratios for the coe cient of humidity for the 2 estimates of standard error in Table 5 .1 are 4.41 and 3.19, respectively. It is also clear from Table 5 .1 that the e ect of lagged seven day average humidity is highly signi cant when the proper standard error based on the asymptotic covariance results of Theorem 3.1 is used. js T x nt je x T nt 0 (const) 
