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Abstract
A sublimating vicinal crystal surface can undergo a step bunching instability when the
attachment-detachment kinetics is asymmetric, in the sense of a normal Ehrlich-Schwoebel ef-
fect. Here we investigate this instability in a model that takes into account the subtle interplay
between sublimation and step-step interactions, which breaks the volume-conserving character of
the dynamics assumed in previous work. On the basis of a systematically derived continuum equa-
tion for the surface profile, we argue that the non-conservative terms pose a limitation on the size of
emerging step bunches. This conclusion is supported by extensive simulations of the discrete step
dynamics, which show breakup of large bunches into smaller ones as well as arrested coarsening
and periodic oscillations between states with different numbers of bunches.
PACS numbers: 05.70.Np, 68.35.Ct, 81.16.Rf
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I. INTRODUCTION
We consider a vicinal crystal surface of parallel oriented steps in contact with the vapor
phase of the same material. By varying the sample temperature the crystal can start to
sublimate or grow in the step flow mode [1–4]. In the presence of an asymmetry in the
kinetics at the steps bordering a terrace, perturbations in the step flow may grow such that
the step profile undergoes a step bunching instability. There are two questions of general
interest. First, what are the physical conditions required for such an instability? And
second, how does the surface morphology evolve once the instability has appeared?
In recent years many groups have addressed these questions within the framework of the
standard model first introduced by Burton, Cabrera and Frank [5] (BCF). In the absence of
additional effects such as electromigration [6, 7] or strain [8], the basic stability scenario is
simple: Preferential attachment to ascending steps (a normal Ehrlich-Schwoebel effect) leads
to step bunching during sublimation, while preferential attachment to descending steps (an
inverse Ehrlich-Schwoebel effect) implies step bunching during growth [9–14]. The symmetry
between growth and sublimation suggested by this result is however not complete [15, 16]:
Whereas the deposition flux in a growth experiment is an externally controlled parameter
that is independent of the surface morphology, the sublimation flux is driven by the surface
free energy and hence depends on the curvature of the surface. As a consequence, the time
evolution of the surface profile conserves the volume of the film (apart from a constant rate
of increase) in the case of growth but not in the case of sublimation [17].
In the present paper we explore the consequences of the non-conservative nature of the
sublimation dynamics for the linear and nonlinear evolution of step bunches. We base our
treatment on the BCF model in the quasistatic limit including sublimation, the Ehrlich-
Schwoebel effect and step-step interactions. In previous work we have developed a detailed
continuum description of step bunching in this system, in which non-conservative terms
arising from the interplay between sublimation and capillarity were however neglected [18,
19]. Here these terms are explicitly included and their effect is studied both in the discrete
dynamics of individual steps and on the continuum level.
Although the coefficients of the non-conserved terms are usually small under physically
realistic conditions, they turn out to have dramatic consequences. Most importantly, whereas
step bunches in conserved systems typically coarsen indefinitely, here we find that coarsening
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is arrested when a maximal bunch size has been reached. Conversely, if the system of steps is
started in an initial condition representing a single large bunch, anti-coarsening involving the
breakup of the initial bunch into several small bunches is observed. More complex scenarios
in which the number of bunches in the system varies periodically in time are also possible.
The article is organized as follows. In the next section we briefly introduce the BCF-model
which forms the starting point of our work. In Section III the discrete equations of motion
for the steps are presented and the results of a linear stability analysis are described. In
Section IV we derive a continuum evolution equation along the lines of [18, 20] and provide
a partial analysis which suggests the existence of an upper bound on the size of step bunches
in the non-conserved case. Section V is devoted to the numerical exploration of the various
scenarios of nonlinear evolution in the discrete step dynamics, and some conclusions are
presented in Section VI. Details of the analytic calculations are collected in the Appendices.
II. MODEL
On the mesoscopic scale the surface can be reduced to a one-dimensional train of steps.
The BCF model is based on a non-conserved diffusion equation for the concentration profile
ni(x, t) on the i’th terrace (see Fig.1), which reads
∂ni(x, t)
∂t
= Ds
∂2ni(x, t)
∂x2
− ni(x, t)
τ
+ F. (1)
The terms on the right hand side correspond to the three processes sketched in Fig. 1. The
first one is a diffusion term with surface diffusion coefficient Ds, the second term includes the
losses of adatoms during sublimation with desorption rate 1/τ , and the last one describes
the gain of adatoms from the surrounding gas phase with deposition rate F . Together
diffusion and desorption give rise to the diffusion length lD =
√
Dsτ , defined as the distance
an adatom travels before it desorbs (in the absence of other processes).
Solving (1) in the quasistatic limit ∂ni/∂t = 0 one can find the general solution. The con-
stants of integration are specified through the following boundary conditions. We consider
a terrace of width l confined between two steps at the positions x = ±l/2. The condition of
mass conservation on both bounding steps defines the system of differential equations
Ds
∂n(x)
∂x
= +k−[n(x)− neq(x)], at x = − l
2
,
Ds
∂n(x)
∂x
= −k+[n(x)− neq(x)], at x = + l
2
. (2)
3
xh
xi xi+1
Ds
1
τ
F
FIG. 1: (Color online) Sketch of the elementary processes in the Burton-Cabrera-Frank model
On the left hand sides the adatom fluxes from the terrace toward the steps appear, which are
compensated by the attachment and detachment of adatoms that are caused by the difference
between the actual concentration at the step relative to the equilibrium concentrations.
The system (2) contains two additional effects. First, the proportionality constants k− and
k+ are the attachment/detachment kinetic coefficients, where index the + (−) denotes the
coefficient corresponding to attachment/detachment from below (above) the step. In general
the k± are unequal. The case k+ > k− corresponds to the so called Ehrlich-Schwoebel effect
[9] while in the converse case we speak about an inverse Ehrlich-Schwoebel effect [12–14].
Analogous to the diffusion length we define the kinetic lengths l± = Ds/k± [2] and further
their dimensionless versions l±/lD = l
± (note the different placement of the indices ±).
The second effect included in the boundary conditions (2) are the (repulsive) step-step
interactions. The expression for the equilibrium concentration is given by the usual grand
canonical formula, which we use in the first order approximation
neq(xi) ≈ n0eq(1 + µi/kBT ). (3)
The chemical potential µi at the ith step depends on the widths li = xi − xi−1 of the
neighboring terraces according to the law
µi
kBT
= −g
[
l3
(li)3
− l
3
(li−1)3
]
≡ gνi, (4)
which was first derived theoretically for entropic repulsion [21]. The ubiquity of repulsive
step-step interactions is well confirmed by experiments, which also show that the dominant
contribution to the amplitude g arises from elastic interactions [1, 22].
In order to render g dimensionless we have rescaled the terrace widths in (4) by the mean
terrace width l. Note that our definition of g differs from the conventional notation, where
the strength of step interactions is quantified by the coefficient of the cubic term in the
4
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FIG. 2: Sketch of the contributions to the velocity of the i-th step.
expansion of the surface free energy in the surface miscut θ, the angle formed by the vicinal
surface relative to the high symmetry orientation [1]. Denoting the latter coefficient by g˜,
the relation between the two reads [23]
g =
2g˜Ω
kBT
| tan θ|3,
where Ω denotes the atomic area. To give an impression of the order of magnitude of g, for
the Si(111) surface at 900o the estimate g˜ ≈ 0.05 eV/A˚2 [1] yields g ≈ 10| tan θ|3 ≈ 5× 10−5
for a typical miscut of 1o.
Together Eqs.(1,2,3,4) specify the boundary value problem for the ni(x). Having com-
puted the concentration profiles we can use Fick’s first law to find the mass fluxes from below
(f i−1+ ) and above (f
i
−) the i-th step, which sum to give its velocity vi =
dxi
dt
= f i−+ f
i−1
+ (see
Fig. 2).
III. DISCRETE VIEW
A. Equations of step motion
In Appendix A1 we derive the concentration profile ni(x) for the case of sublimation
(F = 0) with step-step repulsion and the Ehrlich-Schwoebel effect in the quasistatic limit,
see Eq. (A1) and Eq. (A4), which yields
ni(x) = n
0
eq

(l+ − 1)(1 + µikT )e−
li
2lD + (l− + 1)(1 + µi+1
kT
)e
li
2lD
(l+l− + 1) sinh li
lD
+ (l− + l+) cosh li
lD

 e
x
lD
2
+
+ n0eq

(l− − 1)(1 + µikT )e−
li
2lD + (l+ + 1)(1 + µi+1
kT
)e
li
2lD
(l+l− + 1) sinh li
lD
+ (l− + l+) cosh li
lD

 e−
x
lD
2
. (5)
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From (5) we find the following discrete equations of step motion (see Appendix A2)
dxi
dt
=
ΩDsn
0
eq
lD


(
1 + µi
kT
) (
l− sinh li−1
lD
+ cosh li−1
lD
)
− (1 + µi−1
kT
)
(l+l− + 1) sinh li−1
lD
+ (l− + l+) cosh li−1
lD

+
+
ΩDsn
0
eq
lD


(
1 + µi
kT
) (
l+ sinh li
lD
+ cosh li
lD
)
− (1 + µi+1
kT
)
(l+l− + 1) sinh li
lD
+ (l− + l+) cosh li
lD

 . (6)
The step velocities (6) include all three length scales lD, l±, l and the functional dependence
is quite complicated. From now on we therefore consider the case of attachment/detachment
limited kinetics (lD ≫ l± ≫ l), which is commonly assumed for the Si(111) surface [23]. In
this limit Eq. (6) can be reduced to the following form (see Appendix A4):
dxi
dt
= (1 + gνi)Re
(
1 + b
2
li−1 +
1− b
2
li
)
+ URe(2νi − νi−1 − νi+i), (7)
with the abbreviations
b =
k+ − k−
k− + k+
=
l− − l+
l− + l+
,
Re =
Ωn0eq
τ
U = gτ
k−k+
k− + k+
=
gl2D
l− + l+
. (8)
Here Re represents the constant desorption rate of a homogeneous step train, where dxi/dt =
Rel, b is a dimensionless measure for the strength of the Ehrlich-Schwoebel effect and U
describes the strength of the relaxation due to the step-step repulsion. Note that U has the
dimension of a length.
In previous work on step bunching during sublimation, where the instability is induced
either by the Ehrlich-Schwoebel effect or by electromigration, the factor 1 + gνi of the
first term on the right hand side of (7) was tacitly replaced by unity [18, 19, 23, 24]. The
approximation 1+gνi ≈ 1 may seem plausible because, as we have seen, g ≪ 1 under typical
experimental conditions. However, it is clear from the structure of (7) that the presence of
this factor changes the nature of the problem in a qualitative way: Considering periodic
boundaries for the step train of M steps, so that xM+1 = x1+Ml, and taking the sum of (7)
over one period one obtains the configuration-independent constant Ml on the right hand
size only when the term gνi (referred to in the following as the g-term) is neglected. The
full system (7) is fundamentally non-conservative.
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FIG. 3: (Color online) Illustration of the linear stability analysis. The dotted line shows a homo-
geneous step train with constant terrace width l and constant step velocity veq, the full line shows
a perturbed step train.
On the other hand, the step dynamics is exactly conservative for the case of pure growth
(F > 0, τ →∞) in the same limit in which (7) was derived. In the case of growth we obtain
dxi
dt
≈ −FΩ
(
1 + b
2
li−1 +
1− b
2
li
)
+ U˜(2νi − νi−1 − νi+i) (9)
which is precisely the conservative version of (7) with the sublimation rate Re replaced by
the (negative) growth rate FΩ and with U˜ = (gΩn0eqk−k+)/(k− + k+). This implies a basic
asymmetry between sublimation and growth, the consequences of which will be explored in
the following. To this end we will consider U and g in (7) as independent parameters, in
spite of the proportionality between U and g. The conserved model (9) is thus included in
(7) as the limiting case g = 0, U > 0.
B. Linear stability analysis
The instability form of a step train is step bunching and in this section we look for the
linear instability condition as a function of the control parameters. Let us consider the
regular situation of equidistant terrace widths l and steps moving with a constant velocity
veq = f−(l) + f+(l), see Fig. 3. Now, we disturb the positions of the steps by a small time
dependent perturbation εn(t):
xn(t) = nl + veqt+ εn(t).
Through substitution of εn(t) by the Fourier expression ε0e
ikn+ω(k)t we derive a dispersion
relation ω(k). For instability the real part of ω(k) has to be positive, i.e.
Re[ω(k)] ≈ A2k2 + A4k4
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FIG. 4: (Color online) Stability diagram in the (g, b)-plane for a) growth and b) sublimation.
with A2 > 0. In Appendix A3, Eq.(A8), we find:
Re[ω(k)] =
ΩDsn
0
eq
l2D
[
(k+ − k−)
2(k+ + k−)
− 3g
]
k2 − 3gΩDsn
0
eq
l
k−k+
k− + k+
k4.
For the case of sublimation in the limit of long wavelengths (small k) the instability condition
is b > 6g. This means that the existence of an Ehrlich-Schwoebel effect alone (b > 0) is not
sufficient to cause an instability: Due to the step-step interactions there is a lower limit 6g
on the strength of the kinetic asymmetry which has to be overcome to cause step bunching
during sublimation. This effect was previously reported by Fok, Rosales and Margetis [16]
in a more general setting. On the other hand for the case of growth we have the usual linear
instability condition of b < 0, which corresponds to an inverse Ehrlich-Schwoebel effect of
arbitrary strengh. The resulting asymmetry between sublimation and growth on the level
of linear stability analysis is illustrated in Fig. 4.
IV. CONTINUUM DESCRIPTION
The continuum evolution equation corresponding to the discrete dynamics (7) has the
form
∂h
∂t
+
∂
∂x
(
−3g
2
(
m2
)− b
2m
− 1
6m3
∂m
∂x
+
3U
2m
∂2 (m2)
∂x2
)
= −1 + 3gb
2m
(
∂m
∂x
)2
(10)
where h(x, t) is the surface profile, m(x, t) = ∂h/∂x > 0 is the slope, and primes denote the
derivatives with respect to x, e.g. m′ = ∂m/∂x. Here and below we set the step height and
the average step-step distance l to 1, and rescale time such that the mean sublimation rate
Re = 1. The details of the derivation can be found in Appendix B.
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For g = 0, the equation (10) reduces to the one studied in [18, 19]. In that case the
transformation to a moving frame h → h + t removes the constant mean sublimation rate
on the right hand side and gives the equation the form of a conservation law
∂h
∂t
+
∂J
∂x
= 0, (11)
with a current J defined by the terms inside the large parentheses on the left hand side of
(10). For g > 0 we obtain an additional contribution (3g/2)m2 to the current, and the man-
ifestly non-conservative term (3gb/2m)(m′)2 appears on the right-hand side of (10). In the
following we discuss separately the effects of the conserved and non-conserved contributions
that are present when g > 0.
A. Mechanical analog for symmetric stationary bunches
We first analyze the effect of the conservative term (3g/2)m2 on the left hand side of (10).
Along the lines of [18], we consider a stationary solution of (11) with the current given by
J = −3g
2
(
m2
)− b
2m
− m
′
6m3
+
3U
2m
(
m2
)′′
. (12)
For a stationary bunch J ≡ −J0 < 0. Furthermore we neglect the third term on the right
hand side of (12), which breaks the reflection symmetry (x → −x and m → −m). Setting
u = m2 (m > 0) then yields
J0 =
3g
2
u+
b
2
u−1/2 − 3Uu
′′
2
u−1/2
or
3U
2
u′′ = −J0u1/2 + 3g
2
u3/2 +
b
2
= −dVg(u)
du
. (13)
Equation (13) can be interpreted as Newton’s second law describing a particle coordinate u
moving in time x. In this picture a symmetric bunch of width L represents a trajectory of
a classical particle moving once back and forth in a potential Vg(u) between the boundary
values u = 0 and u = umax in a time L. Up to a constant, the potential Vg(u) can be found
through integration of (13),
Vg(u) =
2J0
3
u3/2 − 3g
5
u5/2 − b
2
u = V0(u)− 3g
5
u5/2. (14)
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The function (14) contains an additional term compared to the potential V0(u) considered
in [18]. This term causes a maximum of Vg(u) to appear at some u
∗, whereas V0(u) grows
monotonically for large u. This has the following consequence. Let us consider a bunch ofM
steps. For a given set of parameters b, g and U this bunch solution corresponds to a particle
trajectory of total energy E and a certain maximal slope mmax with umax = m
2
max < u
∗.
Now, let us increase the bunch width L by adding more and more steps, which increases the
energy E and the value of umax. As umax → u∗ and E → Vg(u∗), the oscillation period L of
the particle diverges, which implies that the maximum slope mmax cannot increase beyond√
u∗. This is in contrast to the case g = 0, where the maximum slope scales with the number
of steps as mmax ∼ M2/3 and with the bunch width as mmax ∼ L2 [18]. Even on the rather
crude level of the stationary bunch approximation used in [18], the presence of the g-term
in (12) is seen to have a pronounced effect, in that it prevents the unbounded steepening
of the bunch profile. In the next subsection we shall see that, when bunch motion is taken
into account, the non-conserved nature of the dynamics also prevents the wavelength of the
bunch from increasing indefinitely.
B. Moving bunches
In fact step bunches are not stationary, but move both in the horizontal direction (with
speed V‖) and in the vertical direction (with speed V⊥) [19]. A periodic array of moving
bunches is obtained from (10) using the travelling wave ansatz
h (x, t) = h
(
x− V‖t
)
+ V⊥t− t,
which yields the ordinary differential equation
− V‖h′ + V⊥ +
(
−3g
2
(
m2
)− b
2m
− m
′
6m3
+
3U
2m
(
m2
)′′)′
=
3gb
2
(m′)2
m
. (15)
Here primes denote derivatives with respect to co-moving space coordinate ξ = x− V‖t and
m(ξ) = dh/dξ. We look for periodic solutions h(ξ) = h(ξ +M). Integrating (15) from 0 till
M , and dividing by M we obtain
V‖ − V⊥ = g 3b
2M
M∫
0
(m′)2
m
dξ
10
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FIG. 5: Horizontal and vertical bunch speeds V‖, V⊥ versus g for the discrete model (diamonds and
triangles, respectively), and for the continuous model (thick lines). Parameters are b = 0.7, U =
0.5,M = 40.
which implies V‖ = V⊥ in the conserved case [19]. In a linear order approximation in g, the
integral on the right-hand side can be estimated by its value at g = 0. The latter can be
computed analytically using the theory developed in [19], with the result
M∫
0
(m′)2
m
dξ =
1
36Um2min
≈ (3b)
2
36U
=
b2
4U
M2.
Here mmin denotes the minimal value of the slope along the profile. This leads to the
prediction
V⊥(g)− V‖(g) = g3b
3
8U
M for small g. (16)
This result is in reasonable agreement with the direct measurement of V‖ and V⊥, performed
for the discrete model (Figures 5 and 6). From Fig. 5 we estimate V⊥(g)− V‖(g) ≈ αg for
small g with α ≈ 8, while the direct calculation from (16) using the parameters b = 0.7, U =
0.5,M = 40, gives 3b
3
8U
M = α = 10.3. From Fig. 6 we estimate α ≈ 3 while the theoretical
prediction gives α ≈ 3.75.
The result (16) is quite surprising: It tells us that the difference V⊥(g)−V‖(g) acquires a
singularity at g = 0 in the limit M →∞, where continuum theory should become accurate.
To avoid this unphysical singularity, we must assume the existence of an upper bound on M
(and hence, on the wavelength of moving bunch solutions) for small but positive values of g.
Indeed, in the discrete simulations to be reported in the next section, we will see that the
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FIG. 6: Horizontal and vertical bunch speeds as functions of g for the parameters b = 0.5, U = 0.5
and M = 40 (open circles) and M = 80 (filled circles) obtained from simulations of the discrete
model. Results for M = 80 are reported only for large g. In the physical region g > 0, V⊥ > V‖,
which corresponds to step trajectories in the comoving system of coordinates going downwards
(compare to Figs.7 and 8). For large g, the absolute values and the difference V⊥ = V‖ are
decreasing functions of M . For small g, V⊥ − V‖ ≈ αg where α ≈ 3. From Eq.(16) we get the
theoretical estimate α = 3b
3
8U M = 3.75
coarsening is arrested at a certain maximum wavelength Mcrit(g). On the other hand, since
in the conservative case (g = 0) the vertical and horizontal excess speed of the bunch are
equal, V⊥ = V‖, we expect from (16) that limg→0 gMcrit(g) = 0. In other words, we deduce
that for small g the critical bunch size Mcrit must grow more slowly than 1/g. Note also
that in the conservative case the values of the excess velocities decrease with the bunch size
M as V⊥ = V‖ ≈ 3b/M [19]. We observe a similar tendency (decrease of V⊥ and V‖ with
increasing M) for large enough g, compare the upper and the lower curves in Fig.6.
V. NUMERICAL SIMULATIONS OF THE DISCRETE EQUATIONS
We simulated the coupled system (7) of M non-linear ordinary differential equations of
first order with four independent parameters: M is the number of steps, g is the parameter
describing the non-conserving effects, b is the parameter describing the Ehrlich-Schwoebel
asymmetry and U is the relaxation parameter due to the step-step interactions. We studied
the following region of the parameter space: b ∈ [0, 1], U ∈ [0, 1], g ∈ [0, 1] and M < 100.
12
Note that, according to the definition of U in Eq.(8), the dimensionless ratio gl/U = l(l− +
l+)/l
2
D should be small compared to unity in order to be consistent with the assumption
lD ≫ l± ≫ l under which the model (7) was derived. Since our main interest here is
in exploring the qualitative consequences of the non-conserved dynamics induced by the
g-term, rather than in a realistic description of a particular physical system, we will not
always adhere to this restriction.
For the numerical integration we used an odeint-type procedure [25] with periodic bound-
ary conditions. The height of a single step and the average terrace width l are normalized to
unity. The time scale is normalized by Re and we measured the time of integration in time
units (t.u.). We started with two qualitatively different initial conditions: first, an initial
’shock’ composed of densely packed steps and a very large terrace, and second, a randomly
disturbed equidistant step train, where the relative amplitude of initial fluctuations is chosen
to be either small (0.01) or large (0.5).
We define a bunch as a region where the widths li of consecutive terraces are smaller than
one. Figure 7a) shows a step train profile in the linear instability regime (b > 6g). As useful
quantitative measures of the bunch geometry we define the maximal slopemmax ≡ maxi{mi}
and the minimal (=maximally negative) curvature κmin ≡ mini{κi}, where
mi =
1
li
, κi = −8 li+1 − li
(li+1 + li)3
.
We calculate and plot the positions of the steps in a co-moving coordinate system defined
by x˜i(t) = xi(t)− lt, where l is the average velocity in the conserved limit (g = 0). Because
of the additional nonconservative terms, there is a lateral shift after every period, see Fig.
7b) and also Fig. 8a).
For simulations with b . 6g an initial step bunch dissolves and approaches the config-
uration of equidistant steps. On the other hand for b > 6g and increasing g/U , the time
evolution of the step train switches unexpectedly to anti-coarsening or arrested coarsening
regimes, depending on the initial conditions. In the following we describe these two scenarios
in more detail.
13
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FIG. 7: Simulation results for M = 40, b = 0.1, g = 0.001, U = 0.004, starting with an initial
shock and periodic boundary conditions. a) Typical step train profile after 1000 t.u.; b) Typical
time evolution of one of the steps in co-moving coordinates.
A. Anti-Coarsening
The first surprising result we observed is the splitting of a bunch into two or more bunches
after starting with an initial shock of steps. Let us consider the example in Fig. 8. The
system consists of 80 steps with parameters b = 0.7, g = 0.05 and U = 0.05. Figure 8a)
shows the time evolution of the position x1 of one of the steps. There is a constant shift until
the bunch splits, and then the shift increases, which corresponds to a much faster moving
step. In Fig. 8b) we plot the positions of all steps around the time of the spliting, where we
can see the emergence of an additional, very small but growing bunch. The splitting event
is followed by another one and so forth until there are five almost equally sized bunches at
8000 t.u., see the surface height profiles in 8c). In Fig. 8d) we show the time evolution of the
minimal curvature, the maximal slope and the number of bunches. In the splitting region
the minimal curvature is seen to show a strong signature with an abrupt jump followed by
relaxation to a smaller value, whereas the change in the maximal slope is rather small. The
splitting of bunches in this system is an example of anti-coarsening, where a large structure
breaks up into multiple small structures.
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FIG. 8: An example for the splitting of a large bunch in a system of 80 steps with parameters
b = 0.7, g = 0.05, U = 0.05. a) Time evolution of one of the steps. b) Plot of all step trajectories
between 5200t.u. and 5300t.u. c) Comparison of the profiles after 4000 t.u., 6000 t.u., 7000 t.u.
and 8000 t.u. d) (Color online) Time evolution of the globally maximal slope, the globally minimal
curvature and the number of bunches.
B. Arrested coarsening
The second type of initial condition is a randomly perturbed equidistant step train. As
an example, see Fig. 9, we take M = 40, U = 0.2, a strong perturbation amplitude, an
integration time of 8000 t.u., and vary the parameters g and b. We use the time evolution
of the global maximal slope mmax(t) in order to identify the final state of the simulation.
As can be seen in Fig. 9a), after about 2000 t.u. the simulations settled down into a
periodic attractor of varying complexity. In Fig. 9b) we show the case of vanishing g,
which corresponds to a conventional coarsening behavior: After a short time the number
of bunches goes to unity and mmax and κmin vary periodically on the characteristic time
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FIG. 9: (Color online) An example of arrested coarsening starting with fluctuating initial conditions
of strong amplitude, for M = 40 and U = 0.2. a) Maximal slope for b = 0.7 and (from top to
bottom) g = 0, 0.01, 0.02, 0.05, 0.09. b) Number of bunches, maximal slope and minimal curvature
for b = 0.7 and g = 0. c) As b) for b = 0.7 and g = 0.02; d) Maximal slope for g = 0.02 and (from
top to bottom) b = 0.9, 0.7, 0.4, 0.3, 0.2.
scale in which the bunch profile shifts by one average terrace size [19]. By increasing g a
point is reached where coarsening into a single bunch no longer occurs, see Fig. 9c). The
system is now jumping periodically between configurations with two bunches and one bunch.
Upon further increasing g the period of the jumps diverges and the stable state becomes
a configuration of two bunches. Finally, Fig. 9d) displays the various regimes of temporal
behavior that occur when varying b at fixed g.
C. Phase diagrams
To somewhat systemize these observations, in Fig. 10 we present two phase diagram
where the number of bunches is shown in the (g, b)-plane for b ∈ [0, 1] with increments of
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FIG. 10: Stability/instability diagrams showing the number of bunches in the final state, for
M = 40 and different combinations of b and g. a) U = 0.2; b) U = 0.05 - N: region depending
sensitive on the initial condition, : 1 bunch, •: 1/2 bunches, ×: 2 bunches, △: 2/3 bunches, :
3 bunches, +: 3/4 bunches, ◦: 4 bunches, below the line b = 6g: stability
△b = 0.1 and g ∈ [0, 0.1] with increments of △g = 0.01. For U = 0.2 [Fig. 10a)] the number
of bunches in the final stationary state is between one and two. At g = 0.02, b = 0.4 the
relaxation time is very sensitive to the initial random configuration and one needs more than
8000 t.u. to switch to the single bunch configuration; moreover, around this point the final
state depends sensitively on initial conditions. For U = 0.05 the number of bunches changes
between 4 and an oscillatory state with 1-2 bunches, but a stable state with a single bunch
is not seen. In general, we observe that the smaller U the larger is the possible number of
bunches. For example for U = 0, M = 40, g = 0.02 and b = 0.5, there are 18 bunches in the
final state, corresponding to less than 2.5 steps pro bunch.
In Fig. 11 we show the dependence of the globally maximal slope mmax onM for g = U =
0.04 and b = 0.4. As we have seen in Fig.9, mmax generally oscillates in the final state. In
order to uniquely define mmax we take for reference its largest value during the last 500 t.u.
of the simulation. For a strong initial disturbance mmax grows up to 1.96 at M = 21 steps
and then jumps down to 1.60 at M = 22, where the step train switches from a single bunch
to a configuration with two bunches; for a weak initial disturbance the behavior is similar
but the jump occurs slightly earlier. With increasing M this behavior repeats several times
until in the region of 80 steps the switching becomes less regular and depends strongly on
the initial disturbance. The overall pattern in Fig.11 suggests that the splitting of bunches
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FIG. 11: (Color online) Dependence of the upper boundary of the globally maximal slope mmax on
the number of steps M for g = U = 0.04, b = 0.4 and for large and small amplitude of the initial
random condition.
is driven by the tendency of the system to keep the maximal slope below a certain limiting
value, thus connecting the behavior of the discrete system to the properties of stationary
solutions of the continuum equation discussed in Sect.IV.
VI. SUMMARY AND DISCUSSION
In this paper we have investigated the extension (7) of a previously studied, minimal
model of step bunching during sublimation. Despite the smallness of the dimensionless coef-
ficient g describing the interplay between sublimation and capillarity, the non-conservative
nature of the dynamics was found to have profound effects on the linear as well as on the
nonlinear level. In order to analytically study the nonlinear behavior of step bunches, we
derived and analyzed the continuum evolution equation (10) for the surface profile. Using
two different types of approximations, we deduced that the non-conservative terms in this
equation place an upper limit on the slope as well as on the wavelength of step bunches. This
conclusion was confirmed by a detailed numerical study of the discrete step dynamics, which
also revealed additional complex dynamical regimes in which the number of step bunches
increases in time or oscillates between different values.
To place our findings into context, we note that a connection between unbounded coars-
ening of step bunches and the conservative nature of the dynamics has been observed in
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previous work. First, Sato and Uwaha studied step bunching induced by electromigration
and observed a saturation of the mean bunch size when sublimation was included [7]. A
direct comparison to our results is difficult, however, since they use a different set of step
dynamical equations which depend on a larger set of parameters.
Second, the difference between conserved and non-conserved surface dynamics has been
addressed in the framework of weakly nonlinear (in the sense of [26]) continuum equations.
Working close to the instability threshold, Sato and Uwaha [27] and Misbah and Pierre-
Louis [28] showed that the large-scale dynamics of step bunches in a non-conserved setting
is described by the Benney equation. Depending on the size of a term that breaks the left-
right symmetry, this equation displays either spatio-temporal chaos or an ordered array of
bunches, but no coarsening. On the other hand, the corresponding conservative equation
derived in [29] does show unlimited coarsening with the average bunch size growing as t1/2.
In general, deducing the coarsening behavior of a given nonlinear evolution equation by
analytic means is a difficult problem, and the methods available so far [30] do not seem to
readily carry over to highly nonlinear equations like (10).
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Appendix A: Discrete equations for the case of sublimation
1. The concentration profile
In the quasistatic approximation ∂ni/∂t = 0 (1) with F = 0 is a homogeneous ordinary
differential equation of second order with the following general solution:
ni(x) = C
i
1e
x
lD + C i2e
− x
lD . (A1)
In order to find the constants of integration C i1 and C
i
2 we use the boundary conditions (2):
Ds
k−
(
C i1
lD
e
−
li
2lD − C
i
2
lD
e
+
li
2lD
)
= +C i1e
−
li
2lD + C i2e
+
li
2lD − n0eq
(
1 +
µi
kT
)
,
Ds
k+
(
C i1
lD
e
+
li
2lD − C
i
2
lD
e
−
li
2lD
)
= −C i1e+
li
2lD − C i2e−
li
2lD + n0eq
(
1 +
µi+1
kT
)
.
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Substituting l± := Ds
lDk±
= l±
lD
this becomes
(l− − 1)C i1e−
li
2lD − (l− + 1)C i2e+
li
2lD = −n0eq
(
1 +
µi
kT
)
,
(l+ + 1)C i1e
+
li
2lD − (l+ − 1)C i2e−
li
2lD = +n0eq
(
1 +
µi+1
kT
)
.
After adding both equations and solving for C i1 we obtain
C i1 =
n0eq
(µi+1
kT
− µi
kT
)
+ C i2
[
(l− + 1) e
li
2lD + (l+ − 1) e−
li
2lD
]
(l− − 1) e−
li
2lD + (l+ + 1) e
li
2lD
. (A2)
We substitute C i1 in the first boundary condition:
C i2 =
n0eq
(
1 + µi
kT
)
+ C i1(l
− − 1)e−λ1 li2
(l− + 1)e−λ2
li
2
. (A3)
After back substitution from C i2 into C
i
1 and vice versa we get the final form for the constants:
C i1 =
n0eq
2

(l+ − 1)(1 + µikT )e−
li
2lD + (l− + 1)(1 + µi+1
kT
)e
li
2lD
(l+l− + 1) sinh li
lD
+ (l− + l+) cosh li
lD

 ,
C i2 =
n0eq
2

(l− − 1)(1 + µikT )e−
li
2lD + (l+ + 1)(1 + µi+1
kT
)e
li
2lD
(l+l− + 1) sinh li
lD
+ (l− + l+) cosh li
lD

 . (A4)
2. Fluxes and the step velocities
Using the definition
f i±(x) = ±ΩDs
∂ni(x)
∂x
at x = ± li
2
we find for the fluxes to the step bordering the ith terrace of width li:
f i+ =
ΩDsn
0
eq
lD
(
1 + µi+1
kT
) (
l− sinh li
lD
+ cosh li
lD
)
− (1 + µi
kT
)
(l+l− + 1) sinh li
lD
+ (l− + l+) cosh li
lD
, at step i+ 1,
f i− =
ΩDsn
0
eq
lD
(
1 + µi
kT
) (
l+ sinh li
lD
+ cosh li
lD
)
− (1 + µi+1
kT
)
(l+l− + 1) sinh li
lD
+ (l− + l+) cosh li
lD
, at step i.
Adding the fluxes from the two neighboring terraces we obtain the expression for the velocity
of step i as vi =
dxi
dt
= f i− + f
i−1
+ .
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3. Linear stability analysis
Let us assume that lD ≫ l and lD ≫ l±. Then sinh lilD ≈
li
lD
and cosh li
lD
≈ 1. For the
denominator in the expression for the fluxes (and with l± = l±
lD
) we find
(
l+l−
l2D
+ 1) sinh
li
lD
+ (
l−
lD
+
l+
lD
) cosh
li
lD
≈ l− + l+ + li
lD
, (A5)
and the velocity becomes
1
ΩDsn0eq
dxi
dt
≈
(
1 + µi
kT
) ( l−li−1
l2
D
+ 1
)
− (1 + µi−1
kT
)
l− + l+ + li−1
+
(
1 + µi
kT
) (
l+li
l2
D
+ 1
)
− (1 + µi+1
kT
)
l− + l+ + li
=
(
1 + µi
kT
) l−li−1
l2
D
+ ( µi
kT
− µi−1
kT
)
l− + l+ + li−1
+
(
1 + µi
kT
)
l+li
l2
D
+ ( µi
kT
− µi+1
kT
)
l− + l+ + li
(A6)
The chemical potential µi can be linearized as
µi
kT
≈ −g
[
1− 3εi+1 − εi
l
− 1 + 3εi − εi−1
l
]
= −3g
l
(2εi − εi+1 − εi−1)⇒
µi
kT
− µi±1
kT
≈ −3g
l
(−3εi±1 + 3εi + εi±2 − εi∓1)(
1 +
µi
kT
) l±li,i−1
l2D
≈ l±
l2D
(l + εi+1,i − εi,i−1)− 3gl±
l2D
(2εi − εi+1 − εi−1)
1
ΩDsn0eq
dxi
dt
≈ (l+ + l−)l
(l− + l+ + l)l
2
D
+
3g
(l− + l+ + l)l
(−6εi + 4εi+1 + 4εi−1 − εi+2 − εi−2)
+
l−(εi − εi−1) + l+(εi+1 − εi)
(l− + l+ + l)l2D
− 3g(l+ + l−)
(l− + l+ + l)l2D
(2εi − εi+1 + εi−1)
.
=
1
ΩDn0eq
(
veq +
dεi
dt
)
(A7)
The equation for the perturbation reads
1
ΩDsn0eq
dεi
dt
=
3g
(l− + l+ + l)l
(−6εi + 4εi+1 + 4εi−1 − εi+2 − εi−2)
+
l−(εi − εi−1) + l+(εi+1 − εi)
(l− + l+ + l)l
2
D
− 3g(l+ + l−)
(l− + l+ + l)l
2
D
(2εi − εi+1 + εi−1)
Using the Fourier expression ε = ε0e
ikn+ω(k)t we find the dispersion relation ω(k):
ω(k)
ΩDsn0eq
=
3g
(l− + l+ + l)l
[−6 + 4(eik + e−ik)− (ei2k + e−i2k)]
+
l−(1− e−ik) + l+(eik − 1)
(l− + l+ + l)l2D
− 3g(l+ + l−)
(l− + l+ + l)l2D
(2− (eik + e−ik)).
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For small k we can expand the exponential functions as
2− (eik + e−ik) = 2(1− cos k) ≈ 2(1− 1 + k
2
2
) = k2,
6− 4(eik + e−ik) + (ei2k + e−i2k) = 4(cos k − 1)2 ≈ k4,
1− e−ik ≈ 1− (1− ik + k
2
2
) = ik +
k2
2
,
which yields an expression for the real part Re[ω]:
Re[ω] =
ΩDsn
0
eq
l2D
(l− + l+)
(l− + l+ + l)
[
(l− − l+)
2
− 3g
]
k2 − ΩDsn
0
eq3g
(l− + l+ + l)l
k4.
Further, if l± ≫ l
Re[ω] =
ΩDsn
0
eq
l2D
[
(k+ − k−)
2(k+ + k−)
− 3g
]
k2 − 3gΩDsn
0
eq
l
k−k+
k− + k+
k4. (A8)
For instability Re[ω] has to be positive. The prefactor A4 of the k
4-term is always negative
and thus acts as a relaxation term. For k very small the linear instability condition b > 6g
(A2 > 0) follows.
4. Discrete equations in the limit lD ≫ l± ≫ li
From equation (A6) with l± ≫ li we get
dxi
dt
≈ ΩDsn
0
eq
l− + l+
(
1 +
µi
kT
)( l−li−1
l2D
+
l+li
l2D
)
+
ΩDsn
0
eq
l− + l+
(
2
µi
kT
− µi−1
kT
− µi+1
kT
)
= (1 + gνi)Re
(
l−li−1 + l+li
l− + l+
)
+ URe(2νi − νi−1 − νi+1)
= (1 + gνi)Re
(
1 + b
2
li−1 +
1− b
2
li
)
+ URe(2νi − νi−1 − νi+i) (A9)
Appendix B: Continuum limit
Similar to [20], we treat the part of (7) without the U -term first,
dxn
dt
= (1 + gνn)
(
1− b
2
ln +
1 + b
2
ln−1
)
(B1)
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where ln = xn+1 − xn. To obtain the continuum limit of
(
1−b
2
ln +
1+b
2
ln−1
)
, we rewrite it in
the form
dxn
dt
= (1 + gνn)
(
ln + ln−1
2
− b
2
(ln − ln−1)
)
dxn+1
dt
= (1 + gνn+1)
(
ln+1 + ln
2
− b
2
(ln+1 − ln)
)
Substracting,
dln
dt
=
ln+1 − ln−1
2
− b
2
(ln+1 − 2ln + ln−1)
+ g
νn+1ln+1 − νnln
2
+ g
νn+1ln − νnln−1
2
− gbνn+1ln+1 + νnln−1 − (νn+1 + νn) ln
2
Let us treat the g-independent term first. Performing the Fourier transform ln =
∑
q e
iqnlq,
we obtain ∑
q
eiqn
dlq
dt
=
∑
q
eiqn
[
1
2
(
eiq − e−iq)− beiq + e−iq − 2
2
]
lq
Expanding for small q,
∑
q
eiqn
dlq
dt
≈
∑
q
eiqn
[(
(iq) +
(iq)3
3!
+ ...
)
− b
(
(iq)2
2!
+
(iq)4
4!
)]
lq
Noting that (iq)
∑
q e
iqnlq =
∂
∂n
(∑
q e
iqnlq
)
= ∂
∂n
ln etc., one can rewrite the previous equa-
tion as
dln
dt
=
[(
∂
∂n
+
1
3!
∂3
∂n3
)
− b
(
1
2!
∂2
∂n2
+
1
4!
∂4
∂n4
)]
ln.
Now, we can use ∂
∂n
= h0
∂
∂h
= ∂
∂h
(note that h0 = 1) and ln ≈ 1/m(x) = 1/(∂h/∂x) = ∂x/∂h.
We obtain
∂
∂h
dx
dt
=
∂
∂h
[(
1 +
1
3!
∂2
∂h2
)
− b
(
1
2!
∂
∂h
+
1
4!
∂3
∂h3
)]
∆(x)
where ∆(x) = 1/m(x). Integrating this equation we find
dx
dt
=
[(
1 +
1
3!
∂2
∂h2
)
− b
(
1
2!
∂
∂h
+
1
4!
∂3
∂h3
)]
∂x (t)
∂h
.
Inserting the terms proportional to g and approximating
νn =
(
l
ln−1
)3
−
(
l
ln
)3
≈ −ln ∂
∂x
(
l
∆
)3
= − 1
m
(
m3
)′
= −3
2
(
m2
)′
(B2)
we get
dx
dt
=
(
1− 3g
2
(
m2
)′)[(
1 +
1
3!
∂2
∂h2
)
− b
(
1
2!
∂
∂h
+
1
4!
∂3
∂h3
)]
∆(x, t)
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The next important step is to carry out the Lagrange transformation [20, 31] from
x(n, t) = x(h = nh0, t) = x(h, t) to h(x, t). First, note that
dx
dt
= − (dx
dh
)
dh
dt
= −∆dh
dt
.
Substituting this and using ∂
∂h
=
(
dx
dh
)
∂
∂x
= ∆ ∂
∂x
,
−dh
dt
=
(
1− 3g
2
(
m2
)′)
+
(
1− 3g
2
(
m2
)′) ∂
∂x
[(
1
3!
∂
∂h
)
− b
(
1
2!
+
1
4!
∂2
∂h2
)]
∆(x, t)
or
−1 = dh
dt
+
∂
∂x
{
−3g
2
(
m2
)
+
[(
1
3!
∂∆
∂h
)
− b
(
∆
2!
+
1
4!
∂2∆
∂h2
)]}
−3g
2
(
m2
)′ ∂
∂x
[(
1
3!
∂∆
∂h
)
− b
(
∆
2!
+
1
4!
∂2∆
∂h2
)]
Now we estimate the term in the square brackets, using ∆ = 1/m, ∂
∂h
= ∆ ∂
∂x
= (1/m) ∂
∂x[(
1
3!
∂∆
∂h
)
− b
(
∆
2!
+
1
4!
∂2∆
∂h2
)]
=
1
6m
∂
∂x
(
1
m
)
− b
2m
− b
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∂2∆
∂h2
Aiming at smooth solutions, we ignore high order derivatives, approximating
[...] ≈ − b
2m
− m
′
6m3
.
Substituting we obtain
dh
dt
+
∂
∂x
(
−3g
2
(
m2
)− b
2m
− m
′
6m3
)
= −1 + 3g
2
(
m2
)′ [− b
2m
− m
′
6m3
]′
The term proportional to U gives a contribution to the full derivative,
dh
dt
+
∂
∂x
(
−3g
2
(
m2
)− b
2m
− m
′
6m3
+
3U
2
(m2)
′′
m
)
= −1 + 3g
2
(
m2
)′ [− b
2m
− m
′
6m3
]′
The terms proportional to g on the RHS break the conservative character of the equation,
and are important for the dynamics as discussed in the main text. However, our numerical
data (not shown) suggest that the best (though not perfect) agreement with the discrete
system is obtained by keeping only the nonconservative term of the lowest order,
dh
dt
+
∂
∂x
(
−3g
2
(
m2
)− b
2m
− m
′
6m3
+
3U
2
(m2)
′′
m
)
= −1 + 3g
2
(
m2
)′ [− b
2m
]′
Expanding the derivative on the RHS, we obtain (10).
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