Abstract-In this paper, we consider parameter estimation Markov-modulated Poisson processes via robust filtering and smoothing techniques. Using the expectation maximization algorithm framework, our filters and smoothers can be applied to estimate the parameters of our model in either an online configuration or an offline configuration. Further, our estimator dynamics do not involve stochastic integrals and our new formulas, in terms of time integrals, are easily discretized, and are written in numerically stable forms in W. P. Malcolm, R. J. Elliott, and J. van der Hoek, "On the numerical stability of time-discretized state estimation via clark transformations," presented at the IEEE Conf. Decision Control, Mauii, HI, Dec. 2003.
, [21] , [22] . In some applications, this approach can lead to technical difficulties. For example, the form of the log-likelihood function could be complicated or the operation of maximization of this function might be difficult.
The implementations of the EM algorithms we present are the so-called filter-based and smoother-based EM algorithm [4] , [10] . In the filter-based scheme, the parameter estimates are computed online by running a set of four recursive filters whose only storage requirements are previous estimates. Adapting the transformation techniques introduced by Clark [1] , we compute the so-called robust versions of these filter, where the observation processes appear as parameters rather than as stochastic integrators. These formulations have been shown to have some numerical advantages [16] . Our smoother-based EM algorithm exploits a type of identity between the forward robust filter and its reverse-time counterpart. Smoothed estimates are obtained without recourse to stochastic integration.
The paper is organized as follows. In Section II, the signal models for the state and observation processes are defined; our reference probability measure is also defined in this section. In Section III, we briefly recall the EM algorithm and compute a filter-based EM algorithm for MMPPs. In this section, we also compute robust filter dynamics that do not include stochastic integrals. In Section IV, we compute a robust smoother-based EM algorithm for an MMPP. Finally, in Section V, we compute a discrete-time data-recursive smoother-based EM algorithm for an MMPP.
II. DYNAMICS AND REFERENCE PROBABILITY
Initially, we suppose that all processes are defined on the measurable space (Ω, F) with probability measure P .
A. State Process Dynamics
Suppose that the state process X = {X t , 0 ≤ t} is a continuous-time finite-state Markov chain with rate matrix A and an initial probability distribution p 0 . We now use the well-known canonical representation for a Markov chain, that is, without loss of generality, the state space of X is L = {e 1 , e 2 , . . . , e n }, where e i denotes a column vector in R n with unity in the ith position and zero elsewhere. The dynamics for this process are
(2.1)
Here, M is a (σ{X t , 0 ≤ t}, P )-martingale and the matrix A ∈ R n ×n is a rate matrix for the process X.
B. Observation Process Dynamics
Suppose that the state process X is observed through a counting process whose Doob-Meyer decomposition is
Here, V is a (σ{N u , 0 ≤ u ≤ t}, P )-martingale, ·, · denotes an inner product, and λ ∈ R n + is a vector of n nonnegative Poisson intensities. Our filtrations are given by
C. Reference Probability
We define a probability measure P † on the space (Ω, F) such that, under P † , the following two conditions hold. 1) The state process X is a Markov process with intensity matrix A and initial probability distribution p 0 . 2) The observation process N is a standard Poisson process, that is, N has a fixed intensity of unity. The real-world probability measure P is defined by setting
where
Here,
Lemma 1: Under the measure P , the dynamics for the Markov process X are unchanged and given by (2.1).
A proof of Lemma 1 is given in the Appendix. Further detail on the theory of Girsanov's theorem and its application to estimation problems for stochastic dynamical systems can be found in the texts [2] and [3] .
III. FILTER-BASED EM ALGORITHM

A. EM Algorithm
The EM algorithm is a two-step iterative process for computing maximum likelihood (ML) estimates. This process is usually terminated when some imposed measure of convergence for the sequence of maximum likelihood estimators (MLEs) is satisfied. Let θ index a given family of probability measures P θ , where θ ∈ Θ. All such measures P θ defined on a measurable space (Ω, F) are assumed absolutely continuous with respect to a fixed probability measure P . Suppose Y ⊂ F.
The two iterative steps in the EM algorithm are as follows. 1) Expectation step: Fix θ * = θ τ , then compute Q(·, θ * ), where
B. State Estimation Filters
The so-called filter-based form of the EM algorithm for a continuous-time Markov chain observed in Brownian motion was presented in [4] and a robust version is given in [10] . In this paper, we develop a version of the techniques used in [10] for parameter estimation with MMPPs. This method is based essentially on four quantities, each concerning the indirectly observed Markov process X and each computed by using the information up to and including time t. We now list the four quantities of interest for the filter-based EM algorithm.
1) X t , the state of the Markov chain. We are in-
Then,
and A is the rate matrix for the process X. The unnormalized probability q is converted to its corresponding normalized probability by noting that
A proof of (3.12) is given in the Appendix. 
Indexing the sequence of passes of the EM algorithm by τ = 1, 2, 3 . . ., the update formulas for the parameter estimates are as follows:
and
The conditional expectations in equations (3.20) 
The fundamental idea behind the filter-based EM algorithm is to compute recursive filters for quantities such as (3.22) , then marginalize the state variable X to evaluate the estimators given by (3.20) and (3.21) . We now give recursive filters to estimate, respectively, the product quantities J i X, N (j,i) X, and G i X. Theorem 1: The vector-valued process σ(J i X) ∈ R n satisfies the stochastic integral equation 
Here, σ(N (j,i) 0 X 0 ) = 0 and q is the solution of (3.12). Theorem 3: The vector-valued process σ(G i X) ∈ R n satisfies the stochastic integral equation
Here, σ(G i 0 X 0 ) = 0 and q is the solution of (3.12). A proof of Theorem 3 is given in the Appendix. Theorems 1 and 2 can be readily proven by similar means. By using the solutions of (3.23), (3.24) , and (3.25), the updates for the parameter estimates are given by
C. Robust State Estimation Filters
Each of the dynamics given by (3.23)-(3.25) contains stochastic Lebesgue-Stieltjes integral terms. These stochastic integrals, with respect to the observation process N , can be eliminated by using a version of a gauge transformation due to Clark [1] . Consider the diagonal matrix
Here, γ i t 
The result of this calculation is
Several stochastic integrals in (3.33) cancel, noting 
D. Discrete-Time Filters
For all time discretizations, we will consider a partition on an interval [0, T ] and write
Here, the partition is strict, that is,
To denote the mesh of the partition, we write
For brevity, we shall use the notation ξ k ∆ = ξ t k , where ξ k denotes a process ξ at a time point t k . Further, we write ∆ (k −1,k ) = t k − t k −1 . Approximating the integral in (3.30), we get
This suggests the recursion
Here, q denotes an estimate of the unnormalized probability generated by the suboptimal discrete-time recursion at (3.43). Remark 1: An important feature of the filter formulation at (3.44) is that the sampling interval or ∆ (k −1,k ) can be chosen to ensure a certain type of numerical stability. Here, numerical stability is taken to mean q, e i ≥ 0 for all i ∈ {1, 2, . . . , n}. The details of this property are given in [16] .
Writing the dynamics given by (3.37) recursively at sampling instants t k and t k −1 , we get
(3.45)
Making an Euler-Maruyama 1 approximation, we have
and with some algebraic manipulation
we see that
Now, by multiplying both sides of (3.48) on the left-hand side by the matrix Γ k , we get
(3.49)
Our estimator of the quantity σ(
(3.50)
After similar calculations, the remaining discretized filters read
(3.52)
E. Discrete-Time Filter-Based EM Algorithm
Summarizing the results from the previous sections, our filterbased EM algorithm reads Decide to stop or continue from step 2.
IV. SMOOTHER-BASED EM ALGORITHM FOR MMPPS
In many implementations of the EM algorithm, for example, [24] and [29] , the expectation step is completed with smoothed rather than (online) filtered estimates. Typically, the smoothing scheme used is the so-called "fixed interval smoother." Computing smoothing schemes for MMPPs can be particularly difficult [23] , [26] . One source of this difficulty is the task of developing backwards dynamics. This task usually leads to constructing stochastic integrals evolving backward in time. However, the approach we use to develop smoothing algorithms completely avoids these difficulties. To compute our smoothers we exploit a special identity between forward and backward robust dynamics, and as a consequence, do not need to consider the backward stochastic integration at all.
A. Smoothed State Estimation for the Process X
We first briefly recall the state estimation MMPP smoother presented in [14] . For a smoothed estimate for the process X ∈ R n , we wish to evaluate the expectation E[X t |Y 0,T ], where 0 ≤ t ≤ T . By Bayes' rule [3] , we have
Consider the numerator of (4.53)
Under the measure P † , X is a Markov process, so the inner expectation in the previous line of (4.54) is 
Further, using the time discretization of (3.40) Following the same strategy as before, we consider the identity .71) i.e., V. DISCRETE-TIME SMOOTHERS
A. Discrete-Time Smoother Formulas
Suppose that one observes data on the set [0, T ] and parameter estimates are computed by using these data. Further, suppose one receives subsequent observation data on the set [T, T ], where T > T . What we would like to do is incorporate the new data on [T, T ] so as to reestimate the model parameters, but without complete recalculation from the origin. To utilize the information on [T, T ], we consider a time discretization on the
Here, we denote this augmented partition by
Recalling the discrete-time, (backward) recursion for the estimator v, we see
Further, for two epochs T and T , where T < T , it follows that
At a boundary T , we set Ψ T ,T ∆ = diag 1, 1, . . . , 1 ∈ R n ×n . Remarks 2: The transitivity property for Ψ shown by equation (5.82) is critical in our development of data-recursive smoother update formulas.
Using the matrix Ψ, the backward recursion for v k −1,T may be written in the following compact form:
(5.82) Equation (5.82) and the transitivity property of Ψ can be exploited to compute a data-recursive smoother, that is, a smoother that does not require complete recalculation from the origin upon the arrival of new observation data. Since Ψ is an n × n matrix, it can be easily stored in memory. It is immediate from the dynamics at (5.82) that the boundary T , upon which v k −1,T depends, is only "fixed" by the action of multiplication on the right-hand side by the vector 1. To extend this boundary upon the arrival of subsequent data, the n × n matrix Ψ k −1,T can be recalled from memory and the updated quantity v k −1,T is calculated by the recursion
Consider, for example, the following smoothing problem. Suppose one first observes data on [0, T ] and computes the smoothed estimate P (X t = e i |Y 0,T ) for some t ∈ [0, T ]. Using Ψ, this estimation can be written as Equation (5.85) shows that the smoother probability can be computed without the recalculation of v from the origin, provided the n × n matrix Ψ t,T has been stored in memory.
B. Discrete-Time Smoother-Based EM Algorithm
To compute discrete-time approximations of update formulas (4.76) and (4.77), we approximate the integrals in these estimators by the Trapezoidal rule. These approximations can also be written in a data-recursive form. To approximate 
The update formulas incorporating the information on [T, T ] in the estimates (4.76) and (4.77) are, respectively,
Note that the sums in these two formulas are approximating integrals and need not be completely recalculated. Write, for example, 
Therefore,
So, Equation (A6) shows that, under the measure P † , the process X satisfies the Markov property and that its rate matrix is again A. To complete the proof, we note that 
To compute the expectation at (B3), we first apply the product rule to determine the decomposition for the process ΛX 
By conditioning both sides of (B5) on Y 0,t under the reference probability P † , it then follows that the process q has the dynamics 
