This paper reports on results of an empirical simulation study for adaptation of weights through gradient descent for a Hopfield neural network configured as a static optimizer and tested on the traveling salesman problem. Adaptation through gradient descent within the context of recurrent and non-recurrent back-propagation training was attempted in the weight space, which is highdimensional, i.e. on the order of 1,000,000,000,000 weights for a twodimensional node array of the Hopfield network configured for a 1000-city problem instance.
INTRODUCTION
The Hopfield neural network offers a true "real-time" optimization algorithm for computation of a local optimum solution of static optimization problems [Smith, 1999] . The promise is a quick and local optimum solution that also scales with the size of the problem if and when the Hopfield network algorithm is implemented in hardware so as to take full advantage of the massive degree of parallelism. Determination of weights of the Hopfield network for a given static optimization problem has been the main obstacle towards this end since techniques that pre-compute weight values are problematic at best [Abe, 1989; Abe, 1993; Abe, 1996; Serpen, 2000] and no weight learning procedure was successfully demonstrated either [Sima, 2003; Atencia et al., 2005; Bournez et al., 2006] .
A theoretical framework for an adaptive Hopfield network that attains its weight vector through training for a given static optimization problem was proposed in [Serpen, 2003] . One peculiar aspect of the Hopfield network is that the weight space is incredibly high-dimensional for a typical two-dimensional topology configured for static optimization. For instance, the weight space has O(N 4 ) dimensions, say for an N-vertex graph search problem as a generic example. Learning or training to compute a solution weight vector, i.e. through an algorithm like the gradient descent, in such a highdimensional space poses great challenges. Accordingly, empirical simulation studies are needed to assess if in fact it is feasible to perform the intended training in such high dimensional spaces. This paper presents, through a simulation study, an assessment of feasibility of an adaptation scheme in the weight space of Hopfield neural networks configured for static optimization. The theoretical and mathematical framework for this study is presented in
is a Lyapunov function for the system of equations defined by
where ij w is the weight between nodes i z and j z subject to A typical static optimization problem can be mapped to a single layer and often twodimensional node topology of the network through a partly ad hoc and problem-specific formulation of an error function [Hopfield, 1985] . This error function might be in the form of sum of linear and quadratic error terms, where each error term is associated with a particular constraint of the problem. In a generalized sense, the following format for the problem specific error function, which is defined to resemble the generic template given by the Lyapunov function in Equation 1, is pursued: d term is equal to 1 for all i and j under a hard constraint (which cannot be violated by definition) and is a predefined cost for a soft constraint (which can be violated in degrees), which is typically associated with a cost term in optimization problems. The study presented in this paper will leverage the well-known NP-complete benchmark problem, the traveling salesman, from the combinatorial optimization domain. Given a list of N cities, the traveling salesman problem (TSP) requires a visit to each city once while minimizing the total travel distance. There are two problem constraints to satisfy: each city must be visited once, and only once, and the total travel distance should be minimum. An N×N node array may be employed as the network topology for this problem, where rows and columns represent the cities and the visiting order, respectively. In this topology, any permutation matrix, i.e. each column and row has exactly one node active, is a valid solution although most likely a locally optimal one. The error function proposed by Hopfield to map the TSP to the network topology [1985] is adopted:
, d ij is the distance between cities row(i) and row(j), and superscripts/subscripts row, col, glo, and dis stand for the row, column, global, and distance inhibitions, respectively. Functions row(i) and row(j) return the row and column location of nodes indexed by i and j, respectively. Learning through experience, i.e. through prior mistakes or trials, is the only feasible option for Hopfield network as a static optimizer since no so-called training exemplars exist. Accordingly, an adaptation scheme needs to look at prior unsuccessful attempts to extract and incorporate the associated experience into the network's search algorithm. In other words, an adaptation mechanism is needed that extracts the required information from previous unsuccessful search attempts in order to incorporate it into the neural network dynamics so that it is less likely for the Hopfield network to repeat the same failed search process. Such an adaptation scheme leveraged in this study is discussed in the next subsection.
A well-detailed theoretical framework for adaptation of weights of the Hopfield network configured for static optimization was proposed in [Serpen, 2003 ], which will be adopted for our study herein. The Hopfield network has two sets of parameters that can be adapted: weights and constraint weighting coefficients. Gradient descent based adaptation offers a computationally and mathematically feasible option for the both [Almeida, 1987; Pineda, 1987] . Specifically, backpropagation algorithm (both nonrecurrent and recurrent versions) for the weights and direct gradient descent for the constraint weighting coefficients are two first-order choices and will be employed to demonstrate the adaptation concept being assessed for feasibility.
The adaptation procedure will initially require the network to attempt computing a solution for the specific static optimization problem, in this case the traveling salesman. Once the Hopfield network converges to a fixed point which might or might not be a solution, the similarity of the fixed point, i.e. the degree to which all constraints are being satisfied, will need to be compared to a locally optimum solution. This comparison will yield an error value which can be leveraged to modify the weights (as well as constraint weighting coefficients) in accordance with an update algorithm, i.e. the gradient descent in the error space.
Starting with initial values of weights and node outputs, the process of adaptation in the weight space will proceed as follows. The network dynamics will be let converge to a fixed point. For the recurrent backpropagation, the adjoint Hopfield network computes its outputs. If the fixed point is not a locally optimum solution, outputs from the Hopfield network (and its adjoint if recurrent backpropagation) are utilized to compute the new values of weights and constraint weighting coefficients. These new values for weights are leveraged by the Hopfield network to initiate the next relaxation cycle in the overall search process.
The set of equations for adaptation of Hopfield network weights and constraint weighting coefficients were derived in [Serpen, 2003] . The adaptation algorithm employs the discretized version of Equation 2 to relax the network dynamics. The follow-up steps detailed below invoke equations and techniques presented in [Serpen, 2003] . Upon convergence to a fixed point, the error is computed. Next, if the training algorithm is recurrent backpropagation, the adjoint dynamics let settle to a fixed point. This is followed by computation of the new weight values. The next step is to update the values of constraint weighting coefficients. Consequently, upon completion of prior cycles, it is now time to launch a new relaxation and adaptation cycle pair.
SIMULATION STUDY
The simulation study was conceived with the goal of assessing feasibility of adaptation of Hopfield network dynamics in the weight space. Hopfield network dynamics were discretized and asynchronously relaxed to a fixed point. Weights of the Hopfield network were adapted using two algorithms, the standard backpropagation and the recurrent backpropagation, while the constraint weighting coefficients (CWC) were adapted through the gradient descent algorithm. Two schemes were employed to adapt the activation function slope values: a heuristic based method and a gradient descent based approach. Learning rate values were also adapted through the procedure described on page 146 of Cichocki et. al. [1990] . Accordingly, a total of four schemes as listed in Table 1 were evaluated. Pseudocode for the simulation outline is given in Figure 1 .
Substantial and significant efforts were expended to facilitate the adaptation process in the weight space, which would be expected to lead the Hopfield network dynamics to one of locally minimum solutions of the traveling salesman problem. Many problem instances in the 10 to 100 cities were tested while for each problem instance exploring potentially feasible combinations of all adjustable parameters including the activation functions, and the learning rate. However, in practically all attempts, this adaptation scheme failed to guide the network towards solutions. Often the network converged to fixed points that failed to satisfy one or more constraints derived from the traveling salesman problem. In many other cases, adaptation process failed to finalize: weights were constantly being updated with no potential for stabilization in sight. The overall computational cost appeared to be substantial in some cases to the degree of being prohibitive even for small-scale problem instances. The findings reported as a consequence of the simulation study might not be surprising after all. It is well established in the machine learning literature that the gradient based adaptation algorithms are likely to suffer due to ill conditioning, since the direction for most efficient descent is much more difficult to determine, as a consequence of the (extreme) high dimensionality of the search space, i.e. the space of error vs. weights. Regularization techniques, among others, are often employed to reduce the number of freely adjustable parameters to facilitate the learning process to take place. For instance, weight sharing [Nowlan et al., 1992] is leveraged to facilitate the learning and the speeding up as one option for regularization. It is also important to note the limitations of the study prior to any attempts to derive generalized conclusions, particularly those with a strong negative connotation. As a positive note, an adaptation scheme for the Hopfield network algorithm on a constraint-satisfaction, but not an optimization, problem was demonstrated to be feasible in an earlier work [Serpen et al., 1990] . The adaptation scheme has been implemented in the relatively small dimensional constraint weighting coefficient space, typically with less than ten dimensions. It is likely that this adaptation procedure in the constraint weighting coefficient space could be extended to optimization problems as well, which remains to be assessed and validated.
CONCLUSIONS
Simulation results of attempting to adapt a Hopfield network configured for a static optimization problem, the traveling salesman, indicate that the high dimensionality of the weight space makes it infeasible for gradient descent based search algorithms to succeed. The adaptation algorithms tested resulted in failure on a consistent basis. Emphasizing the limitations and constraints of the study reported, the findings coupled with the empirical and theoretical knowns in the machine learning domain in terms of training in very high dimensional spaces are expected. It is probably prudent to suggest that attempting to search a weight vector in such a high dimensional space should be resorted to as the final option. Regularization approach along with other search space dimensionality reduction methodologies might prove to be useful in this regard. Also, one can be readily tempted to experiment along the same lines reported in this study in a much lower dimensional adjustable parameter space, say less than ten dimensions , of Hopfield network dynamics.
