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Abstract
We study percolation in the hierarchical lattice of order N where the probability of
connection between two points separated by distance k is of the form ck/N
k(1+δ), δ >
−1. Since the distance is an ultrametric, there are significant differences with perco-
lation in the Euclidean lattice. We consider three regimes: δ < 1, where percolation
occurs, δ > 1, where it does not occur, and δ = 1 which is the critical case corre-
sponding to the phase transition. In the critical case we use an approach in the spirit
of the renormalization group method of statistical physics, and connectivity results
of Erdo˝s-Rényi random graphs play a key role. We find sufficient conditions on ck
such that percolation occurs, or that it does not occur. An intermediate situation
called pre-percolation, which is necessary for percolation, is also considered. In the
cases of percolation we prove uniqueness of the constructed percolation clusters. In
a previous paper we studied percolation in the N →∞ limit (mean field percolation),
which provided a simplification that allowed finding a necessary and sufficient condi-
tion for percolation. For fixed N there are open questions, in particular regarding the
behaviour at the critical values of parameters in the definition of ck. Those questions
suggest the need to study ultrametric random graphs.
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malization.
AMS MSC 2010: Primary 05C80; 60K35; 82B43, Secondary 60C05.
Submitted to EJP on February 2, 2012, final version accepted on January 21, 2013.
1 Introduction
Percolation theory in a lattice (e.g., the Euclidean lattice Zd) began with the work of
Broadbent and Hammersley in 1957. The principal features of the model are that the
space of sites is infinite and its geometry plays an essential role. The main problem is to
determine if there is an infinite connected component, in which case it is said that per-
colation occurs. In the first models the connections (bonds) were only between nearest
neighbors. (See [22, 12] for background, and for a physics point of view, [34].) The
question of percolation on noneuclidean graphs including nonamenable Cayley graphs
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Percolation in an ultrametric space
given by finitely generated groups was formulated in [6]. The study of long range per-
colation began in the mathematical physics literature (e.g., [1, 7, 27, 32]). In this case
connections are allowed between points at any distance from each other with proba-
bility depending on the distance. The main problem is the same, and the geometry
remains crucial. (See also [6, 8, 9, 15, 35].)
The theory of random graphs started with the work of Erd
′′
os and Rényi in 1959. The
model consists of a finite number n of vertices with connection probability pn between
pairs of vertices, depending on n in some way, and there is no structure on the set of
vertices. The results refer to what happens as n → ∞, for example with the largest
connected component. (See [10, 23, 19] for background.) Results from the theory of
random graphs have been useful as technical tools in studies on percolation (e.g. [4, 5]).
By introducing a structure on the set of vertices of a random graph or some special
form of connection probabilities by means of a kernel which induces a sort of geometry,
it is possible to generate a large class of interesting models which share properties
of both percolation and/or (classical) random graphs, and also “small world” random
graphs (see e.g. the models in [2, 11, 36]).
On the other hand, hierarchical structures arise in the physical, biological and social
sciences due to the multiscale organization of many natural objects (see e.g. [3, 29]). In
particular the hierarchical Ising model which was introduced by Dyson [20] has played
an important role in statistical physics (see [13, 14, 33]) and in population genetics (see
e.g. [30]). Important applications of hierarchical structures have also been made by
Kleinberg [24, 25] in the area of search algorithms in computer science. A basic model
is the hierarchical group ΩN of orderN (defined in Section 2), which can be represented
as the set of leaves at the top of an infinite regular tree, where the distance between
two points is the number of levels from the top to their most recent common node. Such
a distance satisfies the strong triangle inequality
d(x, y) ≤ max{d(x, z), d(z, y)} for any x, y, z,
which is the characteristic property of an ultrametric. (See e.g. [31] for background
on ultrametric spaces.) The main qualitative difference between Euclidean-type lattices
and an ultrametric space such as ΩN is that in the former case it is possible to go far
by a sequence of small steps, while in the latter case that is not possible, and the only
way to go far is to make jumps of ever bigger sizes. This has important consequences
for random walks for which there are analogies and differences with the Euclidean case
(see e.g. [17, 18] and references therein) and percolation in ultrametric spaces [16]. In
particular, percolation in ΩN is possible only in the form of long range percolation, that
is, with positive probabilities of connections between vertices separated by arbitrarily
large distances.
With these precedents it is natural to investigate percolation in ultrametric spaces
such as ΩN where classical tools do not apply. Our aim is to develop a mathematical
framework that might be useful generally for this kind of model, not thinking about
specific motivations from or applications to physics or any other field.
In [16] we studied asymptotic percolation in ΩN as N → ∞ (or mean field percola-
tion) with connection probabilities of the form ck/N2k−1 between two points separated
by distance k, and we obtained a necessary and sufficient condition for percolation.
(See Subsection 3.1 for the definition of asymptotic percolation). The Erd
′′
os-Rényi re-
sults on giant components of random graphs were a useful tool, although there are
significant differences between classical random graphs and ultrametric ones (e.g., the
average length of paths in the giant component of an ultrametric ball is much longer
than in the classical case).
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In the present paper we study percolation in ΩN for fixed N with connection prob-
abilities of the form ck/Nk(1+δ), δ > −1, between two points separated by distance k.
In this case percolation means that there is a positive probability that a given point of
ΩN belongs to an infinite connected component. This is a quite different situation from
the asymptotic N →∞ model, and new methods must be used. However, properties of
Erd
′′
os-Rényi graphs are again useful, but now it is connectivity results that are of help,
specially the result in the Appendix based on Durrett’s approach to connectivity [19].
There are three regimes: δ < 1, δ > 1 and δ = 1. Roughly speaking, under certain nat-
ural assumptions on ck, for δ > 1 percolation does not occur, and for δ < 1 percolation
occurs and the infinite connected component is unique. The most difficult is the critical
case, δ = 1, where we use certain special forms of ck and percolation may or may not
occur. Our aim is to find forms of ck such that percolation occurs, or that it does not
occur, and in the case of percolation it turns out that the infinite connected component
is unique.
We emphasize that taking the limit N → ∞ provides a simplification which allowed
us to obtain a sharp result, that is, necessary and sufficient condition for percolation in
[16]. In the case of finite N that does not seem possible at present, and our work leads
to some open problems, in particular regarding the behaviour at the critical values of
the parameters in the form of ck in the critical case δ = 1. A study of those problems
suggests the analysis of a class of ultrametric random graphs (see Subsection 3.4). We
also consider an intermediate situation that we call pre-percolation, which is necessary
for percolation. Pre-percolation occurs in one of our results.
While we were working on this paper we learned about the manuscript of Koval et
al [26] (for which we thank them), where they also study percolation in ΩN for fixed
N , with connection probabilities of the form 1 − exp{−α/βk}, α ≥ 0, β > 0, between
two points separated by distance k. Some of their results for β > 1 and ours may be
compared by setting β = N1+δ (see Remark 3.2).
For the cases where percolation occurs, specially with δ = 1, we use an approach
in the spirit of the renormalization group method of statistical physics which has been
employed, for example, in [14] for ferromagnetic systems on Dyson’s hierarchical lattice
Ω2 and for the study of long range percolation on Zd (see [27, 32]).
In Section 2 we describe the model (the hierarchical group ΩN and the associated
random graph GN ). In Section 3 we recall the result on mean field percolation [16] in
order to compare it with a result in the present paper, and we state our results for δ < 1
and δ > 1 (Theorem 3.1) and the critical case δ = 1 (Theorems 3.3 and 3.5), and we
mention some open problems (Subsection 3.4). Sections 4 and 5 contain the proofs. In
an appendix we give a result on connectivity of random graphs derived from [19], which
is a key ingredient for the proof of percolation in the critical case.
2 Description of the model
2.1 The hierarchical group ΩN
For an integer N ≥ 2, the hierarchical group of order N , also called hierarchical
lattice of order N , is defined as
ΩN = {x = (x1, x2, . . .) : xi ∈ {0, 1, . . . , N − 1}, i = 1, 2, . . . ,
∑
i
xi <∞}
with addition componentwise mod N ; in other words, ΩN is a countable Abelian group
given by the direct sum of a countable number of copies of the cyclic group of order N .
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The hierarchical distance on ΩN is defined as
d(x,y) =
{
0 if x = y,
max{i : xi 6= yi} if x 6= y.
It is a translation-invariant metric which satisfies the strong (non-Archimedean) triangle
inequality
d(x,y) ≤ max{d(x, z), d(z,y)} for any x,y, z.
Hence (ΩN , d) is an ultrametric space, and it is well known that it can be represented
as the leaves at the top of an infinite regular tree where N branches emerge up from
each node, and the distance between two points of ΩN is the number of levels from the
top to their most recent common node.
For each integer k ≥ 1, a k-ball in ΩN , denoted by Bk, is a set of all points which
are at distance at most k from each other. Any point of a ball can serve as a center.
Once a center is chosen, one may speak of the interior and the boundary of the ball.
A k-ball contains Nk points, and its boundary contains Nk−1(N − 1) points. For k > 1,
a k-ball is the union of N (k − 1)-balls, which are at distance k from each other. For
j > k ≥ 1, a j-ball is the union of N j−k k-balls, which are at distance at least k + 1 and
at most j from each other. Two balls are either disjoint, or one is contained in the other
(this is the reason why connections between nearest neighbours alone cannot produce
percolation). For k ≤ j < `, the (j, `]-annulus around Bk is the set of all points y such
that j < d(x,y) ≤ `, where x is any point in Bk. The (j, `]-annulus is also described as
B` \ Bj with Bk ⊂ Bj ⊂ B`, and it contains N `(1 −N j−`) points. The number of points
in a bounded subset A ⊂ ΩN is denoted by |A|. The probability that a point chosen at
random (uniformly) in Bk belongs to A ⊂ Bk is |A|N−k.
We fix a point of ΩN which we denote as 0. Most of our considerations about perco-
lation will refer to balls containing 0.
2.2 The random graph GN
We define an infinite random graph GN with the points of ΩN as vertices, and for
each k ≥ 1 the probability of connection, px,y , between x and y with d(x,y) = k is
given by
p(k) = px,y = min
( ck
Nk(1+δ)
, 1
)
, (2.1)
where δ > −1 and ck > 0, all connections being independent. This can be realized in
terms of a collection of independent uniform [0, 1] random variables {U(x,y)} by adding
an (undirected) edge between x and y if and only if U(x,y) ≤ px,y (see e.g. [23], page
4).
Our aim is to find sufficient conditions on ck and δ which imply that percolation
occurs, or that it does not occur.
We will study separately the cases δ > 1, δ < 1, and δ = 1. As we shall see, the case
δ = 1 requires a more delicate analysis. In this case we take ck of the following special
forms:
(i)
ck = C0 + C1 log k + C2k
α, (2.2)
with constants C0 ≥ 0, C1 ≥ 0, C2 ≥ 0 and α > 0.
(ii) We consider the hierarchical distances with logarithmic scale
kn = kn(K) := bKn log nc, n = 1, 2, . . . , (2.3)
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K constant > 0, so that
kn+1 − kn ∼ K log n as n→∞, (2.4)
(where ∼ has the usual meaning, see beginning of the proofs), and we consider
the class of connection rates given by (2.1) with δ = 1, ck satisfying
ckn = C + a log n ·N b logn = C + a log n · nb logN , (2.5)
and
ckn ≤ cj ≤ ckn+1 for kn < j < kn+1. (2.6)
with constants C ≥ 0, a > 0, b ≥ 0. The constant K in (2.3) will be chosen suitably.
The reason for considering kn(K) and these forms for ckn is that they provide a four
parameter family of comparison connection rates (with parameters K,C, a, b) suitable
for the renormalization analysis used in the proof of percolation in Theorem 3.5. An
intuitive argument for this is given before Theorem 3.5. Results of Theorem 3.5 are
used to prove Theorem 3.3 which is our main result.
A set of vertices any two of which are linked by a path of connections is called a
cluster. By transitivity of (ΩN , d) we may focus on clusters containing 0. In the proofs
it is implicitly assumed that we consider a sequence of nested balls (Bk)k≥1 such that
0 belongs to B1 (or to some Bk). We denote by Xk the largest cluster contained in
Bk, considering only connections within Bk and not through points outside of Bk. If
there are more than one largest cluster, we choose one of them uniformly from the
existing ones. In this way each k-ball Bk has a unique attached cluster Xk. Note that
for Bk ⊂ Bk+j , either Xk ∩Xk+j = φ or Xk ⊂ Xk+j . Those clusters will be used only in
the proofs of sufficient conditions for percolation. The assumption of connections only
within balls makes the renormalization approach quite practical for percolation, and
connections through points outside would add to the possibility of percolation.
Definition 2.1. We say that percolation occurs in GN if there is a positive probability
that a fixed point of GN (for example 0) belongs to an infinite cluster.
If percolation occurs, the probability that there is an infinite cluster is 1. Indeed, the
event that there is an infinite cluster is measurable with respect to the tail σ-algebra
generated by the connections involving points outside each k-ball (containing 0) for
every k, and the connections involving points outside a ball are independent of those
inside, so by a 0 -1 law the probability that there is an infinite cluster is 0 or 1.
In some cases we consider percolation clusters of positive density, that is, |Xk|N−k
does not decrease to 0 as k →∞.
Remark 2.2. It follows immediately from the construction in terms of the random
variables {U(x,y)} that given two families of connection probabilities p1x,y , p2x,y with
p2x,y ≥ p1x,y for any x,y, percolation for family 1 implies percolation for family 2.
3 Results
3.1 Mean field percolation
For completeness, we start by recalling the result on asymptotic percolation as N →
∞ [16]. This will also be used for comparison with a result below. The probability of
connection between two points separated by distance k is ck/N2k−1. Note that this
corresponds to the critical case δ = 1 with ck in (2.1) multiplied by N , and this may
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be viewed as a normalization required for obtaining the result in the limit. Asymptotic
percolation is said to occur if
Pperc := inf
k
lim inf
N→∞
P (0 is linked by a path of connections to a point at distance k) > 0.
Pperc is the probability of percolation. For each k ≥ 1, let βk ∈ (0, 1) satisfy
βk = 1− e−ckβ2k−1βk , β0 = 1, (3.1)
where ckβ2k−1 > 1. Note that βk is the well-known survival probability of a Poisson
branching process with parameter ckβ2k−1. This corresponds to hierarchical level k, and
the β2k−1 comes from the sizes of two connected giant components at the previous level
k − 1. Assume that ck 1∞ as k →∞, c1 > 2 log 2 and c2 > 8 log 2. The results (see [16],
Theorem 2.2 and Lemma 2.1) are that asymptotic percolation occurs if and only if
∞∑
k=1
e−ck <∞,
and when it occurs, the probability of percolation is given by
Pperc =
∞∏
k=1
βk.
(which is strictly positive if and only if the exponential series converges), and percola-
tion takes place through a cascade of clusters (in this case giant components) at con-
secutive hierarchical distances. For example, if ck = a log k for large k, a > 0, then
asymptotic percolation occurs if and only if a > 1. See Remark 3.6(1) for a partially
analogous result with fixed N .
3.2 The cases δ > 1 and δ < 1
Theorem 3.1. (a) If δ > 1 and supk ck <∞, then percolation does not occur.
(b) If δ < 1 and c = infk ck is large enough, then percolation occurs through a chain of
clusters in k-balls, and the percolation cluster is unique.
Remark 3.2. Our results and those of [26] can be compared for β > 1 therein, since in
this case their connection probabilities pk = 1 − exp(−α/βk) ∼ α/βk as k → ∞. If we
set β = N1+δ and let ck = c not depending on k in (2.1), then the decay rates agree with
c corresponding their α. The comparison is between Theorem 3.1 above and Theorem
1.1 in [26]. We have that for δ > 1, β > N2, percolation does not occur with any value
of c, and for −1 < δ < 1, 1 < β < N2, percolation occurs with c sufficiently large,
corresponding to α > αc(β) in [26]. In addition in [26] it is proved that there exists
αc(β) > 0 such that percolation does not occur for α < αc(β). Our main objective is to
investigate the critical case δ = 1, β = N2, for which percolation does not occur for any
α in [26]. Our results in this case are stated in the next subsection.
3.3 The case δ = 1
In the previous subsection we have seen that δ = 1 identifies the critical exponen-
tial decay rate for percolation. In this subsection we formulate our main results that
determine the critical polynomial rate for percolation.
Theorem 3.3. Let δ = 1 and
ck = C0 + C1 log k + C2k
α with α ≥ 0,
EJP 18 (2013), paper 12.
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where C0 ≥ 0, C1 ≥ 0, C2 ≥ 0.
(a) If α > 2, then for any C1 there exist C∗0 > 0 and C
∗
2 > 0 such that if C0 > C
∗
0 and
C2 > C
∗
2 , percolation occurs and the percolation cluster is unique.
(b) If C2 = 0 and C1 < N , then percolation does not occur for any C0.
(c) If α > 2, there exists C∗ > 0 such that if max(C0, C1, C2) < C∗, then percolation does
not occur.
The proof of this result is based on a renormalization argument that is formulated
using the hierarchical distances kn(K) defined in (2.3) and the family of connection
rates ckn defined in (2.5) with parameters C, a, b. This is the substance of Theorem 3.5.
In order to express one of the results below we introduce the following notion.
Definition 3.4. We call pre-percolation the situation that (with probability 1) there
exists n0 such that there is at least one connection from (kn, kn+1] to (kn+1, kn+2] for all
n ≥ n0.
Note that for percolation, in addition to pre-percolation there would have to be
paths connecting points in (kn+1, kn+2] which are connected to (kn, kn+1] to points in
(kn+1, kn+2] which are connected to (kn+2, kn+3], etc. This is the central question in one
of the comments in open problem (1) in Subsection 3.4.
Before stating the next theorem, let us give an intuitive explanation for the choice
of kn and ckn in (2.3)-(2.6) with b > 0, and the assumption K < b (the assumption
2
logN < K is a technical requirement for the method of proof). For this argument
only we use the notation ≈ for approximate equality for large n without giving it a
rigorous meaning. The idea is that kn is the right scaling and the form of ckn is the right
one which combines exactly with kn in order to produce the percolation cluster. We
consider the largest clusters Xkn in each one of the N
kn+1−kn ≈ NK logn kn-balls in a
kn+1-ball, and assume that their sizes are |Xkn | ≈ βNkn for some β ∈ (0, 1), and that the
probability of connection between two points in different clusters is ckn/N
2kn+1 (which
is a lower bound for the actual probabilities). Let sn(β) denote the probability that two
such clusters Xkn and X
′
kn
in disjoint kn-balls are connected. Then
sn(β) ≈ 1−
(
1− ckn
N2kn+1
)|Xkn ||X′kn |
≈ 1−
(
1− ckn
N2kn+1
)β2N2kn
≈ 1− exp
(
− cknβ2
N2(kn+1−kn)
)
≈ C + a log n ·N
b logn
N2K logn
β2
≈ β
2a log n
N (2K−b) logn
=: rn(β), with b < 2K,
(see Lemma 5.7). Consider the E-R random graph
G(NK logn, rn(β)),
and write rn(β) as
rn(β) =
β2a log n
N (K−b) logn
1
NK logn
.
If K > b, then by the E-R theory only order log(NK logn) of the Xkn are connected, hence
the ratio of the size of the largest connected component in the kn+1-ball to the size of
the ball decreases to 0 as n → ∞, so there cannot be a percolation cluster (of positive
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density). Therefore we choose K < b. Now let K1 = 2K − b, then 0 < K1 < K. Writing
rn(β) as
rn(β) =
β2a
K1 logN
logNK1 logn
1
NK1 logn
,
then by Theorem 2.8.1 of [19] the probability that the graph G(NK1 logn, rn(β)) is con-
nected tends to 1 as n → ∞ if a > K1 logNβ2 . Connectivity of that graph whose vertices
are the clusters Xkn in the kn-balls in a kn+1-ball means that the largest cluster in the
kn+1-ball contains the largest clusters in all the kn-balls it contains. If this can be proved
for all sufficiently large n, then percolation follows. Note that this argument provides
a percolation cluster if K < b, but it does not imply that percolation does not occur if
K > b.
Theorem 3.5. Let δ = 1.
(a) Let C2 = 0 in (2.2) (correspondingly b = 0 in (2.5)) and ckn = C + aN log n in (2.5),
with K > 1logN in (2.3). Then
(i) for a < 1, percolation does not occur,
(ii) for a > 1, pre-percolation occurs.
(b) Assume that {ckn} satisfy (2.5), (2.6) with b > 0 and ckn = C + a log n ·N b logn where
kn = kn(K) is given by (2.3) and the pair (K, b) satisfy
2
logN
< K < b.
(1) Then there exist C > 0 and a∗ > 0 such that for a > a∗ there is a sequence (βn)n
such that
lim inf
n→∞ βn > 0, (3.2)
and for the clusters Xkn in a nested sequence of kn-balls Bkn containing 0,
P (there exists n00 such that |Xkn | ≥ βnNkn for all n ≥ n00) = 1, (3.3)
percolation occurs, and the percolation cluster is unique.
(2) Assume in addition that b < 2K− 1logN . Then the percolation cluster is given by a
“cascade” of clusters at distances kn, more precisely, there exists a (random) number n0
such that for n ≥ n0 connections betweenXkn∩(Bkn\Bkn−1) andXkn+`∩(Bkn+`\Bkn+`−1)
occur only for ` = 1, 2.
(c) In the special case with connection probabilities cj =
ckn
N2kn+1
for kn + 1 ≤ j ≤ kn+1
and 0 < b ≤ 2logN < K, percolation does not occur.
Remark 3.6.
(1) Note the consistency of Theorem 3.5 (a) with the example of asymptotic percolation
recalled in Subsection 3.1. The difference is that in the finite N case we only have
pre-percolation, and the connections are at hierarchical distances k log k rather than k.
(2) Theorem 3.5(a)(ii) implies that in part (b) pre-percolation occurs with any a > 0 and
b > 0.
(3) The cascade of clusters in Theorem 3.5 (b)(2) is analogous to the cascade of giant
components in the mean field case [16].
(4) The formulation in Theorem 3.5(b) is used as a technical tool to prove the result in
Theorem 3.3, and also provides a setting to give a refined result.
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3.4 Open problems and related developments.
(1) In Theorem 3.3(b) we have proved that with ck = C0+C1 log k+C2kα percolation does
not occur if C2 = 0 and C1 < N . On the other hand in (a) we proved that for α > 2 and C0
and C2 sufficiently large, percolation occurs. It remains an open question as to whether
percolation can occur for all α > 0 or even for C2 = 0 and some C1 sufficiently large. We
next explain that to resolve these questions analogues of well-known results for Erdo˝s-
Rényi graphs would be needed for a class of ultrametric random graphs. An ultrametric
random graph URG(M,d) is a random graph on a finite setM with ultrametric d and with
connection probabilities px,y that are random and depend on the ultrametric distance
d(x, y).
Consider the case b = 0 and a > 1 in Theorem 3.5(a). The expected number of
in-edges to the annulus (kn+1, kn+2] from Bkn+1 is of order O(a(1 − 1N ) log n) and the
expected number of out-edges to the (kn+2, kn+3]-annulus is of order O(a(1− 1N ) log(n+
1)). Regarding the question if pre-percolation already implies percolation, in order to
determine the number of in-edges that connect to an out-edge, it would be necessary to
determine the probability that two randomly chosen vertices in the (kn+1, kn+2]-annulus
are connected by a path in the associated ultrametric random graph. This is related
to the problem of determining the distribution of sizes of the connected components.
These are open problems.
Consider the case C2 > 0. In Theorem 3.5(c) we have proved that the random graph
based on a lower bound for the connection probabilities at distances kn + 1, . . . , kn+1
does not exhibit percolation in the case 0 < b ≤ 2logN < K (this would correspond to
α < 2 in Theorem 3.3). In order to refine the argument and determine the behaviour
for the actual connection probabilities which arise if 0 < α < 2 it would be necessary to
determine the size of the largest connected component, that is, the number of kn-balls
(more precisely their largest connected components) in the kn+1-ball which are con-
nected and in the largest connected component in the associated ultrametric random
graph (as n→∞). This is an open problem.
(2) It would also be of interest to consider the case δ = 1 with connection probabilities
of the form
p(kn) =
C + a(log n)hN b(logn)
h
N2kn
, h > 1,
which are intermediate between those of Theorems 3.1 and 3.5.
(3) One can ask if there can exist a zero-density infinite cluster for parameter values
where positive density clusters do not exist.
(4) Berger [7] has studied the behaviour of random walk on the infinite cluster of long-
range percolation in Euclidean lattices of dimensions d = 1, 2. It would also be inter-
esting to investigate this behaviour on the infinite clusters obtained in Theorems 3.1(b)
and 3.5 (b). Long-range random walks on ΩN have been studied in [17].
3.5 The renormalization group approach
The basic strategy we employ is in the spirit of the renormalization group method of
statistical physics [14], which has been used by Newman and Schulman [27], Section 2,
in their study of long range percolation in the Euclidean lattice.
Consider the countable ultrametric space (ΩN , d). For each integer k we define an
equivalence relation on ΩN by
x ≡k y iff d(x,y) ≤ k, that is, x and y belong to the same k-ball.
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Now consider the set of equivalence classes Ek furnished with the ultrametric
dk(x˜, y˜) := d(x,y) = 0 if d(x,y) ≤ k, dk(x˜, y˜) := d(x,y)− k if d(x,y) > k,
where x˜ is an equivalence class containing a point x. Then the resulting set of equiva-
lence classes with ultrametric dk can be identified with (ΩN , d).
Given a graph
GN = (ΩN , EN ),
with edges EN given by a symmetric subset of ΩN×ΩN we obtain a new graph as follows.
The set of vertices is the set of all k-balls, and the set of edges EN,1 are such that x˜ has
a connection to y˜ if there is a connection in GN between the largest connected subset
(cluster) of x˜ and the largest connected subset of y˜. Using the above identification
this defines a new graph G1N = ΦGN on (ΩN , d). Iterating this procedure we obtain a
sequence
GkN = ΦkGN , k ≥ 1,
of graphs all having vertex set ΩN . In addition we assign to each vertex v in GkN the
[0, 1]-valued random variable
Yk(v) :=
|Xk(v)|
Nk
where Xk(v) denotes the set of vertices in GN contained in the connected cluster in
the k-ball corresponding to v obtained as the union of the clusters in the (k − 1)-balls
it contains. This construction defines the renormalization mapping Φ : GN → GN such
that Φk : GN → GkN for each k. Note that at each iteration the connection probabilities
are the probabilities that the largest connected subsets of equivalence classes are con-
nected and that these probabilities are random and dependent (because the connected
components have random sizes), and they change at each iteration.
Rather than working directly with the sequence GkN we choose a subsequence kn and
construct a sequence of renormalization maps Φkn such that the number of points in a
ball of radius 1 (with respect to the new distances dkn) increases to infinity as n → ∞.
In particular, we will show that there exists an increasing sequence of integers (kn) (see
(2.3)) and a sequence of graphs Gkn with Nkn−kn−1 vertices constructed recursively as
follows, that is,
Gkn+1 = ΦnGkn ,
where Φn depends on n since it is a mapping from a graph with vertices ΩNkn−kn−1
to a graph with vertices ΩNkn+1−kn and with connection probabilities between vertices
that are a function of the distance between them. Moreover we can identify Gkn with
a subgraph of GN and these subgraphs are a decreasing function of n. We establish
percolation by showing that the intersection of these subgraphs starting at a given
point in ΩN is non-empty with positive probability. The difference now is that Φkn+1 is
not obtained by iteration but by means of Φn:
Φkn+1 = ΦnΦ
kn .
Given the sequence (kn) we can consider the equivalence classes given by
x ≡kn y iff d(x,y) ≤ kn,
and define the ultrametric dkn by
dkn(x˜, y˜) = ` iff kn+`−1 < d(x,y) ≤ kn+`, ` ≥ 1.
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We now consider the graph Gkn whose vertices are the dkn -equivalence classes. Two
points in Gkn at dkn -distance ` ≥ 1 are connected if there is a GN -edge joining the
largest connected components in these equivalence classes in Gkn−1 . Note that there
are Nkn+1−kn points in a ball of dkn -radius 1, N
kn+2−kn in a ball of radius 2, etc. The
proof of percolation in the case δ < 1 given in Section 4 involves showing that as n→∞
the graphs Gkn occupy a certain portion of the kn-balls and an increasing sequence can
be linked in a cascade with probability approaching 1.
In order to apply these ideas to the more delicate critical case δ = 1 in Section 5
we define Ykn(v), v ∈ Gkn as above. Then given the random graph GN , the nontriviality,
lim infn→∞ Ykn > 0, has probability 0 or 1. Our goal is to find a sufficient condition for
this to be 1. In order to achieve this our strategy is to look for a pair of sequences kn →
∞, lim infn βn > 0, such that the probability that Ykn ≥ βn converges to 1 as n → ∞.
This program will be carried out in Subsection 5.2 using as basic tools large deviation
estimates for binomial distributions and probability bounds for the connectivity of an
Erdo˝s-Rényi graph.
4 Proofs for the cases δ > 1 and δ < 1
We first mention a few notational points. In some places in the proofs in this and the
following section where a number appears which should be a non-negative integer and
it is not necessarily so, it should be interpreted as its integer part.
an ∼ bn means that anbn → 1 as n→∞, an >> bn means that bn = o(an), and
an . bn means that 0 ≤ lim inf
n
an
bn
≤ lim sup
n
an
bn
≤ 1.
Definition 4.1. For 0 < γ < 1, we say that a k-ball Bk is γ-good if its attached cluster
Xk satisfies |Xk| ≥ Nγk.
If 0 ∈ Bk and Bk is γ-good, then the probability that 0 ∈ Xk is greater than or equal
to N (γ−1)k.
Proof of Theorem 3.1.
(a) If suffices to show that
P (Bk is connected to its complement for infinitely many k) = 0. (4.1)
For j ≥ k,
P (Bk is connected to the (j, j + 1]-annulus around it)
= 1−
(
1− cj+1
N (j+1)(1+δ)
)NkNj(N−1)
(using 1− (1− x/y)z < xz/y, 0 < x < y, z ≥ 2)
< cj+1
NkN j(N − 1)
N (j+1)(1+δ)
≤ M N
k
N jδ
, M is a constant (since sup
k
ck <∞),
hence
P (Bk is connected to its complement) ≤M
∑
j≥k
Nk
N jδ
,
and since ∑
k≥1
∑
j≥k
Nk
N jδ
<∞,
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(4.1) follows by Borel-Cantelli.
(b) For each n, let kn be given by:
kn = bn log nc, (4.2)
hence
kn+1 − kn ∼ log n as n→∞. (4.3)
Choose γ so that
1 + δ
2
< γ < 1. (4.4)
Then the probability of connection between two clusters Xkn and X
′
kn
in (disjoint) γ-
good kn-balls in a kn+1-ball is bounded below by
1−
(
1− c
Nkn+1(1+δ)
)|Xkn ||X′kn |
≥ 1−
(
1− c
Nkn+1(1+δ)
)N2γkn
. (4.5)
There are Nkn+1−kn kn-balls in a kn+1-ball. If at least Nγ(kn+1−kn) of them are γ-
good and their clusters are connected within the kn+1-ball, then the size of the cluster
Xkn+1 in the kn+1-ball is greater than or equal to N
γkn+1 , so the kn+1-ball is γ-good.
For each n, let pn denote the probability that Bkn is γ-good:
pn = P (|Xkn | ≥ Nγkn). (4.6)
Then, writing Bin(n, p,≥ k) = ∑nj=k(nj )pj(1 − p)n−j and Bin(n, p,< k) = 1 − Bin(n, p,≥
k), we have, by (4.5), (4.6), and independence of connections at different hierarchical
distances,
pn+1 ≥ Bin
(
Nkn+1−kn , pn,≥ Nγ(kn+1−kn)
)[
1−
(
1− c
Nkn+1(1+δ)
)N2γkn]Nγ(kn+1−kn)
.(4.7)
Now,
1−
(
1− c
Nkn+1(1+δ)
)N2γkn
≥ 1−
(
1− cN
2γkn−(1+δ)kn+1
N2γkn
)N2γkn
(using (1− x/y)y < e−x, x > 0, y > 0),
> 1− exp{−cN2γkn−(1+δ)kn+1}, (4.8)
hence [
1−
(
1− c
Nkn+1(1+δ)
)N2γkn]Nγ(kn+1−kn)
> (1− exp{−cN2γkn−(1+δ)kn+1})Nγ(kn+1−kn) . (4.9)
(4.2) and (4.4) imply that
2γkn − (1 + δ)kn+1 > εn log n (4.10)
for some 0 < ε < 1 and sufficiently large n. Then, from (4.9),[
1−
(
1− c
Nkn+1(1+δ)
)N2γkn]Nγ(kn+1−kn)
> 1− εn, (4.11)
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where
εn := 1−
(
1− exp{−cN2γkn−(1+δ)kn+1}
)Nγ(kn+1−kn)
, (4.12)
and we have that ∑
n
εn <∞, (4.13)
because, from (4.12), (4.3), and (4.10),
εn < N
γ(kn+1−kn) exp{−cN2γkn−(1+δ)kn+1}
. Nγ logn exp{−cNεn logn}
= nγ logN exp{−cnεn logN}
for all sufficiently large n, which is summable.
From (4.7) and (4.11),
pn+1 > Bin(N
kn+1−kn , pn,≥ Nγ(kn+1−kn))(1− εn). (4.14)
Now we assume that there exists n0 such that
Nkn0+1−kn0pn0 >> N
γ(kn0+1−kn0 ), (4.15)
(this assumption will be verified below), and we suppose that pn0 > η > 0. Then, by a
large deviation inequality [23] (p. 26, (2.6)),
Bin
(
Nkn0+1−kn0 , pn0 ,≥ Nγ(kn0+1−kn0 )
)
(4.16)
= 1− Bin
(
Nkn0+1−kn0 , pn0 , < N
kn0+1−kn0pn0 − (Nkn0+1−kn0pn0 −Nγ(kn0+1−kn0 ))
)
≥ 1− exp
{
− (N
kn0+1−kn0pn0 −Nγ(kn0+1−kn0 ))2
2Nkn0+1−kn0pn0
}
,
hence, by (4.15),
Bin
(
Nkn0+1−kn0 , pn0 ,≥ Nγ(kn0+1−kn0)
)
≥ 1− δn0 , (4.17)
where we may take
0 < δn0 < (1− εn0 − η)/(1− εn0) (4.18)
(with εn0 and η small enough so that εn0 + η < 1). Then, from (4.14), (4.17) and (4.18),
pn0+1 > (1− δn0)(1− εn0) > η, (4.19)
so, iterating the argument,
pn > η for all n ≥ n0, (4.20)
and therefore (4.15) will in fact hold for all sufficiently large n0.
From (4.19),
1− pn0+1 ≤ δn0 + εn0 . (4.21)
Choosing δn, n ≥ n0, so that
∑
n≥n0
δn < ∞, we then have from (4.21), together with
(4.13), ∑
n≥n0
(1− pn) <∞.
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Therefore, by Borel-Cantelli,
P (all but finitely many Bkn are γ-good) = 1. (4.22)
On the other hand, the probability that the clusters Xkn and Xkn+1 of the γ-good
balls Bkn and Bkn+1 , Bkn ⊂ Bkn+1 , are not connected is, for large n, by (4.2) and (4.10),
bounded above by(
1− ckn
Nkn+1(1+δ)
)|Xkn ||Xkn+1 |
≤
(
1− c
Nkn+1(1+δ)
)Nγ(kn+kn+1)
< exp{−cNγ(kn+kn+1)−kn+1(1+δ)}
. exp{−cN (2γkn−(1+δ)kn+1)}
< exp{−cNεn logn}
= exp{−cnεn logN},
which is summable. Therefore, by Borel-Cantelli,
P (all but finitely many pairs Xkn and Xkn+1 are connected) = 1. (4.23)
Since there is a positive probability that 0 belongs to some Xkn (the probability is
greater than or equal to N (γ−1)kn) in the chain of γ-good Bkn ’s with connected clusters
Xkn , then by (4.22) and (4.23) there is an infinite cluster that contains 0 with positive
probability. So, percolation occurs.
It remains to verify assumption (4.15). We do this by means of a connectivity result
for E-R random graphs. Writing ck/Nk(1+δ) in (2.1) as c˜k/Nk, c˜k = ck/N δk, we have that
for all k ≤ n,
c˜k > cn logN
n with cn =
c
Nδn logNn
.
We consider the E-R random graph G(Nn, cn/Nn) whose vertices are the points of an
n-ball. If
c > N δn logNn (4.24)
for some very large n, then the probability that G(Nn, c/Nn) is connected is close to 1,
by Theorem 2.8.1 in [19]. It is possible to choose c large enough so that (4.24) holds
because the only restriction on c is c < N (1+δ)n. This implies that the probability that
all the points in the n-ball are connected is close to 1. Then, taking n = kn0 , (4.15) is
true.
Finally, the uniqueness follows from Theorem 1.2 in [26] (see Remark 4.2).
2
Remark 4.2. Uniqueness of the infinite cluster is proved in [26] (Theorem 1.2) by
showing that (ΩN , d) can be embedded into Z such that any ball of radius r will be
represented by Nr consecutive integers, and the collection of balls of radius r partitions
Z, and that the embedding is stationary and ergodic. The uniqueness then follows from
Gandolfi et al. [21] (Theorem 0), on the uniqueness of the infinite cluster for long
range percolation on Z satisfying the positive finite energy condition. The proof uses
only the properties that the connection probabilities between vertices x,y are strictly
positive and depend only on d(x,y), and therefore is also applicable to our case. An
intuitive argument for uniqueness of the percolation cluster (of positive density), using
the clusters in the proof of Theorem 3.1, is that two chains of nested balls will eventually
intersect, and by ultrametricity from then on they coincide, so, if their largest clusters
occupy a sizeable part of the balls, they will eventually be the same.
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5 Proofs for the critical case δ = 1
5.1 Lemmas for the proof of Theorem 3.5.
Lemma 5.1. Let b = 0 and with aN instead of a in (2.5), and K > 1logN in (2.3).
(a) Let An,j denote the event that a kn-ball Bkn (containing 0) is connected to the (kn+1+
j − 1, kn+1 + j]-annulus around Bkn , j = 1, . . . , kn+2 − kn+1. Then
P (An,j) ∼ aN(1−N
−1) log n
N jNK logn
as n→∞. (5.1)
(b) Let Ân,j denote the event that there is no connection between the kn+1-ball Bkn+1
and the (kn+1 + j − 1, kn+1 + j]-annulus around Bkn+1 , j = 1, . . . , kn+2 − kn+1. Then
P (Ân,j) ∼ n−aN(1−N−1)/Nj as n→∞. (5.2)
(c) Let An denote the event that there is no connection between the kn+1-ball Bkn+1 and
the (kn+1, kn+2]-annulus around Bkn+1 . Then
P (An) ∼ n−a as n→∞, (5.3)
and this implies that
(i) if a < 1, then with probability 1 there are infinitely many pairs ((kn, kn+1], (kn+1, kn+2])
of successive annuli that are not connected,
(ii) if a > 1, then with probability 1 there are at most finitely many pairs ((kn, kn+1], (kn+1, kn+2])
of successive annuli that are not connected.
(d) Let An,j,` denote the event that a kn-ballBkn is connected to the (kn+`+j−1, kn+`+j]-
annulus around Bkn , j = 1, . . . , kn+`+1 − kn+`. Then for ` ≥ 1,
P (An,j,`) ∼ aN(1−N
−1) log(n+ `)
N j(n+ `)`K logN
as n→∞. (5.4)
(Note that (5.1) is a special case with ` = 1).
(e) Let A˜n denote the event that there are connections from a kn-ball Bkn to the com-
plement of a kn+1-ball Bkn+1 , with Bkn ⊂ Bkn+1 . Then
P (A˜n) . a
∞∑
`=1
log(n+ `)
(n+ `)`K logN
as n→∞. (5.5)
(f) Let A denote the event that there are no connections from a kn-ball Bkn to the
complement of a kn+1-ball Bkn+1 , with Bkn ⊂ Bkn+1 , for all but finitely many n. Then for
any a > 0,
P (A) = 1. (5.6)
Proof.
(a) By (2.5) and (2.6), ckn+1+j ∼ ckn as n→∞, hence
P (An,j) = 1−
(
1− ckn+1+j
N2(kn+1+j)
)NknNkn+1+j(1−N−1)
∼ 1− exp
{
−aN(1−N
−1) log(n+ 1)
N jNkn+1−kn
}
∼ 1− exp
{
−aN(1−N
−1) log(n+ 1)
N jNK logn
}
,
and then (5.1) follows.
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(b) Since there are Nkn+1−kn ∼ NK logn kn-balls in the kn+1-ball, then from (5.1),
P (Ân,j) ∼
(
1− aN(1−N
−1) log n
N jNK logn
)NK logn
∼ exp
{
−aN(1−N
−1) log n
N j
}
= n−aN(1−N
−1)/Nj .
(c) By (5.2) and independence,
P (An) ∼
kn+2−kn+1∏
j=1
n−aN(1−N
−1)/Nj
= n−aN(1−N
−1)
∑K log(n+1)
j=1 N
−j
∼ n−a(1−N−K logn)
∼ n−a.
Since
∑
n n
−a < ∞ if and only if a > 1, then by independence and the (second) Borel-
Cantelli lemma, for a < 1, with probability 1 there are infinitely many successive
(kn, kn+1]-annuli that are not connected, and by the (first) Borel-Cantelli lemma, for
a > 1, with probability 1 there are at most finitely many successive (kn, kn+1]-annuli
that are not connected.
(d) By (2.5) and (2.6),
P (An,j,`) ∼ 1−
(
1− C + aN log(n+ `)
N2(kn+`+j)
)NknNkn+`+j(1−N−1)
∼ 1− exp
{
−aN(1−N
−1) log(n+ `)
N jNkn+`−kn
}
∼ aN(1−N
−1) log(n+ `)
N jN `K log(n+`)
=
aN(1−N−1) log(n+ `)
N j(n+ `)`K logN
.
(e) By (5.4),
P (A˜n) ∼
∞∑
`=1
kn+`+1−kn+`∑
j=1
aN(1−N−1) log(n+ `)
N j(n+ `)`K logN
∼ aN
∞∑
`=1
(N−1 −N−K log(n+`)) log(n+ `)
(n+ `)`K logN
. a
∞∑
`=1
log(n+ `)
(n+ `)`K logN
.
(f) By (5.5),
∞∑
n=1
P (A˜n) . a
∞∑
n=1
∞∑
`=1
log(n+ `)
(n+ `)`K logN
. a
∞∑
j=2
log j
jK logN − 1 <∞,
and since K logN > 1 the result follows by Borel-Cantelli. 2
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Lemma 5.2. Let K and b be as in part (b)(2) of Theorem 3.5, that is, 0 < b < 2K− 1logN .
Let An,j denote the event that the cluster Xkn in a kn-ball Bkn is connected to the
(kn+j , kn+j+1]-annulus around Bkn , j ≥ 2. Then there is a positive constant M such that
P (An,j) .
M log n
n(Kj−b) logN
,
as n→∞, and
∞∑
n=1
∞∑
j=2
P (An,j) <∞.
Hence with probability 1 there exists a (random) number n0 such that for all n ≥ n0 the
connections between the clusters Xkn restricted to the (kn, kn+1]-annuli do not skip over
two successive annuli, that is, there are no connections between the annulus (kn−1, kn]
and the annuli (kn+2, kn+3], (kn+3, kn+4], etc.
Proof. By (2.5) and (2.6),
P (An,j) =
kn+j+1∑
`=kn+j+1
[
1−
(
1− c`
N2`
)]|Xkn |N`(1−N−1)
≤ (C + a log(n+ 1 + j) ·N b log(n+1+j))Nkn
kn+j+1∑
`=kn+j+1
1
N `
. M log n ·N
b logn
Nkn+j−kn
.M log n
N (Kj−b) logn
= M
log n
n(Kj−b) logN
.
It is easy to show that the assumptions on K and b imply that
∞∑
n=1
∞∑
j=2
log n
n(Kj−b) logN
<∞,
and then the result follows by Borel-Cantelli.
2
The main tools for proving part (b) of the theorem are a large deviation inequality
for the binomial distribution and a connectivity result for an E-R random graph. Recall
that a graph is said to be connected if it has only one connected component and no
isolated vertices.
We first recall the large deviation bound for the binomial distribution [23] (Corollary
2.4).
Lemma 5.3. Let Yn be Bin(n, 1− p) and c > 1. Then for x ≥ cn(1− p),
P (Yn ≥ x) ≤ e−h(c)x,
where h(c) = log c− 1 + 1/c > 0.
Corollary 5.4. There exist κ > 0 and ε > 0 such that for 0 < σ < min( p1−p , ε),
P
(
1− Yn
n
≤ p− σ(1− p)
)
≤ e−κσ2(1−p)n. (5.7)
Proof. It is easy to see that there exist κ > 0 and ε > 0 such that h(c) ≥ κ(c − 1)2 for
1 < c < 1 + ε. Then the result follows from the lemma putting c = 1 + σ. 2
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Definition 5.5. For 0 < β < 1, we say that a k-ball Bk is β-good if its cluster Xk satisfies
|Xk| ≥ βNk.
Note that if 0 ∈ Bk and Bk is β-good, then the probability that 0 ∈ Xk is greater than
or equal to β.
Lemma 5.6. Assume that for some β > 0 and some n0,
P (|Xkn | ≥ βNkn for all n ≥ n0) = p∗ > 0. (5.8)
Then percolation occurs.
Proof. By transitivity we may assume that 0 belongs to the kn-ball whose largest cluster
is Xkn . Then by the assumption (5.8) we have that
lim inf
k→∞
P (0 ∈ Xkn) ≥ βp∗ > 0,
which implies percolation. 2
Lemma 5.7. Let 0 < b < 2K in (2.5) with kn as in (2.3), and let 0 < β < 1. Let Xkn and
X ′kn be the largest clusters in two (disjoint) β-good kn-balls in a kn+1-ball. Then
P (Xkn and X
′
kn are connected within the kn+1-ball) & rn(β) as n→∞, (5.9)
where
rn(β) =
β2a log n
N (2K−b) logn
. (5.10)
Proof. By (2.6) and (2.5), kn < d(Xkn , X
′
kn
) ≤ kn+1, so
P (Xkn and X
′
kn are connected within the kn+1-ball)
≥ 1−
(
1− ckn
N2kn+1
)|Xkn ||X′kn |
≥ 1−
(
1− ckn
N2kn+1
)β2N2kn
> 1− exp
{
− cknβ
2
N2(kn+1−kn)
}
∼ 1− exp
{
−β
2(C + a log n ·N b logn)
N2K logn
}
∼ rn(β).
2
5.2 Proof of Theorem 3.5
(a) (i) Lemma 5.1(f) guarantees that with probability 1 there exists n0 such that if
n > n0 there are no connections between the (kn, kn+1]-annulus and the complement
of Bkn+2 . Moreover, if a < 1, by Lemma 5.1(c)(i) there are infinitely many n such that
the (kn, kn+1]-annulus and the (kn+1, kn+2]-annulus are not connected. This implies that
with probability 1 there there exists some n ≥ n0 such that there are no connections
from Bkn+1 to the exterior.
(ii) The pre-percolation statement follows from Lemma 5.1(c)(ii).
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(b) (1) We begin by indicating the main ideas of the proof. We consider a sequence of
nested balls Bkn (containing 0) and their largest clustersXkn . Recall that each kn+1-ball
is comprised of Nkn+1−kn (disjoint) kn-balls.
At each stage we will focus on the subset of the kn-balls in a kn+1-ball that are βn-
good (i.e., |Xkn | ≥ βnNkn , see Definition 5.5), where (βn)n is a sequence of numbers
in (0, 1) to be determined below. By construction the events that different kn-balls are
βn-good are independent, and by transitivity they all have the same probability
pGn (βn) = P (|Xkn | ≥ βnNkn). (5.11)
Let Nn denote the number of βn-good kn-balls and recall (5.9) and (5.10).
Now we consider the E-R random graph G(Nn, rn(βn)) whose vertices are theNn βn-
good kn-balls in the kn+1-ball with connection probability rn(βn).
The key idea of the proof is to establish that with probability 1 there is a (random)
number n0 such that for n ≥ n0,
G(Nn, rn(βn)) is connected, (5.12)
which implies that
|Xkn+1 | ≥ NnβnNkn . (5.13)
We denote by En the event
En = {G(Nn, rn(βn)) is connected} (5.14)
and
pAn (βn) = P (En). (5.15)
In order to prove (5.12) for all large n, by Borel-Cantelli it suffices to show that∑
n
(1− pAn (βn)) <∞. (5.16)
We denote by Fn the event
Fn = {Nn ≥ (1− εn)pGn (βn)Nkn+1−kn}, (5.17)
where εn ∈ (0, 1) and pGn (βn) is given by (5.11), and
pBn (βn, εn) = P (Fn), (5.18)
The next key idea is to choose a sequence of numbers εn ∈ (0, 1) of the form εn =
n−(1+θ), θ to be chosen below, with
∑
n εn <∞ such that∑
n
(1− pBn (βn, εn)) <∞. (5.19)
If both events En and Fn occur, then by (5.13)
|Xkn+1 | ≥ (1− εn)pGn (βn)βnNkn+1 ,
so the kn+1-ball is βn+1-good with
βn+1 = (1− εn)pGn (βn)βn. (5.20)
Therefore, since En and Fn are independent (because En is defined in terms of distance
kn+1, and Fn in terms of distance kn), then
EJP 18 (2013), paper 12.
Page 19/26
ejp.ejpecp.org
Percolation in an ultrametric space
pGn+1(βn+1) ≥ pBn (βn, εn)pAn (βn). (5.21)
We will show that for sufficiently large values of C and a there exists a sequence βn
such that
lim inf
n
βn > 0. (5.22)
and ∑
n
(1− pGn (βn)) <∞, (5.23)
in order to obtain the results (3.2) and (3.3).
Since the quantities involved in the scheme described above are interdependent, we
need to overcome the interaction among them. We proceed as follows:
• We set εn = n−(1+θ) for some 0 < θ < K logN2 − 1 (recall that K > 2logN ), hence
K logN > 2(1 + θ). (5.24)
• In Steps 1 and 2 below we will obtain estimates∑
n≥n0
(
1− pBn
(
βn,
1
n1+θ
))
<∞ if pGn (βn) ≥
1
2
for all n ≥ n0, (5.25)
and
sup
β≥ 15
∑
n≥n0
(1− pAn (β)) <∞. (5.26)
We will then show that we can choose n0, C and a such that βn ≥ 15 and pGn (βn) ≥ 12
for all n ≥ n0.
To complete the proof we proceed step by step. We first verify (5.25) and (5.26).
Step 1. Assume that pGn (βn) ≥ 12 for all n ≥ n0. We first focus on one kn+1-ball. It con-
tains Nkn+1−kn kn-balls. The probability that a kn-ball is βn-good is given by pGn (βn) (see
(5.11)). The number Nn of βn-good kn-balls in the kn+1-ball is Bin(Nkn+1−kn , pGn (βn)).
From (5.17), (5.18) and Corollary 5.4,
1− pBn (βn, εn) = P
( Nn
Nkn+1−kn
< (1− εn)pGn (βn)
)
= P
(
1− N
kn+1−kn −Nn
Nkn+1−kn
< pGn (βn)− σn(1− pGn (βn))
)
≤ exp{−κσ2n(1− pGn (βn))Nkn+1−kn},
where
σn = εn
pGn (βn)
1− pGn (βn)
,
hence
1− pBn (βn, εn) ≤ exp
{
−κ (p
G
n (βn))
2
1− pGn (βn)
ε2nN
kn+1−kn
}
.
Since we assumed that p := pGn (βn) ≥ 12 , then p2 ≥ 12 (1− p), so
1− pBn (βn, εn) ≤ exp
{
−κ
2
ε2nN
kn+1−kn
}
. (5.27)
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Using εn = n−(1+θ) from (5.27) and (2.4),
1− pBn
(
βn,
1
n1+θ
)
. exp
{
−κ
2
1
n2(1+θ)
NK logn
}
= exp
{
−κ
2
n(K logN−2(1+θ))
}
. (5.28)
We can then conclude from (5.28) and (5.24) that∑
n
(
1− pBn
(
βn,
1
n1+θ
))
<∞,
if pGn (βn) ≥ 12 for all n ≥ n0, so (5.25) will be verified.
Step 2. We prove the result for a fixed b satisfying
2
logN
< K < b < 2K − 1
logN
, (5.29)
and then recalling Remark 2.2 observe that a simple coupling argument shows that the
result remains true for all larger values of b.
Assume that βn ≥ 15 for n ≥ n0. This assumption will be verified in Step 3. Define
another constant
K1 = 2K − b, (5.30)
so that
1
logN
< K1 < K. (5.31)
Recalling (5.10), (5.14), (5.15), and conditioning on the event {Nn ≥ NK1 logn}, we
have
pAn (βn) ≥ P
(
G (Nn, rn(βn)) is connected| Nn ≥ NK1 logn
)
P (Nn ≥ NK1 logn),
and therefore
1− pAn (βn) ≤ P
(
G (Nn, rn(βn)) is not connected| Nn ≥ NK1 logn
)
(5.32)
+1− P (Nn ≥ NK1 logn).
Since pGn (βn) ≥ 12 for large n, εn → 0 and K1 < K by (5.31), then, for large n,
NK1 logn < (1− εn)pGn (βn)NK logn,
so, by Step 1, ∑
n
(1− (P (Nn ≥ NK1 logn)) <∞. (5.33)
Using NK1 logn ≤ Nn . NK logn, βn ≥ 15 , taking a > 25K logN , and applying the
inequality in the Appendix we obtain
P
(
G (Nn, rn(βn)) is not connected| Nn ≥ NK1 logn
)
≤M [(log n)13nK1 logN ·(1−a/25K logN) + n−K1 logN + e−L(logn)3n2K1 logN ],
where M and L are positive constants (different from those in the Appendix). Since
K1 logN > 1, the sum of the second terms converges, and the sum of the third term
also converges. The sum of the first terms converges if
a > 25
(
K logN +
K
K1
)
=: a∗.
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Hence for a > a∗, together with (5.32), (5.33) we have∑
n
(1− pAn (βn)) <∞
uniformly for βn ≥ 15 , which implies (5.26).
Step 3. We must show that the assumptions on βn and pGn (βn) used in steps 1 and 2 are
self-consistent, that is, we can choose n0, βn0 , and p
G
n0(βn0) such that
pGn (βn) ≥
1
2
for all n ≥ n0, (5.34)
βn ≥ 1
5
for all n ≥ n0. (5.35)
We proceed as follows. Given θ satisfying (5.24) and recalling (5.25), (5.26) we can
choose n0 such that the following products satisfy:∏
n≥n0
(
1− 1
n1+θ
)
≥
(
4
5
)1/3
, (5.36)
and for any k ∈ N
n0+k∏
n=n0
pBn
(
βn,
1
n1+θ
)
≥
(
4
5
)1/3
(5.37)
provided that pGn (βn) ≥
1
2
for n = n0, . . . , n0 + k
n0+k∏
n=n0
pAn (βn) ≥
(
4
5
)1/3
(5.38)
provided that βn ≥ 1
5
for n = n0 . . . , n0 + k.
Now choose
βn0 ≥
1
2
(5.39)
and choose C in (2.5) sufficiently large so that (see (5.11))
pGn0(βn0) ≥
2
3
. (5.40)
Then by (5.20) and (5.36)
βn0+1 =
(
1− 1
n1+θ0
)
pGn0(βn0)βn0 (5.41)
≥
(
4
5
)1/3
· 2
3
· 1
2
>
1
5
,
and by (5.21), (5.37) and (5.38), we have
pGn0+1(βn0+1) ≥ pBn0
(
βn0 ,
1
n1+θ0
)
pAn0(βn0) (5.42)
≥
(
4
5
)2/3
≥ 1
2
.
Now assume that
k−1∏
`=1
pGn0+`(βn0+`) ≥
(
4
5
)2/3
, (5.43)
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and βn0+` ≥ 15 for ` = 1, . . . , k − 1. Then by (5.21), (5.37) and (5.38) we have
k∏
`=1
pGn0+`(βn0+`) (5.44)
≥
k−1∏
`=0
pBn0+`
(
βn0+`,
1
(n0 + `)1+δ
)
pAn0+`(βn0+`)
≥
(
4
5
)2/3
≥ 1
2
.
Moreover by (5.20), (5.36), (5.40) and (5.43),
βn0+k = βn0
k∏
j=1
βn0+j
βn0+j−1
= βn0
k−1∏
j=0
(
1− 1
(n0 + j)1+θ
) k−1∏
j=0
pGn0+j(βn0+j)
≥ 1
2
·
(
4
5
)1/3
· 2
3
·
(
4
5
)2/3
>
1
5
.
Therefore by induction we have
∏
n≥n0+1
pGn (βn) ≥
(
4
5
)2/3
(5.45)
and
βn ≥ 1
5
for all n ≥ n0. (5.46)
Step 4. For a > a∗, n0 and C chosen above we then have
βn ≥ 1
5
and pGn (βn) ≥
1
2
for all n ≥ n0.
This together with (5.36), (5.38) yields the estimate (5.23) and∏
n≥n0
pGn (βn) > 0, (5.47)
which implies the assumption of Lemma 5.6. Then (5.23) implies (3.3) (for some n00 ≥
n0) and (5.46) implies (3.2). Percolation then follows from (3.2), (3.3) and Lemma 5.6.
The uniqueness of the infinite cluster again follows from [26] (Theorem 1.2).
(2) The proof follows immediately from Lemma 5.2.
(c) Consider the case 0 < b ≤ 2logN < K but modifying the model by replacing the actual
connection probabilities at distances kn + 1, . . . , kn+1 with the lower bound
ckn
N2kn+1
. In
this case the lower bound on the connection probabilities in Lemma 5.7 can be replaced
by the upper bound
P (Xkn and X
′
kn are connected within the kn+1-ball) ≤ r˜n as n→∞,
where
r˜n =
a log n
N (K−2/ logN) logn
1
NK logn
.
We can then consider the E-R graph G(Nn, r˜n). Assuming that Nn is of order NK logn, in
this case by E-R theory the resulting random graph has only of order log(NK logn) good
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kn-balls in the largest connected component in the kn+1-ball . This would imply that the
limiting density of the largest connected component in the kn-balls decreases to 0 as
n→∞ so that percolation does not occur.
To make this precise consider G(Nn, λ/Nn) with 0 < λ < 1 and |Cn| the size of the
largest connected component. We have
α(λ) = λ− 1− log λ > 0,
and there exists n0 such that for n ≥ n0, a lognN(K−2/ logN) logn < λ. Then, given ε > 0, for
n ≥ n0,
P (|Cn| ≥ (1 + ε)(logNn)/α(λ)) ≤ N−(1+ε)n /λ,
(see [19], page 39).
We then have that the probability that there are more than (1+ε)α(λ) logNn good kn-balls
in the largest connected component in the kn+1-ball for infinitely many n is 0. Therefore
there cannot be an infinite connected component (with positive density).
2
5.3 Proof of Theorem 3.3
(a) Note that if ck = C0+C1 log k+C2kα, with α > 2, then in Theorem 3.5 we can choose
b,K such that
2
logN
< K < b <
α
logN
.
Then
ckn = C0 + C1 logbKn log nc+ C2bKαnα(log n)αc ≥ C + a log n · nb logN
for sufficiently large C0 and C2, where C and a are as in Theorem 3.5(b). The proof
follows then from Theorem 3.5(b) and Remark 2.2.
(b) If C2 = 0 and C1 < N , then ckn ≤ C0 + C1(logK + log n + log log n) ≤ C˜0 + aN log n
for some 0 < a < 1 and C˜0 > C0. The result then follows from Theorem 3.5(a)(i).
(c) The existence of C∗ follows by the argument in [26] (Theorem 1.1(b)) as follows. The
expected number of edges from a given vertex is (see (2.1))
∞∑
k=1
(N − 1)Nk−1p(k) ≤
∞∑
k=1
(N − 1)Nk−1 (C0 + C1 log k + C2k
α)
N2k
which is less than 1 for sufficiently small C0, C1, C2. The result follows by coupling the
largest connected cluster containing a given point with a subcritical branching process
(see e.g. [23], page 109). 2
Appendix. Connectivity of a random graph
Consider the E-R random graph G(n, a lognn ), a > 0. Using a random walk approxima-
tion for cluster growth in a susceptible-infected-removed epidemic model, Durrett [19]
proves the known result that P (G(n, a lognn ) is connected)→ 1 as n→∞ if a > 1. Putting
together the parts of the proof one obtains (see p. 64) the lower bound for a > 1,
P
(
G
(
n,
a log n
n
)
is connected
)
≥
[(
1− 14(a log n)
13e(13a logn)/n
na
)(
1− 1
n2.1
)(
1− 1
n2
)]n
·(1− e−(logn)3/100)n(n−1).
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Then using the inequalities 1 − x > e−2x, 0 < x < 0.7968, and 1 − e−x < x, x > 0 it
follows that for a > 1,
P
(
G
(
n,
a log n
n
)
is not connected
)
≤ M [(log n)13n1−a + n−1 + exp(−L(log n)3n2)],
where M and L are positive constants.
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