Introduction
Emotion is an important factor that influences overall human behaviour which include rational tasks such as reasoning, decision making and interaction. Though emotions are subjective, they occur in objectively deducible ways in text [1] . Emotion analysis concerns the computational study of natural language expressions in order to identify their associations with different emotions such as anger, fear, joy, sadness, surprise etc.
Sentiment analysis [2] is widely used to gauge user opinion expressed in text. However it is often desirable to have more detailed information about the views and opinions of people. For example, if users like a brand, insights such as they are positive because the brand gives them joy or they felt surprised by the endorser, offers crucial business intelligence for brand management. Given that there is unprecedented access to emotion-rich content through tweets, blogs and discussion posts there is a great opportunity and need to build automatic tools, in order to understand the emotions of the users. Emotion classification is among the most widely studied problems in emotion analysis of text, where supervised machine learning methods are leveraged to classify text documents [3, 4] into emotion classes, induced from emotion theories proposed in psychology by Ekman [5] , Parrot [6] and Plutchik [7] . Among the two approaches for emotion modelling [4] , one on discrete emotions and another using the continuum approach, this work builds upon the former. Further the discrete model for emotion detection has been subject to extensive exploration in psychological research [8, 9] .
Representation of text documents is a crucial step in machine learning approaches for text classification. A popular representation involves refining the Bag-of-words (BoW) or n-grams feature vector, so that a subset of words are chosen using a selection metric to represent a text document [10] ; this is normally referred to as feature selection. Feature engineering, on the other hand, is about building a set of new features rather than selecting a subset of words. Such features could be frequency of higher-level concepts such as topics [11] , or may use semantic representations derived from an ontology [12] . More specialized tasks call for more fine-tuned feature repre-M A N U S C R I P T 2 sentations; for example, the length of contiguous upper-case character sequences is found to be a useful feature for spam filtering 1 whereas the number of lower-cased words resulted in performance improvements in SMS filtering [13] . Author identification is another area where fine-tuned features such as stylemarkers and short-words (e.g. if, is etc.) have enhanced classification accuracy [14] . Emotion Analysis, being as much or even more specialized than the above tasks, has also relied on fine-tuned features described later.
Emotion analysis of text requires careful modelling of text, since words associate with different emotions in different contexts with varying levels of magnitude making the identification of words for document representation more challenging. For example, in a sentence such as beautiful morning #amazing the word beautiful could be associated moderately with emotions such as joy and love, amazing could be associated strongly with emotion joy and morning could be weakly associated with emotion joy. Such word-emotion associations are usually captured by emotion lexicons. Existing general purpose emotion lexicons (GPELs) such as WordNet-Affect (WNA) [15] , EmoSenticNet (ESN) [16] and NRC word-emotion lexicon [17] , which are hand crafted, associate between words and emotions identified by Ekman and Plutchik. Emotion features extracted using the knowledge of the GPELs, when combined with traditional BoW features improved emotion classification significantly [18, 19] .
However GPELs poorly model the context in which words convey emotions. For example Glee might normally connote joy, but would need to be assumed neutral in the context of a document corpus talking about the television series with the same name. Further, unfair may be associated with anger despite being more dominant in sadness related documents; the crisp binary memberships of words in GPELs do not allow to capture such fuzzy memberships of words to emotion classes, thereby making them limitedly effective for feature extraction. Accordingly, recent efforts in emotion analysis focused on learning domain specific lexicons [20, 21] and also utilizing them for emotion feature extraction [17, 22] . However the emotion features extracted were limited to simple emotion word counts in a document using the lexicon, which, while being simple, do not exploit the knowledge of the lexicon in its entirety. Accordingly our contributions in this paper are as follows:
• We extend our prior work on domain specific emotion lexicon (DSEL) generation for feature extraction. This is different from our work in [23] since it extracts features beyond simple word counts using the knowledge of a DSEL;
• We introduce novel feature extraction methods to harness the emotion rich knowledge being captured by our DSEL. Unlike our work in [24] , which uses DSEL as a direct tool for word and phrase-level emotion analysis, here we extract features to classify text into emotion classes using machine learning; and 1 http://archive.ics.uci.edu/ml/datasets/Spambase
• Evaluate through a comparative study the effectiveness of the proposed emotion features on benchmark emotion classification datasets.
In the rest of the paper we review the most related literature in Section 2. In Section 3 we formulate the methods for extracting emotion lexicon based features. Section 4 describes the stateof-the-art baseline features used in our comparative study. In section 5 we describe our experimental set up and analyse the results. Section 6 presents our conclusions and future directions. Fig. 1 : Feature extraction and emotion classifier learning. A DSEL is learnt from the training documents. Feature extraction is done using standard methods, knowledge of the learnt DSEL and other external resources. An SVM emotion classifier learnt from the training documents is used to classify the test documents.
Related Work
A majority of the literature concerning emotion analysis is shaped by machine learning approaches. These approaches represent documents as vectors in a feature space and classify them into predefined emotion categories defined by emotion theories such as Ekman [5] , Plutchik [7] . The feature extraction process for emotion classification is summarized in figure 1 . Observe that the lexicon based features proposed in this work are extracted using the knowledge of the DSEL learnt on the training documents. POS taggers, sentiment lexicons and GPELs act as external resources for extracting relevant features for emotion classification. In the rest of the section we review the state-ofthe-art features proposed for emotion classification of text and also relevant literature on emotion lexicon generation.
Features for Emotion Classification
Generic n-gram features: This is the most standard representation used in text classification tasks including emotion classification. Documents are represented in a space of unordered list of terms (BoW or n-grams)as vectors. Burget et al. [25] used n-grams with tf-idf weighting [26] to classify Czech news headlines. Similar to the findings in sentiment classification [27] ,
Aman et al. [28] and Matthew et al. [29] demonstrated the effectiveness of n-gram features with binary weighting (word presence/absence) in emotion classification of blogs and tweets respectively. However a common limitation of n-gram features is their inability to capture the underlying emotion semantics, thereby resulting in overall performance degradation. This has lead to research [30, 31] which explores richer features that are better suited for emotion classification.
Special n-gram features: As alluded to earlier, specialized features (e.g. punctuation) have been explored in the case of emotion analysis, as in the case of other specialized tasks such as author identification. These features were designed to capture the emotive expressions that occur in subtle ways, especially in Twitter. For instance, Wang et al. [32] designed features such as positional n-grams (i.e. n-grams in the first half of a tweet and n-grams in the second half of a tweet) and partof-speech (POS) tagging to complement generic n-grams for emotion classification of tweets. Similar to the findings in sentiment classification [27] positional n-grams decreased performance, whilst POS information lead to marginal improvements over n-grams in emotion classification. Roberts et al. [33] found that modelling the presence/absence of punctuation (!, ?) marginally improves classification performance for emotions such as surprise and joy on tweets.
Lexicon based features: These features were designed based on the intuition that sentiment/emotion bearing words identified by lexicons can form useful knowledge to represent documents for emotion classification. Aman et al. [28] augmented generic n-grams with features to count the occurrences of emotion words provided by GPELs to significantly improve emotion classification of blogs. Whilst GPELs offer useful knowledge about emotion-rich words, they are static and are likely to have poor coverage of the emotion vocabulary used in domains like Twitter. For emotion classification of tweets, Mohammad [17] and [22] demonstrated that DSEL based features offer significant gains over n-grams when compared to those of GPEL based features [32] . However feature extraction using DSELs has not been explored beyond binary and integer counts. In particular the knowledge of a DSEL to quantify the association between words and emotions can be leveraged to design more sophisticated features for emotion classification, which is the focus of this work.
Additional features: Apart from the aforementioned features additional knowledge sources such as emotion hashtags [34] , emotion word lists [30] , topic scores [33] were used to design features that complement the n-gram features and general purpose lexicons such as WordNet-Affect. Performance improvements were observed in emotion classification tasks over using n-grams alone [34] , but were found to be less effective when compared with lexicon based features suggesting that lexicon based features need to be explored further to design better and more effective text representations for emotion classification of text. In this work we further explore the potential of DSELs to extract effective representations for emotion classification. We also evaluate the contributions of the proposed features by comparing their performance with existing state-of-the-art features in emotion classification. 
Learning emotion lexicons
Existing methods for learning DSELs are mostly supervised, since they rely either on labelled or weakly-labelled emotive content in a domain. Different learning methodologies such as Point-wise Mutual Information (PMI) [22] , Latent Dirichlet Allocation (LDA) in a semi-supervised setting [35] have been applied to learn DSEls. In addition, supervised LDA (sLDA) [36] offers a more accurate means to model emotion classes as topics and for lexicon generation. Further crowd-annotated emotional news articles 2 were leveraged for lexicon generation, by combining the document-frequency distributions of words and the emotion distributions over documents [21, 37] . In our prior work [23, 24] , we jointly modelled the emotionality and neutrality of words using a unigram mixture model (UMM) to learn DSELs from labelled and weakly-labelled emotion documents.
Lexicon based Feature Extraction
In this section we first characterize the knowledge offered by GPELs and the DSELs, followed by a brief illustration of our proposed DSEL generation process. Thereafter we formulate the different emotion relevant features that can be extracted using the knowledge of GPELs and DSEls.
Emotion Lexicon Knowledge
A GPEL, Lex(w, j) is a list of words per emotion class:
where List(e j ) denotes the list of words corresponding to the j th emotion in the GPEL. A sample of the GPEL, WNA is shown in table 1 In contrast to GPELs, a DSEL quantifies the associations between words in a vocabulary V and a set of pre-defined emotions E. For any given arbitrary word w, the dominant emotion e expressed is calculated using the lexicon as follows:
A DSEL in our case is learnt from a corpus of emotion labelled documents by jointly modelling emotionality and neutrality of words using a generative unigram mixture model (UMM). In the following section we briefly explain our proposed lexicon generation method. Further details about our proposed DSEL generation can be found in [23, 24] .
Mixture Model for Lexicon Generation
We model real-world emotion data to be a mixture of emotion bearing words and emotion-neutral (background) words. More formally our generative model is as follows to describe the generation of documents connoting emotion e t :
where θ e t is the emotion language model and N is the background language model. λ e t is the mixture parameter and Z w is a binary hidden variable which indicates the language model (θ e t or N) that generated the word w. Further c(w, d i ) is the number of times word w occurs in document d i .
The estimation of parameters θ e t and Z can be done using expectation maximization (EM), which iteratively maximizes the complete data (D e t , Z) by alternating between E-step and M-step. The E and M steps in our case are as follows: E-step:
where n indicates the EM iteration number. EM is used to estimate the parameters of the k mixture models corresponding to the emotions in E. The emotion lexicon U MMlex is learnt by using the k emotion language models and the background model N as follows:
where k is the number of emotions in the corpus, and U MMlex is a |V|×(k +1) matrix. A sample of our UMM lexicon is shown in table 2. Observe that non-standard and creative expressions such as :), good!! are widely used to convey emotions on social media. Such expressions often intensify the emotionality of the text. Modelling such expressions is critical for social media emotion analysis. Therefore in the text preprocessing phase emoticons (e.g. :) ) and concatenated expressions (e.g. good!!) are tokenized as single-words to capture their association with different emotions.
Emotion Lexicon Features
As mentioned in the related work section, previous research suggests that lexicon based features improve emotion classification. In this section we explore how the knowledge of a DSEL can be utilized to extract a range of features relevant for emotion classification. Observe that all the lexicon based feature 
is an indicator function and is set to 1 or 0 when the argument is true or false respectively. count (w, d ) is the number of occurrences of word w in document d. Note that T EC only captures the popular emotion context of a word suggested by the lexicon (i.e., emotion with highest score in the lexicon). However not all words associate with just a single emotion. For example, even if the word beautiful may be associated moderately with both the emotions joy and love, the T EC emotion feature would force the word to contribute a count of 1 towards either of these emotions (depending on the scores from the lexicon Lex) and 0 towards the other. Therefore it is important to develop features that incorporate the relations between a word and multiple emotions. 2. Total Emotion Intensity (TEI): This is the sum of the emotion intensity scores of words present in a document. Unlike the coarse integer counts in T EC features, here wordlevel emotion intensity scores offered by a DSEL are used to capture the emotional orientation of documents along multiple emotion concepts (classes). Accordingly d T EI is the feature vector corresponding to a document d. The feature value for the j th emotion is computed as follows:
3. Max Emotion Intensity (MEI): Research in Sentiment analysis suggest that high sentiment-bearing terms is indicative of sentiment class of the document regardless of the average score for the document [38] . We expect it to be true for emotion analysis as well. Therefore we consider the intensity score of the highest emotion-bearing word in the given document. Given a document d, and its corresponding feature vector d MEI , the feature value for the j th emotion is computed as follows:
We extend the idea of utilizing high intensity emotion words to extract document representations by developing variants of T EC and T EI. Both T EC and T EI consider all the words in a document regardless of the intensity with which they convey an emotion. However it is useful to understand the impact of high intensity words on emotion classification. GEC is similar in principle to T EC, except that it only captures the number of words in a document that associate with an emotion and over a threshold value δ. Since our proposed DSEL quantifies the association between each word and the set of emotions in the form of a probability distribution, the intensity scores always lie in the interval 
Baseline Emotion Features
In this section we detail the commonly used features to improve emotion classification. Unlike the features discussed in the previous section these features do not rely on the knowledge of an emotion lexicon. We consider the following:
1. n-grams (n=1): These are the most standard corpus level features used in different classification tasks including sentiment [39] and emotion classification [28] . We used a binary weighting (presence/absence) to construct the feature vector, since it is found to be effective by earlier research in sentiment [27] and emotion classification [29] . 2. Part-of-Speech (POS) features: Similar to [32] , we used features to model the occurrence of verbs, adverbs, nouns and adjectives in a document. Part-of-speech tagging on non-social media data sets is done using the stanford POS tagger 3 , whilst Twitter NLP tool [40] from Carnegie Mellon University was used for tagging social media data sets . 3 http://nlp.stanford.edu/software/tagger.shtml 3. Contextual features (CF): Though standard words can convey the emotional intention of the author, additional expressions such as punctuation marks, emoticons are often used on social media to express emotions. Further sentiment bearing words could indicate the emotion in the text and also alter its orientation from positive-emotion(e.g. joy) to negative-emotion (e.g. sadness) or vice versa. We consider the following contextual features used in sentiment [39] and emotion [32] classification for our comparative study:
• Capitalized words: This feature counts the number of words in a document with all upper case characters [39] .
• Elongated words: This feature counts the number of words with character repeated two, three or four times [39] . For example haaappy.
• Punctuation: Emotions are intensified on social media using exclamation marks and question marks. Similar to [39] , two features were included to model the occurrence of question marks and exclamation marks in a document.
• Emoticons: Emoticons are facial expressions captured pictorially, and are often used on social media to convey emotions. A binary feature is designed to model the presence/absence of emoticons in a document. The emoticon list is adopted from an earlier work in emotion classification [41] .
• Negation: Though the role of negation is not extensively studied for emotion classification, following its usefulness for sentiment classification [27] , we include a feature to model the occurrence of negators in documents. We used a standard list of negators proposed by a popular work in sentiment analysis [38] .
• Sentiment features: Though sentiment and emotion are different by definition [42] , prior research in emotion classification [32] explored the role of sentiment knolwedge offered by lexicons. Similary we define two integer valued features, to capture for the number of positive words and negative words observed in a document. However in addition to the sentiment lexicons used in [32] we consider more recent lexicons like SentiwordNet [43] , SenticNet [44] , NRC HashTag sentiment lexicon 4 and Sentiment140 lexicon 4 . An exhaustive list of positive and negative words is created by merging the aforementioned lexicons to extract sentiment features from the documents.
Evaluation
The objective of our evaluation is to comparatively evaluate the quality of different document representations proposed in literature for emotion classification, emotion lexicon based
representations extracted using the knowledge of baseline lexicons such as PMI, LDA and the proposed UMM based lexicon. We evaluate the different representations for individual class (emotion) performance and also overall performance. Based on this evaluation we construct hybrid representations by combining the best performing baseline features and the best performing lexicon based features. We combined the best performing features (i.e. baseline, lexicon based features) to construct hybrid features expecting further performance improvements. Our evaluation is carried out through emotion classification tasks on benchmark data sets. Emotion classification is chosen, since it is possible to assess the quality of different models that can classify documents into discrete emotion classes. Significance is reported using a paired one-tailed t-test using 95% confidence (i.e. with p value <= 0.05). Observe that results highlighted in bold indicates best performance obtained on that particular data set.
Datasets
We use four benchmark datasets in our evaluation (see Table 4a ). Note that on the training documents of each data set, DSELs are learnt (see figure 1) using WED [21] , PMI [22] , sLDA [36] and by the proposed method (refer section 3.1) in order to extract the lexicon based emotion features mentioned in section 3.2.
News data set (SemEval-2007)
Consists of 1250 emotional news headlines harnessed for evaluating the connection between emotions and lexical semantics at the SemEval-07 workshop [45] . Each headline was provided with emotion ratings in the range [-100, 100] for the Ekman basic emotions. We used this data set for emotion classification, by considering the highest rated emotion for each headline as the class label. Table 3a shows the distribution of different emotion classes in the training and test sets. The dataset is comparatively small with a considerable skewed class distribution. We are particularly interested to explore how the generative DSEL based features compare to baseline features. We expect that the smaller dataset size combined with the skewed distribution makes this an interesting dataset for comparison purposes.
Twitter Dataset
A collection of 0.28 million emotional tweets 5 crawled from the Twitter search API using tweet identification numbers provided by [32] . The emotion labels in the data set correspond to Parrot's primary emotions [6] . We used this data set for emotion classification (stratified 10-fold cross validation). Table 3b shows the average distribution of the different emotion classes over the 10 folds. As is evident from the table, not all emotions are strongly expressed in this data set. Emotions such as joy, sadness are more prominent compared to others like fear, surprise. Therefore it would be interesting to see how the different document representations fare in performance amidst such class imbalance. 5 http://knoesis.org/?q=projects/emotion 
Blog Dataset
Consists of 5500 blog sentences annotated with Ekman basic emotions by 3 annotators with an average inter annotator agreement (kappa of 0.76) [18] . Table 3c shows the average distribution of different emotion classes over the 5 folds. The emotion class distribution is highly skewed towards the emotion joy. Further the smaller size of the data set is likely to challenge the modelling of the weakly represented emotions like fear, surprise.
Incident reports data set (ISEAR)
Consists of 7000 incident reports obtained from an international survey on emotion reactions 6 . Each report is an emotion summary, describing the situation which lead the participant to experience one of 7 emotions: anger, disgust, fear, shame, guilt, joy and sadness. Table 3d shows the average distribution of different emotion classes over the 5 folds. Unlike the other data sets the emotion classes here have a near uniform distribution, which is very unlikely in a real word sample of emotion rich content. It will also be interesting to observe how closely related emotions such as shame and guilt might be differentiated in the classification task.
Baselines and Metrics
The following document representations are used in our comparative study:
• Baseline emotion features (see section 4);
• T EC features extracted using baseline GPELs (WNA, NRC and ESN) (see section 3.1);
• T EC, T EI, MEI, GEI and GEC features extracted using baseline DSELs generated using PMI [22] , WED [21] and sLDA [36] (see section 3.2); available for all our experiments. Performance is evaluated using the standard F-score metric in all emotion classification tasks.
Word coverage of lexicons used in our comparative study for each dataset are shown in Table 4 . Observe that on each data set, the coverage remains the same for all the DSELs (sLDA, PMI, WED and UMM). A higher coverage is desirable with domains like Twitter, which not only is voluminous but also contain greater numbers of unique emotive expressions compared to other domains. We expect DSELs to perform better than GPELs especially in domains (e.g. Twitter) where high lexical coverage is necessary.
Results and Analysis
In this section we analyse the emotion classification results obtained using baseline features, lexicon based features and a combination of them (i.e. hybrid features).
Performance of baseline features
Emotion classification experiments using baseline features were done incrementally by beginning with n-grams and adding one feature group (e.g. POS) at a time. the results obtained for baseline features on the four benchmark data sets. In general, the combination of n-grams with POS features did not significantly improve emotion classification. The ineffectiveness of POS features suggests that emotions are expressed more implicitly and not just by direct words (e.g. emotional adjectives). This is similar to the findings of earlier research on emotion classification [32] . On the other hand, when n-grams are combined with contextual features performance improves over the combination of n-grams and POS features. However the combination does not consistently improve emotion classification over n-grams. This clearly suggests that the simple counts of entities such as negations, emoticons, sentiment words, punctuation etc which are found effective for sentiment classification [39] cannot be directly extended for emotion classification. Finally the combination of n-grams, POS and CF also did not consistently improve emotion classification over n-grams. These experiments clearly reflect the limitations of corpus level features identified in literature (refer section 2). In the following sections we discuss our results for lexicon based features and the hybrid features obtained by combining baseline and lexicon based features.
Performance of lexicon based features
Emotion classification results using lexicon based features for SemEval-07, Twitter, blogs and ISEAR data sets are shown in figures 2, 3, 4 and 5 respectively. The x-axis in each of these figures indicate the different lexicon based features extracted using the knowledge of GPELs and DSELs (refer section 3.2). The y-axis indicates the overall performance (F-score) for each feature. Observe that, since GPELs are simple word-emotion lists (refer table 1), they are limited to extract only the T EC feature. However in the case of DSELs performance comparison can be made across different lexicon based features extracted using the emotion quantification knowledge offered by DSELs (refer table 2).
In general features extracted from GPELs are significantly outperformed by those extracted using DSELs. The average performance improvements of all the features extracted using DSELs over those using GPELs is nearly 22%, 3% and 13% on twitter, blogs and ISEAR data sets respectively. Further the performance improvements of the proposed DSEL based features over those of the GPELs is nearly 8%, 40%, 12% and 19% on SemEval, Twitter, blogs and ISEAR data sets respectively. Essentially this confirms that GPELs are less able to capture the context in which emotions are expressed in a domain and also are less effective to model emotions in informal text streams that typically have evolving vocabularies with time.
A C C E P T E D M
A N U S C R I P T Comparing the results in figures 2, 3, 4 and 5 suggest that T EI and MEI features consistently outperform GEI and GEC features. This is expected since the GEI and GEC features utilize only high intensity emotion words from a DSEL, resulting in a drop in coverage. Further a general trend of performance degradation is observed on all the data sets with GEI, GEC features as threshold values increase from δ 1 (0.25) to δ 2 (0.5) to δ 3 (0.75). This is expected since the proportion of high intensity emotion words, follow a decreasing series for increasing values of threshold from 0.25 to 0.75, resulting in a further drop in coverage. However it is extremely promising to note that the GEI and GEC features extracted from the proposed lexicon significantly outperform the T EC features extracted using the GPELs. Further the proposed DSEL based features significantly outperform those extracted using WED, PMI and sLDA. In general we noticed that the generative models assumed by sLDA and WED do not effectively model the characteristics of real-world emotional data, thereby impacting the quality of the features extracted from them. Though PMI performed the best amongst the baselines, the ability of the proposed DSEL to effectively capture the associations between words and multiple emotions resulted in quality feature extraction for documents. Whilst the other DSELs also capture the word-emotion associations, the additional ability of our DSEL to discriminate between emotional and neutral words (refer table 2)improved the quality of the features extracted using its knowledge. 
Emotion-level performance analysis
Although the proposed DSEL in general outperformed other lexicons, we observed that the PMI lexicon is a strong competitor. Further we are also interested in comparing the performance of the lexicon based features with the baseline features discussed earlier. Accordingly we take a closer look at the baseline features 8 , PMI and UMM based lexicon features by observing their performance on individual emotion classes. In particular given that not all emotions are equally complex to model, it will be useful to draw insights from those classes considered to be more challenging than others. The average Fscore obtained for a class across the baseline features, lexicon based features is used as a metric to indicate its complexity. Essentially lower the F-score, the more complex (challenging) is the class prediction.
A C C E P T E D M
A N U S C R I P T Here the x-axis plots the results in the order of increasing emotion complexity for each data set. In general the results suggest that the proposed UMM lexicon outperforms the PMI lexicon in classifying harder emotions. Similarly the proposed lexicon based features are observed to be superior to the baseline features in discriminating harder emotions on twitter and ISEAR data sets. However the performance of the proposed lexicon based features were challenged on blogs, which is explained by the skewed class distribution (see table 3 ) and on SemEval-07, where there is very limited data for learning lexicons (see table 3 ). Nevertheless the ability to have better or comparable performance to the baseline features with significantly fewer dimensions (|E|, where |E| is the number of emotion classes in a data set) is clearly an advantage of the lexicon based feature extraction methods proposed in this paper. In the following section we discuss the results for the hybrid features obtained by combining the baseline and lexicon based features.
Performance of hybrid features
A hybrid feature vector hyb is a K + E dimensional feature vector obtained by combining a K dimensional baseline feature vector and a E dimensional lexicon based feature vector. We experimented with feature combinations of baseline 8 and Fig. 8 : Emotion-level performance of different features on Blogs with respect to macro-averaged F-score. Comparative analysis is done between the best performing baseline features, best performing lexicon based features extracted using PMI and UMM. features to observe for performance improvements. Emotion classification results using the hybrid features are summarized in tables 6, 7, 8 and 9. We noticed that the hybrid features involving a combination of n-grams, POS, contextual features and lexicon based features deteriorates performance. We believe this is due to the ineffective contributions of POS and contextual features as discussed earlier (refer section 5.3.1). However the hybrid features obtained by combining n-grams and lexicon based features result in performance improvements (overall F-score) over n-grams in general, except for the ISEAR data set. Further the proposed UMM lexicon derived features when combined with n-grams record significant improvements over n-grams and rest of the hybrid features. Furthermore we also noticed that the hybrid features derived using the knowledge of the proposed lexicon significantly improves performance over n-grams on complex emotions such as surprise on SemEval; love, surprise and fear on Twitter ; and surprise on blogs.
Conclusions and Future work
In this paper we extensively study the problem of emotion feature extraction using the knowledge of domain-specific lexicons (DSELs) and general purpose emotion lexicons (GPELs). We apply our unigram mixture model (UMM) based DSEL [23, A C C E P T E D M A N U S C R I P T 10 Table 6 : Emotion classification on SemEval with hybrid features. Performance is measured using macro-averaged F-score. Comparative analysis is done between systems that participated in the SemEval-07 competition, best performing baseline features, best performing lexicon based features extracted using PMI, UMM and the hybrid features. 24] , which is unique in its ability to quantify both emotionality and neutrality of words to extract novel features which represent documents along emotion concepts. A comparative analysis of emotion classification results on four benchmark data sets (news headlines, tweets, blogs and incident reports) suggests that the proposed features extracted using the knowledge of DSELs significantly outperform those extracted from GPELs. Further the proposed features also perform significantly better over n-gram features and their combination with features based on part-of-speech information and sentiment knowledge. Closer examination of DSEL results show that the proposed features extracted from our UMM lexicon perform significantly better over those extracted using state-of-the-art methods such as Point-wise Mutual Information (PMI) and supervised latent dirichlet allocation (sLDA) on all the data sets. A deeper analysis of the results suggest that the proposed UMM lexicon features are better able to classify harder emotions such as love, fear, anger, surprise etc. Here the use of lexicons as a means to extract new features of very low dimensions for classification purposes is shown to be a promising strategy. These findings are particularly impactful given the need for efficient and ef- fective representations. Finally the hybrid features derived using the combination of n-grams and the proposed lexicon based features also result in consistent and significant improvements over n-gram features. This clearly confirms that a high quality lexicon which can closely capture the emotional context of a domain, when utilized effectively offers impactful knowledge for a machine learning classifier.
In future we plan to use the emotion classification system developed for analysing the emotional signatures imprinted by users in social discussion forums. We also plan to utilize the knowledge of the proposed DSEL to predict the potential evoked emotions in the readers of creative text such as fairy tales and movie plot summaries.
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