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Abstract 
Oscillation properties of the solutions of impulsive parabolic equations are investigated via the method of differential 
inequalities. 
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1. Introduction 
The theory of impulsive ordinary differential equations marks its beginning with the paper 
of V. Mil'man and A. Myshkis [8]. At first, this theory developed slowly due to difficulties 
related to the presence of some characteristic peculiarities such as: "beating", dying", "merging", 
noncontinuability of the solutions, loss of the property of autonomy, etc. Recently, however, 
a considerable increase in the number of publications i observed in various branches of this 
theory [1, 2]. 
In 1991 the first paper on impulsive partial differential equations [5] was published. The authors 
of [5] have shown that the impulsive partial differential equations provide a natural framework for 
mathematical modelling of population growth. This paper gave rise to a fast reaction in the form of 
lectures delivered at international meetings [3]. 
In the present paper we consider oscillation properties of the solutions of impulsive parabolic 
equations. We hope that this pioneer work will attract he attention of other specialists working on 
the oscillation theory for partial differential equations. 
We note that this theory develops intensively in relation to its numerous applications in physics, 
population dynamics, technique, tc. 
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2. Preliminary notes 
Let Sz c R” be a bounded domain with a smooth boundary &2 and a = Q uXC?. Suppose that 
0 = to < tl < t2 < ... < tk < .-. 
are given numbers such that lim,, + o. tk = + co. 
We define 
G = (0, + co) x Sz, G(O) = [0, + 00) x fi, 
rk = {(t, X): t E (tk, tk+ I), x E a}, r= fi rk, 
k=O 
pk = {<h x): t E (tk, tk+ I), x E a}, r”= c fk. 
k=O 
Let CimpCG , (O) R] be the class of all functions u:G”’ -+ R such that: 
(i) the functions ul~,, k = 0, 1, . . . , are continuous, 
(ii) for each k, k = 1,2, . . . , t = tk, there exists 
lim u(q,s) = u(t-,x), x E a, 
(4. s) + @. x) 
q<t 
(iii) for each k, k = 0, 1, . . . , t = tk, there exists 
lim u(q,s) = u(t’,x), x E fi, 
(q.s)-(fvx) 
q’t 
(iv) for each k, k = 0, 1, . . . , t = tk, We have u(&,x) = #(t:,X), X E fi. 
Let Cimp[R+, R] be the class of all functions a: F! + + R such that: 
(i) the functions M:I(~~,~~+,), k = 0, 1, . . . , are continuous, 
(ii) for each k, k = 1,2, . . . , there exists 
lim a(s) = U(ti), 
S-+$ 
s < t, 
(iii) for each k, k = 0, 1, . . . , there exists 
lim c((s) = a(t:) 
s+tt 
s > t* 
and @.(tk) = cc&y. 
We consider the linear parabolic equation 
utk 4 = 4t)~ 44 4 - PC4 444 4 
for (t, x) E I’, subject to the impulsive condition 
@k, X) = @TX) + gk(tk,X,U(ti,X)), 
(1) 
(2) 
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x&&k= 1,2,... and the boundary conditions 
g (t,x) -t y(t,x)u(t,x) = 0 (3) 
for t z tk, x E ai- or 
u(t,x) = 0 (4) 
for t z tk, x E a52. 
The functions u:R+ +R, p:G(‘)-,lR, y:R+ xaQ+R, gk(tk;;): ~xX+lR, k= l,2,..., are 
given, where II%+ = [O, + co). 
Definition 2.1. The function u: G(O) -+ R is called a solution of problem (l)-(3) ((l), (2), (4)) if: 
(i) uECimpCG , , (O) R] there exist the derivatives u,(t,x), uxixi(t,x), i = 1, . . . , n, for (t,x) E r and 
u satisfies (1) on r, 
(ii) u satisfies (2), (3) ((2), (4)). 
Definition 2.2. The nonzero solution of Eq. (1) is said to be non-oscillating if there exists a number 
p 2 0 such that u(t, x) has a constant sign for (t, x) E [p, + 00) x Q. Otherwise the solution is said to 
oscillate. 
For the function sign we adopt the following definition 
sign x = 1 0 if x = 0, - 1 if x > < 0, .
We introduce the following assumptions: 
(HI) ~2 E Cimp[R+, R+]. 
(H2) p E Cimp[G(o), R]. 
053) gk(tk, ’ 7 +X(fixR,R), k = 1,2 ,... . 
(H4) y E Cimp[R+ x aQ, R+l. 
We introduce the notations: 
P(t) = min{p(t,x),x E a] 
and 
v(t) = 
s 
u(t, x) dx. 
n 
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3. Main results 
3.1. Sufficient conditions for the oscillation of the solutions of the problem (1)-(3) 
Lemma 3.1. Let the following conditions hold: 
(1) Assumptions (H1)-(H4) are fulfilled. 
(2) u • C2(I')(3C1(F) is a positive solution of the problem (1)-(3) in G. 
(3) gk(tk, X,~) <. Lk~, k = 1,2,. . . ,  x•  Q, ~ • ~+, Lk >~ 0 are constants. 
Then the function v(t) satisfies the impulsive differential inequality 
dv 
dt (t) + P(t)v(t) <" O' t ~ tk, (5) 
V(tk) <~ (1 + LR)V(tk), k = 1 ,2 , . . . .  (6) 
Proof. Integrating Eq. (1) with respect o x over the domain f2 we obtain 
dfo fo fo -dr u(t,x)dx = a(t) Au(t ,x)dx - p(t,x)u(t,x)dx, t ~ tk. (7) 
F rom Green's formula and (H4) it follows that 
du(t ,x)dx = -~d~ = - ~Y(t'x)u(t 'x)da ~ O. (8) 
Moreover, 
fo p(t,x)u(t,x)dx >1 P(t) f~ u(t,x)dx. (9) 
By virtue of (8) and (9) we obtain from (7) that 
dv 
dt (t) + P(t)v(t) ~ O' t v ~ tk. 
For t = tk we have that 
) = fo gk (tk, X, U (t[, X)) dx <. L, v (t;), (tk) (t; V V 
that is, 
V(tk) <<. (1 + Lk)V(tk), k = 1,2, . . . .  [] 
Definition 3.2. The solution v • Cimp[N ÷, N]nC1 (~k~=0 (tk, tk + 1), R) of the differential inequality 
(5), (6) is called eventually positive (negative) if there exists a number t* >t 0 such that v(t) > 0 
(v(t) < 0) for t >~ t*. 
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Theorem 3.3. Let the following conditions hold: 
(1) Assumptions (H 1)-(H4) are fulfilled. 
(2) gk(tk, X,~) <<. LR~, k = 1,2,.. . ,  x ~ ~, ~ ~ •+, Lk >~ 0 are constants and 
gk (tk, X, ~) = -- gk (tk, X, -- ~). 
(3) Each eventually positive solution of the differential inequality (5), (6) tends to zero as t -~ + oo. 
Then each nonzero solution u ~ C2(F)nC 1 (F) of the problem (1)-(3) either oscillates in the domain 
G or the following equality holds 
lim f u(t, x) dx = O. 
t--~ ÷ oO dQ 
Proof. Suppose the conclusion of the theorem is not true, i.e., u(t, x) is a nonzero solution of the 
problem (1)-(3) which is of class C2(F)nCI(F) and has a constant sign in the domain 
G~, = [/~, + ~) × O,/t t> 0 and limt-~ + ~ j'~ u(t, x) dx ~ O. Without loss of generality we can assume 
that u(t,x) > 0 for (t,x)~ Gu. Then from Lemma 3.1 it follows that the function v(t) is a positive 
solution of the differential inequality (5), (6) for t ~> # and limt-~+~ v(t)~ 0 which contradicts 
condition (3) of the theorem. [] 
Theorem 3.4. Let the following conditions hold: 
(1) P(s)ds = + oo. 
(2) ~ Lk< +oo, Lk/>O, k=l ,2 , . . . .  
k=l  
Then each eventually positive solution of the differential inequality (5), (6) tends to zero as t ~ + oo. 
Proof. Let v(t) be an eventually positive solution of (5), (6), that is, there exists a point t* >/0 such 
that 
v(t) > O fo r t />t* .  
Straightforward calculations yield 
( f / )  v(t) <~ v(t*) l~ (1 + Lk) exp -- P(s ds . 
t*<tk ~t  * 
Therefore limt~ + oo v(t) <<. O. On the other hand, limt-~ + 0o v(t) >~ 0 since v is an eventually positive 
solution. Hence limt-. + oo v(t) = O. [] 
Corollary 3.5. Let the following conditions hold: 
(1) Assumptions (H 1)-(H4) are fulfilled. 
(2) gk(tk, X,()<~Lk(,  k=l ,2 , . . . ,  xe~,  
oo ~k=lLk ~ "Jr- CO. 
~ R+, Lk >~ 0 are constants such that 
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(3) gk(tk, x ,¢ )= --gk(tk, X, --~), k = 1,2,..., xe~,  ¢~N+. 
(4) e(s)ds = + oo. 
Then each nonzero solution u e C 2 (F)nC 1 (F) of the problem (1)-(3) either oscillates in the domain 
G or the following equality holds 
lira f u(t, x) dx = O. 
t--* -t- gO 3o 
3.2. Sufficient conditions for oscillation of the solutions of the problem (1), (2), (4) 
Consider the following Dirichlet problem 
Atp+~tp=0 inf2, 
(10) 
~0l~ = 0, 
where e = const. It is known [4] that the smallest eigenvalue ~o of the problem (10) is positive and 
the corresponding eigenfunction ¢po(X) satisfies the inequality ¢po(X) > 0 for x e f2. 
We introduce the notation 
w(t) = fou(t,x)q)o(x)dx, t ~ O. 
Lemma 3.6. Let the following conditions hold: 
(1) Assumptions (H1)-(H3) are fulfilled. 
(2) U ~ C2(F)c'3CI(F) is a positive solution of the problem (1), (2), (4) in G. 
(3) gk(tk,X,¢) <% Lk~, k = 1,2,.. . ,x~ ~, ¢ ~ •+, Lk >~ 0 are constants. 
Then the function w satisfies the following impulsive differential inequality 
dw 
dt (t) + ~o a(t)w(t) + P(t)w(t) <% 0 for t v~ tk, 
W(tk) <~ (1 + Lk)W(t£), k = 1,2, . . . .  
(11) 
(12) 
Proof. We multiply both sides of Eq. (1) by the eigenfunction ¢po(X) and, integrating with respect to 
x over f2, we obtain that 
dfou(t'x) °°(x)dx=a(t)foAu(t'x) °°(x)dx-foP(t'x)u(t'x) °°(x)dx'at t~tk .  (13) 
From Green's formula we have that 
f Au(t,x)~Oo(x)dx=fou(t,x)A~oo(x)dx 
= -- O~o fo u (t, x) q~o (x) dx  = - ~o w (t), (14) 
where o% > 0 is the smallest eigenvalue of the problem (10). 
D. Bainov, E. Minchev /Journal of Computational and Applied Mathematics 69 (1996) 207-214 213 
Moreover, 
ap(t, x)u(t, x)¢po (x) dx >I P(t)w(t). (15) 
Making use of (14) and (15), we obtain from (13) that 
dw 
dt (t) + %a(t)w(t) + P(t)w(t) <~ O, t :~ tk. 
For t = tk we have that 
w(tk) - w(t;)  ~ Lk fou(t , x)q)o(x)dx = Lkw(t~), 
that is, 
W(tk) <<. (1 + Lk)W(t~), k = 1 ,2 , . . . .  [] 
Analogously to Theorem 3.3 we can prove the following theorem. 
Theorem 3.7. Let the following conditions hold: 
(1) Assumptions (H 1)-(H3) are fulfilled. 
(2) 9k(tk,X,~) ~ Lk¢,k = 1,2,..., xs(~,  ~ ~ •+, L, >~ 0 are constants and 
gk(tk, X, 4) = --gk(tk, X, -- ¢). 
(3) Each eventually positive solution of the differential inequality (11), (12) tends to zero as 
t--~ + oo. 
Then each nonzero solution u ~ C2(F)nCI(P) of the problem (1), (2), (4) either oscillates in the 
domain G or the following equality holds 
lim ~ u(t,x)q)o(x)dx = O. 
t - *  + oO da 
Theorem 3.8. Let the following conditions hold: 
(1) Assumption (H1) is fulfilled. 
(2) The conditions of Theorem 3.4 hold. 
Then each eventually positive solution of the differential inequality (11), (12) tends to zero as 
t -+ + oo. 
The proof of Theorem 3.8 is analogous to the proof of Theorem 3.4. 
Corollary 3.9. Let the conditions of Corollary 3.5 be fulfilled except (H4). 
Then each nonzero solution u ~ C2(F)nCX(F) of the problem (1), (2), (4) either oscillates in the 
domain G or the following equality holds 
lim ~ u(t,x)q)o(x)dx = O. 
t--~ + oo Ja 
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