[1] Standard cloud remote sensing techniques rely on two basic assumptions: First, clouds are assumed to be plane-parallel and homogeneous within each satellite pixel. Second, pixels are assumed independent and the net horizontal radiative transport between pixels is neglected. These assumptions cause considerable uncertainty and bias in the retrieval of cloud properties, which depend on the sensors spatial resolution as well as the illumination and observation geometry. The errors are quantified for several typical sensor settings. The basis of the investigation is a data set of high-resolution threedimensional cloud property distributions of marine stratocumulus obtained from airborne radiance observations. For this predefined cloud data the sensor signals are simulated using a three-dimensional Monte Carlo radiative transfer model. Cloud properties (optical thickness, effective radius) are retrieved for the simulated observations using a twochannel retrieval, which are then compared to the given cloud data. For the retrieval of the optical thickness the main findings are large uncertainty of individual pixel values occurs for a high spatial resolution (e.g., airborne sensors) due to nonnegligible horizontal photon transport at this pixel size. For the typical polar-orbiting and geostationary sensor settings the neglect of subpixel inhomogeneity takes effect as well. Nonetheless, biases are generally small within ±5%, if pixels are overcast. If this is not guaranteed, the bias grows rapidly, for example, to typical underestimations of 20% and more for a geostationary sensor. For the retrieval of effective radius values are generally found to be about 5% larger than expected for idealized homogeneous plane-parallel cloud conditions. Citation: Zinner, T., and B. Mayer (2006), Remote sensing of stratocumulus clouds: Uncertainties and biases due to inhomogeneity,
Introduction
[2] On average about 70% of the Earth's surface is covered with clouds [Rossow and Schiffer, 1999] . Clouds are the key controlling factor of the Earth's radiation budget and the observation of their characteristics and evolution on a global scale is an important task of satellite based remote sensing. Still, this task is almost exclusively covered by passive remote sensing techniques as only these can provide sufficiently complete data sets in terms of horizontal coverage. Satellite cloud instruments have typical horizontal resolutions of several hundred meters to several kilometers. The three-dimensional character of clouds and their inhomogeneity on all scales of space and time hampers the determination of cloud properties from reflected radiance.
[3] Below the sensor's field of view, cloud inhomogeneity remains unknown. Standard remote sensing techniques assume that clouds are plane-parallel and homogeneous within each satellite pixel, the so-called plane parallel approximation (PPA) . This approximation leads to a bias in the retrieved cloud properties due to the nonlinear relationship between cloud properties and the reflected radiance, the so-called plane-parallel bias [Cahalan et al., 1994] . This bias increases with pixel size as the amount of subscale inhomogeneity is increasing. The second assumption generally applied by remote sensing algorithms is the independent pixel approximation (IPA), i.e., the reflected radiance from each individual pixel is considered independent from the surrounding pixels. This neglect of net horizontal transport of radiation between neighboring pixels causes the independent pixel error [Cahalan et al., 1994] . It increases as the pixel size decreases because the smaller the pixel is, the more important becomes the net horizontal photon transport compared to the vertical transport.
[4] Several studies quantified the impact of cloud inhomogeneity and three-dimensional (3-D) radiative transfer on radiative fluxes [e.g., Cahalan et al., 1994; Marshak et al., 1998b; Fu et al., 2000; Scheirer and Macke, 2003; Di Giuseppe and Tompkins, 2003 ]. In addition, first attempts have been made to investigate the uncertainties of standard cloud property retrievals [Loeb et al., 1998; Varnai, 2000] and to systematically quantify them [Varnai and Marshak, 2001] . First approaches to quantitatively consider cloud inhomogeneity and 3-D radiative transfer in retrieval schemes were proposed as well [Faure et al., 2001; Iwabuchi and Hayasaka, 2003] . Most of these investigations were based on a-priori defined three-dimensional cloud structures, 3-D distributions of liquid water content (LWC) and droplet size. The simulation of the associated radiation fields using 1-D or the more realistic 3-D radiative transfer models enables detailed analyses of the performance of remote sensing techniques. For such an analysis the simulated radiance is used as input to standard retrieval methods and the retrieved cloud properties are then directly compared to the underlying cloud structures. Consequently, all results depend on the complexity and the realism of the used cloud structures.
[5] Different approaches were used to generate cloud structures for radiative transfer investigations, for example, physics-based numerical cloud models [e.g., O'Hirok and Gautier, 1998; Wyser et al., 2002; Scheirer and Macke, 2003] or statistical cloud models [Cahalan et al., 1994; Evans and Wiscombe, 2004; Scheirer and Schmidt, 2005] . While the cloud resolving numerical models have the advantage of directly generating complete physically consistent cloud structures, the statistical cloud models directly resemble measured cloud characteristics. Disadvantage of the first is the great computational cost and the characteristic damping of small-scale variability for numerical reasons [Bryan et al., 2003] ; the statistical reconstruction, on the other hand, has to intricately find sensible solutions to fill the large observational information gaps.
[6] Generally, it seems desirable to stay as close as possible to observed data. The following investigations of the impact of cloud inhomogeneity on the retrieval of cloud properties for several typical air-and satellite-borne sensor settings are based on 3-D cloud structures determined from high-resolution airborne remote sensing observations (Figure 1) . Zinner et al. [2006] developed a technique for the retrieval of the 3-D structure, taking into account the effect of horizontal photon transport explicitly. The resolution of the observation was high enough to neglect subpixel inhomogeneity. Thus both plane-parallel as well as independent-pixel error are circumvented by this retrieval. Using this method, 27 three-dimensional cloud structures of single layer marine stratocumulus were retrieved from high resolution imagery. These constitute a unique set of cloud structures representative of marine stratocumulus and realistic in a way that each of the 3-D cloud structures best matches the available observation.
[7] This study, as well as most of the above-cited ones, concentrates on marine stratocumulus. First, this boundary layer water cloud type plays an important role in the global radiation budget as about 30% of the Earth's surface is covered by single layer low-level clouds mostly over ocean [Rossow and Schiffer, 1999] . Second, this comparatively simple cloud type allows to separate the effect of inhomogeneity from other complications like multilayered clouds, cloud particle phase, and shape effects, or the influence of surface albedo. The impact of cloud inhomogeneity on several typical cloud remote sensing resolutions are investigated: a typical airborne sensor resolution, a typical polarorbiting instrument, and a geostationary satellite sensor setting. Section 2.1 briefly summarizes the method by Zinner et al. [2006] as far as it is relevant for the following studies. The radiative transfer model and the simulations are described in section 2.2. Section 2.3 presents the implementation of a standard cloud property retrieval, the subject of the following investigation. The error measures are introduced in section 2.4 before the results are presented in section 3. The paper is wrapped up by the discussion and conclusion sections.
Methods

Cloud Data
[8] The three-dimensional cloud structures constituting the experimental environment for the following simulations of solar radiative transfer and remote sensing are determined from high horizontal resolution radiance observations (Figure 1 ). The radiance data was observed by the compact airborne spectrographic imager (CASI) [Babey and Anger, 1989] on board the DLR Do-228 aircraft during the ACE2 CLOUDYCOLUMN campaign over large-scale marine stratocumulus fields north of the Canary Islands in June/ July 1997 [Brenguier et al., 2000] . The CASI is a ''pushbroom'' imaging spectrometer with a field of view of 34°a cross the flight track.
[9] Zinner et al.
[2006] developed a retrieval for threedimensional cloud structures from the high-resolution 2-D radiance fields. The knowledge of the horizontal photon transport characteristic for each cloud structure was used to compensate for the independent pixel error. The planeparallel bias is negligible at the observational resolution of 15 m Â 15 m because no significant subscale variability of the radiation field has to be expected below this scale which is smaller than the mean free path length of photons between two scattering or absorption events [Marshak et al., 1998a ]. An adiabatic model for the increase of cloud droplet size and liquid water content from cloud base to cloud top was applied, on the one hand, to translate a retrieved optical thickness and an in situ droplet number to a cloud geometrical thickness and, on the other hand, to define liquid water content and effective radius in each height level above cloud base. This way cloud structures were retrieved for 27 CASI scenes from the ACE2 CLOU-DYCOLUMN data set representing 27 parts of stratocumulus fields. The scenes were selected for certain prerequisites (small solar zenith angle, single layer) favorable for the retrieval (Figure 2 ). The resulting 3-D cloud structures comprise liquid water content and effective droplet radius within cloud boxes of 15 m Â 15 m Â 10 m size.
[10] The statistical characteristics (mean and variability) of the data set compare well to measured statistics of marine stratocumulus clouds from several campaigns and thus seem to be representative for marine stratocumulus clouds. The cloud fractions of the 27 scenes were between 5% and 100% (most scenes >30%). The optical thickness t of the cases ranges from 0 to 40 with an average value of t = 9. The geometrical thickness d was up to 500 m with an average value of d = 146 m. The effective radius r eff reaches maximum values of 15 mm near cloud top (r eff = 9.4 mm at cloud top). The variation of the cloud top height is characterized by standard deviations between 14 m and 71 m depending on the cloud scene.
Radiative Transfer Model and Simulation of Satellite Sensor Observations
[11] All following radiative transfer simulations were done with the three-dimensional Monte Carlo code for the physically correct tracing of photons in cloudy atmosphere (MYSTIC) [Mayer, 1999; Mayer, 2000] . MYSTIC is a forward Monte Carlo code which traces photons on their individual paths through the atmosphere. Radiances are calculated using a local estimate technique [e.g., Davis et al., 1985] . In this configuration MYSTIC has been successfully validated in the Intercomparison of 3-D Radiation Codes (I3RC) [Cahalan et al., 2005] . MYSTIC is operated as part of the libRadtran (library of radiative transfer) package [Mayer and Kylling, 2005] , which prepares the optical properties of the atmosphere, to be used in the model. For this study, molecular absorption was based on LOWTRAN, as adopted from Ricchiazzi et al. [1998] . For the simulation of measurements over sea, a Lambertian surface albedo of 2.5% was assumed which is a reasonable assumption outside the sunglint region. Generally, no sunglint effects need to be taken into account below clouds of sufficient optical thickness; in addition, the selection of sun and sensor angles in the following avoids this region almost completely. The cloud microphysical properties (liquid water content and effective droplet radius) were converted to optical properties via Mie calculations. For all calculations a standard atmosphere for midlatitude summer was assumed [Anderson et al., 1986] . To achieve complete consistency, even the calculation of 1-D and IPA radiance was done with MYSTIC in independent-pixel mode for which the horizontal transport of photons between columns is switched off. Although the calculation would be much faster with one of the one-dimensional radiative transfer solvers implemented in libRadtran, like DISORT [Stamnes et al., 1988] , we decided against that in order to prevent the result to be disturbed by any differences between solvers.
[12] MYSTIC allows arbitrary simulations of sensor and solar illumination geometries. Typical passive remote sensing cloud sensors are airborne instruments comprising viewing angles close to the nadir direction (e.g., CASI), satellite instruments on a polar-orbit also close to the nadir direction (e.g., TERRA/MODIS or NOAA/AVHRR), or satellite instruments on geostationary platforms with specific observation geometries depending on the geographical location of the image pixel and the time (e.g., Meteosat-8/ SEVIRI). Accordingly, two different sensor zenith angles q sen were simulated: 0°representing near nadir viewing angles and 55°corresponding to the sensor zenith angle of Meteosat-8 for Central Europe. Solar zenith angles q sol simulated are 0°, 30°, 45°, and 60°, relative solar azimuth angles f sol are 90°(sun perpendicular to the viewing direction), 135°, and 180°(sun in the back of the observer). This way most of the interesting constellations for sensors viewing midlatitudes were covered by simulations.
[13] The horizontal resolution of the original CASI observations of 15 m Â 15 m (Figure 1 ) was chosen for cloud Figure 1 ). The grey-scale illustrates the vertical structure of the clouds; increasing LWC and droplet radius with height are indicated by darker grey values [Zinner et al., 2006] . input ( Figure 2 ) as well as for the radiance output ( Figure 3) . A vertical resolution of the 10 m was used for the cloud input as well as for the radiative transfer simulations. Subsequently, these fields were averaged to the desired sensor's horizontal resolution: 30 m Â 30 m representing a typical pixel size of an airborne or a very high resolution satellite instrument; 990 m Â 990 m representing a typical pixel size for polar-orbiting satellite sensors; and the whole scene of 1.3 km Â 10 km, approximating an observation from the geostationary perspective with a pixel size between the SEVIRI high (1.33 km Â 2 km) and normal resolution (4 km Â 6 km) channels for Central Europe.
[14] A 16 processor Â 1.4 GHz PC cluster was used for the extensive computations (27 cloud scenes Â 10 illumination situations Â two wavelength bands). For each individual high-resolution pixel, about 1000 photons had to be traced to reach a standard deviation (Monte Carlo noise) of 5%. The accuracy of radiance values obtained by averaging the results to lower resolutions increases proportional to the square root of the number of photons contributing to the value, i.e., the standard deviation is inversely proportional to the linear pixel size.
Cloud Retrieval
[15] Focus of this study is a standard cloud property retrieval for the simultaneous determination of optical thickness and effective radius from a combination of a visible and a near infrared channel described by Nakajima and King [1990] or Platnick et al. [2003] . All mentioned instruments comprise a minimum set of spectral channels in the visible and near-infrared, including two channels at 650 and 830 nm and one near-infrared channel at 1600 or 3700 nm, a combination of which is generally used for cloud remote sensing. One channel is chosen outside the liquid water absorption bands (830 nm). The reflected radiance in this channel depends mainly on the vertically integrated cloud optical thickness. The second channel is chosen inside a spectral band including absorption by cloud droplets in addition to scattering effects (1600 nm). As the single scattering albedo strongly depends on the droplet size in this case, the reflected radiance in this channel is a measure of the effective radius.
[16] Lookup tables were constructed for all 10 combinations of sun and sensor geometries, containing pairs of optical thickness and effective radius and the corresponding radiance pairs. As described above, these calculations were done with MYSTIC, assuming plane-parallel, vertically and horizontally homogeneous clouds. Radiances were calculated for combinations of 70 optical thickness values between 0 and 200 and 22 effective radius values between 4 and 25 mm. The values of cloud properties amply cover the properties occurring within stratocumulus. The calculated combinations were distributed over the whole range of possible combinations in a way to best cover regions of maximum curvature. As an example, Figure 4 shows the reflectivity pairs in the lookup table for solar zenith angle 0°a nd sensor zenith angle 0°. Each grid point corresponds to one combination of optical thickness and effective radius. In addition to these calculated reflectances, intermediate values are interpolated to result in lookup tables with a step in optical thickness of 0.1 and a step in effective radius of 0.1 mm. The influence of the Monte Carlo noise in the simulation results is detectable at the highest values of optical thickness but the influence of such minor fluctuations on mean results is negligible as (not shown) tests of the retrieval confirm.
[17] For each pair of measured radiances at 830 and 1600 nm the precalculated lookup tables are searched for the combination of optical thickness and effective radius best matching the observations. For this purpose the following cost function Q is minimized:
The subscript ''t'' labels the precalculated reflectivity at 830 or 1600 nm in the lookup table, the subscript m the measured values. The minimum is determined by simply testing all pairs in the lookup table, a computationally expensive but safe method to find the absolute minimum. [18] In this section the two sources of uncertainty of passive remote sensing methods due to cloud inhomogeneity are examined in more detail and a definition of errors is given allowing to separate the two contributions, the planeparallel bias and the independent pixel error.
Definition of Error Quantities
[19] The lack of information on subpixel resolution inhomogeneity leads to the plane-parallel bias caused by the nonlinear relationship between cloud optical thickness and reflectivity ( Figure 5 ). The sign of the bias depends on the specific character of the nonlinearity in the range of interest and on the range of the neglected unresolved inhomogeneity. In the largest part of the optical thickness range displayed in Figure 5 the retrieval would underestimated the true average optical thickness. However, for small optical thickness the opposite effect is possible as well. Owing to surface reflection and scattering in the background atmosphere, the reflectivity is already nonzero even for zero cloud optical thickness which leads to curvatures causing an overestimation of the optical thickness. The plane-parallel bias tends to increase with pixel size and the accordingly increasing inhomogeneity. For the retrieval of the optical thickness, the considerations of Figure 5 hold equivalently for a two channel retrieval as the dependence of the reflectivity on the optical thickness is qualitatively the same for both channels.
[20] If pixels are smaller than the mean free path length of photons, they no longer contain any unresolved inhomogeneity with impact on the radiation field [Marshak et al., 1998a] . Nevertheless, the independent pixel assumption still constitutes an independent source of error. A pixel's reflectivity does not only reflect pixel characteristics but also characteristics of the surrounding. The neglect of net horizontal photon flux between adjacent pixels causes the independent pixel uncertainty. On the one hand the horizontal transport of photons can smooth the reflectivity distribution, on the other hand geometrical effects like shadows and bright slopes can lead to roughening (or sharpening [Marshak et al., 1998a; Loeb et al., 1998 ]. This effect is strongest for high resolution (small pixel size) where the pixels cannot be assumed independent.
[21] For the analysis we split the total retrieval error due to cloud inhomogeneity Dt tot into these two parts, planeparallel and independent pixel error (Dt pp and Dt ip ), in a way that Dt tot = Dt ip + Dt pp . Let us formally write the retrieval procedure as a function f applied to the observed reflectivity R. Then the retrieved optical thickness t ret is simply t ret = f(R) where R is the reflectivity averaged over one pixel. Owing to the neglect of horizontal photon transport and missing knowledge about subpixel inhomogeneity, t ret will differ from the actual (pixel averaged) optical thickness t real . The total error of the pixel's retrieved value is therefore
A perfect retrieval would have to be based on a single hypothetical value of plane-parallel reflectivity independent from the surrounding (R ip ). Let us for a moment assume that net horizontal photon flux could be neglected, that is, that the hypothetical independent pixel reflectivity R ip equals the actual reflectivity. Thus we could retrieve the real optical thickness of a pixel t real without error if we could consider the subpixel contributions of the independent-pixel reflectivity R ip separately:
Figure 5. Relationship between optical thickness and reflected radiance. Averaging the values of reflectivity R 1 and R 2 to the mean value of R 1,2 due to limited resolution leads to a retrieved optical thickness t 1,2 which is too small compared to the value (t 1 + t 2 )/2 retrievable if R 1 and R 2 were known. As we do not know these details but only the pixel average reflectivity R ip , the remaining retrieval error would only be due to the plane-parallel bias:
That means we cannot retrieve the true value f R ip À Á but only the biased f(R ip ).
[22] In the second step of our error separation we now have to account for the uncertainty caused by any horizontal photon transport, that is, by the difference between the retrieval of optical thickness based on the actual reflectivity R and based on the hypothetical independent pixel reflectivity R ip for each pixel:
To be precise, this error component describes the impact of any 3-D photon transport, between the pixels as well as within the pixels. This way it becomes technically possible to separate inhomogeneity and 3-D photon transport effects. If we add both and remember that t ret = f(R), we find that the sum of the components Dt pp and Dt ip is just the total error.
[23] In our model world we can calculate all involved quantities the true 3-D radiative transfer reflectivity R and the hypothetical reflectivity independent from 3-D radiative transport R ip which allows us now to separate the total error into its components.
[24] In the following, errors are mostly presented as averages over several pixels (binned into certain classes), relative to the true optical thickness t real :
Here ''x'' represents the subscripts ''ip,'' ''pp,'' and ''tot,'' '' P i '' is the sum over all pixels of a class. Statistical properties given (standard deviation, percentiles) are always statistics of relative values.
Results
[25] In this section the uncertainties and biases of the remote sensing results caused by the cloud inhomogeneity are quantified. The basis is the remote sensing technique described in section 2.3. The focus is laid on the analysis of retrieved optical thickness compared to the true optical thickness (section 3.1). The retrieval of effective radius is also examined, but here the evaluation is not as straightforward, owing to general difficulties in interpreting satellite derived effective radii (see section 3.2).
Optical Thickness
[26] As outlined in section 2.2, each analysis is carried out for 10 different sun-satellite-geometries reflecting typical daylight situations and for three different spatial resolutions reflecting nadir viewing sensors of different resolution as well as a low-resolution geostationary sensor. For an example case see Figure 6 . 3.1.1. High Resolution
[27] The first type of cloud remote sensing instrument inspected is a very high resolution air-or satellite-borne imager with a pixel size of 30 m Â 30 m. By averaging the maximum resolution (15 m) reflectivities the standard deviation (Monte Carlo noise) of the simulated values at this resolution is reduced by a factor of 2 to about 2.5%. As the only sensor viewing direction analyzed for this type of sensor is the nadir view, the different solar azimuth angles are not treated separately.
[28] Figure 7 shows the independent pixel error Dt ip rel , the plane-parallel bias Dt pp rel , and the total error Dt tot rel relative to the true optical thickness of each 30 m Â 30 m cloud element as a function of the true optical thickness. [29] It is obvious that at this resolution the total error (Figure 7c ) is dominated by the independent pixel error ( Figure 7a ). The effects of horizontal photon transport are apparent: For small solar zenith angle the optical thickness is underestimated compared to the real values; for large solar zenith angles the optical thickness is strongly overestimated (mean deviations are marked by the thick solid lines). These effects were discussed in literature before, and Davis and Marshak [2001] call the effect ''channeling.'' In the first case the horizontal transport of photons leads to an increase in transmission of radiation over the whole scene. For small solar zenith angles, radiation is transported in the horizontal, away from the highly reflective optically thick parts of the cloud to the less reflective optically thinner or even cloud free parts where more photons are transmitted through the cloud. The dependence of the independent pixel error on the true optical thickness further illustrates the effects. Optically thick regions loose reflectivity, compared to the IPA, while optically thin regions at least partially gain reflectivity leading to corresponding error in the retrieval. As the solar zenith angle increases, this effect is compensated by an opposite effect (compare also Figure 6 ). The effective cloud cover exposed to the incident solar radiation increases. This is not only true for broken cloud scenes: Generally, the top parts of the clouds which are optically thicker are preferably illuminated (remember that optical thickness and cloud top height are directly related due to the assumption of adiabatic increase of the liquid water content with height). Radiation from the sun enters these parts not only through the cloud top as assumed for the independent Figure 7 . Error analysis for a nadir viewing 30 m horizontal resolution sensor for all 27 cases for two of the four solar zenith angles (30°, 60°; solar azimuth angles are not separated): Thick lines give the bias depending on the real optical thickness, the shaded regions give the spread of single pixel's errors (10% and 90% percentiles). Values are binned into optical thickness intervals (0 -2.5, 2.5-7.5, 7.5 -12.5, . . .) and averaged. The bin average values are marked by a diamond symbol. The number of pixels in each bin is given on top of the figure. (a) The independent pixel contribution Dt ip rel , (b) the plane-parallel Dt pp rel , and (c) is the sum of both, the total relative error Dt tot rel . pixel approximation but through the cloud sides as well. Thus more radiation is reflected upwards and on average a higher optical thickness is retrieved for the scene. Shadows and bright slopes lead to a further overestimation of the retrieved average optical thickness due to the relationship between optical thickness and cloud reflectivity as depicted in Figure 5 . An increase of radiation on the illuminated slope (e.g., R 2 in Figure 5 ) enhances the retrieved value of optical thickness more than the smaller reflectivity on the shadowed slope reduces it (e.g., R 1 ). The uncertainty for single pixels reaches several hundred percent on this resolution (shaded area in Figure 7a ). For the mentioned reasons, the uncertainty is not random. Rather, a large bias occurs, ranging between 40% underestimation and 140% overestimation due to the neglect of horizontal photon transport.
[30] The plane parallel error (Figure 7b ) is small as suspected for this resolution in section 2.1. Cloud inhomogeneity below the 30 m resolution is hardly affecting the variability of the radiation field. Just for the smallest cloud optical thickness some deviation occurs. Only at these small cloud optical thickness both kinds of plane parallel error can occur, the positive and the negative. As the plane-parallel error is minimal the total relative errors in optical thickness (Figure 7c ) is clearly dominated by the independent pixel error.
Typical Polar-Orbiting Sensor Resolution
[31] The same kind of near nadir viewing directions is typical for the polar-orbiting standard of cloud remote sensing. Sensors like AVHRR, MERIS, or MODIS obtain measurements of reflectivity on resolutions between several 100 m and 1 km pixel size. Here the most common cloud products resolution of 1 km is investigated in detail. It is simulated by averaging of 66 Â 66 pixels of the Monte Carlo simulations of section 2.2. The standard deviation (Monte Carlo noise) of the results at this 990 m pixel size is smaller than 0.1%.
[32] Compared to the high-resolution sensor in the preceding section, not only the horizontal photon transport but also the subscale inhomogeneity is of importance at this resolution which is clearly illustrated by Figure 8 . In contrast to Figure 7 the relative errors are plotted versus the 990 m pixel's cloud fraction which seems to be the more relevant quantity. [33] Compared to the deviations in the case of airborne high-resolution remote sensing (Figure 7a ), the independent pixel error is reduced at 1 km pixel size (Figure 8a ). It depends clearly on the cloud cover. The horizontal transport of photons and thus the diffusion of photons through cloud gaps affects a pixel's reflectivity the stronger the lower the pixel cloud fraction is. Geometrical effects start to become effective for large solar zenith angles and again compensate the first effect, but in contrast to the 30 m resolution this effect is much smaller. The reason is that at 1 km resolution bright and shaded slopes may now occur in one and the same pixel which reduces their impact considerably (see Figure 6 ). This is in contrast to the high resolution where bright and shaded areas usually appear in separate pixels. Hence not only the mean errors are reduced but also the spread of individual pixel's error when the pixel size is increased.
[34] As expected, the deviations due to the plane-parallel error are larger as 990 m pixels contain a distinctively inhomogeneous reflectivity distribution (Figure 8b ). The plane-parallel error is negative for the largest pixel cloud fraction, i.e., for large optical thickness. For smaller cloud fraction the impact of the opposite curvature effect for small optical thickness becomes effective. The bias is smallest for all solar zenith angles if the pixel is completely overcast, i.e., most homogeneous.
[35] Interestingly, in a large part the two error components do cancel each other out at this resolution. Most notably this effect is visible for 30°solar zenith angle, were large independent pixel underestimations of À20 to À80% for partially covered pixels are compensated for by a large plane-parallel error of the opposite sign and similar magnitude to result in much smaller total biases (À10 to À20%).
[36] The total bias of remote sensing of the optical thickness of partially covered pixels for the 1 km resolution (Figure 8c ) ranges between À20 and +50% at maximum depending on solar zenith angle. For overcast pixels the bias is almost zero. However, the bias increases for cloud fractions smaller than 1. Hence if the complete coverage of a pixel cannot be guaranteed (which is often the case for remote sensing data), a relatively large uncertainty must be assigned to the pixel. Even for a pixel with a relatively large cloud fraction between 0.7 and 0.9, the optical thickness for a solar zenith angle of 30°is already underestimated by about 10% on average. Remote sensing results for single pixels are much more uncertain: The shaded region in Figure 9 . Error analysis for a sensor with pixel size of about 13 km 2 and a sensor zenith angle q sen = 55°f or all 27 cases for two of the four solar zenith angles (cf. Figure 8) . Figure 8c containing 80% of all pixels (10% and 90% percentiles) illustrates that single data points, even for completely covered pixels, are often in error by ±20%. The reason for this uncertainty are the three-dimensional effects (Figure 8a ).
[37] In order to be precise, the standard polar-orbiting sensors do not only observe the reflectance for the nadir direction but for larger viewing angles as well. The analysis for a viewing angle of 55°is not shown here but was performed as well and does not lead to substantially other magnitudes of uncertainty values or other conclusions.
Typical Geostationary Resolution
[38] Apart from the much larger pixel size typical for sensors on geostationary satellites, these have very distinct viewing characteristics depending on the geographical location of the region under investigation. Distinct effects are to be expected especially for high latitudes at which geostationary satellite sensors are still widely used (Northern/ Central Europe, North America), for example, to derive cloud climatologies. Our main area of interest are clouds over Central Europe over land and sea observed from the Meteosat-8 satellite. There a typical geostationary observation geometry would be a relatively oblique sensor zenith of 55°with the sun ''in the back'' of the sensor. In contrast to the nadir observations studied above, the relative azimuth between sun and satellite needs to be considered. Figure 9 shows a summary of the results, as in the previous sections. The peculiarities of this viewing geometry for special combinations of solar zenith and azimuth angles are discussed with the help of Table 2 later on. As the number of available pixels is rather small (one scene is only one pixel), the error spread needs to be obtained in a slightly different way: If less than 10 pixels are found in one class of pixel cloud cover, the minimum and maximum values instead of the 10% and 90% percentiles are plotted.
[39] The independent pixel uncertainty is further reduced on this resolution (Figure 9a ). Biases are small, already for a pixel cloud cover larger than 0.4; the spread of errors is much smaller than for the other sensor settings. Only for a cloud cover close to 1, the uncertainty is high for 60°solar zenith angle. Here the retrieval is based on the reflectivity for a viewing angle close to the 180°backward scattering (q sen = 55°, q sol = 60°, f sol = 180°). In this angular region any reflected radiance is affected by the backscatter glory [Mayer et al., 2004] . This single scattering phenomenon is sensitive to the effective radius at cloud top even outside water absorption bands (i.e., 830 nm). Therefore ambiguities appear in the retrieval as both channels become similarly sensitive to effective radius. Only for completely covered scenes with a rather uniform geometrical cloud thickness and effective radius at cloud top those can have a systematic impact as otherwise the glory effect is not characteristic for a certain value of effective radius. Therefore such a large uncertainty is not detected if a large variety of cloud boundary values of effective radius are seen by the sensor as it is the case for broken cloud scenes.
[40] As expected the plane-parallel error further increases for the large 13 km 2 pixels. In contrast to the sensors with higher resolution, the plane-parallel error is of considerable magnitude not only for small but also for larger cloud fractions, clearly negative up to the fully covered pixel class where one can still see a bias of around À5%.
[41] A negative bias of À10% to À20% occurs up to cloud fraction of 0.8. Only for overcast pixels the bias almost vanishes. The spread of individual pixel errors is of similar size as for the 1 km Â 1 km resolution: 20-50%.
Effective Radius
[42] The uncertainties of the retrieval of the effective radius is more difficult to investigate than the optical thickness. The retrieval of the effective radius is based on the liquid water absorption at near infrared wavelengths (1.6 mm), and due to this absorption it is only representative of a certain penetration depth into the cloud. Nakajima and King [1990] found the value of effective radius which can be retrieved for a layered cloud to be of 85-95% of the value at cloud top. This value depends of course on the profile of the effective radius. In contrast to the cloud optical thickness the effective radius is not defined for cloud free areas and thus it is not easy to find sensible ''true'' values for partially covered pixels. Hence even for an ideal plane-parallel cloud there is no simple value to compare with. Also, the reflectivity at 1.6 mm is determined by both optical thickness and effective radius. Any uncertainties and biases in the retrieval of optical thickness at the same time influence the retrieved effective radius much stronger than the other way round.
[43] Because of those points the following analysis of the inhomogeneity influence is simplified and only completely cloud covered pixels are investigated. The definition of a basis value, the ''truth,'' as a starting point of the analysis is the first task to be addressed. The situation without inhomogeneity or 3-D radiative transfer influence is approximated by independent pixel simulations for a selection of typical cloudy columns (a random choice of 1000 columns from all cloudy columns within the set of 27 cloud structures) and a successive application of the retrieval to the results of these simulations. This way an estimation of the retrievable values of effective radius excluding any 3-D effect is found. The results of this preinvestigation are shown in Table 1 . The relative deviation of the retrieved effective radius from the given values at cloud top are given for the investigated viewing angles and solar illumination angles. Typically, there are underestimations of the cloud top values between 10 and 15%, matching the results of Nakajima and King [1990] . Within the investigated cloudy columns such values are typically reached about 40 m below cloud top equivalent to an optical penetration depth of t = 4. Again, the only exception is the angular region of the glory phenomenon close to the 180°backward scattering (q sen = 55°, q sol = 60°, f sol = 180°) where the retrieval is based on the reflectivity. The glory obviously leads to a retrieval of effective radius values more representative of the cloud top as the reflectivity is affected by single scattering there [Mayer et al., 2004] .
[44] The basis values found this way can now be compared to the results for a retrieval applied to the full 3-D field of reflectivity. Table 1 shows the mean deviations of the retrieved values of effective radius for the typical polarorbiting and geostationary sensor resolutions. In contrast to Table 1 values of 90 to 95% of the cloud top values of effective radius are reached. Thus it can be stated that for completely cloudy pixels an overestimation of about 5% compared to independent pixel investigations has to be expected due to cloud inhomogeneity and 3-D radiative effects. Consequently, the region of the cloud for which the retrieved value is representative is closer to the cloud top.
[45] A possible explanation for such an overestimation could be the reduction of the 1600 nm reflectivity due to inhomogeneity as discussed for the optical thickness retrieval resulting in the retrieval of larger values of effective radius. The small magnitude of errors could be a sign of the reduced independent pixel uncertainty caused by reduced photon path lengths in the absorbing channel. Anyhow, it is difficult to give general explanations for the small deviations in the effective radius retrieval because of the complex twofold dependency on the absorbing and nonabsorbing channels and the large variety of possible effects.
Summary
[46] In this investigation the uncertainties of current standard remote sensing techniques, which are based on the assumption of homogeneous cloud properties within a pixel and the neglect of horizontal photon transport, were assessed with respect to real clouds inhomogeneity. Twentyseven high-resolution three-dimensional cloud structures of marine stratocumulus [Zinner et al., 2006] were the basis of this investigation. Using a three-dimensional Monte Carlo radiative transfer code observations by typical satellite instruments were simulated. A standard remote sensing method was applied to these synthetic observations to retrieve optical thickness and effective radius of the cloudy areas from the reflected radiance in channels with and without liquid water absorption. The results of the retrieval were then compared to the given cloud ''truth.''
[47] Three different cloud sensor settings have been analyzed: (1) A high 30 m resolution nadir viewing sensor (e.g., airborne sensors, ASTER, Landsat TM); (2) a 1 km resolution standard polar-orbiting satellite type of sensor (MODIS, AVHRR) with viewing angles close to nadir; and (3) a sensor typical for geostationary platforms (GOES, Meteosat) with a resolution of 13 km 2 with a viewing angle typical of midlatitudes. Table 2 gives an overview of the mean pixel bias and standard deviations of optical thickness separately for all simulated sensor settings and for all combinations of viewing and illumination geometries regardless of their cloud fraction. A graphical representation of the errors depending on the pixel size is shown in Figure 10 .
[48] Single pixel values for the 30 m resolution nadir viewing sensor do not have sensible physical meaning, unless the retrieval accounts for the horizontal photon transport which is of high importance at this resolution [e.g., Zinner et al., 2006] . For the investigated standard methods the uncertainty easily exceeds 100% for low sun. Nonetheless, the bias over a large number of pixels is small unless the solar zenith angle is high. That means that by excluding the plane-parallel bias through sufficiently small pixel size and the mitigation of the independent pixel uncertainty through averaging it is possible to retrieve rather accurate values of optical thickness.
[49] For the larger pixel size around 1 km Â 1 km the neglect of subpixel inhomogeneity produces an uncertainty comparable to that caused by horizontal photon transport which, however, is reduced compared to the high-resolution case. Biases for the retrieved values of optical thickness are in the order of ±5% for overcast pixels. Partial pixel coverage typically leads to underestimations of the cloud optical thickness around 10% for moderate solar zenith angles to overestimations of the same order for more oblique solar zenith angles. Individual 1 km pixel values are typically in error for ±20% (overcast pixels) up to ±50% (partially covered pixels). Interesting at this resolution is that not only the independent pixel errors for large zenith angles are strongly reduced compared to the 30 m resolution but also the remaining independent pixel biases are strongly reduced by opposing plane-parallel biases (see Figure 8 ).
Both effects contribute to a minimum in total bias and uncertainty at this resolution compared to smaller and larger pixel size visible in Figure 10 .
[50] For the geostationary setting of a sensor zenith angle of 55°and a pixel size of 13 km 2 , the pixel cloud fraction is of decisive importance. Completely covered pixel's optical thickness can be retrieved with a small bias of only ±3%; for partially covered pixels the retrieved values are typically underestimated by 20% and more (cloud fraction <0.7). Again a single pixels value is burdened with an additional uncertainty of ±20%. The results for the geostationary perspective show decreasing uncertainty but larger biases for most illumination geometries. These are dominated by the increasing plane-parallel bias for this pixel size. For large sensor zenith angle a distinct dependency on the relative solar azimuth can be seen (Table 2 ). This dependency is determined by the specific plane-parallel error contribution, strongly depending on the character of the retrieval nonlinearity related to these angle combinations. The independent pixel assumptions influence on this resolution is small. Even for the special situation of the sun in the back of the sensor (relative solar azimuth 180°, solar zenith 60°) the positive independent pixel bias is outweighed by the negative plane-parallel bias.
[51] The influence on the values of effective radius retrieved at the same time was also investigated. For this quantity the impact of inhomogeneity and 3-D radiative transfer is hard to separate from several other uncertainties. It was found that on average an increase of effective radius can be found with respect to values which would be retrieved without inhomogeneity and 3-D effects for cloud covered pixels: The typical size of retrieved effective radius under realistic conditions is thus about 90 -95% of the values at cloud top compared to 85 -90% for the ideal plane-parallel case. This is equivalent to a smaller penetration depth compared to the ideal independent pixel conditions.
Conclusions
[52] The large bias due to the independent pixel assumption at very high sensor resolutions is quickly decreasing to moderate values for the standard cloud remote sensing resolutions of polar-orbiting sensors. For typical geostationary sensors and their large pixel sizes the bias increases again, mainly due to the plane parallel error contribution. This finding and the conclusion that a moderate pixel size of about 1 km might be optimal for cloud remote sensing has also been discussed by [Davis et al., 1997; Varnai and Marshak, 2001] . Our investigation confirm their findings. In addition to earlier publications on the general quality of the impact of cloud inhomogeneity on remote sensing results [e.g., Varnai and Marshak, 2001] , our investigation gives error estimates which are based on stratocumulus cloud structures determined directly from observations. Thus the question of the representativeness of results, closely linked to the underlying cloud data set's ''realism,'' is likely to be addressed in a most appropriate way here.
[53] The central conclusion for cloud remote sensing with typical polar-orbiting or geostationary sensors is that as long as a pixel is completely cloud covered and the solar zenith angle is not too oblique, standard methods work accurately on average. This statement, on the other hand, leads to questions like: How accurate is the classification of subpixel-scale cloud cover based on pixel-scale information? Especially for cloud sensors with decreasing resolution an increasing fraction of the pixels is partially covered. For which fraction of all pixels cloud properties are actually obtainable from remote sensing?
[54] In any case, the errors for individual or small numbers of pixels can be much higher. Although most users of remote sensing data might be interested in biases over large areas or data amounts, there are occasions when information for a very limited area is of interest, for example validation campaigns or field experiments. Inhomogeneity effects cause large uncertainties for these situations and require validations to be based on large data sets rather than on individual pixels.
[55] In this context, the effort to provide pixel-level uncertainty information along with standard cloud property products, as the MODIS science team does for their new MODIS ''Collection 005'' reprocessed products [Platnick et al., 2004; King et al., 2005] , is of interest. Platnick et al. [2004] investigated the error propagation vom uncertainties in instrument calibration, atmospheric corrections, and albedo into uncertainties of the MODIS cloud property retrievals. For water clouds over ocean and land comprising similar values of optical thickness as the clouds investigated here, they give typical pixel-level uncertainties 5 -10%.
Uncertainties due to inhomogeneity and 3-D effects are not yet included into this product. Considering the average pixel-level uncertainty of 10-20% found here for a comparable resolution (not to mention biases), an integration of investigation results like the one at hand appears necessary for the future. 
