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Abstract
A 2-Hilbert space is a category with structures and properties analogous
to those of a Hilbert space. More precisely, we define a 2-Hilbert space to be
an abelian category enriched over Hilb with a ∗-structure, conjugate-linear on
the hom-sets, satisfying 〈fg, h〉 = 〈g, f∗h〉 = 〈f, hg∗〉. We also define monoidal,
braided monoidal, and symmetric monoidal versions of 2-Hilbert spaces, which
we call 2-H*-algebras, braided 2-H*-algebras, and symmetric 2-H*-algebras,
and we describe the relation between these and tangles in 2, 3, and 4 dimensions,
respectively. We prove a generalized Doplicher-Roberts theorem stating that
every symmetric 2-H*-algebra is equivalent to the category Rep(G) of continu-
ous unitary finite-dimensional representations of some compact supergroupoid
G. The equivalence is given by a categorified version of the Gelfand transform;
we also construct a categorified version of the Fourier transform when G is a
compact abelian group. Finally, we characterize Rep(G) by its universal prop-
erties when G is a compact classical group. For example, Rep(U(n)) is the free
connected symmetric 2-H*-algebra on one even object of dimension n.
1 Introduction
A common theme in higher-dimensional algebra is ‘categorification’: the formation
of (n + 1)-categorical analogs of n-categorical algebraic structures. This amounts to
replacing equations between n-morphisms by specified (n+1)-isomorphisms, in accord
with the philosophy that any interesting equation — as opposed to one of the form
x = x — is better understood as an isomorphism, or more generally an equivalence.
In their work on categorification in topological quantum field theory, Freed [10] and
Crane [5] have, in an informal way, used the concept of a ‘2-Hilbert space’: a category
with structures and properties analogous to those of a Hilbert space. Our goal here
is to define 2-Hilbert spaces precisely and begin to study them. We concentrate on
the finite-dimensional case, as the infinite-dimensional case introduces extra issues
that we are not yet ready to handle. We must start by categorifying the various
ingredients in the definition of Hilbert space. These are: 1) the zero element, 2)
1
addition, 3) subtraction, 4) scalar multiplication, and 5) the inner product. The first
four have well-known categorical analogs.
1) The analog of the zero vector is a ‘zero object’. A zero object in a category is
an object that is both initial and terminal. That is, there is exactly one morphism
from it to any object, and exactly one morphism to it from any object. Consider for
example the category Hilb having finite-dimensional Hilbert spaces as objects, and
linear maps between them as morphisms. In Hilb, any zero-dimensional Hilbert space
is a zero object.
2) The analog of adding two vectors is forming the direct sum, or more precisely
the ‘coproduct’, of two objects. A coproduct of the objects x and y is an object x⊕y,
equipped with morphisms from x and y to it, that is universal with respect to this
property. In Hilb, for example, any Hilbert space equipped with an isomorphism to
the direct sum of x and y is a coproduct of x and y.
3) The analog of subtracting vectors is forming the ‘cokernel’ of a morphism
f : x → y. This makes sense only in a category with a zero object. A cokernel of
f : x→ y is an object cokf equipped with an epimorphism g: y → cokf for which the
composite of f and g factors through the zero object, that is universal with respect to
this property. Note that while we can simply subtract a number x from a number y,
to form a cokernel we need to say how the object x is mapped to the object y. In Hilb,
for example, any space equipped with an isomorphism to the orthogonal complement
of imf in y is a cokernel of f : x→ y. If f is an inclusion, so that x is a subspace of
y, its cokernel is sometimes written as the ‘direct difference’ y ⊖ x to emphasize the
analogy with subtraction.
An important difference between zero, addition and subtraction and their categor-
ical analogs is that these operations represent extra structure on a set, while having a
zero object, binary coproducts or cokernels is merely a property of a category. Thus
these concepts are in some sense more intrinsic to categories than to sets. On the
other hand, one pays a price for this: while the zero element, sums, and differences
are unique in a Hilbert space, the zero object, coproducts, and cokernels are typically
unique only up to canonical isomorphism.
4) The analog of multiplying a vector by a complex number is tensoring an object
by a Hilbert space. Besides its additive properties (zero object, binary coproducts,
and cokernels), Hilb also has a compatible multiplicative structure, that is, tensor
products and a unit object for the tensor product. In other words, Hilb is a ‘ring
category’, as defined by Laplaza and Kelly [19, 20]. We expect it to play a role in
2-Hilbert space theory analogous to the role played by the ring C of complex numbers
in Hilbert space theory. Thus we expect 2-Hilbert spaces to be ‘module categories’
over Hilb, as defined by Kapranov and Voevodsky [17].
An important part of our philosophy here is that C is the primordial Hilbert space:
the simplest one, upon which the rest are modelled. By analogy, we expect Hilb to
be the primordial 2-Hilbert space. This is part of a general pattern pervading higher-
dimensional algebra; for example, there is a sense in which nCat is the primordial
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(n+ 1)-category. The real significance of this pattern remains somewhat mysterious.
5) Finally, what is the categorification of the inner product in a Hilbert space? It
appears to be the ‘hom functor’. The inner product in a Hilbert space x is a bilinear
map
〈 · , · 〉: x× x→ C
taking each pair of elements v, w ∈ x to the inner product 〈v, w〉. Here x denotes
the conjugate of the Hilbert space x. Similarly, the hom functor in a category C is a
bifunctor
hom( · , · ):Cop × C → Set
taking each pair of objects c, d ∈ C to the set hom(c, d) of morphisms from c to d.
This analogy clarifies the relation between category theory and quantum theory that
is so important in topological quantum field theory. In quantum theory the inner
product 〈v, w〉 is a number representing the amplitude to pass from v to w, while in
category theory hom(c, d) is a set of morphisms passing from c to d.
To understand this analogy better, note that any morphism f : x→ y in Hilb can
be turned around or ‘dualized’ to obtain a morphism f ∗: y → x. The morphism f ∗ is
called the adjoint of f , and satisfies
〈fv, w〉 = 〈v, f ∗w〉
for all v ∈ x, w ∈ y. The ability to dualize morphisms in this way is crucial to
quantum theory. For example, observables are represented by self-adjoint morphisms,
while symmetries are represented by unitary morphisms, whose adjoint equals their
inverse.
The ability to dualize morphisms in Hilb makes this category very different from
the category Set, in which the only morphisms f : x → y admitting any natural sort
of ‘dual’ are the invertible ones. There is, however, duals for certain noninvertible
morphisms in Cat — namely, adjoint functors. The functor F ∗:D → C is said to be
a right adjoint of the functor F :C → D if there is a natural isomorphism
hom(Fc, d) ∼= hom(c, F ∗d)
for all c ∈ C, d ∈ D. The analogy to adjoints of operators between Hilbert spaces is
clear. Our main point here is that that this analogy relies on the more fundamental
analogy between the inner product and the hom functor.
One twist in the analogy between the inner product and the hom functor is that
the inner product for a Hilbert space takes values in C. Since we are treating Hilb
as the categorification of C, the hom-functor for a 2-Hilbert space should take values
in Hilb rather than Set. In technical terms [18], this suggests that a 2-Hilbert space
should be enriched over Hilb.
To summarize, we expect that a 2-Hilbert space should be some sort of category
with 1) a zero object, 2) binary coproducts, and 3) cokernels, which is 4) a Hilb-
module and 5) enriched over Hilb. However, we also need a categorical analog for the
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equation
〈v, w〉 = 〈w, v〉
satisfied by the inner product in a Hilbert space. That is, for any two objects x, y in
a 2-Hilbert space there should be a natural isomorphism
hom(x, y) ∼= hom(y, x)
where hom(y, x) is the complex conjugate of the Hilbert space hom(y, x). (The fact
that objects in Hilb have complex conjugates is a categorification of the fact that
elements of C have complex conjugates.) This natural isomorphism should also sat-
isfy some coherence laws, which we describe in Section 2. We put these ingredients
together and give a precise definition of 2-Hilbert spaces in Section 3.
Why bother categorifying the notion of Hilbert space? As already noted, one
motivation comes from the study of topological quantum field theories, or TQFTs.
In the introduction to this series of papers [2], we proposed that n-dimensional uni-
tary extended TQFTs should be treated as n-functors from a certain n-category
nCob to a certain n-category nHilb. Roughly speaking, the n-category nCob should
have 0-dimensional manifolds as objects, 1-dimensional cobordisms between these as
morphisms, 2-dimensional cobordisms between these as 2-morphisms, and so on up to
dimension n. The n-category nHilb, on the other hand, should have ‘n-Hilbert spaces’
as objects, these being (n− 1)-categories with structures and properties analogous to
those of Hilbert spaces. (Note that an ordinary Hilbert space is a ‘1-Hilbert space’,
and is a 0-category, or set, with extra structures and properties.)
An eventual goal of this series is to develop the framework needed to make these
ideas precise. This will require work both on n-categories in general — especially
‘weak’ n-categories, which are poorly understood for n > 3 — and also on the par-
ticular n-categories nCob and nHilb. One of the guiding lights of weak n-category
theory is the chart shown in Figure 1. This describes ‘k-tuply monoidal n-categories’
— that is, (n + k)-categories with only one j-morphism for j < k. The entries only
correspond to theorems for n + k ≤ 3, but there is evidence that the pattern con-
tinues for arbitrarily large values of n, k. Note in particular how as we descend each
column, the n-categories first acquire a ‘monoidal’ or tensor product structure, which
then becomes increasingly ‘commutative’ in character with increasing k, stabilizing
at k = n+ 2.
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n = 0 n = 1 n = 2
k = 0 sets categories 2-categories
k = 1 monoids monoidal monoidal
categories 2-categories
k = 2 commutative braided braided
monoids monoidal monoidal
categories 2-categories
k = 3 ‘ symmetric weakly involutory
monoidal monoidal
categories 2-categories
k = 4 ‘’ ‘’ strongly involutory
monoidal
2-categories
k = 5 ‘’ ‘’ ‘’
1. The category-theoretic hierarchy: expected results
At least in the low-dimensional cases examined so far, the n-categories of interest
in topological quantum field theory have simple algebraic descriptions. For example,
knot theorists are familiar with the category of framed oriented 1-dimensional cobor-
disms embedded in [0, 1]3. We would call these ‘1-tangles in 3 dimensions’. They
form not merely a category, but a braided monoidal category. In fact, they form the
‘free braided monoidal category with duals on one object’, the object corresponding
to the positively oriented point. More generally, we expect that n-tangles in n+k di-
mensions form the ‘free k-tuply monoidal n-category with duals on one object’, Cn,k.
By its freeness, we should be able to obtain a representation of Cn,k in any k-tuply
monoidal n-category with duals by specifying a particular object therein.
When the codimension k enters the stable range k ≥ n+ 2 we hope to obtain the
‘free stable n-category with duals on one object’, Cn,∞. A unitary extended TQFT
should be a representation of this in nHilb. If as expected nHilb is a stable n-category
with duals, to specify a unitary extended TQFT would then simply be to specify a
particular n-Hilbert space. More generally, we expect an entire hierarchy of k-tuply
monoidal n-Hilbert spaces in analogy to the category-theoretic hierarchy, as shown in
Figure 2. We also hope that an object in a k-tuply monoidal n-Hilbert space H will
determine a representation of Cn,k in H , and thus an invariant of n-tangles in (n+k)
dimensions.
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n = 1 n = 2 n = 3
k = 0 Hilbert 2-Hilbert 3-Hilbert
spaces spaces spaces
k = 1 H*-algebras 2-H*-algebras 3-H*-algebras
k = 2 commutative braided braided
H*-algebras 2-H*-algebras 3-H*-algebras
k = 3 ‘’ symmetric weakly involutory
2-H*-algebras 3-H*-algebras
k = 4 ‘’ ‘’ strongly involutory
3-H*-algebras
k = 5 ‘’ ‘’ ‘’
2. The quantum-theoretic hierarchy: expected results
We are far from proving general results along these lines! However, in Section 4
we sketch the structure of 2Hilb as a strongly involutory 3-H*-algebra, and in Section
5 we define 2-H*-algebras, braided 2-H*-algebra, and symmetric 2-H*-algebras, and
describe their relationships to 1-tangles in 2, 3, and 4 dimensions, respectively.
An exciting fact about the quantum-theoretic hierarchy is that it automatically
subsumes various branches of representation theory. 2-H*-algebras arise naturally
as categories of unitary representations of certain Hopf algebras, or more generally
‘Hopf algebroids’, which are to groupoids as Hopf algebras are to groups [21]. Braided
2-H*-algebras arise in a similar way from certain quasitriangular Hopf algebroids —
for example, quantum groups — while symmetric 2-H*-algebras arise from certain
triangular Hopf algebroids — for example, groups.
In Section 6 of this paper we concentrate on the symmetric case. Generalizing the
Doplicher-Roberts theorem [8], we prove that all symmetric 2-H*-algebras are equiv-
alent to categories of representations of ‘compact supergroupoids’. If a symmetric
2-H*-algebra is ‘purely bosonic’, it is equivalent to a category of representations of a
compact groupoid; if it is ‘connected’, it is equivalent to a category of representations
of a compact supergroup. In particular, any connected even symmetric 2-H*-algebra
is equivalent to the category Rep(G) of continuous unitary finite-dimensional repre-
sentations of a compact group G. This is the original Doplicher-Roberts theorem.
One can view our generalized Doplicher-Roberts theorem as a categorified version
of the Gelfand-Naimark theorem. The Gelfand-Naimark theorem applies to commu-
tative C*-algebras, but one can easily deduce a version for commutative H*-algebras.
Roughly speaking, this says that every commutative H*-algebra H is isomorphic to a
commutative H*-algebra of functions from some set Spec(H) to C. Similarly, our the-
orem implies that every even symmetric 2-H*-algebra H is equivalent to a symmetric
2-H*-algebra of functors from some groupoid Spec(H) to Hilb. The equivalence is
given explicitly by a categorified version of the Gelfand transform. We also construct
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a categorified version of the Fourier transform, applicable to the representation theory
of compact abelian groups.
These links between the quantum-theoretic hierarchy and representation theory
give new insight into the representation theory of classical groups. The designation of
a group as ‘classical’ is more a matter of tradition than of some conceptual definition,
but in practice what makes a group ‘classical’ is that it has a nice right universal
property. In other words, there is a simple description of homomorphisms into it.
Using the fact that group homomorphisms from G to H determine symmetric 2-H*-
algebra homomorphisms from Rep(H) to Rep(G), one can show that for a classical
group H the symmetric 2-H*-algebra Rep(H) has nice left universal property: there
is a simple description of homomorphisms out of it.
For example, the group U(n) has a distinguished n-dimensional unitary represen-
tation ρ, its fundamental representation on Cn. An n-dimensional unitary represen-
tation of any group G is essentially the same as a homomorphism from G to U(n).
Using this right universal property of U(n), we show in Section 6 that the category of
unitary representations of U(n) is the ‘free symmetric 2-H*-algebra on one object of
dimension n’. This statement tersely encodes the usual description of the represen-
tations of U(n) in terms of Young diagrams. We also give similar characterizations
of the categories of representations of other classical groups.
In what follows, we denote the composition of 1-morphisms, the horizontal com-
position of a 1-morphism and a 2-morphism (in either order) and the horizontal
composition of 2-morphisms is denoted by ◦ or simply juxtaposition. Vertical compo-
sition of 2-morphisms is denoted by · . Nota bene: in composition we use the ordering
in which, for example, the composite of f : x → y and g: y → z is denoted f ◦ g. We
denote the identity morphism of an object x either as 1x or, if there is no danger of
confusion, simply as x. We refer to our earlier papers on higher-dimensional algebra
as HDA0 [2] and HDA1 [3].
2 H*-Categories
Let Hilb denote the category whose objects are finite-dimensional Hilbert spaces, and
whose morphisms are arbitrary linear maps. (Henceforth, all Hilbert spaces will taken
as finite-dimensional unless otherwise specified.) The category Hilb is symmetric
monoidal, with C as the unit object, the usual tensor product of Hilbert spaces as
the monoidal structure, and the maps
Sx,y(v ⊗ w) = w ⊗ v
as the symmetry, where x, y ∈ Hilb, v ∈ x, and w ∈ y. Using enriched category theory
[18] we may thus define the notion of a category enriched over Hilb, or Hilb-category.
Concretely, this amounts to the following:
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Definition 1. A Hilb-category H is a category such that for any pair of objects
x, y ∈ H the set of morphisms hom(x, y) is equipped with the structure of a Hilbert
space, and for any objects x, y, z ∈ H the composition map
◦ : hom(x, y)× hom(y, z)→ hom(x, z)
is bilinear.
We may think of the ‘hom’ in a Hilb-category H as a functor
hom:Hop ×H → Hilb
as follows. An object in Hop ×H is just a pair of objects (x, y) in H , and the hom
functor assigns to this the object hom(x, y) ∈ Hilb. A morphism F : (x, y) → (x′, y′)
in Hop×H is just a pair of morphisms f : x′ → x, g: y → y′ in H , and the hom functor
assigns to F the morphism hom(F ): hom(x, y)→ hom(x′, y′) given by
hom(F )(h) = fhg.
As described in the introduction, we may regard Hilb as the categorification of C.
A structure on C which is crucial for Hilbert space theory is complex conjugation,
:C → C.
The categorification of this map is a functor
: Hilb→ Hilb
called conjugation, defined as follows. First, for any Hilbert space x, there is a
conjugate Hilbert space x. This has the same underlying abelian group as x, but to
keep things straight let us temporarily write v for the element of x corresponding to
v ∈ x. Scalar multiplication in x is then given by
cv = (cv)
for any c ∈ C, while the inner product is given by
〈v, w〉 = 〈v, w〉.
Second, for any morphism f : x→ y in Hilb, there is a conjugate morphism f : x→ y,
given by
f(v) = f(v)
for all v ∈ x. One can easily check that with these definitions conjugation is a
covariant functor. Note that the square of this functor is equal to the identity. Also
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note that a linear map f : x → y is the same thing as an antilinear (i.e., conjugate-
linear) map from x to y, while a unitary map f : x → y is the same thing as an
antiunitary map from x to y.
Now, just as in a Hilbert space we have the equation
〈v, w〉 = 〈w, v〉
for any pair of elements, in a 2-Hilbert space we would like an isomorphism
hom(x, y) ∼= hom(y, x)
for every pair of objects. This isomorphism should be be ‘natural’ in some sense, but
hom(x, y) is contravariant in x and covariant in y, while hom(y, x) is covariant in x
and contravariant in y. Luckily Hilb is a ∗-category, which allows us to define ‘anti-
natural isomorphisms’ between covariant functors and contravariant functors from
any category to Hilb.
This works as follows. In general, a ∗-structure for a category C is defined as
a contravariant functor ∗:C → C which acts as the identity on the objects of C
and satisfies ∗2 = 1C . A ∗-category is a category equipped with a ∗-structure. For
example, Hilb is a ∗-category where for any morphism f : x→ y we define f ∗: y → x
to be the Hilbert space adjoint of f :
〈fv, w〉 = 〈v, f ∗w〉
for all v ∈ x, w ∈ y.
Now suppose that D is a ∗-category and F :C → D is a covariant functor, while
G:C → D is a contravariant functor. We define an antinatural transformation
α:F ⇒ G to be a natural transformation from F to G ◦ ∗. Similarly, an antinat-
ural transformation from G to F is defined to be a natural transformation from G to
F ◦ ∗.
As a step towards defining a 2-Hilbert space we now define an H*-category.
Definition 2. An H*-category is a Hilb-category with a ∗-structure that defines an
antinatural transformation from hom(x, y) to hom(y, x).
This may require some clarification. Given a ∗-structure ∗:H → H , we obtain for
any objects x, y ∈ H a function ∗: hom(x, y) → hom(y, x). By abuse of notation we
may also regard this as a function
∗: hom(x, y)→ hom(y, x).
We then demand that this define an antinatural transformation between the covariant
functor hom:Hop ×H → Hilb to the contravariant functor sending (x, y) ∈ Hop ×H
to hom(y, x) ∈ Hilb.
The following proposition gives a more concrete description of H*-categories:
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Proposition 3. An H*-category H is the same as a Hilb-category equipped with
antilinear maps ∗: hom(x, y)→ hom(y, x) for all x, y ∈ H, such that
1. f ∗∗ = f ,
2. (fg)∗ = g∗f ∗,
3. 〈fg, h〉 = 〈g, f ∗h〉,
4. 〈fg, h〉 = 〈f, hg∗〉
whenever both sides of the equation are well-defined.
Proof - First suppose that H is an H*-category. By the antinaturality of ∗, for
all x, y ∈ H there is a linear map ∗: hom(x, y) → hom(y, x), which is the same as
an antilinear map ∗: hom(x, y)→ hom(y, x). The fact that ∗ is a ∗-structure implies
properties 1 and 2. As for 3 and 4, suppose (x, y) and (x′, y′) are objects in Hop×H ,
and let (f, g) be a morphism from (x, y) to (x′, y′). The fact that ∗ is an antinatural
transformation means that the following diagram commutes:
hom(x, y) hom(y, x)
hom(x′, y′) hom(y′, x′)
-∗
?
V (f,g)
?
W (f,g)∗
-∗
where V is the covariant functor
Hop ×H Hilb-
hom
and W is the contravariant functor
Hop ×H H ×Hop Hilb Hilb,-
SHop,H -hom -
where in this latter diagram S denotes the symmetry in Cat, hom is regarded as a
contravariant functor from (Hop×H)op ∼= H ×Hop to Hilb, and the overline denotes
conjugation. This is true if and only if for all h ∈ hom(x, y) and k ∈ hom(y′, x′),
〈(V (f, g)h)∗, k〉 = 〈W (f, g)∗h∗, k〉
or in other words,
〈(fhg)∗, k〉 = 〈h∗, gkf〉
or
〈g∗h∗f ∗, k〉 = 〈h∗, gkf〉.
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Here the inner products are taken in hom(y′, x′), but the equations also hold with the
inner product taken in hom(y′, x′). Taking either f or g to be the identity, we obtain
3 and 4 after some relabelling of variables.
Conversely, given antilinear maps ∗: hom(x, y) → hom(y, x) for all x, y ∈ H ,
properties 1 and 2 say that these define a ∗-structure for H , and using 3 and 4 we
obtain
〈g∗h∗f ∗, k〉 = 〈g∗h∗, kf〉
= 〈h∗, gkf〉,
showing that ∗ is antinatural. ⊓⊔
Corollary 4. If H is an H*-category, for all objects x, y ∈ H the map ∗: hom(x, y)→
hom(y, x) is antiunitary.
Proof - The map ∗: hom(x, y)→ hom(y, x) is antilinear, and by 3 and 4 of Propo-
sition 3 we have
〈f, g〉 = 〈g∗, f ∗〉 = 〈f ∗, g∗〉
for all f, g ∈ hom(x, y), so ∗ is antiunitary. ⊓⊔
Next we give a structure theorem for H*-categories. This relies heavily on the
theory of ‘H*-algebras’ due to Ambrose [1], so let us first recall this theory. For our
convenience, we use a somewhat different definition of H*-algebra than that given by
Ambrose. Namely, we restrict our attention to finite-dimensional H*-algebras with
multiplicative unit, and we do not require the inequality ‖ab‖ ≤ ‖a‖ ‖b‖.
Definition 5. An H*-algebra A is a Hilbert space that is also an associative algebra
with unit, equipped with an antilinear involution ∗:A→ A satisfying
〈ab, c〉 = 〈b, a∗c〉
〈ab, c〉 = 〈a, cb∗〉
for all a, b, c ∈ A. An isomorphism of H*-algebras is a unitary operator that is also
an involution-preserving algebra isomorphism.
The basic example of an H*-algebra is the space of linear operators on a Hilbert
space H . Here the product is the usual product of operators, the involution is the
usual adjoint of operators, and the inner product is given by
〈a, b〉 = k tr(a∗b)
where k > 0. We denote this H*-algebra by L2(H, k). It follows from the work of
Ambrose that all H*-algebras can be built out of H*-algebras of this form. More
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precisely, every H*-algebra A is the orthogonal direct sum of finitely many minimal
2-sided ideals Ii, each of which is isomorphic as an H*-algebra to L
2(Hi, ki) for some
Hilbert space Hi and some positive real number ki.
This result immediately classifies H*-categories with one object. Given an H*-
category with one object x, end(x) is an H*-algebra, and is thus of the above form.
Conversely, any H*-algebra is isomorphic to end(x) for some H*-category with one
object x.
We generalize this to arbitrary H*-categories as follows. Suppose first that H is
an H*-category with finitely many objects. Let A denote the orthogonal direct sum
A =
⊕
x,y
hom(x, y).
Then A becomes an H*-algebra if we define the product in A of morphisms in H
to be their composite when the composite exists, and zero otherwise, and define the
involution in A using the ∗-structure of H . A is thus the orthogonal direct sum of
finitely many minimal 2-sided ideals:
A =
n⊕
i=1
L2(Hi, ki).
For each object x ∈ H , the identity morphism 1x can be regarded as an element of
A. This element is a self-adjoint projection, meaning that
1∗x = 1x, 1
2
x = 1x.
It follows that we may write
1x =
n⊕
i=1
pxi
where pxi ∈ L
2(Hi, ki) is the projection onto some subspace H
x
i ⊆ Hi. Note that the
elements 1x, x ∈ H , form a complete orthogonal set of projections in A. In other
words, 1x1y = 0 if x 6= y, and ∑
x∈H
1x = 1.
Thus each Hilbert space Hi is the orthogonal direct sum of the subspaces H
x
i .
This gives the following structure theorem for H*-categories:
Theorem 6. Let H be an H*-category and S any finite set of objects of H. Then
for some n, there exist positive numbers ki > 0 and Hilbert spaces H
x
i for i = 1, . . . , n
and x ∈ S, such that the following hold:
1. For i = 1, . . . , n, let
Hi =
⊕
x∈S
Hxi
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denote the orthogonal direct sum, and let pxi be the self-adjoint projection from
Hi toH
x
i . Then for any objects x, y ∈ S, there is a unitary isomorphism between
the Hilbert space hom(x, y) and the subspace
⊕
i
pxi L
2(Hi, ki)p
y
i ⊆
⊕
i
L2(Hi, ki),
Thus we may write any morphism f : x→ y as
f =
⊕
i
fi
where fi:H
x
i → H
y
i .
2. Via the above isomorphism, the composition map
◦ : hom(x, y)× hom(y, z)→ hom(x, z)
is given by
f ◦ g =
⊕
i
figi.
3. Via the same isomorphism, the ∗-structure
∗: hom(x, y)→ hom(y, x)
is given by
f ∗ =
⊕
i
f ∗i .
Conversely, given a Hilb-category H with ∗-structure such that the above holds for
any finite subset S of its objects, H is an H*-category.
Proof - If H has finitely many objects and we take S to be the set of all objects of
H , properties 1-3 follow from the remarks preceding the theorem. More generally, by
Proposition 3 any full subcategory of an H*-category is an H*-category, so 1-3 hold
for any finite subset S of the objects of H .
Conversely, given a Hilb-category H with a ∗-structure, if every full subcategory
of H with finitely many objects is an H*-category, then H itself is an H*-category.
One may check using Proposition 3 that if S is any finite subset of the objects of
H , properties 1-3 imply the full subcategory of H with S as its set of objects is an
H*-category. Thus H is an H*-category. ⊓⊔
The notions of unitarity and self-adjointness will be important in all that follows.
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Definition 7. Let x and y be objects of a ∗-category. A morphism u: x → y is
unitary if uu∗ = 1x and u
∗u = 1y. A morphism a: x→ x is self-adjoint if a
∗ = a.
Note that every unitary morphism is an isomorphism. Conversely, the following
proposition implies that in an H*-category, isomorphic objects are isomorphic by a
unitary.
Proposition 8. Suppose f : x → y is an isomorphism in the H*-category H. Then
f = au where a: x→ x is self-adjoint and u: x→ y is unitary.
Proof - Suppose that f : x → y is an isomorphism. Then applying Theorem 6 to
the full subcategory of H with x and y as its only objects, we have f =
⊕
fi with
fi:H
x
i → H
y
i an isomorphism for all i. Using the polar decomposition theorem we
may write fi = aiui, where ai:H
x
i → H
x
i is the positive square root of fifi
∗, and
ui:H
x
i → H
y
i is a unitary operator given by ui = a
−1
i fi. Then defining a =
⊕
ai and
u =
⊕
ui, we have f = au where a is self-adjoint and u is unitary. ⊓⊔
One can prove a more general polar decomposition theorem allowing one to write
any morphism f : x→ y in an H*-category as the product of a self-adjoint morphism
a: x → x and a partial isometry i: x → y, that is, a morphism for which ii∗ and i∗i
are self-adjoint idempotents. However, we will not need this result here.
3 2-Hilbert Spaces
The notion of 2-Hilbert space is intended to be the categorification of the notion of
Hilbert space. As such, it should be a category having a zero object, direct sums
and ‘direct differences’ of objects, tensor products of Hilbert spaces with objects,
and ‘inner products’ of objects. So far, with our definition of H*-category, we have
formalized the notion of a category in which the ‘inner product’ hom(x, y) of any two
objects x and y is a Hilbert space. Now we deal with the rest of the properties:
Definition 9. A 2-Hilbert space is an abelian H*-category.
Recall that an abelian category is an Ab-category (a category enriched over the
category Ab of abelian groups) such that
1. There exists an initial and terminal object.
2. Any pair of objects has a biproduct.
3. Every morphism has a kernel and cokernel.
4. Every monomorphism is a kernel, and every epimorphism is a cokernel.
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Let us comment a bit on what this amounts to. Since an H*-category is enriched over
Hilb it is automatically enriched over Ab. We call an initial and terminal object a
zero object, and denote it by 0. The zero object in a 2-Hilbert space is the analog of
the zero vector in a Hilbert space. We call the biproduct of x and y the direct sum,
and denote it by x ⊕ y. Recall that by definition, this is equipped with morphisms
px: x⊕ y → x, px: x⊕ y → y, ix: x→ x⊕ y, iy: y → x⊕ y such that
ixpx = 1x, iypy = 1y, pxix + pyiy = 1x⊕y.
The direct sums in a 2-Hilbert space are the analog of addition in a Hilbert space.
Similarly, the cokernels in a 2-Hilbert space are the analogs of differences in a Hilbert
space. Finally, the ability to tensor objects in a 2-Hilbert space by Hilbert spaces
(the analog of scalar multiplication) will follow from the other properties, so we do
not need to include it in the definition of 2-Hilbert space.
Some aspects of our definition of 2-Hilbert space may seem unmotivated by the
analogy with Hilbert spaces. Why should a 2-Hilbert space have kernels, and why
should it satisfy clause 4 in the definition of abelian category? In fact, these properties
follow from the rest.
Proposition 10. Let H be an H*-category. Then the following are equivalent:
1. There exists an initial object.
2. There exists a terminal object.
3. There exists a zero object.
Moreover, the following are equivalent:
1. Every pair of objects has a product.
2. Every pair of objects has a coproduct.
3. Every pair of objects has a direct sum.
Moreover, the following are equivalent:
1. Every morphism has a kernel.
2. Every morphism has a cokernel.
Finally, if H has a zero object, every pair of objects in H has a direct sum, and every
morphism in H has a cokernel, then H is a semisimple abelian category.
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Proof - It is well-known [23] that an initial or terminal object in an Ab-category is
automatically a zero object. Alternatively, this is true in every ∗-category, using the
bijection ∗: hom(x, y) → hom(y, x). It is also well-known that in an Ab-category, a
binary product or coproduct is automatically a binary biproduct. Furthermore, it is
easy to check that in any ∗-category, the morphism j: k → x is a kernel of f : x → y
if and only if j∗: x → k is a cokernel of f ∗: y → x. Thus a ∗-category has kernels if
and only if it has cokernels.
Now suppose that H is an H*-category with a zero object, direct sums, and
cokernels. Then H has kernels as well, so to show H is abelian we merely need to
prove that every monomorphism is a kernel and every epimorphism is a cokernel. Let
us show a monomorphism f : x → y is a kernel; it follows using the ∗-structure that
every epimorphism is a cokernel.
It suffices to show this result for any full subcategory of H with finitely many
objects, so by Theorem 6 we may write
f =
⊕
i
fi
where fi:H
x
i → H
y
i is a linear operator. Let p: y → y be given by
⊕
pi where pi
is the projection onto the orthogonal complement of the range of fi. We claim that
f : x → y is a kernel of p. Since fipi = 0 for all i we have fp = 0. We also need to
show that if f ′: x′ → y is any morphism with f ′p = 0, then there is a unique g: x′ → x
with f ′ = gf . Writing f ′ =
⊕
f ′i , the fact that f
′p = 0 implies that the range of f ′i
is contained in the range of fi. Thus by linear algebra there exists gi:H
x′
i → H
x
i such
that f ′i = gifi. Letting g =
⊕
gi, we have f
′ = gf , and g is unique with this property
because f is monic.
Finally, note that H is semisimple, i.e., every short exact sequence splits. This
follows from Theorem 6 and elementary linear algebra. ⊓⊔
Given a 2-Hilbert space H , the fact that H is semisimple implies that every object
is isomorphic to a direct sum of simple objects, that is, objects x for which end(x) is
isomorphic as an algebra to C. This fact lets us reason about 2-Hilbert spaces using
bases:
Definition 11. Given a 2-Hilbert space H, a set of nonisomorphic simple objects of
H is called a basis if every object of H is isomorphic to a finite direct sum of objects
in that set.
Corollary 12. Every 2-Hilbert space H has a basis, and any two bases of H have
the same cardinality.
Proof - The 2-Hilbert space H has a basis because it is semisimple: given any Given
two bases {eα} and {fβ}, each object eα is isomorphic to a direct sum of copies of the
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objects eβ , but as the eα and fβ are simple we must actually have an isomorphism
eα ∼= fβ for some β. This β is unique since no distinct fβ’s are isomorphic. This sets
up a function from {eα} to {fβ}, and similar reasoning gives us the inverse function.
⊓⊔
Definition 13. The dimension of a 2-Hilbert space is the cardinality of any basis of
it.
Note that every basis {eα} of a 2-Hilbert space is ‘orthogonal’ in the sense that
hom(eα, eβ) ∼=
{
L2(C, kα) α = β
0 α 6= β
where the isomorphism is one of H*-algebras, and kα are certain positive constants.
Moreover, up to reordering, the constants kα are independent of the choice of basis.
For suppose x, y are two isomorphic objects in an H*-category. By Proposition 8
there is a unitary isomorphism f : x → y. Then there is an H*-algebra isomorphism
α: end(x)→ end(y) given by α(g) = f−1gf .
One would also like to be able to tensor objects in a 2-Hilbert space with Hilbert
spaces, but this is a consequence of the definition we have given, since one may
define the tensor product of an object x in a 2-Hilbert space with an n-dimensional
Hilbert space to be the direct sum of n copies of x. In fact, Hilb has a structure
analogous to that of an algebra, with tensor product and direct sum playing the roles
of multiplication and addition. In the terminology we introduce in Section 5, one says
that Hilb is a ‘2-H*-algebra’. One can develop a theory of modules of 2-H*-algebras
following the ideas of Kapranov and Voevodsky [17] and Yetter [30]. Every 2-Hilbert
space H is then a module over Hilb. We will not pursue this further here.
4 2Hilb as a 2-Category
We now investigate a certain 2-category 2Hilb of 2-Hilbert spaces. To keep things
simple we take as its objects only finite-dimensional 2-Hilbert spaces. Nonetheless we
prove theorems more generally whenever possible.
Definition 14. A morphism F :H → H ′ between 2-Hilbert spaces H and H ′ is an
exact functor such that F : hom(x, y)→ hom(F (x), F (y)) is linear and F (f ∗) = F (f)∗
for all f ∈ hom(x, y).
Recall that an exact functor is one preserving short exact sequences. Exactness is
an natural sort of condition for functors between abelian categories. Similarly, the
requirement that F : hom(x, y) → hom(F (x), F (y)) be linear is a natural condition
for functors between Hilb-categories; one calls such a functor a Hilb-functor. Finally,
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F (f ∗) = F (f)∗ is a natural condition for functors between ∗-categories, and functors
satisfying it are called ∗-functors.
The following fact is occaisionally handy:
Proposition 15. Let F :H → H ′ be a functor between 2-Hilbert spaces such that
for all x, y ∈ H, F : hom(x, y) → hom(F (x), F (y)) is linear. Then the following are
equivalent:
1. F is exact.
2. F is left exact.
3. F is right exact.
4. F preserves direct sums.
Proof - Following Yetter [30], we use the fact that every short exact sequence splits.
⊓⊔
Definition 16. A 2-morphism α:F ⇒ F ′ between morphisms F, F ′:H → H ′ be-
tween 2-Hilbert spaces H and H ′ is a natural transformation.
Definition 17. We define the 2-category 2Hilb to be that for which objects are finite-
dimensional 2-Hilbert spaces, while morphisms and 2-morphisms are defined as above.
Now, just as in some sense C is the primordial Hilbert space and Hilb is the
primordial 2-Hilbert space, 2Hilb should be the primordial 3-Hilbert space. The
study of 2Hilb should thus shed light on the properties of the still poorly understood
3-Hilbert spaces. However, note that C is not merely a Hilbert space, but also a
commutative monoid, in fact a commutative H*-algebra. Similarly, Hilb is not merely
a 2-Hilbert space, but also a symmetric monoidal category when equipped with its
usual tensor product. Indeed, in Section 5 we show that Hilb is a ‘symmetric 2-
H*-algebra’. Likewise, we expect 2Hilb to be not only a 3-Hilbert space, but also a
strongly involutory monoidal 2-category, in fact a ‘strongly involutory 3-H*-algebra’.
As sketched in HDA0, commutative monoids, symmetric monoidal categories, and
strongly involutory monoidal 2-categories are all examples of ‘stable’ n-categories. In
general we expect nHilb to be a ‘stable (n + 1)-H*-algebra.’ The results below offer
some support for this expectation.
We begin with a study of duality in 2Hilb, as this is the most distinctive aspect
of Hilbert space theory. Note that every element x ∈ C has a kind of ‘dual’ element,
namely, its complex conjugate x. Similarly, the category Hilb has duality both for
objects and for morphisms. At the level of morphisms, each linear map f : x → y
between Hilbert spaces has a dual f ∗: y → x, the usual Hilbert space adjoint of f .
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This defines a ∗-structure on H . Duality at the level of objects can be regarded
either as a contravariant functor assigning to each each Hilbert space x its dual x∗,
or as a covariant functor assigning to each Hilbert space x its conjugate x. These two
viewpoints become equivalent if we take advantage of duality at the morphism level,
since x∗ and x are antinaturally isomorphic.
Similarly, 2Hilb has duality for objects, morphisms, and 2-morphisms. As in
Hilb, we can use duality at a given level to reinterpret dualities at lower levels in
various ways. This recursive process can become rather confusing unless we choose
by convention to take certain dualities as ‘basic’ and others as derived. Here we
follow the philosophy of HDA0: any 2-morphism α:F ⇒ G has a dual α∗:G ⇒ F ,
any morphism F :H → H ′ has a dual F ∗:H ′ → H , and every object H has a dual
H∗. (Our notation differs from HDA0 in that we use the same symbol to denote all
these different levels of duality.)
4.1 Duality for 2-morphisms
Duals of 2-morphisms are the easiest to define. It pays to do so in the greatest possible
generality:
Definition 18. Given a category C and a ∗-category D, the dual α∗ of a natural
transformation α:F ⇒ G is the natural transformation with (α∗)c = (αc)
∗ for all
c ∈ C.
It is easy to check that α∗ is a natural transformation when α is, and that
(α∗)∗ = α, 1∗ = 1.
The vertical composite of natural transformations satisfies
(α · β)∗ = β∗ · α∗
when this is defined. When D is a ∗-category, the horizontal composite of a functor
F :B → C and a natural transformation α:G⇒ H with G,H :C → D satisfies
(Fα)∗ = Fα∗.
Similarly, when F :C → D is a ∗-functor and α:G ⇒ H is a natural transformation
between G,H :B → C, we have
(αF )∗ = α∗F.
In particular, taking C,D to be 2-Hilbert spaces, we obtain the definition of the
dual of a 2-morphism in 2Hilb. We also obtain the notion of ‘unitary’ and ‘self-adjoint’
natural transformations:
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Definition 19. Given a category C, a ∗-category D, and functors F,G:C → D, a
natural transformation α:F ⇒ G is unitary if
αα∗ = 1F , α
∗α = 1G.
A natural transformation α:F ⇒ F is self-adjoint if
α∗ = α.
Equivalently, α is unitary if αc is a unitary morphism in D for all objects c ∈ C, and
self-adjoint if αc is self-adjoint for all c ∈ C.
Note that every unitary natural transformation is a natural isomorphism. Con-
versely:
Proposition 20. Suppose F,G:H → H ′ are morphisms between 2-Hilbert spaces
and α:F ⇒ G is a natural isomorphism. Then α = β · γ where β:F ⇒ F is self-
adjoint and γ:F ⇒ G is unitary.
Proof - By Proposition 8, for any x ∈ H we can write the isomorphism αx:F (x)→
G(x) as the composite βxγx, where βx:F (x) → F (x) is self-adjoint and γx:F (x) →
G(x) is unitary. More importantly, the polar decomposition gives a natural way to
construct βx and γx from αx: we take βx to be the positive square root of αxαx
∗, and
take γx = β
−1
x αx.
Since αα∗ is a natural transformation from F to itself, if we define P (αα∗)x =
P (αxαx
∗) for any polynomial P , we have
P (αxαx
∗)F (f) = F (f)P (αyαy
∗)
for any morphism f : x→ y. By the finite-dimensional spectral theorem, we can find
a sequence of polynomials Pi such that Pi(αxαx
∗)→ βx and Pi(αyαy
∗)→ βy. Thus
βxF (f) = F (f)βy,
so β is a natural transformation from F to itself. It follows that γ = β−1 ·α is a natural
transformation from F to G. Clearly β is self-adjoint and γ is unitary. ⊓⊔
4.2 Duality for morphisms
Duals of morphisms in 2Hilb are just adjoint functors. Normally one needs to dis-
tinguish between left and right adjoint functors, but duality at the 2-morphism level
allows us to turn left adjoints into right adjoints, and vice versa:
Proposition 21. Suppose F :H → H ′, G:H ′ → H are morphisms in 2Hilb. Then
F is left adjoint to G with unit ι: 1H ⇒ FG and counit ǫ:GF ⇒ 1H′ if and only if F
is right adjoint to G with unit ǫ∗: 1H′ ⇒ GF and counit ι
∗:FG⇒ 1H .
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Proof - The triangle equations for ι and ǫ:
(ιF ) · (Fǫ) = 1F , (Gι) · (ǫG) = 1G,
become equivalent to those for ǫ∗ and ι∗:
(ǫ∗G) · (Gι∗) = 1G, (Fǫ
∗) · (ι∗F ) = 1F ,
by taking duals. ⊓⊔
As noted by Dolan [7], it is probably quite generally true in n-categories that duality
for j-morphisms allows us to turn ‘left duals’ of (j − 1)-morphisms into ‘right duals’
and vice versa. This should give the theory of n-Hilbert spaces quite a different flavor
from general n-category theory.
Every morphism in 2Hilb has an adjoint. We prove this using bases and the
concept of a skeletal 2-Hilbert space.
Definition 22. A category is skeletal if all isomorphic objects are equal.
Definition 23. A unitary equivalence between 2-Hilbert spaces H and H ′ consists of
morphisms U :H → H ′, V :H ′ → H and unitary natural transformations ι: 1H ⇒ UV ,
ǫ:V U ⇒ 1H′ forming an adjunction. If there exists a unitary equivalence between H
and H ′, we say they are unitarily equivalent.
Proposition 24. Any 2-Hilbert space is unitarily equivalent to a skeletal 2-Hilbert
space.
Proof - Let {eλ} be a basis for the 2-Hilbert space H . For any nonnegative integers
{nλ} with only finitely many nonzero, make a choice of direct sum
⊕
λ
nλeλ,
where nλeλ denotes the direct sum of n
λ copies of eλ. (Recall that the direct sum is
an object equipped with particular morphisms; it is only unique up to isomorphism,
but here we fix a particular choice.) Let H0 denote the full subcategory of H with
only these direct sums as objects. Note that H0 inherits a 2-Hilbert space structure
from H , and it is skeletal. Let V :H0 → H denote the inclusion functor.
For any x ∈ H there is a unique object U(x) ∈ H0 for which V (U(x)) is isomorphic
to x. By Proposition 8, we may choose a unitary isomorphism
ιx: x→ V (U(x)).
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For x = V (y) we have U(x) = y, so we choose ιx to be the identity in this case. For
each morphism f : x → y define U(f):U(x) → U(x′) so that the following diagram
commutes:
x y
V (U(x)) V (U(y))
-f
?
ιx
?
ιy
-
V (U(f))
It follows that U :H → H0 is a functor.
One may check that U and V are actually morphisms of 2-Hilbert spaces. More-
over, one may check that there is a natural isomorphism
hom(Ux, y) ∼= hom(x, V y)
given by
f 7→ ιxV (f).
It follows that U is left adjoint to V . The unit of this adjunction is ι, while the counit
is the identity. These are both unitary natural transformations. ⊓⊔
Just as with Hilbert spaces, phrasing definitions and theorems about 2-Hilbert
spaces in terms of a basis is usually a mistake, since they should be manifestly invari-
ant under unitary equivalence. In comparison, the use of bases to prove theorems is
at worst a minor lapse of taste, and sometimes convenient. This is facilitated by the
use of skeletal 2-Hilbert spaces.
Proposition 25. Let F :H → H ′ be a morphism in 2Hilb. Then there is a morphism
F ∗:H ′ → H that is left and right adjoint to F .
Proof - Here we opt for a lowbrow proof using bases, to illustrate the analogy between
an adjoint functor and the adjoint of a matrix. By Proposition 24 it suffices to consider
the case where H and H ′ are skeletal. Let {eλ} be a basis for H and {e
′
µ} a basis for
H ′. Write
F (eλ) =
⊕
µ
Fλµe
′
µ
where Fλµ are nonnegative integers and Fλµe
′
µ denotes the direct sum of Fλµ copies
of e′µ. Let
Fµλ
∗ = Fλµ.
Defining
F ∗(e′µ) =
⊕
µ
F ∗µλeλ,
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one may check that F ∗ extends uniquely to a morphism from H ′ to H . Note that
both hom(Feλ, e
′
µ) and hom(eλ, F
∗e′µ) may be naturally identified with a direct sum
of Fλµ copies of C, which sets up an isomorphism hom(Feλ, e
′
µ)
∼= hom(eλ, F
∗e′µ).
One can check that this extends uniquely to a natural isomorphism
hom(Fx, y) ∼= hom(x, F ∗y),
so F ∗ is a right adjoint, and by Proposition 21 also a left adjoint, of F . ⊓⊔
A basic fact in Hilbert space theory is that two objects in Hilb are isomorphic if
and only if there is a unitary morphism between them. The same is true of objects in
any other 2-Hilbert space, by Proposition 8. Similarly, two morphisms in 2Hilb are
isomorphic if and only if there is a unitary natural transformation between them, by
Proposition 20. Below we show a similar result for objects in 2Hilb. In general, we
expect a recursively defined notion of ‘equivalence’ of j-morphisms in an n-category:
two n-morphisms are equivalent if they are equal, while two (j − 1)-morphisms x, y
are equivalent if there exist f : x→ y and g: y → x with gf and fg equivalent to the
identity on x and y, respectively. In an n-Hilbert space we also expect a similar notion
of ‘unitary equivalence’: two (n − 1)-morphisms are unitarily equivalent if they are
equal, while two (j−1)-morphisms x, y are unitarily equivalent if there exists u: x→ y
with uu∗ and u∗u unitarily equivalent to 1x and 1y, respectively. Our results so far
lead us to suspect that, quite generally, equivalent j-morphisms in an n-Hilbert space
will be unitarily equivalent.
Definition 26. An equivalence between 2-Hilbert spaces H and H ′ is an pair of
morphisms F :H → H ′, G:H ′ → H together with natural isomorphisms α: 1H ⇒ FG,
β:GF ⇒ 1H′. If there is an equivalence between H and H
′, we say they are equivalent.
Note that a unitary equivalence is automatically an equivalence. Conversely:
Proposition 27. Suppose H and H ′ are 2-Hilbert spaces and the morphisms F :H →
H ′, G:H ′ → H can be extended to an equivalence between H and H ′. Then F and G
can be extended to a unitary equivalence between H and H ′.
Proof - Suppose α: 1H ⇒ FG, β:GF ⇒ 1H′ are natural isomorphisms. By Propo-
sition 20 we can find unitary natural transformations γ: 1H ⇒ FG, δ:GF ⇒ 1H′. We
may then obtain an adjunction by replacing γ with the composite γ′ given by
1H FG = F1H′G FGFG FG-
γ -Fδ
−1G -γ
−1FG
Checking that this is an adjunction is a lengthy but straightforward calculation. Not-
ing that γ′ is unitary, we conclude that (F,G, ι, ǫ) is a unitary equivalence. ⊓⊔
When we are being less pedantic, we call a 2-Hilbert space morphism F :H → H ′ an
equivalence if it can be extended to an equivalence in the sense of Definition 26.
Just as Hilbert spaces are classified by their dimension, we have:
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Corollary 28. Two 2-Hilbert spaces are equivalent if and only if they have the same
dimension.
Proof - Since an equivalence between H andH ′ carries a basis ofH to a basis ofH ′,
Proposition 12 implies that dimension is preserved by equivalence. By Proposition
24 it thus suffices to show two skeletal 2-Hilbert spaces are equivalent if they have
the same dimension. Let {eλ} be a basis of H and {e
′
λ} a corresponding basis of H
′.
Then there is a unique 2-Hilbert space morphism with F (eλ) = e
′
λ, and the adjunction
constructed as in the proof of Proposition 25 is a unitary equivalence. ⊓⊔
4.3 Duality for objects
Finally, duals of objects in 2Hilb are defined using an ‘internal hom’. Given 2-Hilbert
spaces H and H ′, let hom(H,H ′) be the category having 2-Hilbert space morphisms
F :H → H ′ as objects and 2-morphisms between these as morphisms.
Proposition 29. Suppose H is a finite-dimensional 2-Hilbert space and H ′ is a 2-
Hilbert space. Then the category hom(H,H ′) becomes a Hilb-category if for any F,G ∈
hom(H,H ′) we make hom(F,G) into a Hilbert space with the obvious linear structure
and the inner product given by
〈α, β〉 =
∑
λ
〈αeλ, βeλ〉
for any basis {eλ} of H. Moreover, hom(H,H
′) becomes a 2-Hilbert space if we define
the dual of α:F ⇒ G by (α∗)x = (αx)
∗.
Proof - Note first that hom(F,G) becomes a vector space if we define
(α + β)x = αx + βx, (cα)x = c(αx)
for any α, β:F ⇒ G and c ∈ C. Note also that the inner product described above is
nondegenerate, since if αeλ = 0 for all objects eλ in a basis, then α = 0. Finally, note
that the inner product is independent of the choice of basis: if {e′λ} is another basis
we may assume after reordering that eλ ∼= e
′
λ, and by Proposition 8 we may choose
unitary isomorphisms uλ: eλ → e
′
λ, so that
αe′λ = F (uλ)
∗αeλG(uλ)
and similarly for β. It follows that
〈αe′λ, βe′λ〉 = 〈F (uλ)
∗αeλG(uλ), F (uλ)
∗βeλG(uλ)〉
= 〈αeλ , βeλ〉.
Since composition of morphisms in hom(H,H ′) is bilinear, it becomes a Hilb-category.
24
It is easy to check that defining (α∗)x = (αx)
∗ makes hom(H,H ′) into a ∗-category,
and using Proposition 3 one can also check it is an H*-category. To check that it is a
2-Hilbert space it suffices by Proposition 10 to check that it has a zero object, direct
sums and kernels. Any functor 0:H → H ′ mapping all objects in H to zero objects
in H ′ is initial in hom(H,H ′). Given F, F ′ ∈ hom(H,H ′), we may take as the direct
sum F ⊕ F ′ any functor with (F ⊕ F ′)(x) = F (x)⊕ F (x′) for any object x ∈ H and
(F ⊕ F ′)(f) = F (f) ⊕ F (f ′) for any morphism f . Similarly, given α:F → F ′, we
may construct kerα ∈ hom(H,H ′) by letting (kerα)(x) = kerαx for any object x
and defining (kerα)(f) for any morphism using the universal property of the kernel.
⊓⊔
Definition 30. Given a finite-dimensional 2-Hilbert space H, the dual H∗ is the
2-Hilbert space hom(H,Hilb).
The following is an analog of the Riesz representation theorem for finite-dimensional
2-Hilbert spaces. In its finite-dimensional form, the Riesz representation theorem says
if x is a Hilbert space, any morphism f : x→ C is equal to one of the form
〈v, ·〉
for some v ∈ H . This determines an isomorphism x ∼= x∗. Similarly, given a 2-Hilbert
space H , we say a morphism F :H → Hilb is representable if it is naturally isomorphic
to one of the form
hom(x, ·)
for some x ∈ H . The essence of the Riesz representation theorem for 2-Hilbert spaces
is that every morphism F :H → Hilb is representable. This yields an equivalence
between Hop and H∗.
Proposition 31. For any finite-dimensional 2-Hilbert space H, the morphism
U :Hop → H∗ given by
U(x) = hom(x, ·), U(f) = hom(f, ·)
is an equivalence between Hop and H∗.
Proof - It suffices to show that U is fully faithful and essentially surjective. We
can check both of these using a basis {eλ} of H . We leave the full faithfulness to
the reader. Checking that U is essentially surjective amounts to checking that any
F ∈ H∗ is representable. Note there is a ‘dual basis’ of 2-Hilbert space morphisms
fλ ∈ hom(H,Hilb) with
fµ(eλ) ∼=
{
C λ = µ
0 λ 6= µ
Since any morphism F :H → Hilb is determined up to natural isomorphism by its
value on the basis {eλ}, any F ∈ H
∗ is isomorphic to a direct sum of the {fλ}. But
fλ is isomorphic to U(eλ), so U is essentially surjective. ⊓⊔
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4.4 The tensor product
Next we develop the tensor product of 2-Hilbert spaces. For this we need the analog
of a bilinear map:
Definition 32. Given 2-Hilbert spaces H,H ′, K, a functor F :H × H ′ → K is a
bimorphism of 2-Hilbert spaces if for any objects x ∈ H, x′ ∈ H ′ the functors
F (x ⊗ · ):H ′ → K and F ( · ⊗ x′):H → K are 2-Hilbert space morphisms. We
write bihom(H × H ′, K) for the category having bimorphisms F :H × H ′ → K as
objects and natural transformations between these as morphisms.
Proposition 33. Suppose H and H ′ are finite-dimensional 2-Hilbert spaces and K
is a 2-Hilbert space. Then bihom(H × H ′, K) becomes a Hilb-category if for any
F,G ∈ bihom(H × H ′, K) we make hom(F,G) into a Hilbert space with the obvious
linear structure and the inner product given by
〈α, β〉 =
∑
λ,µ
〈α(eλ,fµ), β(eλ,fµ)〉
for any bases {eλ} of H and {fµ} of H
′. Moreover, bihom(H × H ′, K) becomes a
2-Hilbert space if we define the dual of α:F ⇒ G by (α∗)x = (αx)
∗.
Proof - The proof is analogous to that of Proposition 29. ⊓⊔
Given 2-Hilbert spaces H,H ′ and L, note that a bimorphism T :H × H ′ → L
induces a morphism
T ∗: hom(L,K)→ bihom(H ×H ′, K).
Definition 34. Given 2-Hilbert space H,H ′, a tensor product of H and H ′ is a
bimorphism T :H × H ′ → L together with a choice for each 2-Hilbert space K of an
equivalence of 2-Hilbert spaces extending T ∗: hom(L,K)→ bihom(H ×H ′, K).
In the above situation, by abuse of language we may say simply that T :H ×H ′ → L
is a tensor product of H and H ′.
Proposition 35. Given finite-dimensional 2-Hilbert spaces H and H ′, there exists
a tensor product T :H × H ′ → L. Given another tensor product T ′:H × H ′ → L′,
there is an equivalence F :L→ L′ for which the following diagram commutes up to a
specified natural isomorphism:
H ×H ′
L L′
 
 
 
 
 
 	
T
@
@
@
@
@
@R
T ′
-
F
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Proof - Let {eλ} be a basis for H , and {fµ} a basis for H
′. Let L be the skeletal
2-Hilbert space with a basis of objects denoted by {eλ ⊗ fµ}, and with
hom(eλ ⊗ fµ, eλ ⊗ fµ) = hom(eλ, eλ)⊗ hom(fµ, fµ)
as H*-algebras (using the obvious tensor product of H*-algebras). There is a unique
bimorphism T :H × H ′ → L with T (eλ, fµ) = eλ ⊗ fµ. Given a 2-Hilbert space K
one may check that T ∗: hom(L,K) → bihom(H ×H ′, K) extends to an equivalence.
Choosing such an equivalence for every K we obtain a tensor product of H and H ′.
Given two tensor products as in the statement of the proposition, let F :L → L′
be the image of T ′ under the chosen equivalence bihom(H × H ′, L′) ≃ hom(L,L′).
One can check that L is an equivalence and that the above diagram commutes up to
a specified natural isomorphism, much as in the usual proof that the tensor product
of vector spaces is unique up to a specified isomorphism. ⊓⊔
Given a tensor product of the 2-Hilbert spaces H and H ′, we often write its
underlying 2-Hilbert space as H⊗H ′. This notation may tempt one to speak of ‘the’
tensor product of H and H ′, which is is legitimate if one uses the generalized ‘the’
as advocated by Dolan [7]. In a set, when we speak of ‘the’ element with a given
property, we implicitly mean that this element is unique. In a category, when we
speak of ‘the’ object with a given property, we merely mean that this object is unique
up to isomorphism — typically a specified isomorphism. Similarly, in a 2-category,
when we speak of ‘the’ object with a given property, we mean that this object is
unique up to equivalence — typically an equivalence that is specified up to a specified
isomorphism. This is the sense in which we may refer to ‘the’ tensor product of H
and H ′. The generalized ‘the’ may be extended in an obvious recursive fashion to
n-categories.
Suppose that H and H ′ are finite-dimensional 2-Hilbert spaces. Then for any pair
of objects x ∈ H , x′ ∈ H ′, we can use the bimorphism T :H×H ′ → H ⊗H ′ to define
an object x ⊗ x′ = T (x, x′) in H ⊗ H ′. Similarly, given a morphism f : x → y in H
and a morphism f ′: x′ → y′, we obtain a morphism
f ⊗ f ′ : x⊗ x′ → y ⊗ y′
in H ⊗H ′. We usually write
f ⊗ x′ : x⊗ x′ → y ⊗ x′
for the morphism f ⊗ 1x′, and
x⊗ f ′ : x⊗ x′ → x⊗ y′
for the morphism 1x ⊗ f
′.
We expect that 2Hilb has the structure of a monoidal 2-category with the above
tensor product as part of the monoidal structure. Kapranov and Voevodsky [17] have
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defined the notion of a weak monoidal structure on a strict 2-category, which should
be sufficient for the purpose at hand. On the other hand the work of Gordon, Power
and Street [14] gives a fully general notion of weak monoidal 2-category, namely a
1-object tricategory. This should also be suitable for studying the tensor product on
2Hilb, though it might be considered overkill. Both these sorts of monoidal 2-category
involve various extra structures besides the tensor product of objects in 2Hilb. Most
of these should arise from the universal property of the tensor product.
For example, suppose we are given a morphism F :H → H ′ and an object K in
2Hilb. Thus we have bimorphisms T :H ×K → H ⊗K and T ′:H ×K ′ → H ⊗K ′,
and T ∗ has some morphism
S: bihom(H ×K,H ′ ⊗K)→ hom(H ⊗K,H ′ ⊗K)
as inverse up to natural isomorphism. Applying S to the bimorphism given by the
composite
H ×K H ′ ×K H ′ ⊗K-
F×1K -T
′
we obtain a morphism we denote by
F ⊗K:H ⊗K → H ′ ⊗K.
Similarly, given an object H ∈ 2Hilb and a morphism G:K → K ′, we obtain a
morphism
H ⊗G:H ⊗K → H ⊗K ′.
Moreover, we have:
Proposition 36. Let F :H → H ′ and G:K → K ′ be morphisms in 2Hilb. Then the
following diagram
H ⊗K H ′ ⊗K
H ⊗K ′ H ′ ⊗K ′
-F⊗K
?
H⊗G
?
H′⊗G
-
F⊗K ′
commutes up to a specified natural isomorphism
⊗
F,G
: (F ⊗K)(H ′ ⊗G)⇒ (H ⊗G)(F ⊗K ′).
Proof - Here we have fixed tensor products of all the 2-Hilbert spaces involved, so
we have bimorphisms
TH,K :H ×K → H ⊗K
and so on. Applying the equivalence
bihom(H ×K,H ′ ⊗K ′) ≃ hom(H ⊗K,H ′ ⊗K ′)
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coming from the definition of tensor product to the bimorphism given by the com-
posite
H ×K H ′ ×K ′ H ′ ⊗K ′-
F×G -TH′,K′ (1)
we obtain a morphism we denote by
F ⊗G:H ⊗K → H ′ ⊗K ′.
We shall construct a natural isomorphism from (F⊗K)(H ′⊗G) to F⊗G. Composing
this with an analogous natural isomorphism from F ⊗ G to (H ⊗ G)(F ⊗ K ′) one
obtains
⊗
F,G.
If we precompose F ⊗G with TH,K we obtain a bimorphism naturally isomorphic
to (1). If we precompose (F ⊗ K ′)(H ⊗ G) with TH,K , we obtain a bimorphism
naturally isomorphic to
H ×K H ′ ×K H ′ ⊗K H ′ ⊗K ′-
F×K -TH′,K -H
′⊗G
(2)
Note also that in both cases, a specified natural isomorphism is given by the defini-
tion of tensor product. Since precomposition with TH,K is an equivalence between
bihom(H×K,H ′⊗K ′) and hom(H⊗K,H ′⊗K ′), it thus suffices to exhibit a natural
isomorphism between (1) and (2).
Factoring these by F ×K, it suffices to exhibit a natural isomorphism between
H ′ ×K H ′ ⊗K ′ H ′ ⊗K ′-
H′×G -TH′,K′
and
H ′ ×K H ′ ⊗K H ′ ⊗K ′-
TH′,K -H
′⊗G
This arises from the definition of H ′ ⊗G. ⊓⊔
The 2-morphism
⊗
F,G is part of the structure one expects in a monoidal 2-category,
and the fact that the diagram in Proposition 36 does not commute ‘on the nose’ is
one of the key ways in which monoidal 2-categories differ from monoidal categories.
We expect a 2-categorical version of hom-tensor adjointness to hold for the ten-
sor product defined in this section and the hom defined in section 4.3. In other
words, given finite-dimensional 2-Hilbert space H,H ′, and K, the obvious functor
from hom(H, hom(H ′, K)) to hom(H ⊗ H ′, K) should be an equivalence. However,
we shall not prove this here.
4.5 The braiding
The symmetry in Cat gives braiding morphisms in 2Hilb as follows. Let H and H ′ be
2-Hilbert spaces. We may take their tensor product in either order, obtaining tensor
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products T :H ×H ′ → H ⊗H ′ and T ′:H ′×H → H ′⊗H . By the universal property
of the tensor product, the bimorphism given by the composite
H ×H ′ H ′ ×H H ′ ⊗H-
SH,H′ -T
′
defines a morphism, the braiding
RH,H′ :H ⊗H
′ → H ′ ⊗H.
One can check that RH,H′ is an equivalence.
We expect that 2Hilb has the structure of a braided monoidal 2-category with
the above braiding morphisms. However, the existing notion of semistrict braided
monoidal 2-category introduced by Kapranov and Voevodsky [17] and subsequently
refined in HDA1 is insufficiently general to cover this example, since 2Hilb is not
a semistrict monoidal 2-category. One should however be able to strictify 2Hilb,
obtaining a semistrict braided monoidal 2-category. Alternatively, the work of Trimble
[27] should give a fully general notion of weak braided monoidal 2-category, namely a
tetracategory with one object and one morphism. This should apply to 2Hilb without
strictification.
In any event, both semistrict and weak braided monoidal 2-categories involve
various structures in addition to the braiding morphisms. Most of these should arise
from the universal property of the tensor product together with the properties of the
symmetry in Cat. For example, we have:
Proposition 37. Let F :H → H ′ be a morphism and let K be an object in 2Hilb.
Then the following diagram
H ⊗K H ′ ⊗K
K ⊗H K ⊗H ′
-F⊗K
?
RH,K
?
RH′,K
-
K⊗F
commutes up to a specified natural isomorphism
RF,K : (F ⊗K)RH′,K ⇒ RH,K(K ⊗ F ).
Similarly, given an object H and a morphism G:K → K ′ in 2Hilb, the following
diagram
H ⊗K H ⊗K ′
K ⊗H K ′ ⊗H
-H⊗G
?
RH,K
?
RH,K′
-
G⊗H
commutes up to a specified natural isomorphism
RH,G: (H ⊗G)RH,K ′ ⇒ RH,K(G⊗H).
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Proof - We only treat the first case as the second is analogous. Applying the
equivalence
bihom(H ×K,K ′ ⊗H ′) ≃ hom(H ⊗K,K ′ ⊗H ′)
coming from the definition of tensor product to the bimorphism given by the com-
posite
H ×K H ′ ×K K ×H ′ K ⊗H ′-
F×K -SH′,K -TK,H′ (3)
we obtain a morphism we denote by A:H ⊗ K → K ′ ⊗ H . We shall construct a
natural isomorphism from (F ⊗K)RH′,K to A. Using the fact that (3) equals
H ×K K ×H K ×H ′ K ⊗H ′-
SH,K -K×F -TK,H′
one can similarly obtain a natural isomorphism from A to RH,K(K ⊗ F ). The com-
posite of these is RF,K .
If we precompose A with TH,K we obtain a bimorphism naturally isomorphic to
(3). If we precompose (F ⊗K)RH′,K with TH,K , we obtain a bimorphism naturally
isomorphic to
H ×K H ′ ×K H ′ ⊗K K ′ ⊗H-
F×K -TH′,K -RH′,K (4)
In both cases, a natural isomorphism is given by the definition of tensor product.
It thus suffices to exhibit a natural isomorphism between (3) and (4). This may be
constructed as in the proof of Proposition 36. ⊓⊔
4.6 The involutor
As indicated in Figure 1, for 2Hilb to be a stable 2-category it should possess an extra
layer of structure after the tensor product and the braiding, namely the ‘involutor’.
Also, this structure should have an extra property making 2Hilb ‘strongly involutory’.
The involutor is a weakened form of the equation appearing in the definition of a
symmetric monoidal category. Namely, while the braiding need not satisfy
RH′,HRH,H′ = 1H⊗H′
for all objects H,H ′ ∈ 2Hilb, there should be a 2-isomorphism
IH,H′:RH,H′RH′,H ⇒ 1H⊗H′,
the involutor.
We construct the involutor as follows. Choose tensor products T :H×H ′ → H⊗H ′
and T ′:H ′ × H → H ′ ⊗ H . Then by the universality of the tensor product, the
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commutativity of
H ′ ×H
H ×H ′ H ×H ′
@
@
@
@
@
@R
SH′,H
-
1H×H′
 
 
 
 
 
 
SH,H′
implies that
H ′ ⊗H
H ⊗H ′ H ⊗H ′
@
@
@
@
@
@R
RH′,H
-
1H⊗H′
 
 
 
 
 
 
RH,H′
commutes up to a specified natural transformation. This is the involutor
IH,H′:RH,H′RH′,H ⇒ 1H⊗H′.
In addition, for 2Hilb to be stable, or ‘strongly involutory’, the involutor should
satisfy a special coherence law of its own, in analogy to how the braiding satisfies
a special equation in a symmetric monoidal category. In HDA0 this equation was
described in terms of RH,H′ and a weak inverse thereof, but it turns out to be easier
to give the equation by stating that the following horizontal composites agree:
IH,H′ ◦ 1RH,H′ :RH,H′RH′,HRH,H′ ⇒ RH,H′
and
1RH,H′ ◦ IH,H′ :RH,H′RH′,HRH,H′ ⇒ RH,H′
This is indeed the case, as one can show using the properties of the tensor product.
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5 2-H*-algebras
Now we consider 2-Hilbert spaces with extra structure and properties, as listed in the
second column of Figure 2.
Definition 38. A 2-H*-algebra H is a 2-Hilbert space equipped with a product bi-
morphism ⊗:H × H → H, a unit object 1 ∈ H, a unitary natural transformation
ax,y,z: (x ⊗ y) ⊗ z → x ⊗ (y ⊗ z) called the associator, and unitary natural transfor-
mations ℓx: 1 ⊗ x → x, rx: x ⊗ 1 → x called the left and right unit laws, making H
into a monoidal category. We require also that every object x ∈ H has a left dual.
Recall that forH to be a monoidal category, one demands that the following pentagon
commute:
((x⊗ y)⊗ z)⊗ w (x⊗ y)⊗ (z ⊗ w) x⊗ (y ⊗ (z ⊗ w))
(x⊗ (y ⊗ z))⊗ w x⊗ ((y ⊗ z)⊗ w)
-ax⊗y,z,w
?
ax,y,z⊗w
-ax,y,z⊗w
-ax,y⊗z,w
6
x⊗ay,z,w
as well as the following diagram involving the unit laws:
(1⊗ x)⊗ 1 1⊗ (x⊗ 1)
x⊗ 1 x 1⊗ x
?
ℓx⊗1
-a1,x,1
?
1⊗rx
-rx ff ℓx
Mac Lane’s coherence theorem [22] says that every monoidal category is equiva-
lent, as a monoidal category, to a strict monoidal category, that is, one for which the
associators and unit laws are all identity morphisms. Sometimes we will use this to
streamline formulas by not parenthesizing tensor products and not writing the asso-
ciators and unit laws. Such formulas apply literally only to the strict case, but one
can always use Mac Lane’s theorem to apply them to general monoidal categories.
In practice, this amounts to parenthesizing tensor products however one likes, and
inserting associators and unit laws when needed to make the formulas make sense.
A left dual of an object x in a monoidal category is an object y together with
morphisms
e: y ⊗ x→ 1
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and
i: 1→ x⊗ y,
called the unit and counit, such that the following diagrams commute:
x x
x⊗ y ⊗ x
-1x
Q
Q
Q
Q
Q
QQs
i⊗x





3
x⊗e
y y
y ⊗ x⊗ y
-1y
Q
Q
Q
Q
Q
QQs
y⊗i





3
e⊗y
(These diagrams apply literally only when the monoidal category is strict.) In this
situation we also say that x is a right dual of y, and that (x, y, i, e) is an adjunction.
All adjunctions having x as right dual are uniquely isomorphic in the following sense:
Proposition 39. Given an adjunction (x, y, i, e) in a monoidal category and an iso-
morphism f : y → y′, there is an adjunction (x, y′, i′, e′) given by:
i′ = i(x⊗ f), e′ = (f−1 ⊗ x)e.
Conversely, given two adjunctions (x, y, i, e) and (x, y′, i′, e′), there is a unique iso-
morphism f : y → y′ for which i′ = i(x⊗ f) and e′ = (f−1 ⊗ x)e. This is given in the
strict case by the composite
y = y ⊗ 1 y ⊗ x⊗ y′ 1⊗ y′ = y′-
y⊗i′ -e⊗y
′
Proof - This result is well-known and the proof is a simple calculation. ⊓⊔
Similarly, any two adjunctions having a given object as right dual are canonically
isomorphic. We may thus speak of ‘the’ left or right dual of a given object, using
the generalized ‘the’, as described in Section 4.4. Note that duality at the morphism
level of a 2-H*-algebra allows us to turn left duals into right duals, and vice versa, at
the object level:
Proposition 40. Suppose that H is a 2-H*-algebra. Then (x, x∗, i, e) is an adjunc-
tion if and only if (x∗, x, e∗, i∗) is an adjunction.
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Proof - The proof is analogous to that of Proposition 21. ⊓⊔
Next we turn to braided and symmetric 2-H*-algebras. A good example of a
braided 2-H*-algebra is the category of tilting modules of a quantum group when the
parameter q is a suitable root of unity [4]. Categories very similar to our braided
2-H*-algebras have been studied by Fro¨hlich and Kerler [12] under the name ‘C*-
quantum categories’; our definitions differ only in some fine points. A good example
of a symmetric 2-H*-algebra is the category of finite-dimensional continuous unitary
representations of a compact topological group. Doplicher and Roberts [8] have stud-
ied categories very similar to our symmetric 2-H*-algebras.
Definition 41. A braided 2-H*-algebra is a 2-H*-algebra H equipped with a unitary
natural isomorphism Bx,y: x⊗ y → y⊗x making H into a braided monoidal category.
Definition 42. A symmetric 2-H*-algebra is a 2-H*-algebra for which the braiding
is a symmetry.
Recall that for H to be a braided monoidal category, the following two hexagons
must commute:
x⊗ (y ⊗ z) (x⊗ y)⊗ z (y ⊗ x)⊗ z
(y ⊗ z)⊗ x y ⊗ (z ⊗ x) y ⊗ (x⊗ z)
?
Bx,y⊗z
-a
−1
x,y,z -Bx,y⊗z
?
ay,x,z
-
ay,z,x
-y⊗Bx,z
(x⊗ y)⊗ z x⊗ (y ⊗ z) x⊗ (z ⊗ y)
z ⊗ (x⊗ y) (z ⊗ x)⊗ y (x⊗ z)⊗ y
?
Bx⊗y,z
-ax,y,z -x⊗By,z
?
a−1x,z,y
-
a−1z,x,y
-Bx,z⊗y
as well as the following diagrams:
1⊗ x x⊗ 1
x
@
@
@
@
@R
ℓx
-B1,x
 
 
 
 
 	
rx
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x⊗ 1 1⊗ x
x
@
@
@
@
@R
rx
-Bx,1
 
 
 
 
 	
ℓx
The braiding is a symmetry if Bx,y = B
−1
y,x for all objects x and y.
5.1 The balancing
In the study of braided monoidal categories where objects have duals, it is common to
introduce something called the ‘balancing’. The balancing can treated in various ways
[12, 16, 26]. For example, one may think of it as a choice of automorphism bx: x→ x
for each object x, which is required to satisfy certain laws. While very important
in topology, this extra structure seems somewhat ad hoc and mysterious from the
algebraic point of view. We now show that braided 2-H*-algebras are automatically
equipped with a balancing. The reason is that not only the objects, but also the
morphisms, have duals. In fact, some of what follows would apply to any braided
monoidal category in which both objects and morphisms have duals.
In any 2-H*-algebra, Proposition 40 gives a way to make any object x into the
left dual of its left dual x∗. In a braided 2-H*-algebra, x also becomes the left dual
of x∗ in another way:
Proposition 43. Let H be a braided 2-H*-algebra. Then (x, x∗, i, e) is an adjunction
if and only if (x∗, x, iBx,x∗, Bx,x∗e) is an adjunction.
Proof - The proof is a simple computation. ⊓⊔
It follows from Proposition 39 that these two ways to make x into the left dual of
x∗ determine an automorphism of x. Simplifying the formula for this automorphism
somewhat, we make the following definition:
Definition 44. If H is a braided 2-H*-algebra and (x, x∗, i, e) is an adjunction in
H, the balancing of the adjunction is the morphism b: x→ x given in the strict case
by the composite:
x x∗ ⊗ x⊗ x x∗ ⊗ x⊗ x x-
e∗⊗x -x
∗⊗Bx,x -e⊗x
It is perhaps easiest to understand the significance of the balancing in terms of its
relation to topology. We shall be quite sketchy about describing this, but the reader
can fill in the details using the ideas described in HDA0 and the many references
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therein. Especially relevant is the work of Freyd and Yetter [11], Joyal and Street
[15], and Reshetikhin and Turaev [26, 28]. We discuss this relationship more carefully
in the Conclusions.
3. Typical tangle in 2 dimensions
The basic idea is to use tangles to represent certain morphisms in 2-H*-algebras.
A typical oriented tangle in 2 dimensions is shown in Figure 3. If we fix an adjunc-
tion (x, x∗, i, e) in a strict 2-H*-algebra H , any such tangle corresponds uniquely to a
morphism in H as follows. As shown in Figure 4, vertical juxtaposition of tangles cor-
responds to the composition of morphisms, while horizontal juxtaposition corresponds
to the tensor product of morphisms.
g
f g
f
4. Composition and tensor product of tangles
Thus it suffices to specify the morphisms in H corresponding to certain basic tangles
from which all others can be built up by composition and tensor product. These basic
tangles are shown in Figures 5 and 6. A downwards-pointing segment corresponds to
the identity on x, while an upwards-pointing segment corresponds to the identity on
x∗.
5. Tangles corresponding to 1x and 1x∗
The two oriented forms of a ‘cup’ tangle correspond to the morphisms e and i∗, while
the two oriented forms of a ‘cap’ correspond to i and e∗.
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6. Tangles corresponding to e, i∗, i, and e∗
It then turns out that isotopic tangles correspond to the same morphism in H . The
main thing to check is that the isotopic tangles shown in Figure 7 correspond to
the same morphisms. This follows from the triangle diagrams in the definition of an
adjunction. Similar equations with the orientation of the arrows reversed follow from
Proposition 40.
= =
7. Tangle equations corresponding to the definition of adjunction
If H is braided, we can also map framed oriented tangles in 3 dimensions to
morphisms in H . A typical such tangle is shown in Figure 8. We use the blackboard
framing, in which each strand is implicitly equipped with a vector field normal to the
plane in which the tangle is drawn.
8. Typical tangle in 3 dimensions
We interpret the basic tangles in Figures 5 and 6 as we did before. Moreover, we let
the tangles in Figure 9 correspond to the morphisms Bx,x, Bx∗,x, Bx,x∗ , and Bx∗,x∗ ,
and let the tangles in Figure 10 correspond to the morphisms B−1x,x, B
−1
x∗,x, B
−1
x,x∗, and
B−1x∗,x∗.
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7. Tangles corresponding to Bx,x, Bx∗,x, Bx,x∗ , and Bx∗,x∗
8. Tangles corresponding to B−1x,x, B
−1
x∗,x, B
−1
x,x∗ , and B
−1
x∗,x∗
Now suppose we wish isotopic framed oriented tangles to correspond to the same
morphism in H . Invariance under the 2nd and 3rd Reidemeister moves follows from
the properties of the braiding, so it suffices to check invariance under the framed
version of the 1st Reidemeister move. For this, note that the tangle shown in Figure
9 corresponds to the balancing of the adjunction (x, x∗, i, e). This tangle has a 2π
twist in its framing.
9. Tangle corresponding to the balancing b: x→ x
The framed version of the 1st Reidemeister move, shown in Figure 10, represents the
cancellation of two opposite 2π twists in the framing. Both tangles in this picture
correspond to the same morphism in H precisely when the balancing b: x → x is
unitary.
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=10. Tangle equation corresponding to unitarity of the balancing
In short, we obtain a map from isotopy classes of framed oriented tangles in
3 dimensions to morphisms in a braided 2-H*-algebra H whenever we choose an
adjunction in H whose balancing is unitary. This motivates the following definition:
Definition 45. An adjunction (x, x∗, i, e) in a braided 2-H*-algebra is well-balanced
if its balancing is unitary.
Similarly, given any well-balanced adjunction in a symmetric 2-H*-algebra H , we
obtain a map from isotopy classes of framed oriented tangles in 4 dimensions to
morphisms in H . We may draw tangles in 4 dimensions just as we draw tangles in 3
dimensions, but there is an extra rule saying that any right-handed crossing is isotopic
to the corresponding left-handed crossing. One case of this rule is shown in Figure
11. Invariance under these isotopies follows directly from the fact that the braiding
is a symmetry.
11. Tangle equation corresponding to symmetry
The important fact is that well-balanced adjunctions exist and are unique up to
a unique unitary isomorphism. Moreover, all of them have the same balancing:
Theorem 46. Suppose H is a braided 2-H*-algebra. For every object x ∈ H there
exists a well-balanced adjunction (x, y, i, e). Given well-balanced adjunctions (x, y, i, e)
and (x, y′, i′, e′), there is a unique morphism u: y → y′ such that
i′ = i(u⊗ x), e′ = (x⊗ u−1)e,
and this morphism is unitary.
40
Proof - To simplify notation we assume without loss of generality that H is strict.
Suppose first that x ∈ H is simple. Then for any adjunction (x, y, i, e), the balancing
equals β1x for some nonzero β ∈ C. By Proposition 39 we may define a new adjunction
(x, y, |β|1/2i, |β|−1/2e). Since the balancing of this adjunction equals β|β|−11x, this
adjunction is well-balanced.
Next suppose that x ∈ H is arbitrary. Using Theorem 6 we can write x as an
orthogonal direct sum of simple objects xj , in the sense that there are morphisms
pj : x→ xj
with
p∗jpj = 1xj ,
∑
j
pjp
∗
j = 1x.
Let yj be a left dual of xj , and define y to be an orthogonal direct sum of the objects
yj, with morphisms
qj : y → yj
such that
q∗j qj = 1yj ,
∑
j
qjq
∗
j = 1y.
Since the xj are simple, there exist adjunctions (xj , yj, ej , ij) for which the balancings
bj : xj → xj are unitary. Define the adjunction (x, y, i, e) by
i =
∑
j
ij(p
∗
j ⊗ q
∗
j ), e =
∑
j
(qj ⊗ pj)ej .
One can check that this is indeed an adjunction and that the balancing b: x → x of
this adjunction is given by
b =
∑
j
pjbjp
∗
j ,
and is therefore unitary.
Now suppose that (x, y′, i′, e′) is any other well-balanced adjunction with x as
right dual. Let b′ denote the balancing of this adjunction. We shall prove that b′ = b.
By Propositions 8 and 39 there exists a unitary morphism g: y → y′, and we have
b′ = (e′∗ ⊗ x)(y′ ⊗Bx,x)(e
′ ⊗ x)
= (e′∗(g∗ ⊗ x)⊗ x)(y ⊗ Bx,x)((g ⊗ x)e
′ ⊗ x).
By Proposition 39, (x, y, (g ⊗ x)e′, i(x⊗ g−1)) is an adjunction, so by the uniqueness
up to isomorphism of right adjoints we have (g⊗x)e′ = (y⊗f)e for some isomorphism
f : x→ x. We thus have
b′ = (e∗(y ⊗ f ∗)⊗ x)(y ⊗ Bx,x)((y ⊗ f)e⊗ x)
= fbf ∗.
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We may write x as an orthogonal direct sum
x =
⊕
λ
xλ
where {eλ} is a basis of H and xλ is a direct sum of some number of copies of eλ.
Then by our previous formula for b we have
b =
⊕
λ
βλ1xλ
with |βλ| = 1 for all λ. We also have
f =
⊕
λ
fλ
for some morphisms fλ: xλ → xλ. It follows that
b′ =
⊕
λ
βλfλfλ
∗
Since b and b′ are unitary it follows that each morphism fλfλ
∗ is unitary. Since the
only positive unitary operator is the identity, using Theorem 6 it follows that each
fλfλ
∗ is the identity, so b′ = b as desired.
By Proposition 39, we know there is a unique isomorphism u: y → y′ with
i′ = i(u⊗ x), e′ = (x⊗ u−1)e,
and we need to show that u is unitary. Since b′ = b, we have
(ib′ ⊗ y)(x⊗ B−1y,y)(i
∗ ⊗ y) = (ib⊗ y)(x⊗B−1y,y)(i
∗ ⊗ y),
and if one simplifies this equation using the fact that
b = (e∗ ⊗ x)(y′ ⊗ Bx,x)(e⊗ x)
and
b′ = (e∗(x⊗ (u−1)∗)⊗ x)(y′ ⊗Bx,x)((x⊗ u
−1)e⊗ x),
one finds that u is unitary. ⊓⊔
Corollary 47. In a braided 2-H*-algebra every well-balanced adjunction with x as
right dual has the same balancing, which we call the balancing of x and denote as
bx: x→ x.
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Proof - This was shown in the proof above. ⊓⊔
Note that for any simple object x in a braided 2-H*-algebra, the balancing bx must
equal 1x times some unit complex number, the balancing phase of x. In physics, the
balancing phase describes the change in the wavefunction of a particle that undergoes
a 2π rotation. Note that in a symmetric 2-H*-algebra
bx = (e
∗
x ⊗ 1x)(1x∗ ⊗Bx,x)(ex ⊗ 1x)
= (e∗x ⊗ 1x)(1x∗ ⊗B
∗
x,x)(ex ⊗ 1x)
= b∗x,
so b2x = 1x. Thus in this case the balancing phase of any simple object must be ±1.
In physics, this corresponds to the fact that particles in 4-dimensional spacetime are
either bosons and fermions depending on the phase they acquire when rotated by 2π,
while in 3-dimensional spacetime other possibilities, sometimes called ‘anyons’, can
occur [8, 12].
More generally, we make the following definition:
Definition 48. If H is a symmetric 2-H*-algebra, an object x ∈ H is even or bosonic
if bx = 1, and odd or fermionic if bx = −1. We say H is even or purely bosonic if
every object x ∈ H is even.
Note that if x⊕ y is an orthogonal direct sum,
bx⊕y = bx ⊕ by,
so an object in any symmetric 2-H*-algebra is even (resp. odd) if and only if it is a
direct sum of even (resp. odd) simple objects. Also, since
bx⊗y = (bx ⊗ by)Bx,yBy,x,
it follows that the tensor product of two even or two odd objects is even, while the
tensor product of an even and an odd object is odd.
There is a way to turn any symmetric 2-H*-algebra into an even one, which will
be useful in Section 6.
Proposition 49. (Doplicher-Roberts) Suppose H is a symmetric 2-H*-algebra. Then
there is a braiding B′ on H given on simple objects x, y ∈ H by
B♭x,y = (−1)
|x| |y|Bx,y
where |x| equals 0 or 1 depending on whether x is even or odd, and similarly for |y|.
Let H♭ denote H equipped with the new braiding B♭. Then H♭ is an even symmetric
2-H*-algebra, the bosonization of H.
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Proof - This is a series of straightforward computations. One approach involves
noting that for any objects x, y ∈ H ,
B♭x,y =
1
2
Bx,y(1x ⊗ 1y + 1x ⊗ by + bx ⊗ 1y − bx ⊗ by).
⊓⊔
The above proposition is essentially due to Doplicher and Roberts, who proved it in
a slightly different context [8]. However, the term ‘bosonization’ is borrowed from
Majid [24], who uses it to denote a related process that turns a super-Hopf algebra
into a Hopf algebra.
5.2 Trace and dimension
The notion of the ‘dimension’ of an object in a braided 2-H*-algebra will be very
important in Section 6. First we introduce the related notion of ‘trace’.
Definition 50. If H is a braided 2-H*-algebra and f : x → x is a morphism in H,
for any well-balanced adjunction (x, x∗, i, e) we define the trace of f , tr(f) ∈ end(1),
by
tr(f) = e(x∗ ⊗ f)e∗.
The trace is independent of the choice of well-balanced adjunction, by Theorem 46.
Also, one can show that an obvious alternative definition of the trace is actually
equivalent:
tr(f) = i∗(f ⊗ x∗)i.
Definition 51. If H is a braided 2-H*-algebra, we define the dimension of x, dim(x),
to be tr(1x).
Note that x, y are objects in a braided 2-H*-algebra, we have
dim(x⊕y) = dim(x)+dim(y), dim(x⊗y) = dim(x) dim(y), dim(x∗) = dim(x).
Moreoever, we have:
Proposition 52. If H is a symmetric 2-H*-algebra and x ∈ H is any object, then
the spectrum of dim(x) is a subset of N = {0, 1, 2, . . .}.
Proof - We follow the argument of Doplicher and Roberts [8]. For any n ≥ 0,
the group algebra of the symmetric group Sn acts as endomorphisms of x
⊗n, and the
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morphisms pS, pA corresponding to complete symmetrization and complete antisym-
metrization, respectively, are self-adjoint projections in the H*-algebra end(x⊗n). It
follows that tr(pS), tr(pA) ≥ 0. If x is even, a calculation shows that
tr(pA) =
1
n!
dim(x)(dim(x)− 1) · · · (dim(x)− n+ 1)
For this to be nonnegative for all n, the spectrum of dim(x) must lie in N. Similarly,
if x is odd, a calculation shows that
tr(pS) =
1
n!
dim(x)(dim(x)− 1) · · · (dim(x)− n+ 1)
so again the spectrum of dim(x) lies in N. In general, any object dim(x) is a sum of
simple objects, which are either even or odd, so by the additivity of dimension, the
spectrum of dim(x) again lies in N. ⊓⊔
For any 2-H*-algebra, the Eckmann-Hilton argument shows that end(1) is a com-
mutative H*-algebra, and thus isomorphic to a direct sum of copies of C. (See HDA0
or HDA1 for a explanation of the Eckmann-Hilton argument.)
Definition 53. A 2-H*-algebra H is connected if the unit object 1 ∈ H is simple.
In a connected 2-H*-algebra, end(1) ∼= C. The dimension of any object in a connected
symmetric 2-H*-algebra is thus a nonnegative integer.
In addition to the above notion of dimension it is also interesting to consider the
‘quantum dimension’. Here our treatment most closely parallels that of Majid [24].
Definition 54. If H is a braided 2-H*-algebra and f : x→ x is a morphism in H, for
any well-balanced adjunction (x, x∗, i, e) we define the quantum trace of f , qtr(f) ∈
end(1), by
qtr(f) = tr(bxf).
We define the quantum dimension of x, qdim(x), to be qtr(1x).
In the case of a symmetric 2-H*-algebra, the quantum trace is also called the ‘super-
trace’. Suppose H is a connected symmetric 2-H*-algebra and x is a simple object.
Then qdim(x) ≥ 0 if x is even and qdim(x) ≤ 0 if x is odd. The idea of odd objects
as negative-dimensional is implicit in Penrose’s work on negative-dimensional vector
spaces [25].
5.3 Homomorphisms and 2-homomorphisms
There is a 2-category with 2-H*-algebras as objects and ‘homomorphisms’ and ‘2-
homomorphisms’ as morphisms and 2-morphisms, respectively. This is also true for
braided 2-H*-algebras and symmetric 2-H*-algebras.
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Definition 55. Given 2-H*-algebras H and H ′, a homomorphism F :H → H ′ is
a morphism of 2-Hilbert spaces that is also a monoidal functor. If H and H ′ are
braided, we say that F is a homomorphism of braided 2-H*-algebras if F is addi-
tionally a braided monoidal functor. If H and H ′ are symmetric, we say that F is
a homomorphism of symmetric 2-H*-algebras if F is a morphism of 2-Hilbert spaces
that is also a symmetric monoidal functor.
Recall that a functor F :C → C ′ between monoidal categories is monoidal if it
is equipped with a natural isomorphism Φx,y:F (x) ⊗ F (y) → F (x ⊗ y) making the
following diagram commute for any objects x, y, z ∈ C:
(F (x)⊗ F (y))⊗ F (z) F (x⊗ y)⊗ F (z) F ((x⊗ y)⊗ z)
F (x)⊗ (F (y)⊗ F (z)) F (x)⊗ F (y ⊗ z) F (x⊗ (y ⊗ z))
-Φx,y ⊗1F (z)
?
aF (x),F (y),F (z)
-Φx⊗y,z
?
F (ax,y,z)
-1F (x)⊗Φy,z -Φx,y⊗z
together with an isomorphism φ: 1C′ → F (1C) making the following diagrams com-
mute for any object x ∈ C:
1⊗ F (x) F (x)
F (1)⊗ F (x) F (1⊗ x)
-ℓF (x)
?
φ⊗1F (x)
-Φ1,x
6
F (ℓx)
F (x)⊗ 1 F (x)
F (x)⊗ F (1) F (x⊗ 1)
-rF (x)
?
1F (x)⊗φ
-Φx,1
6
F (rx)
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If C and C ′ are braided, we say that F is braided if additionally it makes the following
diagram commute for all x, y ∈ C:
F (x)⊗ F (y) F (y)⊗ F (x)
F (x⊗ y) F (y ⊗ x)
-BF (x),F (y)
?
Φx,y
?
Φy,x
-F (Bx,y)
A symmetric monoidal functor is simply a braided monoidal functor that happens to
go between symmetric monoidal categories! No extra condition is involved here.
Note that if F :H → H ′ is a homomorphism of braided 2-H*-algebras, F maps
any well-balanced adjunction in H to one in H ′. Thus it preserves dimension in the
following sense:
dim(F (x)) = F (dim(x))
for any object x ∈ H . In particular, ifH andH ′ are connected, so that we can identify
the dimension of objects in either with numbers, we have simply dim(F (x)) = dim(x).
Definition 56. If H and H ′ are 2-H*-algebras, possibly braided or symmetric, and
F,G:H → H ′ are homomorphisms of the appropriate sort, a 2-homomorphism α:F ⇒
G is a monoidal natural transformation.
Suppose that the (F,Φ, φ) and (G,Γ, γ) are monoidal functors from the monoidal
category C to the monoidal category D. Then a natural transformation α:F → G is
monoidal if the diagrams
F (x)⊗ F (y) G(x)⊗G(y)
F (x⊗ y) G(x⊗ y)
-αx⊗αy
?
Φx,y
?
Γx,y
-αx⊗y
and
1
F (1) G(1)
?
φ
@
@
@
@@R
γ
-α1
commute. There are no extra conditions required of ‘braided monoidal’ or ‘symmetric
monoidal’ natural transformations.
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Finally, when we speak of two 2-H*-algebras H and H ′, possibly braided or sym-
metric, being equivalent, we always mean the existence of homomorphisms F :H → H ′
and G:H ′ → H of the appropriate sort that are inverses up to a 2-isomorphism.
6 Reconstruction Theorems
In this section we give a classification of symmetric 2-H*-algebras. Doplicher and
Roberts proved a theorem which implies that connected even symmetric 2-H*-algebras
are all equivalent to categories of compact group representations [8, 9]. Here and in all
that follows, by a ‘representation’ of a compact group we mean a finite-dimensional
continuous unitary representation. Given a compact group G, let Rep(G) denote the
category of such representations of G. This becomes a connected even symmetric
2-H*-algebra in an obvious way. While Doplicher and Roberts worked using the
language of ‘C*-categories’, their result can be stated as follows:
Theorem 57. (Doplicher-Roberts) Let H be a connected even symmetric 2-H*-
algebra. Then there exists a homomorphism of symmetric 2-H*-algebras T :H → Hilb,
unique up to a unitary 2-homomorphism. Let U(T ) be the group of unitary 2-
homomorphisms α:T ⇒ T , given the topology in which a net αλ ∈ U(T ) converges
to α if and only if (αλ)x → αx in norm for all x ∈ H. Then U(T ) is compact, each
Hilbert space T (x) becomes a representation of U(T ), and the resulting homomorphism
T˜ :H → Rep(U(T )) extends to an equivalence of symmetric 2-H*-algebras.
Note that any continuous homomorphism ρ:G → G′ between compact groups
determines a homomorphism of symmetric 2-H*-algebras,
ρ∗: Rep(G′)→ Rep(G),
sending each representation σ of G′ to the representation σ ◦ ρ of G. The above
theorem yields a useful converse to this construction:
Corollary 58. (Doplicher-Roberts) Let F :H ′ → H be a homomorphism of con-
nected even symmetric 2-H*-algebras. Let T :H → Hilb be a homomorphism of sym-
metric 2-H*-algebras. Then there exists a continuous group homomorphism
F ∗:U(T )→ U(FT )
such that F ∗(α) equals the horizontal composite F ◦ α. Moreover, (F ∗)∗ equals F up
to a unitary 2-homomorphism.
Dolan [7] has noted that a generalization of the Doplicher-Roberts theorem to
even symmetric 2-H*-algebras — not necessarily connected — amounts to a cate-
gorification of the Gelfand-Naimark theorem. The spectrum of a commutative H*-
algebra H is a set Spec(H) whose points are homomorphisms from H to C. The
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Gelfand-Naimark theorem implies that H is isomorphic to the algebra of functions
from Spec(H) to C. Similarly, we may define the ‘spectrum’ of an even symmet-
ric 2-H*-algebra H to be the groupoid Spec(H) whose objects are homomorphisms
from H to Hilb, and whose morphisms are unitary 2-homomorphisms between these.
Moreover, we shall show that H is equivalent to a symmetric 2-H*-algebra whose
objects are ‘representations’ of Spec(H) — certain functors from Spec(H) to Hilb.
Indeed, our proof of this uses an equivalence
ˆ:H → Rep(Spec(H))
that is just the categorified version of the ‘Gelfand transform’ for commutative H*-
algebras.
In fact, there is no need to restrict ourselves to symmetric 2-H*-algebras that are
even. To treat a general symmetric 2-H*-algebra H we need objects of Spec(H) to be
homomorphisms from H to a symmetric 2-H*-algebra of ‘super-Hilbert spaces’. The
spectrum will then be a ‘supergroupoid’ — though not the most general sort of thing
one could imagine calling a supergroupoid.
Definition 59. Define SuperHilb to be the category whose objects are Z2-graded
(finite-dimensional) Hilbert spaces, and whose morphisms are linear maps preserv-
ing the grading.
The category SuperHilb can be made into a symmetric 2-H*-algebra where the ∗-
structure is the ordinary Hilbert space adjoint, the product is the usual tensor product
of Z2-graded Hilbert spaces, and the braiding is given on homogeneous elements v ∈ x,
w ∈ y by
Bx,y(v ⊗ w) = (−1)
degv degw w ⊗ v.
Definition 60. If H is a symmetric 2-H*-algebra, define Spec(H) to be the category
whose objects are symmetric 2-H*-algebra homomorphisms F :H → SuperHilb and
whose morphisms are unitary 2-homomorphisms between these.
Definition 61. A topological groupoid is a groupoid for which the hom-sets are topo-
logical spaces and the groupoid operations are continuous. A compact groupoid is is a
topological groupoid with compact Hausdorff hom-sets and finitely many isomorphism
classes of objects.
Definition 62. A supergroupoid is a groupoid G equipped with a natural transfor-
mation β: 1G ⇒ 1G, the balancing, with β
2 = 1. A compact supergroupoid is a
supergroupoid that is also a compact groupoid.
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LetH be a symmetric 2-H*-algebra. Then Spec(H) becomes a topological groupoid
if for any S, T :H → Hilb we give hom(S, T ) the topology in which a net αλ converges
to α if and only if (αλ)x → αx in norm for any x ∈ H . We shall show that Spec(H)
is a compact groupoid. Also, Spec(H) becomes a supergroupoid if for any object
T ∈ Spec(H) we define βT :T ⇒ T by
(βT )x = bT (x) = T (bx)
for any object x ∈ H . One can check that β: 1Spec(H) ⇒ 1Spec(H) is a natural transfor-
mation, and β2 = 1 because the balancing for H satisfies b2x = 1 for any x ∈ H .
Definition 63. Given a compact supergroupoid G, a (continuous, unitary, finite-
dimensional) representation of G is a functor F :G → SuperHilb such that F (g) is
unitary for every morphism g in G, F : hom(x, y) → hom(F (x), F (y)) is continuous
for all objects x, y ∈ G, and
F (βx) = bF (x)
for every object x ∈ G. We define Rep(G) to be the category having representations
of G as objects and natural transformations between these as morphisms.
Let G be a compact supergroupoid. Then the category Rep(G) becomes an even
symmetric 2-H*-algebra in a more or less obvious way as follows. Given objects
F, F ′ ∈ Rep(G), we make hom(F, F ′) into a Hilbert space with the obvious linear
structure and the inner product given by
〈α, β〉 =
∑
x
tr(αx
∗βx)
where the sum is taken over any maximal set of nonisomorphic objects of G. This
makes Rep(G) into a Hilb-category. Moreover, Rep(G) becomes a 2-Hilbert space if
we define the dual of α:F ⇒ F ′ by (α∗)x = (αx)
∗. We define the tensor product of
objects F, F ′ ∈ Rep(G) by
(F ⊗ F ′)(x) = F (x)⊗ F ′(x), (F ⊗ F ′)(f) = F (f)⊗ F ′(f)
for any object x ∈ G and morphism f in G. It is easy to define a tensor product
of morphisms and associator making Rep(G) into a monoidal category, and to check
that Rep(G) is then a 2-H*-algebra. Finally, Rep(G) inherits a braiding from the
braiding in SuperHilb, making Rep(G) into a symmetric 2-H*-algebra.
Now suppose H is an even symmetric 2-H*-algebra. Then there is a functor
ˆ:H → Rep(Spec(H)),
the categorified Gelfand transform, given as follows. For every object x ∈ H , xˆ is the
representation with
xˆ(T ) = T (x)
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for all T ∈ Spec(H), and
xˆ(α) = αx
for all α:T ⇒ T ′, where T, T ′ ∈ Spec(H). For every morphism f : x → y in H ,
fˆ : xˆ⇒ yˆ is the natural transformation with
fˆ(T ) = T (f)
for all T ∈ Spec(H). Our generalized Doplicher-Roberts theorem states:
Theorem 64. Suppose that H is a symmetric 2-H*-algebra. Then Spec(H) is a com-
pact supergroupoid and ˆ:H → Rep(Spec(H)) extends to an equivalence of symmetric
2-H*-algebras.
Proof - We have described how Spec(H) is a supergroupoid. To see that it is
compact, note that for any S, T ∈ Spec(H) the hom-set hom(S, T ) is a compact
Hausdorff space, by Tychonoff’s theorem. We also need to show that Spec(H) has
finitely many isomorphism classes of objects. The unit object 1H is the direct sum of
finitely many nonisomorphic simple objects ei, the kernels of the minimal projections
pi in the commutative H*-algebra end(1H). Any object x ∈ H is thus a direct sum
of objects xi = ei ⊗ x, and any morphism f : x → y is a direct sum of morphisms
fi: xi → yi. In short, H is, in a fairly obvious sense, the direct sum of finitely many
connected symmetric 2-H*-algebras Hi. Any homomorphism T :H → SuperHilb in-
duces a homomorphism from end(1H) to end(1SuperHilb) ∼= C, which must annihilate
all but one of the projections pi, so T sends one of the objects xi to 1SuperHilb and
the rest to 0. Thus Spec(H) is, as a groupoid, equivalent to the disjoint union of the
groupoids Spec(Hi), and hence has finitely many isomorphism classes of objects.
To show that the categorified Gelfand transform is an equivalence, first suppose
that H is even and connected. Then the supergroupoid Spec(H) has β = 1, so
every representation F : Spec(H) → SuperHilb factors through the inclusion Hilb →֒
SuperHilb. Moreover, by Theorem 57 all the objects of Spec(H) are isomorphic, so
Spec(H) is equivalent, as a groupoid, to the group U(T ) for any T ∈ Spec(H). We
thus obtain an equivalence of symmetric 2-H*-algebras between Rep(Spec(H)) and
Rep(U(T )) as defined in Theorem 57. Using this, the fact that T˜ :H → Rep(U(T )) is
an equivalence translates into the fact that ˆ:H → Rep(Spec(H)) is an equivalence.
Next, suppose that H is even but not connected. Then H is a direct sum of the
even connected symmetric 2-H*-algebras Hi as above, and Rep(Spec(H)) is similarly
the direct sum of the Rep(Spec(Hi)). Because the categorified Gelfand transform
ˆ:Hi → Rep(Spec(Hi)) is an equivalence for all i, ˆ:H → Rep(Spec(H)) is an equiv-
alence.
Finally we treat the general case where H is an arbitrary symmetric 2-H*-algebra.
Note that if H and K are symmetric 2-H*-algebras, a symmetric 2-H*-algebra ho-
momorphism F :H → K gives rise to a symmetric 2-H*-algebra homomorphism
F ♭:H♭ → K♭ between their bosonizations, where F ♭ is the same as F on objects
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and morphisms. Note also that F is an equivalence of symmetric 2-H*-algebras if
and only if F ♭ is. Thus to show that ˆ:H → Rep(Spec(H)) is an equivalence, it
suffices to show ˆ♭:H♭ → Rep(Spec(H))♭ is an equivalence.
For this, note that any supergroupoid G has a bosonization G♭, in which the
underlying compact groupoid of G is equipped with the trivial balancing β = 1.
Moreover, there is a homomorphism of symmetric 2-H*-algebras
Rep(G)♭ Rep(G♭)-
X
sending any representation F ∈ Rep(G)♭ to the representation X(F ) ∈ Rep(G♭) given
by the commutative square
G♭ SuperHilb
G SuperHilb
-X(F )
?
I
-F
6
E
Here I:G♭ → G is the identity on the underlying groupoids, while the 2-H*-algebra
homomorphism E: SuperHilb→ SuperHilb maps any super-Hilbert space to the even
super-Hilbert space with the same underlying Hilbert space, and acts as the identity
on morphisms. One may check that X(F ) is really a compact supergroupoid rep-
resentation. Similarly, given a morphism α:F ⇒ F ′ in Rep(G)♭, we define X(α) to
be the horizontal composite I ◦ α ◦ E. In fact, X is an equivalence, for given any
representation F of G♭ we can turn it back into a representation of G by equipping
each Hilbert space F (x), x ∈ G with the grading F (βx), where β is the balancing of
G.
Similarly, for any symmetric 2-H*-algebra H there is an equivalence
Spec(H)♭ Spec(H♭)-
Y
sending any object T ∈ Spec(H)♭ to the object Y (T ) ∈ Spec(H♭) given by the
commutative square
H♭ SuperHilb
H SuperHilb
-Y (T )
?
I
-T
6
E
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where I:H♭ → H is the identity on the underlying 2-H*-algebras, while E is given as
above.
We thus have equivalences
Rep(Spec(H))♭ Rep(Spec(H)♭) Rep(Spec(H♭))-
∼ -∼
and their composite gives a diagram commuting up to natural isomorphism:
H♭ Rep(Spec(H))
♭
Rep(Spec(H♭))
-ˆ
♭
Q
Q
Q
Q
Q
Q
Q
QQs
ˆ
?
It follows that ˆ♭:H♭ → Rep(Spec(H))♭ is an equivalence, as was to be shown.
⊓⊔
Presumably what Theorem 64 is trying to tell us is that there are 2-functors Rep
and Spec going both ways between the 2-category of compact supergroupoids and
the 2-category of symmetric 2-H*-algebras, and that these extend to a 2-equivalence
of 2-categories. We shall not try to prove this here. However, it is worth noting that
for any compact supergroupoid G, there is a functor
ˇ:G→ Spec(Rep(G))
given as follows. For every object x ∈ G, xˆ is the object of Spec(Rep(G)) with
xˆ(F ) = F (x)
for all F ∈ Rep(G), and
xˆ(α) = αx
for all α:F → F ′, where F, F ′ ∈ Rep(G). For every morphism g: x→ y in G, gˇ: xˇ⇒ yˇ
is the natural transformation with
gˇ(F ) = F (g)
for all F ∈ Rep(G). Presumably ˇ:G→ Spec(Rep(G)) is in some sense an equivalence
of compact supergroupoids.
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6.1 Compact abelian groups
The representation theory of compact abelian groups is rendered especially simple
by the use of Fourier analysis, as generalized by Pontryagin. Suppose that T is a
compact abelian group. Then its dual Tˆ is defined as the set of equivalence classes of
irreducible representations ρ of T . The dual becomes a discrete abelian group with
operations given as follows:
[ρ][ρ′] = [ρ⊗ ρ′],
[ρ]−1 = [ρ∗]
Then the Fourier transform is a unitary isomorphism
f :L2(T )→ L2(Tˆ )
given by
f(χρ) = δ[ρ]
where χρ is the character of the representation ρ, and δ[ρ] is the function on Tˆ which
equals 1 at [ρ] and 0 elsewhere.
The Fourier transform has an interesting categorification. Note that the ordinary
Fourier transform has as its domain the infinite-dimensional Hilbert space L2(T ),
which has a basis given by the characters of irreducible representations of T . The
categorified Fourier transform will have as domain the 2-Hilbert space Rep(T ), which
has a basis given by the irreducible representations themselves. (Taking the character
of a representation is a form of ‘decategorification’.) Similarly, just as the ordinary
Fourier transform has as its codomain an infinite-dimensional Hilbert space of C-
valued functions on Tˆ , the categorified Fourier transform will have as its codomain a
2-Hilbert space of Hilb-valued functions on Tˆ .
More precisely, define Hilb[G] for any discrete group G to be the category whose
objects are G-graded Hilbert spaces for which the total dimension is finite, and whose
morphisms are linear maps preserving the grading. Alternatively, we can think of
Hilb[G] as the category of hermitian vector bundles over G for which the sum of the
dimensions of the fibers is finite. We may write any object x ∈ Hilb[G] as a G-
tuple {x(g)}g∈G of Hilbert spaces. The category Hilb[G] becomes a 2-H*-algebra in
an obvious way with a product modelled after the convolution product in the group
algebra C[G]:
(x⊗ y)(g) =
⊕
{g′,g′′∈G : g′g′′=g}
x(g′)⊗ y(g′′).
If G is abelian, Hilb[G] becomes a symmetric 2-H*-algebra.
Now suppose that T is a compact abelian group. Given any object x ∈ Rep(T ),
we may decompose x into subspaces corresponding to the irreducible representations
of T :
x =
⊕
g∈Tˆ
x(g).
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We define the categorified Fourier transform
F : Rep(T )→ Hilb[Tˆ ]
as follows. For any object x ∈ Rep(T ), we set
F (x) = {x(g)}g∈Tˆ .
Moreoever, any morphism f : x→ y in Rep(T ) gives rise to linear maps f(g): x(g)→
y(g) and thus a morphism F (f) in Hilb[Tˆ ]. One can check that F is not only 2-
Hilbert space morphism but actually a homomorphism of symmetric 2-H*-algebras.
This is the categorified analog of how the ordinary Fourier transform sends pointwise
multiplication to convolution. Note that, in analogy to the formula
f(χρ) = δ[ρ]
satisfied by the ordinary Fourier transform, for any irreducible representation ρ of
T the categorified Fourier transform F (ρ) is a hermitian vector bundle that is 1-
dimensional at [ρ] and 0-dimensional elsewhere.
Theorem 65. If T is a compact abelian group, the categorified Fourier transform
F : Rep(T )→ Hilb(Tˆ ) is an equivalence of symmetric 2-H*-algebras.
Proof - There is a homomorphism G: Hilb[Tˆ ] → Rep(T ) sending each object
{x(g)}g∈Tˆ in Hilb[Tˆ ] to a representation of T which is a direct sum of spaces x(g)
transforming according to the different isomorphism classes g ∈ Tˆ of irreducible rep-
resentations of T . One can check that FG and GF are naturally isomorphic to the
identity. ⊓⊔
6.2 Compact classical groups
The representation theory of a ‘classical’ compact Lie group has a different flavor from
that of general compact Lie groups. The representation theory of general compact
Lie groups heavily involves the notions of maximal torus, Weyl group, roots and
weights. We hope to interpret this theory in terms of 2-Hilbert spaces in a future
paper. However, the representation theory of a classical group can also be studied
using Young diagrams [29]. This approach relies on the fact that its categories of
representations have simple universal properties. These universal properties can be
described in the language of symmetric 2-H*-algebras, and a description along these
lines represents a distilled version of the Young diagram theory.
For example, consider the group U(n). The fundamental representation of U(n) on
Cn is the ‘universal n-dimensional representation’. In other words, for a group to have
a (unitary) representation on Cn is precisely for it to have a homomorphism to U(n).
This universal property can also be expressed as a universal property of Rep(U(n)).
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Suppose that G is a compact group. Then any n-dimensional representation y ∈
Rep(G) is isomorphic to a representation of the form ρ:G→ U(n). The representation
ρ gives rise to a homomorphism
ρ∗: Rep(U(n))→ Rep(G),
and letting x denote the fundamental representation of U(n), we have ρ∗(x) = ρ.
Since ρ and y are isomorphic, there is a unitary 2-homomorphism from ρ∗ to a ho-
momorphism
F : Rep(U(n))→ Rep(G)
with F (x) = y.
In short, for any n-dimensional object y ∈ Rep(G) there is a homomorphism
F : Rep(U(n)) → Rep(G) of symmetric 2-H*-algebras with F (x) = y. On the other
hand, suppose F ′: Rep(U(n))→ Rep(G) is any other homomorphism with F ′(x) = y.
We claim that there is a unitary 2-homomorphism from F to F ′. By Corollary 58,
there exists a homomorphism ρ′:G→ U(n) with a unitary 2-homomorphism from F ′
to ρ′∗. On the other hand, by construction there is a unitary 2-homomorphism from
F to ρ∗ for some ρ:G→ U(n). To show there is a unitary 2-homomorphism from F
to F ′, it thus suffices to show that ρ and ρ′ are isomorphic in Rep(G). This holds
because ρ ∼= y = F ′(x) ∼= ρ′∗(x) = ρ′.
Now, since any connected even symmetric 2-H*-algebra is unitarily equivalent to
Rep(G) for some compact G by Theorem 57, we may restate these results as follows.
Suppose H is a connected even symmetric 2-H*-algebra and let y be an n-dimensional
object of H . Then there exists a homomorphism F : Rep(U(n))→ H with F (x) = y.
Moreover, this is unique up to a unitary 2-homomorphism. Furthermore, we can drop
the assumption that H is even by working with the full subcategory whose objects
are all the even objects of H .
We may thus state the universal property of Rep(U(n)) as follows:
Theorem 66. Rep(U(n)) is the free connected symmetric 2-H*-algebra on an even
object x of dimension n. That is, given any even n-dimensional object y of a connected
symmetric 2-H*-algebra H, there exists a homomorphism of symmetric 2-H*-algebras
F : Rep(U(n))→ H with F (x) = y, and F is unique up to a unitary 2-homomorphism.
Let Λnx denote the cokernel of pA: x
⊗n → x⊗n (complete antisymmetrization),
and let Snx denote the cokernel of pS: x
⊗n → x⊗n (complete symmetrization). We
can describe the category of representations of SU(n) as follows:
Theorem 67. Rep(SU(n)) is the free connected symmetric 2-H*-algebra on an even
object x with Λnx ∼= 1.
Proof - Suppose that G is a compact group and the object y ∈ Rep(G) has
Λny ∼= 1. It follows that y is n-dimensional by the computation in Proposition
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52, and the isomorphism Λny ∼= 1 determines a G-invariant volume form on the
representation y. Thus y is isomorphic to a representation of the form ρ:G→ SU(n).
The rest of the proof follows that of Theorem 66. ⊓⊔
Here we can see in a simple context how our theory is a distillation of the theory
of Young diagrams. (The Young diagram approach to representation theory is more
familiar for SU(n) than for U(n).) In heuristic terms, the above theorem says that
every representation of SU(n) is generated from the fundamental representation x
using the operations present in a symmetric 2-H*-algebra — the ∗-structure, direct
sums, cokernels, tensor products, duals, and the symmetry — with no relations other
than those implied by the axioms for a connected symmetric 2-H*-algebra and the
fact that x is even and Λnx ∼= 1. The theory of Young diagrams makes this explicit
by listing the irreducible representations of SU(n) in terms of minimal projections
p: x⊗x → x⊗k, or in other words, Young diagrams with k boxes. The symmetric 2-
H*-algebra of representations of a subgroup G ⊂ SU(n), such as SO(n) or Sp(n), is
a quotient of Rep(SU(n)). We may describe this quotienting process by giving extra
relations as in Theorems 69 and 70 below. These extra relations give identities saying
that different Young diagrams correspond to the same representation of G.
The classical groups O(n) and Sp(n) are related to the concept of self-duality.
Given adjunctions (x, x∗, ix, ex) and (y, y
∗, iy, ey) in a monoidal category C, for any
morphism f : x → y there is a morphism f †: y∗ → x∗, given in the strict case by the
composite:
y∗ = y∗ ⊗ 1 y∗ ⊗ x⊗ x∗ y∗ ⊗ y ⊗ x∗ 1⊗ x∗ = x∗-
y∗⊗ix -y
∗⊗f⊗x∗ -ey⊗x
∗
(Our notation here differs from that of HDA0.) Since the left dual of an object in a 2-
Hilbert space is also its right dual as in Proposition 40, given a morphism f : x→ x∗
we obtain another morphism f †: x → x∗. Using this we may describe Rep(O(n))
and Rep(Sp(n)) as certain ‘free connected symmetric 2-H*-algebras on one self-dual
object’:
Theorem 68. Rep(O(n)) is the free connected symmetric 2-H*-algebra on an even
object x of dimension n with an isomorphism f : x→ x∗ such that f † = f .
Proof - Suppose that G is a compact group and the object y ∈ Rep(G) is n-
dimensional and equipped with an isomorphism f : x → x∗ with f † = f . Then there
is a nondegenerate pairing F : y ⊗ y → 1 given by F = (y ⊗ f)i∗y. A calculation,
given in the proof of Proposition 71, shows that F is symmetric. It follows that y is
isomorphic to a representation of the form ρ:G→ O(n). The rest of the proof follows
that of Theorem 66. ⊓⊔
Theorem 69. Rep(Sp(n)) is the free connected symmetric 2-H*-algebra on one even
object x with Λnx ∼= 1 and with an isomorphism f : x→ x∗ such that f † = −f .
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Proof - The proof is analogous to that of Theorem 68, except that the pairing F
is skew-symmetric. ⊓⊔
Following the proof of Theorem 67 we may also characterize Rep(SO(n)) as follows:
Theorem 70. Rep(SO(n)) is the free connected symmetric 2-H*-algebra on an even
object x with Λnx ∼= 1 and with an isomorphism f : x→ x∗ such that f † = f .
The conditions on the isomorphism f : x → x∗ in Theorems 68 and 69 are quite
reasonable, in the following sense:
Proposition 71. Suppose that x is a simple object in a symmetric 2-H*-algebra and
that x is isomorphic to x∗. Then one and only one of the following is true: either
there is an isomorphism f : x→ x∗ with f = f †, or there is an isomorphism f : x→ x∗
with f = −f †.
Proof - Note that there is an isomorphism of complex vector spaces
hom(x, x∗) ∼= hom(x⊗ x, 1)
f 7→ (1⊗ f)i∗x,
and note that
hom(x⊗ x, 1) ∼= hom(S2x, 1)⊕ hom(Λ2x, 1).
Suppose f : x → x∗ is an isomorphism and let F = (1 ⊗ f)i∗x. Since x is simple, f
and thus F is unique up to a scalar multiple, so F must lie either in hom(S2x, 1) or
hom(Λ2x, 1). In other words, Bx,xF = ±F . Choose a well-balanced adjunction for x.
Assuming without loss of generality that H is strict, we have
f † = (x⊗ ix)(x⊗ f ⊗ x
∗)(i∗x ⊗ x
∗)
= (x⊗ ix)(F ⊗ x
∗)
= ±(x⊗ ix)(Bx,xF ⊗ x
∗)
= ±(f ⊗ ix)(Bx∗,x ⊗ x
∗)(i∗x ⊗ x
∗)
= ±fbx∗
Since bx∗ = ±1x∗ depending on whether x, and thus x
∗, is even or odd, we have
f † = ±f . ⊓⊔
This result is well-known if H is a category of compact group representations [13].
Here one may also think of the morphism f : x→ x∗ as a conjugate-linear intertwining
operator j: x → x. The condition that f = ±f † is then equivalent to the condition
that j2 = ±1x. One says that x is a real representation if j
2 = 1x and a quaternionic
representation if j2 = −1x, establishing the useful correspondence:
real : complex : quaternionic :: orthogonal : unitary : symplectic
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The following alternate characterization of Rep(U(1)) is interesting because it
emphasizes the relation between duals and inverses. Whenever T is a compact abelian
group and x ∈ Rep(T ), the dual x∗ is also the inverse of x, in the sense that x⊗x∗ ∼= 1.
We have:
Theorem 72. Rep(U(1)) is the free connected symmetric 2-H*-algebra on an even
object x with x⊗ x∗ ∼= 1.
Proof - By Theorem 66 it suffices to show that an object x in a connected sym-
metric 2-H*-algebra is 1-dimensional if and only if x⊗ x∗ ∼= 1. On the one hand, by
the multiplicativity of dimension, x⊗ x∗ ∼= 1 implies that dim(x) = 1. On the other
hand, suppose dim(x) = 1. Then we claim ix: 1 → x ⊗ x
∗ and i∗x: x ⊗ x
∗ → 1 are
inverses. First, ix
∗ix is the identity since dim(x) = 1. Second, ix
∗ix ∈ end(x ⊗ x
∗)
is idempotent since dim(x) = 1. Since x ⊗ x∗ is 1-dimensional, it is simple (by the
additivity of dimension), so ix
∗ix must be the identity. ⊓⊔
Finally, it is interesting to note that SuperHilb is the free connected symmetric
2-H*-algebra on an odd object x with x⊗x ∼= 1. This object x is the one-dimensional
odd super-Hilbert space.
7 Conclusions
The reader will have noted that some of our results are slight reworkings of those
in the literature. One advantage of our approach is that it immediately suggests
generalizations to arbitrary n. While the general study of n-Hilbert spaces will require
a deeper understanding of n-category theory, we expect many of the same themes to
be of interest. With this in mind, let us point out some problems with what we have
done so far.
One problem concerns the definition of the quantum-theoretic hierarchy. A monoid
is a essentially a category with one object. More precisely, a category with one object
x can be reconstructed from the monoid end(x), and up to isomorphism every monoid
comes from a one-object category in this way. Comparing Figures 1 and 2, one might
at first hope that by analogy an H*-algebra would be a one-dimensional 2-Hilbert
space. Unfortunately, the way we have set things up, this is not the case.
If H is a one-dimensional 2-Hilbert space with basis given by the object x, then
end(x) is an H*-algebra. However, end(x) is always isomorphic to C; one does not
get any other H*-algebras this way. The reason appears to be the requirement that
a 2-Hilbert space has cokernels, so that if end(x) has nontrivial idempotents, x has
subobjects. If we dropped this clause in the definition of a 2-Hilbert space, there
would be a correspondence between H*-algebras and 2-Hilbert spaces, all of whose
objects are direct sums of a single object x. Perhaps in the long run it will be
worthwhile to modify the definition of 2-Hilbert space in this way. On the other
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hand, an H*-algebra is also an H*-category with one object. An H*-category has
sums and differences of morphisms, but not of objects, i.e., it need not have direct
sums and cokernels. Perhaps, therefore, a k-tuply monoidal n-Hilbert space should
really be some sort of ‘(n+k)-H*-category’ with one j-morphism for j < k, and sums
and differences of j-morphisms for j ≥ k.
A second problem concerns the program of getting an invariant of n-tangles in
(n + k)-dimensions from an object in a k-tuply monoidal n-Hilbert space. Let us
recall what is known so far here.
Oriented tangles in 2 dimensions are the morphisms in a monoidal category with
duals, C1,1. Here by ‘monoidal category with duals’ we mean a monoidal ∗-category in
which every object has a left dual, the tensor product is a ∗-functor, and the associator
is a unitary natural transformation. Suppose that X is any other monoidal category
with duals, e.g. a 2-H*-algebra. Then any adjunction (x, x∗, i, e) in C uniquely deter-
mines a monoidal ∗-functor F :C1,1 → H up to monoidal unitary natural isomorphism.
The functor F is determined by the requirement that it maps the positively oriented
point to x, the negatively oriented point to x∗, and the appropriately oriented ‘cup’
and ‘cap’ tangles to e and i.
According to our philosophy we would prefer F to be determined by an object
x ∈ X rather than an adjunction. However F is not determined up to natural trans-
formation by requiring that it map the positively oriented point to x. For example,
take X = Hilb and let x ∈ X be any object. We may let F send the negatively
oriented point to the dual Hilbert space x∗, and send the cap and cup to the standard
linear maps e: x∗⊗x→ C and i:C → x⊗x∗. Then F (ii∗) = dim(x)1x. Alternatively
we may let F send the cap and cup to e′ = α−1e and i′ = αi for any nonzero α ∈ C.
Then F (ii∗) = |α|2 dim(x)1x. The problem is that while adjunctions in X are unique
up to unique isomorphism, the isomorphism is not necessarily unitary.
In HDA0 we outlined a way to deal with this problem by ‘strictifying’ the notion
of a monoidal category with duals. Roughly speaking, this amounts to equipping
each object with a choice of left adjunction, and requiring the functor F :C1,1 →
X to preserve this choice. Then F is determined up to monoidal unitary natural
transformation by the requirement that it map the positively oriented point to a
particular object x ∈ X. In this paper we have attempted to take the ‘weak’ rather
than the ‘strict’ approach. Our point here is that the weak approach seems to make
it more difficult to formulate the sense in which C1,1 is the ‘free’ monoidal category
with duals on one object.
In higher dimensions the balancing plays an interesting role in this issue. Framed
oriented tangles in 3 dimensions form a braided monoidal category C1,2 with duals.
Here by ‘braided monoidal category with duals’ we mean a monoidal category with
duals which is also braided, such that the braiding is unitary and every object x
has a well-balanced adjunction (x, x∗, i, e). For any object x in a braided monoidal
category X with duals, there is a braided monoidal ∗-functor F :C1,2 → X sending
the positively oriented point to x. Moreover, because well-balanced adjunctions are
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unique up to unique unitary isomorphism, F is unique up to monoidal unitary natural
isomorphism. This gives a sense in which C1,2 is the free braided monoidal category
with duals on one object.
Similarly, framed oriented tangles in 4 dimensions form a symmetric monoidal
category with duals C1,3, i.e., a braided monoidal category with duals for which the
braiding is a symmetry. Again, for any object x in a symmetric monoidal category
X with duals, there is a symmetric monoidal ∗-functor F :C1,3 → X sending the
positively oriented point to x, and F is unique up to monoidal unitary natural iso-
morphism. (For an alternative ‘strict’ approach to the 3- and 4-dimensional cases,
see HDA0.)
In short, we need to understand the notion of k-tuply monoidal n-Hilbert spaces
more deeply, as well as the notion of ‘free’ k-tuply monoidal n-categories with duals.
Acknowledgements
Many of the basic ideas behind this paper were developed in collaboration with James
Dolan. I would also like to thank Louis Crane, Martin Hyland, Martin Neuchl, John
Power, Stephen Sawin, Gavin Wraith, and David Yetter for helpful conversations and
correspondence. I am grateful to the Erwin Schro¨dinger Institute and the physics
department of Imperial College for their hospitality while part of this work was being
done.
References
[1] W. Ambrose, Structure theorems for a special class of Banach algebras, Trans.
Amer. Math. Soc. 57 (1945), 364-386.
[2] J. Baez and J. Dolan, Higher-dimensional algebra and topological quantum field
theory, Jour. Math. Phys. 36 (1995), 6073-6105.
[3] J. Baez and M. Neuchl, Higher-dimensional algebra I: Braided monoidal 2-
categories, to appear in Adv. Math..
[4] V. Chari and A. Pressley, A Guide to Quantum Groups, Cambridge U. Press,
1994.
[5] L. Crane, Clock and category: is quantum gravity algebraic?, Jour. Math. Phys.
36 (1995), 6180-6193.
[6] P. Deligne and J. Milne, Tannakian Categories, Springer Lecture Notes in Math-
ematics 900, Berlin, 1982.
[7] J. Dolan, personal communication.
61
[8] S. Doplicher and J. Roberts, A new duality theory for compact groups, Invent.
Math. 98 (1989), 157-218.
[9] S. Doplicher and J. Roberts, Why there is a field algebra with a compact gauge
group describing the superselection in particle physics, Comm. Math. Phys. 131
(1990), 51-107.
[10] D. Freed, Higher algebraic structures and quantization, Commun. Math. Phys.
159 (1994), 343-398.
[11] P. Freyd and D. Yetter, Braided compact monoidal categories with applications
to low dimensional topology, Adv. Math. 77 (1989), 156-182.
[12] J. Fro¨hlich and T. Kerler, Quantum Groups, Quantum Categories and Quantum
Field Theory, Springer Lecture Notes in Mathematics 1542, Berlin, 1993.
[13] W. Fulton and J. Harris, Representation Theory: A First Course, Springer,
Berlin, 1991.
[14] R. Gordon, A. J. Power, and R. Street, Coherence for tricategories, Memoirs
Amer. Math. Soc. 117 (1995) Number 558.
[15] A. Joyal and R. Street, Braided tensor categories, Adv. Math. 102 (1993), 20-78.
[16] A. Joyal and R. Street, An introduction to Tannaka duality and quantum groups,
in Part II of Category Theory, eds. A. Carboni, M. Pedicchio and G. Rosolini,
Springer Lecture Notes in Mathematics 1488, Berlin, 1991, pp. 411-492.
[17] M. Kapranov and V. Voevodsky, 2-Categories and Zamolodchikov tetrahedra
equations, in Proc. Symp. Pure Math. 56 Part 2 (1994), AMS, Providence, pp.
177-260.
[18] G. Kelly, Basic Concepts of Enriched Category Theory, London Math. Soc. Lec-
ture Notes 64, Cambridge U. Press, Cambridge, 1982.
[19] G. Kelly, Coherence theorems for lax algebras and distributive laws, Springer
Lecture Notes in Mathematics 420, Berlin, 1974, pp. 281-375.
[20] M. Laplaza, Coherence for distributivity, Springer Lecture Notes in Mathematics
281, Berlin, 1972, pp. 29-72.
[21] J.-L. Lu, Hopf algebroids and quantum groupoids, preprint available as q-
alg/9505024.
[22] S. Mac Lane, Natural associativity and commutativity, Rice U. Studies 49 (1963),
28-46.
62
[23] S. Mac Lane, Categories for the Working Mathematician, Springer, Berlin, 1988.
[24] S. Majid, Foundations of Quantum Group Theory, Cambridge U. Press, Cam-
bridge, 1995.
[25] R. Penrose, Applications of negative dimensional tensors, in Combinatorial
Mathematics and Its Applications, ed. D. J. A. Welsh, Academic Press, New
York, 1971.
[26] N. Reshetikhin and V. Turaev, Ribbon graphs and their invariants derived from
quantum groups Comm. Math. Phys. 127 (1990), 1-26.
[27] T. Trimble, The definition of tetracategory (handwritten diagrams, August
1995).
[28] V. Turaev, Operator invariants of tangles, and R-matrices, Math. USSR Izvestia
35 (1990), 411-444.
[29] H. Weyl, The Classical Groups, their Invariants and Representations, Princeton
U. Press, Princeton, 1946.
[30] D. Yetter, Categorical linear algebra — a setting for questions for physics and
low-dimensional topology, Kansas State University preprint.
63
