In this paper a special class of quadratic functions, the so called half-products are considered. It is shown that while the minimization over the set of binary n-vectors for half-products is NPcomplete, an e-approximating solution can be found in polynomial time for any e ú 0.
Introduction and main results. A pseudo-Boolean quadratic function f : {0, 1}
n r ‫ޒ‬ is defined as
Since Å x i for binary variables, a ii Å 0 could be assumed without any loss of generality.
2
x i It is well known that finding the minimum of f is an NP-hard problem (Garey and Johnson 1979) ; it contains, as special cases, the vertex cover, maximum cut, signed-graph balancing and MAX-2SAT problems. Moreover, for the general minimization problem there exists a constant c ú 0 such that the existence of a (1 0 c)-approximation algorithm would imply P Å NP; see Arora et al. (1992) . This result amplifies the importance of special classes of quadratic pseudo-Boolean functions, for which the minimization problem can be either solved, or at least approximated efficiently.
In this paper we introduce a special class, for which the problem of minimization over the set of binary vectors is still difficult, but for which there exists a polynomial time approximation algorithm. The interested reader can find more about related problems, polynomially solvable special cases, algorithms and approximations, e.g., in Boros and Hammer (1991) , Deza and Laurent (1992) , Padberg (1989) and Palubeckis (1990) .
Let p Å (p 1 , . . . , p n ), q Å (q 1 , . . . , q n ) ¢ 0 and r Å ( r 1 , . . . , r n ) ¢ 0 be integer vectors, and let us consider the function For brevity, we shall sometimes refer to f p,q,r ( x) simply by f (x) in the sequel. Since the quadratic part of f p,q,r ( x) consists just about half the terms of the product q i x i ) n (͚ iÅ1 r j x j ), let us call such a function (2) a half-product. Let us remark that the nonnen (͚ jÅ1 gativity of p could as well be assumed without any loss of generality, since if p i õ 0 for some index i then x i Å 0 follows in all minimum points of f p,q,r .
First, in §2, we prove that the minimization of a half-product f p,q,r ( x) is a difficult problem, in general. More precisely, we prove / 3906 0009 Mp 650 Friday Oct 02 02:00 PM INF-MOR 0009 THEOREM 1. Given a half-product f (x) Å f p,q,r ( x) and an integer K, it is NP-complete to decide about the existence of a binary vector x* for which f (x*)°K.
Next, in §3, we show some basic properties of half-products, and in §4, we show that a binary vector, which approximates the true minimum with some prescribed e ú 0 relative error can always be found in polynomial time: for every fixed 1 ¢ e ú 0.
Our work was motivated by a scheduling problem, the so called completion time variance minimization problem. In this problem n jobs are to be scheduled on a single machine. For each job its processing time is given, and the objective is to minimize the variance of the completion times of the jobs. A fully polynomial approximation scheme is presented in De et al. (1992) for this problem with O(n 3 /e) time complexity. In §5 we show that this scheduling problem is a special case of the above half-product minimization.
Finally, let us remark that if H n denotes the set of all half-products in n binary variables, then membership in H n can be polynomially tested. More precisely, given a quadratic pseudo-Boolean function f by (1), one can decide whether or not f belongs to H n , and if it does belong, one can find integer vectors p, q, r √ for which f Å f p,q,r in time, n ‫ޚ‬ / polynomial in n. We sketch a proof in the Appendix.
Minimization of half-products is hard.
In this section we prove that the minimization of half-products, in general, is a difficult problem.
PROOF OF THEOREM 1. This decision problem is evidently in NP. To show that it is NP-complete we shall reduce a well-known NP-complete problem, the so called ''subset sum'' problem to it.
Let a 1 , . . . , a n , and Z be given positive integers. To decide about the existence of binary values x i √ {0, 1}, i Å 1, . . . , n for which a i x i Å Z is called the subset sum n ͚ iÅ1 problem and is known to be NP-complete, see Garey and Johnson (1979) .
Given an instance of the subset sum problem, let us define a half-product as follows:
where, in the second line, we used the fact that x Å x 2 for x √ {0, 1}. From here we can conclude that for a binary vector x the inequality f p,q,r (x)°02Z It is shown in Kubiak (1993) that the completion time variance minimization is also NP-hard. This implies the NP-completeness result of Theorem 1, since completion time variance minimization is a special case of our problem (see §5). Let us note, however that the proof in Kubiak (1993) is rather technical and much longer than our proof above.
3. Basic properties of half-products. Let us introduce the notations Q k (x) Å ͚ i°k q i x i and R k ( x) Å ͚ j úk r j x j for k Å 1, . . . , n, and P(x) Å p i x i . For brevity we shall n ͚ iÅ1 sometimes use Q k ( x 1 , . . . , x k ) and R k (x k/1 , . . . , x n ) if we want to emphasize which components of x these functions depending on.
where g k (x) denotes a half-product corresponding to the first k indices, and h k (x) denotes the one corresponding to the last n 0 k indices, i.e .,
PROOF. Let us observe that for any quadratic pseudo-Boolean function f, given by (1), and for any local minimum x* of f, one has
Applying (10) for a half-product, the first inequality follows immediately. The second inequality follows from 0 P(x*)°0, which holds by (2), since f ( 
Observing that
from which the statement follows. ᮀ
Approximation of half-products is easy.
In this section we present a fully polynomial approximation scheme for the minimization of a half-product given by (2), and we prove Theorem 2.
The algorithm will consist of n stages, constructing partial vectors by assigning 0-1 values to the variables x 1 , x 2 , ··· one by one.
Let us denote by X k the list of partial vectors in the kth stage, i.e., X k contains vectors of the form (y 1 , . . . , y k ) √ {0, 1}
k . We shall provide a mechanism which controls the size of these lists, and we shall show that ÉX k É°(2n ln Q )/e can be achieved without losing any partial vectors which can be extended to a good approximating solution.
An easy technical lemma for trimming these lists is the following:
for all identical completions of ỹ and z .
PROOF. By Lemma 1,
Applying this for the identical completions of ỹ and z , we obtain the desired inequality by
which follows from (14), since R k (x) ¢ 0 for every binary vector x. ᮀ In other words, during the search for the minimum of f, whenever conditions (14) hold for a pair ỹ , z √ X k , the partial vector z can be deleted from X k , since no extension of it can be better than that of ỹ . Let us remark that this observation in itself is sufficient to obtain a polynomial time approximation algorithm in the special case corresponding to completion time variance minimization; see De et al. (1992) . It is not sufficient, however, in the general case. As / 3906 0009 Mp 653 Friday Oct 02 02:00 PM INF-MOR 0009 a matter of fact, we are going to construct an approximation algorithm which is not using Lemma 3 at all.
We give now a formal description of the algorithm.
e-APPROXIMATION INPUT: Integer n-vectors p , q, r, and a positive real 1 ¢ e ú 0. OUTPUT: A binary n-vector x e . STEP 0: Let d ú 0 be defined by the equation
let Q Å q i , and let
Let furthermore k Å 0 and X 0 Å {( )}.
and for which g k ( z 1 , . . . , z k ) is the smallest among all such zs.
Add this z to X k
s and s Å s / 1. STEP 3: If k õ n goto STEP 1, otherwise goto STEP 4. STEP 4: Select x e √ X n with the smallest g n (x e ), output x e and stop.
In
Step 0 we set
Step 2 of the above algorithm ensures that for every k and for every s there is at most one element ỹ √ X k for which
and also that there is at most one vector ỹ √ X k for which 0°Q k (ỹ ) õ 1. Hence É X k É°N / 1 follows for all k. Since each step of the algorithm can be carried out in linear time in the size of the lists involved, and since there are exactly n stages, it follows that the algorithm terminates in O((n 2 ln Q)/e) time.
Note here that
Step 2 can be implemented by going through the elements of L and updating z with the smallest g k (z ) in each interval. This can be done by storing the values Q k01 (y) and g k01 (y) for all y √ L. Updating these values when k increases is a simple O(1) time procedure using the following formulae: 
It remains to show that there is an element in the final list X n which approximates the true minimum well enough. Let us observe first that, by the selection rule applied in Step 2, for every partial vector (y 1 , . . . , y k01 ) √ X k01 and for every binary value x k √ {0, 1} for which (
. . . , z k ) in the same range, for which g (y , . . . , y , x ) ¢ g (z , . . . , z ), and
The same is true for those vectors for which 0°Q k (y 1 , . . . , y k01 , x k ) õ 1, since here Q k ( y 1 , . . . , y k01 , x k ) Å 0 follows by the integrality of Q k . Let us define now binary vectors x ( i ) √ {0, 1} n for which . . . ,
1 i Å 0, . . . , n as follows: Let x* denote a minimizing vector of f, and let x (0) Å x*. Let us assume now that the vectors x ( i ) √ X i for i õ k have already been defined, and let us consider the vector (z 1 , . . . , z k ) √ X k for which
. . , z ), and
According to the previous observation such a z √ X k exists. Let us define then x
Let us note that (18) and (19) together imply
PROOF. We shall prove the lemma by induction on k . For k Å 1, (22) holds with equality, since x (0) Å x* by definition. Let us assume now that (22) holds for k°i. Then where the first inequality follows from (21), the second from (22) with k Å i, and the third by the nonnegativity of q i/1 . This completes the induction and the proof of the lemma. ᮀ LEMMA 5. The inequality
holds for every k Å 1, . . . , n.
PROOF. Applying Lemma 1 for the vectors x
( k ) and x ( k0 1) and using the fact that Å Å for j ú k we can get
Then (20) and (21) implies
from which the statement follows by Lemma 4 and Corollary 1. ᮀ PROOF OF THEOREM 2. Summing up the inequalities (24) for k Å 1, . . . , n we obtain
Since x (0) Å x* and since Éf (x*)É ¢ P( x*) ¢ 0 by Lemma 2, we get finally 1 2
Let us note that g n (z) Å f (z) for z √ X n , implying that f (x e ) is the smallest among all values f (z), z √ X n , and thus
The inequalities (26) and (27) together now imply the theorem. ᮀ
Completion time variance minimization.
Let us consider n jobs, J 1 , . . . , J n , with processing times t 1°t2°· ··°t n , and the problem of scheduling these jobs on a single machine with no preemption, such that the variance of their completion times is at a minimum.
It was shown in Eilon and Chowdhury (1977) that an optimal sequence (i 1 , . . . , i n ) for this problem always has the following, so called V -shaped property:
It is also easy to observe that the longest job should start first, i.e., i 1 Å n. Let us associate now 0 0 1 variables x i to the jobs i Å 1, . . . , n, with the meaning that x i Å 1 (0) if job i is scheduled before (after) job i m * . Every 0 0 1 vector x now defines a V -shaped sequence, simply by arranging jobs with x i Å 1 in decreasing order of their processing times, and scheduling all jobs with x i Å 0 after them, in an increasing order / 3906 0009 Mp 656 Friday Oct 02 02:00 PM INF-MOR 0009 of their processing times. Conversely, to every V -shaped sequence we can associate a 0 0 1 vector, by assigning 1 to every job scheduled before i m * , and assigning 0 to all others.
If C i denotes now the completion time of job J i in case of a V -shaped schedule, we can express it in terms of the above binary variables as
Thus, the variance of the completion times, used in the form as it is in De et al. (1992) , is the following quadratic pseudo-Boolean function
In other words, finding the best schedule (i.e., the best V -shaped schedule) is equivalent to the minimization of the quadratic pseudo-Boolean function V (x) over the set of binary vectors.
We show below that the minimization of V (x) is equivalent to the minimization of a half-product, the parameters of which are computed from t 1 , t 2 , . . . , t n and n.
To simplify notations, let us introduce
and let us define
r Å 2(nt 0 q ), and
for i Å 1, . . . , n 0 1, and let
With these definitions we claim the following:
LEMMA 6. Let p, q and r be vectors formed by the coefficients defined in (28), and let f p,q,r be the corresponding quadratic polynomial expression defined by (2). Then f p,q,r is a half-product, and PROOF. Obviously, the parameters defined in (28) are integers, and clearly q i ¢ 0 and r i ¢ 0 for i Å 1, . . . , n 0 1. Thus f p,q,r is indeed a half-product.
To see the equation (30), let us observe that
for k Å 1, . . . , n, and thus
Hence we have
Using the fact that Å x i for binary variables, (30) can be verified by standard com-2 x i putation, comparing the coefficients of the quadratic (x i x j for i x j), linear and constant terms in the right-hand sides of (31) and (30), after substituting x n Å 1 into (31). ᮀ Lemma 6 implies that the minimization of the half-product, defined by the parameters in (28), is equivalent to the minimization of the variance of the completion times (where x n Å 1 can be assumed at the optimum).
We shall show finally that an e-approximation of f p,q,r is an ( en / 2 ) -approximation of V . 
Let us show next that 3 n K°V (x*, 1). (33) 2
For this we can write shown in De et al. (1992) . Finally, we can finish our proof as follows
Here in the first three lines we used the definition of an e-approximation to f Å f p,q,r and we used formula (30). For the 4th line we observed that K ¢ n 2 V ( x*, 1) by (32), and for the next inequality we used the fact that V (x*, 1) ¢ 0 by its definition. The last inequality follows from (33). ᮀ Let us remark that inequality (34) is instrumental in the approximation algorithm of De et al. (1992) . With the help of this inequality one can obtain a pair of lower and upper bounds on the minimum of V (x), like (32) and (33), which are polynomially related (measured in the input size). Hence, Lemma 3 itself is enough to construct an approximation scheme for the completion time variance minimization. We however, could not find an analogue of (34) which would yield a pair of polynomially related upper and lower bounds for the case of half-products, in general, therefore we could not generalize the method of De et al. (1992) for half-product minimization.
6. Appendix. In this part we sketch a polynomial time recognition algorithm for half-products.
Let f be a quadratic pseudo-Boolean function given by
and let us consider the problem of deciding about the existence of integer vectors p , q ¢ 0, r ¢ 0, and of a permutation s of the indices for which Obviously, the values of p i s are determined uniquely by (36). In order to find the right permutation s, or to detect that f is not a half-product, we shall try the hypothesis s(s) Å 1 and s(t) Å n (37) for all pairs s and t of different indices for which a {s ,t } x 0. (We do not need to consider cases where a {s ,t } Å 0, since this with (36) would imply that either a {s ,k } Å 0 or a {k ,t } Å 0 for all k Å 1, . . . , n, (s x k x t), i.e., unless the variable x s or x t does not appear in the quadratic part of the function.)
Without any loss of generality we can set q s :Å 1 and r t :Å 1/a {s ,t } . Let us observe that (36) and (37) By checking (39) we can build a directed graph with vertices £ 1 , . . . , £ n and arcs going from £ j to £ i whenever condition (39) does not hold. This arc meaning that s( j) õ s( i) must hold (if we assume s(s ) Å 1 and s(t ) Å n).
Obviously if there is a pair (i, j) for which neither a {i ,j } Å q i r j nor a {i ,j } Å q j r i , we can stop and reject the hypothesis (37). More generally, one can see that if the obtained graph is acyclic, a topological order of the vertices provides a proper permutation s. Otherwise hypothesis (37) has to be rejected.
We can find a topological order or a cycle in O( n 2 ) steps for every pair s, t of variables, which gives us a total of O( n 4 ) time procedure to recognize a half-product.
