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STABLE SELF-SIMILAR BLOW-UP DYNAMICS FOR SLIGHTLY
L2-SUPERCRITICAL GENERALIZED KDV EQUATIONS
YANG LAN
Abstract. In this paper we consider the slightly L2-supercritical gKdV equa-
tions ∂tu + (uxx + u|u|p−1)x = 0, with the nonlinearity 5 < p < 5 + ε and
0 < ε ≪ 1 . We will prove the existence and stability of a blow-up dynam-
ics with self-similar blow-up rate in the energy space H1 and give a specific
description of the formation of the singularity near the blow-up time.
1. Introduction
1.1. Setting of the problem. We consider the following gKdV equations:{
∂tu+ (uxx + u|u|p−1)x = 0, (t, x) ∈ [0, T )× R,
u(0, x) = u0(x) ∈ H1(R),
(1.1)
with 1 ≤ p < +∞.
From the result of C. E. Kenig, G. Ponce and L. Vega [8] and N. Strunk [28], (1.1)
is locally well-posed in H1 and thus for all u0 ∈ H1, there exists a maximal lifetime
0 < T ≤ +∞ and a unique solution u(t, x) ∈ C([0, T ), H1(R)) to (1.1). Besides, we
have the blow-up criterion: either T = +∞ or T < +∞ and limt→T ‖ux(t)‖L2 =
+∞.
(1.1) admits 2 conservation laws, i.e. the mass and energy:
M(u(t)) =
∫
|u(t, x)|2dx = M(u(0)),
E(u(t)) =
1
2
∫
|u(t, x)|2dx− 1
p+ 1
∫
|u(t, x)|p+1dx = E(u(0)).
For all λ > 0, uλ(t, x) = λ
2
p−1u(λ3t, λx) is also a solution which leaves the
Sobolev space H˙σc invariant with the index:
σc =
1
2
− 2
p− 1 . (1.2)
We introduce the ground state Qp, which is the unique radial nonnegative func-
tion with exponential decay at infinity to the following equation:
Q′′p −Qp +Qp|Qp|p−1 = 0. (1.3)
Qp plays a distinguished role in the analysis. It provides a family of travelling wave
solutions:
u(t, x) = λ
2
p−1Qp(λ(x − λ2t− x0)), (λ, x0) ∈ R∗+ × R.
For p < 5 or equivalently σc < 0, (1.1) is subcritical in L
2. The mass and energy
conservation laws imply that the solution is always global and bounded in H1. So
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a necessary condition for the occurrence of blow-up is p ≥ 5. For p = 5, the blow
up dynamics have been studied in a series of papers of Y. Martel, F. Merle and P.
Raphae¨l in [20, 11, 12, 13, 14, 15, 17, 18, 19].
1.2. On the supercritical problem. Let us first consider the focusing L2 super-
critical NLS equations:{
i∂tu+∆u+ |u|p−1u = 0, (t, x) ∈ [0, T )× Rd,
u(0, x) = u0(x) ∈ H1(Rd),
with nonlinearity p > 1 + 4d . In [24], F. Merle, P. Raphae¨l and J. Szeftel show
that for d ≥ 2, there are radial solutions which blow up on an asymptotic blow-
up sphere instead of a blow-up point. And in [23], F. Merle, P. Raphae¨l and J.
Szeftel construct a stable self-similar blow-up dynamics for slightly L2-supercritical
nonlinearity, with nonradial initial data in low dimension (i.e. d ≤ 5).
Now let us return to the gKdV equations. In this paper we consider the slightly
supercritical case:
5 < p < 5 + ε, 0 < ε≪ 1.
The explicit description of blow-up dynamics for supercritical gKdV equations is
mostly open. But numerical simulation of D. B. Dix and W. R. McKinney [4] sug-
gests that there are self-similar blow-up solutions to supercritical gKdV equations1.
We can expect a similar result to the slightly supercritical Schro¨dinger equations,
i.e. [23]. More precisely, we expect a blow-up solution of the following form:
u(t, x) ∼ 1
λ(t)
2
p−1
P (
x
λ(t)
), λ(t) ∼ 3√T − t.
But here the delicate issue is that the profile P seems not to be provided by the
ground state Qp. If we explicitly let:
u(t, x) =
1
λ(t)
2
p−1
Qb(
x
λ(t)
), λ(t) = 3
√
3b(T − t), b > 0.
Then u solves (1.1) if and only if Qb(y) solves the following ODE
2:
bΛQb + (Q
′′
b −Qb +Qb|Qb|p−1)′ = 0. (1.4)
The exact solutions of (1.4) have been exhabited by H. Koch [9], for the slightly
supercritical nonlinearity 5 < p < 5 + ε, 0 < ε ≪ 1. It is related to an eigenvalue
problem, i.e. for all 5 < p < 5 + ε, there exists an unique b = b(p) > 0, such that a
unique smooth solution Qb to (1.4) with zero energy is found. Moreover Qb belongs
to H˙1 ∩Lp+1, but always misses the invariant Sobolev space H˙σc (hence Qb /∈ L2)
due to a slowly decaying tail at the infinity:
Qb(y) ∼ 1|y| 12−σc .
Despite the slowly decaying tail, we can choose a suitable cut-off of Qb as an
approximation, such that it is bounded in L2 with exponential decay on the right.
We claim that the approximate self-similar profile generates a stable self-similar
blow-up dynamics for the time dependent problems.
1We know from [15] that there are no self-similar blow-up solutions for the L2-critical gKdV
equation.
2See the definition of “Λ” in Section 1.4.
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1.3. Statement of the result.
Theorem 1.1 (Existence and stability of a self-similar blow-up dynamics). There
exists a p∗ > 5 such that for all p ∈ (5, p∗), there exist constants δ(p) > 0 and
b∗(p) > 0 with
lim
p→5
δ(p) = 0 (1.5)
0 < c0(p− 5) ≤ b∗(p) ≤ C0(p− 5) (1.6)
and a nonempty open subset Op in H1 such that the following holds. If u0 ∈ Op,
then the corresponding solution to (1.1) blows up in finite time 0 < T < +∞, with
the following dynamics : there exist geometrical parameters (λ(t), x(t)) ∈ R∗+ × R
and an error term ε(t) such that:
u(t, x) =
1
λ(t)
2
p−1
[Qp + ε(t)](x− x(t)
λ(t)
)
(1.7)
with
‖εy(t)‖L2 ≤ δ(p). (1.8)
Moreover, we have:
(1) The blow-up point converges at the blow-up time:
x(t)→ x(T ) as t→ T, (1.9)
(2) The blow-up speed is self-similar:
∀t ∈ [0, T ), (1− δ(p)) 3
√
3b∗(p) ≤ λ(t)
3
√
T − t ≤ (1 + δ(p))
3
√
3b∗(p). (1.10)
(3) The following convergence holds:
∀q ∈ [2, 2
1− 2σc ), u(t)→ u
∗ in Lq as t→ T . (1.11)
(4) The asymptotic profile u∗ displays the following singular behavior:(
1− δ(p)) ∫ Q2p ≤ 1R2σc
∫
|x−x(T )|<R
|u∗|2 ≤ (1 + δ(p)) ∫ Q2p. (1.12)
for R small enough. In particular, we have for all q ≥ 21−2σc :
u∗ /∈ Lq.
Remark 1.2. Here the meaning of qc =
2
1−2σc
is given by the following Sobolev
embedding:
H˙σc →֒ Lqc .
That is, the asymptotic profile u∗ is not in the critical space H˙σc , and the strong
convergence (1.11) only exists in subcritical Lebesque spaces.
Remark 1.3. It is easy to see from the L2 conservation law that
∫ |u∗|2 = ∫ |u0|2.
Remark 1.4. Theorem 1.1 is the first construction of blow-up solutions to the super-
critical gKdV equations with initial data in H1. This is a stable blow-up dynamics
instead of a single blow-up solution. So it is not like the self-similar solution con-
structed by H. Koch in [9], though the construction in this paper relies deeply on
H. Koch’s work.
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1.4. Notation. We first introduce the associated scaling generators:
Λf =
2
p− 1f + yf
′. (1.13)
We denote the L2 scalar product by:
(f, g) =
∫
R
f(x)g(x)dx (1.14)
and observe the integration by parts:
(Λf, g) = −(f,Λg + 2σcg). (1.15)
Then we let Qp be the ground state. For p = 5, we simply write Qp as Q. We
introduce the linearized operators at Qp:
Lf = −f ′′ + f − pQp−1p f. (1.16)
A standard computation leads to:
L(Q′p) = 0, L(ΛQp) = −2Qp. (1.17)
Finally, we denote by δ(p) a small positive constant such that:
lim
p→5
δ(p) = 0. (1.18)
1.5. Strategy of the proof. We will give in this subsection a brief insight of the
proof of Theorem 1.1. We will first use the self-similar solution constructed by H.
Koch in [9], to derive a finite dimensional dynamics, which fully describe the blow-
up regime. Since we are considering the slightly supercritical case, it is helpful to
view this equation as a perturbation of the critical equation in some sense. So we
can use some critical techniques in our analysis, though they may have a totally
different meaning in the supercritical case.
1.5.1. Derivation of the law. We look for a solution to (1.1) of the form:
u(t, x) =
1
λ(t)
2
p−1
Vb(t)
(
x− x(t)
λ(t)
)
, (1.19)
and introduce the rescaled time:
ds
dt
=
1
λ(t)3
.
Then u is a solution to (1.1) if and only if Vb solves the following equation:
bs
∂Vb
∂b
− λs
λ
ΛVb + (V
′′
b − Vb + Vb|Vb|p−1)′ =
(
xs
λ
− 1
)
V ′b . (1.20)
Similar to the Schro¨dinger case, the self-similar blow-up regime of (1.1) corresponds
to the following finite dimensional dynamics:
ds
dt
=
1
λ3
,
xs
λ
= 1,
λs
λ
= −b, bs = 0, (1.21)
which, after integrating, leads to finite time blow-up for b(0) > 0 with:
λ(t) = c(u0)
3
√
T − t.
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1.5.2. Decomposition of the flow and modulation equations (section 2 and section
3). From the previous discussing we can see it is significant to find a solution Qb
to (1.4), which is done by H. Koch in [9]. For our analysis, it is better to work with
the localized approximate self-similar profile3:
Qb(y) = v(b, p, y)χ0(bcy).
Then we can introduce the geometrical decomposition of the flow:
u(t, x) =
1
λ(t)
2
p−1
(
Qb(t) + ε
)(
t,
x− x(t)
λ(t)
)
,
where the 3 time dependent parameters are adjusted to ensure suitable orthogonal-
ity conditions4 for ε. The modulation equations of the parameters are:
λs
λ
+ b = O(b
5
2
c + ‖ε‖H1loc),
xs
λ
− 1 = O(b 52c + ‖ε‖H1loc),
bs + cpb˜bc = O(b
3
c + bc‖ε‖H1loc).
(1.22)
Our main task here is to control ‖ε‖H1loc , which is done by a bootstrap argument5.
If such a control exists, we will see that (1.22) is just a small perturbation of the
system (1.21), and has almost the same behavior6.
1.5.3. Monotonicity formula (section 4 and section 5). The key techniques in this
paper and the monotonicity of energy and a dispersive control of ‖ε‖H1loc .
The monotonicity of the energy gives a much better control of the L2 norm of εy
on the half-line [κB,+∞). Together with Gagliardo-Nirenberg inequality, we can
control the localized L2 norm of ε on the right.
Next, we build a nonlinear functional:
F ∼
∫ [
ε2yψ + ε
2ζ − 2
p+ 1
(|ε+Qb|p+1 −Qp+1b − (p+ 1)εQpb)ψ],
for well chosen functions (ψ, ζ), which are exponentially decaying to the left and
bounded on the right. A similar functional was introduced in [17] for the critical
equations, but they have a totally different meaning. Here the key point in super-
critical case is that we cannot control
∫
y>0
ε2. We must assume that ζ is compactly
supported on the right, i.e. supp ζ ⊂ (−∞, 2B2], for some large constant B. Then
for y > 0, only localized L2 norm of ε appears in F , which can be controlled by
using the monotonicity of energy introduced before.
Moreover, from the choice of orthogonality conditions, the leading order term of
F is coercive:
F ∼ ‖ε‖2H1loc .
The most significant technique here is the Lyapounov monotonicity:
dF
ds
+
1
B
‖ε‖2H1loc . b
7
2
c . (1.23)
3See detailed discussing in Section 2.2.
4See (2.27).
5See Proposition 2.8.
6See detailed proof in Section 6.2.
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This formula shows that ‖ε‖H1loc (or equivalently F) is almost decreasing with re-
spect to s ∈ [0,+∞). So it is controlled by a small constant (say, b3+8νc ) if we
choose a good initial data.
1.5.4. End of the proof of Theorem 1.1. We will see that the monotonicity formula
(1.23) and modulation equations have already led to the bootstrap bound on b and
‖ε‖H1
loc
. So we only need to prove the bound of ‖ε‖Lp0 . This is done by working
on the original variable with the help of a refined Strichartz estimate7. Then we
finish the bootstrap argument and the remaining part of Theorem 1.1 is followed
by a standard procedure.
Acknowledgement. I would like to thank my supervisors F. Merle & T. Duyck-
aerts for having suggested this problem to me and giving a lot of guidance.
2. Description of the blow-up set of initial data
This section is devoted to give a specific description of the open subset Op of the
initial data, which leads to the self-similar blow-up dynamics in Theorem 1.1. The
most important part here is to construct a suitable approximate self-similar profile.
2.1. Construction of the approximate self-similar profile. This part follows
H. Koch’s work [9]. To avoid misunderstanding, we use a different notation.
Let us consider a solution u(t, x) of the form:
u(t, x) =
1(
3(T − t)) 23(p−1) V
(
x(
3(T − t)) 13
)
.
Then by a standard computation, u(t, x) is a solution if and only if V (x) satisfies:
ΛV + V ′′′ + (V |V |p−1)′ = 0. (2.1)
For any constant b > 0, we introduce a change of variable:
x = b
1
3 (y + b−1), v(y) = b
2
3(p−1) V (b
1
3 (y + b−1)).
Then (2.1) is equivalent to (1.4), i.e.
bΛv + (v′′ − v + v|v|p−1)′ = 0. (2.2)
The exact solution of (2.2) has been studied by H. Koch in [9]. Actually H. Koch
gives a even larger range of solutions.
Proposition 2.1 (H. Koch [9]). There exist p∗ > 5, b∗ > 0, such that there exist
2 smooth maps: γ(b, p) : [0, b∗) × [5, p∗) → R, v(b, p, y) : [0, b∗) × [5, p∗) × R → R,
such that the following holds:
(1) The self-similar equation:
b
(
(1 + γ(b, p))v + xv′
)
+ (v′′ − v + v|v|p−1)′ = 0, (2.3)
(v(b, p, ·),Q′p(·)) = 0, v(b, p, y) > 0. (2.4)
7See Corollary 6.2.
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(2) For all p ∈ [5, p∗), there exists a unique b = b(p) ∈ [0, b∗) such that:
γ(b(p), p) = −1 + 2
p− 1 , b(5) = 0, (2.5)
Moreover,
db(p)
dp
∣∣∣∣
p=5
=
‖Q‖2L2
‖Q‖2L1
> 0, (2.6)
∂γ
∂b
∣∣∣∣
b=b(p)
= − ‖Qp‖
2
L1
8‖Qp‖2L2
+O(|p − 5|) < 0, (2.7)
1
2
∫
|vy(b(p), p, y))|2dy − 1
p+ 1
∫
|v(b(p), p, y)|p+1dy = 0. (2.8)
(3) v(b, p, ·) ∈ H˙1 ∩ Lp+1, v(b, p, ·) /∈ L2 if b > 0 and v(0, p, y) = Qp(y).
Moreover, let
wp(b, y) = v(b, p, y)−Qp(y),
then for all k, n ∈ N there holds:
|wp(b, y)| .

e−
1
3b (1 + b−2/3|1− by|)−1−γ if y > b−1,
b exp( 13b [(1 − by)3/2 − 1]) if b−1 ≥ y > 0,
b(1− by)−1−γ if y ≤ 0,
(2.9)
|∂ky∂nb v| .

e−
1
3b (1 + b−2/3|1− by|)−1−γ−k if y > b−1,∣∣∂ky∂nb (Hiγ(b−2/3(1− by))/Hiγ(b−2/3))∣∣ if b−1 ≥ y > 0,∣∣∂ky∂nb (b(1− by)−1−γ)∣∣+ ey if y ≤ 0, (2.10)
where
Hiγ(x) =
1
π
∫ +∞
0
σγe−
1
3σ
2+σxdσ.
Remark 2.2. (1) and (2) in Proposition 2.1 correspond to Theorem 3 in [9]. (2.9)
corresponds to Proposition 12 in [9]. (2.10) corresponds to Proposition 15 in [9]8.
Remark 2.3. In [9], H. Koch gives the following asymptotic behavior of Hiγ :
Hiγ(x) =
(
1√
π
|x|− 14+ γ2 +O(|x|− 74+ γ2 )
)
e
2
3x
3/2
, as x→ +∞.
together with the fact that ∂xHiγ = Hiγ+1, we have for b
−1 ≥ y > 0:∣∣∂ky∂nb (Hiγ(b−2/3(1 − by))/Hiγ(b−2/3))∣∣
.k,n exp
( 1
3b
[(1− by)3/2 − 1]
)
≤ e− y10 .
Hence (2.10) reads:
|∂ky∂nb v| .k,n

e−
1
3b (1 + b−2/3|1− by|)−1−γ−k if y > b−1,
e−y/10 if b−1 ≥ y > 0,∣∣∂ky∂nb (b(1− by)−1−γ)∣∣+ ey if y ≤ 0, (2.11)
8Let’s mention that there is a slight problem in the original statement of this estimate in [9]
(i.e. Proposition 15 in [9]). And (2.10) is the correct version.
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Now we fix some p ∈ (5, p∗), and denote
bc = b(p) ∼ p− 5, b˜ = b− bc. (2.12)
From now on, we will focus on the case |b˜| ≪ bc.
The exact self-similar solution v is not in L2, which is not good for our analysis.
We need to construct a suitable approximation of v. Fortunately, we observe that
though v has a slowly decaying tail at infinity, it is with a small coefficient:
v(y) ∼
{
e−1/3bc
|y|1+γ as y → +∞,
b−γc
|y|1+γ as y → −∞.
So it is reasonable to consider a suitable cut-off of v. Choose a smooth cut-off
function χ0(y), such that χ0(y) = 0 if |y| > 2, χ0(y) = 1 if |y| < 1. Then we define
the approximate self-similar profile Qb(y) as:
Qb(y) = v(b, p, y)χ(y), (2.13)
where χ(y) = χ0(bcy). We have the following properties of the approximate self-
similar profile:
Lemma 2.4 (Properties of the localized profile). Assume that bc is small and
|b˜| ≪ bc, then there holds:
(1) Estimates on Qb, for all k ∈ N, q ∈ [1,+∞]:
|∂kyQb(y)| .k e−
y
10 , for y ≥ 0, (2.14)
|∂kyQb(y)| .k ey + b1+kc 1[−2b−1c ,0](y), for y ≤ 0, (2.15)
‖Qb −Qp‖Lq . b1−
1
q
c , ‖(Qb −Qp)y‖L2 . bc. (2.16)
Here 1I is the characteristic function of any interval I.
(2) Qb is an approximate solution to (1.4): Let
− Φb = bΛQb + (Q′′b −Qb +Qb|Qb|p−1)′, (2.17)
then for k = 0, 1:
∂kyΦb = Cpb˜bc∂
k
yQb +O
(|b˜|2∂kyQb + b2c1[−2,−1](bcy) + e− 110bc 1[1,2](bcy)), (2.18)
where Cp =
dγ
db
∣∣
b=bc
< 0.
(3) Energy property of Qb:
|E(Qb)| . b3c + |b˜|. (2.19)
(4) Properties of the first order term with respect to b: let Pb(y) =
∂Qb
∂b (y), then
|Pb(y)| . e−
y
10 1{y>0}(y) + 1[−2b−1c ,0](y). (2.20)
Furthermore, we have:
(Pb,Qp) = 1
16
(∫
Qp
)2
+O(|p− 5|) > 0. (2.21)
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Proof. (1) is a direct consequence of the asymptotic behavior of v, i.e. (2.9) and
(2.11). For (2), a standard computation shows that:
− Φb = −Cpb˜(bc + b˜)Qb − b(γ + 1− 2
p− 1 − Cpb˜)Qb +
(
byvχ′ + vχ′′′
+ 3v′χ′′ + 3v′′χ′ − vχ′ + pv′vp−1(χp − χ) + pχ′χp−1vp).
Then (2) follows immediately from (2.9), (2.11) and the choice of χ.
For (3), we note that E(v(bc, p, ·)) = 0, and again from (2.9) we obtain:
|E(Qb)− E(v(bc, p, ·))| . |b˜|+ b3c .
Finally we prove (4). First, (2.20) follows immediately from (2.11). For (2.21),
we let P (y) = ∂v∂b
∣∣
b=0
(y). From (2.11) and continuity,
|Pb(y)− P (y)| =
∣∣∣∣b ∫ 1
0
∂2v
∂b2
(tb, p, y)χ(y)dt− P (y)(1− χ(y))∣∣∣∣
. bc|y|1[−2b−1c ,0](y) + bc1[−2b−1c ,2b−1c ](y) + 1{|y|>1/bc}(y),
which yields:
|(Pb,Qp)− (P,Qp)| . bc = O(|p− 5|).
So we only need to show that:
(P,Qp) = 1
16
(∫
Qp
)2
+O(|p− 5|) > 0. (2.22)
We consider the Taylor’s expansion of v with respect to b for b → 0+ (here we
ignore the assumption |b˜| ≪ bc). And then keep track of the first order term of b
in (2.3). Observe that γ(0, p) = 2p−1 − 1 +O(|p− 5|), so we obtain:
(LP )′ = ΛQp +O(|p − 5|)Qp.
Taking scalar product with
∫ y
−∞ ΛQp yields
1
2
(∫
ΛQp
)2
+O(|p− 5|) = −(LP,ΛQp) = −(P,L(ΛQp)) = 2(P,Qp).
Since ∫
ΛQp =
(
2
p− 1 − 1
)∫
Qp =
(
− 1
2
+O(|p− 5|)
)∫
Qp,
then (2.22) follows, which concludes the proof of the Lemma. 
2.2. Description of the blow-up set of initial data.
Definition 2.5. Fix a small universal constant ν > 0 (which will be chosen later).
For p ∈ (5, p∗(ν)) with p∗(ν) close enough to 5, we let Op be the set of initial data
u0 ∈ H1 of the form:
u0(x) =
1
λ
2
p−1
0
(Qb0 + ε0)
(
x− x0
λ0
)
with parameter (λ0, x0, b0) ∈ R∗+ × R× R∗+, such that:
(1) b0 is near bc(= b(p) ∼ σc ∼ p− 5 > 0):
|b0 − bc| < b
7
2
c ; (2.23)
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(2) Smallness of ε0 in H
1: ∫
ε20 + (ε0)
2
y < b
30
c ; (2.24)
(3) Condition on the scaling parameter:
0 < λ0 ≤ 1. (2.25)
Remark 2.6. It is easy to verify that Op is nonempty. We may choose suitable
b0, x0, λ0, and set ε0 = 0.
2.3. Setting the bootstrap. Let u0 ∈ Op, and u(t) be the corresponding solution
to (1.1) with maximal time interval [0, T ), 0 < T ≤ +∞. By using the regularity u ∈
C([0, T ), H1) and a standard modulation theory9(up to some small perturbations),
we can find a 0 < T ∗ ≤ T , such that for all t ∈ [0, T ∗), u(t, x) admits a unique
decomposition:
u(t, x) =
1
λ(t)
2
p−1
(Qb(t) + ε(t))
(
x− x(t)
λ(t)
)
(2.26)
with geometrical parameters (λ(t), x(t), b(t)) ∈ R∗+ × R × R∗+, which are all C1
functions and the following orthogonality condition holds:
(ε(t),Qp) = (ε(t),ΛQp) = (ε(t), yΛQp) = 0. (2.27)
Moreover, we may assume that:
|b˜(0)| = |b(0)− bc| ≤ b2c , (2.28)∫
ε2(0) + ε2y(0) < b
20
c , (2.29)
0 < λ(0) ≤ 2. (2.30)
Now we state the bootstrap argument. Denote
B = b
− 120
c (2.31)
and then choose a smooth function ϕ such that:
ϕ(y) =

ey for y < −1,
1 + y for − κ < y < κ,
3 for y > 1,
ϕ′(y) ≥ 0 for all y ∈ R,
(2.32)
where 0 < κ < 1 is a small universal constant to be chosen later10. We let ϕB(y) =
ϕ( yB ), and define the localized Sobolev norm of ε:
N (t) = B
(∫
ε2(t, y)ϕ′B(y)dy +
∫
ε2y(t, y)ϕ
′
B(y)dy
)
. (2.33)
9See Lemma 1 in [13] and Lemma 2.5 in [17].
10See in Appendix A.
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By continuity, we may assume that on [0, T ∗), the following a priori bound holds:
|b˜(t)| ≤ b 32+νc , (2.34)
N (t) ≤ b3+6νc , (2.35)
‖ε(t)‖Lp0 ≤ b
23
50
c , (2.36)
‖εy‖L2 ≤ b
2
3
c . (2.37)
Here we choose
p0 =
5
2
.
Remark 2.7. From bootstrap assumption (2.36), (2.37) and Gagliardo-Nirenberg
inequality, we have for all q0 ≥ p0,
‖ε‖Lq0 . ‖ε‖
p0(q0+2)
q0(p0+2)
Lp0 ‖εy‖
2(q0−p0)
q0(p0+2)
L2 ≤ b
149q0−62
270q0
c .
In particular, for q0 = p (note that p is slightly larger than 5) and q0 = +∞, we
have: ∫
|ε|p . b 52c , ‖ε‖L∞ ≤ b
149
270
c , (2.38)
Moreover, for all t ∈ [0, T ∗):∫
ε2(t)e−
|y|
2 . N (t) + e−κB/2‖ε‖2L∞ ≤ b20c +N (t). (2.39)
Our main claim is that the above regime is trapped:
Proposition 2.8. There holds for all t ∈ [0, T ∗),
|b˜(t)| ≤ b 32+2νc , (2.40)
N (t) ≤ b3+8νc , (2.41)
‖ε(t)‖Lp0 ≤ b
13
28
c , (2.42)
‖εy‖L2 ≤ b
3
4
c . (2.43)
and hence we may take T ∗ = T .
The next 3 sections are devoted to derive the dynamical controls of the geomet-
rical parameters and monotonicity tools, which are the heart of the proof of the
bootstrap bound in Proposition 2.8. Then Theorem 1.1 is just a simple consequence
of Proposition 2.8, which will be shown in Section 6.
3. Modulation equations
In the framework of the geometrical decomposition (2.26), we introduce a new
variable:
s =
∫ t
0
1
λ3(t′)
dt′, y =
x− x(t)
λ(t)
. (3.1)
Now we use (s, y) instead of the original variables (t, x), and denote s∗ = s(T ∗).
Then we can claim the following properties:
Proposition 3.1. The map s ∈ [0, s∗)→ (λ(s), x(s), b(s)) is C1 and the following
holds:
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(1) Equation of ε: for all s ∈ [0, s∗),
εs − (Lε)y + bΛε =
(
λs
λ
+ b
)
(ΛQb + Λε) +
(
xs
λ
− 1
)
(Qb + ε)y
+Φb − bsPb − (Rb(ε))y − (RNL(ε))y ,
(3.2)
where
Φb = −bΛQb − (Q′′b −Qb +Qpb)′, (3.3)
Rb(ε) = p(Q
p−1
b −Qp−1p )ε, (3.4)
RNL(ε) = (ε+Qb)|ε+Qb|p−1 − pεQp−1b −Qpb . (3.5)
(2) Modulation equation: ∣∣∣∣λsλ + bc
∣∣∣∣ . b 52c +N 12 , (3.6)∣∣∣∣xsλ − 1
∣∣∣∣ . b 52c +N 12 , (3.7)
|bs + cpb˜bc| . b3c + bcN
1
2 , (3.8)
where cp is a positive constant with cp = 2+O(|p − 5|).
Proof. The proof of (3.2) follows from a direct computation and the equation of
u(t). Now we prove (3.6)–(3.8). Let us differentiate the orthogonality condition
(ε,ΛQp) = (ε, yΛQp) = 0 and use (2.38) to obtain:∣∣∣∣(λsλ + b
)
(ΛQb,ΛQp)
∣∣∣∣ + ∣∣∣∣(xsλ − 1
)
(Q′b, yΛQp)
∣∣∣∣
.
∣∣∣∣(λsλ + b
)
(ΛQb, yΛQp)
∣∣∣∣+ ∣∣∣∣(xsλ − 1
)
(Q′b,ΛQp)
∣∣∣∣+ bc|b˜|+ |bs|
+
∫ (
ε2e−
|y|
2 + |ε|p)+ bc(∫ ε2e− |y|2 ) 12 + ∣∣(ε, L(ΛQp)′) + (ε, L(yΛQp)′)∣∣
.
∣∣∣∣(λsλ + b
)
(ΛQb, yΛQp)
∣∣∣∣+ ∣∣∣∣(xsλ − 1
)
(Q′b,ΛQp)
∣∣∣∣+ b 52c + |bs|+ (∫ ε2e− |y|2 ) 12 .
From (2.9), we have for all y ∈ R:
|Qb(y)−Qp(y)| . bc,
which implies:∣∣(ΛQb,ΛQp)− (ΛQp,ΛQp)∣∣ ≤ ‖Qb −Qp‖L∞‖Λ∗ΛQp‖L1 = O(bc).
hence (ΛQb,ΛQp) = ‖ΛQp‖2L2 +O(bc). Similarly, we have
(Q′b, yΛQp) = ‖ΛQp‖2L2 +O(bc), (ΛQb, yΛQp) = O(bc), (Q′b,ΛQp) = O(bc).
Combining these estimates with (2.39) we have:∣∣∣∣λsλ + b
∣∣∣∣+ ∣∣∣∣xsλ − 1
∣∣∣∣ . b 52c + |bs|+N 12 . (3.9)
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Now we differentiate the orthogonality condition (ε,Qp) = 0. A similar compu-
tation shows:
|(Pb,Qp)bs − (Φb,Qp)|
. O(bc)
(∣∣∣∣λsλ + b
∣∣∣∣+ ∣∣∣∣xsλ − 1
∣∣∣∣)+ ∫ (ε2e− |y|2 + |ε|p) + bc(∫ ε2e− |y|2 ) 12
= O(bc)
(
b
5
2
c +N 12 +
∣∣∣∣λsλ + b
∣∣∣∣+ ∣∣∣∣xsλ − 1
∣∣∣∣).
(3.10)
Observe from (2.18) and (2.21):
(ΛQb,Qp) = O(bc), (Q′b,Qp) = O(bc),
(Pb,Qp) = 1
16
‖Qp‖2L1 +O(|p− 5|) > 0,
(Φb,Qp) = Cpbcb˜(Qb,Qp) +O(|b˜|2 + e− 12bc ) = −c˜p‖Qp‖2L1bcb˜+O(b3c),
with c˜p =
1
8 +O(|p− 5|) > 0. First, from (3.10) we have:
|bs| . b
5
2
c +O(bc)
(
N 12 +
∣∣∣∣λsλ + b
∣∣∣∣+ ∣∣∣∣xsλ − 1
∣∣∣∣). (3.11)
Injecting (3.11) into (3.9), we obtain (3.6) and (3.7). Moreover (3.10) implies:
|bs + cpbcb˜| = O(bc)
(
b2c +N
1
2 +
∣∣∣∣λsλ + b
∣∣∣∣+ ∣∣∣∣xsλ − 1
∣∣∣∣), (3.12)
where cp = 2 + O(|p − 5|). Then (3.8) follows from (3.6), (3.7) and (3.12), which
concludes the proof of the proposition. 
4. Monotonicity of the energy
This section is devoted to derive a control of the L2 norm of εy by the energy
conservation law and monotonicity. We will first give a control of ‖εy‖L2 on the
whole line, which proves the bootstrap bound (2.43). But furthermore, we will
show that on the half line [κB,+∞), there is a much better bound for the L2
norm of εy, which comes from the monotonicity of the localized energy
11. Then by
Gagliardo-Nirenberg inequality we can get a good control for the localized L2 norm
of ε.
Lemma 4.1. For all s ∈ [0, s∗), the following estimates hold:∫
ε2y(s) . b
3
2+ν
c , (4.1)∫
y>κB
ε2y(s) . b
55
7
c . (4.2)
Remark 4.2. (4.1) is the desired bootstrap bound (2.43).
11See (4.14).
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Proof of Lemma 4.1. The first estimate (4.1) is a consequence of the energy con-
servation law. We write down the energy equality explicitly:
2λ(s)2(1−σc)E(u0) = 2E(Qb) +
∫
εy
(
Qb −Qp
)
y
+
∫
ε2y −
∫
ε(Qp)yy − 2
p+ 1
∫ (
(Qb + ε)
p+1 −Qp+1b
)
.
(4.3)
From (2.35) and (3.6), we know for all s ∈ [0, s∗)
− (1 + ν)bc ≤ λs
λ
≤ −(1− ν)bc < 0. (4.4)
Therefore λ(s) is decreasing on [0, s∗), then we have:∫
ε2y . λ(s)
2(1−σc)|E(u0)|+ |b˜|+ b3c + ‖(Qb −Qp)y‖2L2
+
(∫
ε2e−
|y|
2
) 1
2
+
∫
(|ε|p +Qpb)|ε|
. b
3
2+ν
c + λ(0)
2(1−σc)|E(u0)|+
∫
|ε|p+1 +
∫
y>κB
Qpb |ε|
+
∫
|y|≤κB
Qpb |ε|+
∫
y<−κB
Qpb |ε|
. b
3
2+ν
c + λ(0)
2(1−σc)|E(u0)|+ b3c + e−B
(∫
y>κB
ε2e−
|y|
10
) 1
2
+
(∫
|y|<κB
|ε|2
) 1
2
+
(∫
|ε|p0
) 1
p0
(∫
y<−κB
Q
pp′0
b
) 1
p′0
. b
3
2+ν
c + λ(0)
2(1−σc)|E(u0)|.
Here we use the fact that |Qb(y)| . bc, if y < −κB, and Qb decays exponentially
on the right.
So it remains to estimate λ(0)2(1−σc)|E(u0)|. We let s = 0 in (4.3), from the
assumption of the initial data, we have:
λ(0)2(1−σc)|E(u0)| . |E(Qb(0))|+ ‖ε(0)‖H1 . b2c + |b˜(0)| . b
3
2+ν
c ,
then (4.1) follows.
Now we prove (4.2). We use a bootstrap argument on [0, T ∗). We assume that
for all t ∈ [0, T ∗), we have: ∫
y>κB
ε2y(t) ≤ b
15
2
c . (4.5)
Since this estimate is satisfied for t = 0, we only need to improve this estimate to:∫
y>κB
ε2y(t) . b
55
7
c for ∀t ∈ [0, T ∗). (4.6)
To do this we first choose a smooth function θ such that:
θ(y) = e−|y| for |y| > 1, θ(y) ≥ 1
e
for |y| < 1. (4.7)
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We then define
Θ(y) =
1
K
∫ y
−∞
θ(y′)dy′,
where K =
∫ +∞
−∞
θ(y′)dy′.
Let t ∈ [0, T ∗) be any fixed time. For all τ ∈ [0, t], we denote:
x˜(τ) =
1√
B
(
x− x(τ)
λ(τ)
− κB
)
, y˜ =
y − κB√
B
,
E˜(τ) =
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)
Θ
(
x˜(τ)
)
dx.
Observe that Θ(y˜) ≤ e−κ
√
B
2 ≤ b20c , if y < κB/2, so we have:
λ(t)2(1−σc)E˜(t)
=
1
2
∫ (
(Qb)y + εy
)2
Θ(y˜)dy − 1
p+ 1
∫
|Qb + ε|p+1Θ(y˜)dy
&
∫
y>κB
ε2y(t)−
∫
y>κB2
(
|(Qb)y |2 + |Qb|p+1
)
− e−κ
√
B
2
∫
y<κB2
(
|(Qb)y |2 + |Qb|p+1
)
−
∫
y>κB2
|ε|p+1 − e−κ
√
B
2
∫
y<κB2
|ε|p+1.
(4.8)
Next from (2.35), (2.36), (4.5) and localized Gagliardo-Nirenberg inequality, we
know that (recall p0 =
5
2 ):
∫
y>κB
|ε|p+1 .
(∫
|ε|p0
) p+3
p0+2
(∫
y>κB
ε2y
) p+1−p0
p0+2
. b
173p−156
90
c ≤ b
55
7
c , (4.9)
‖ε‖L∞(y>κB) .
(∫
|ε|p0
) 1
p0+2
(∫
y>κB
ε2y
) 1
p0+2 ≤ b 17390c ≤ b
3
2
c . (4.10)
On the other hand, by Sobolev embedding we can show:
‖ε‖L∞(|y|<κB) . N 12 ≤ b
3
2
c , (4.11)
hence ∫
κB
2 <y<κB
|ε|p+1 ≤ ‖ε‖p−1L∞(|y|<κB)
(∫
|y|≤κB
ε2
)
≤ b9c . (4.12)
Injecting (4.9) and (4.12) into (4.8) yields:∫
y>κB
ε2y . b
55
7
c + λ(t)
2(1−σc)E˜(t). (4.13)
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Therefore, it remains to estimate E˜(t). We first use Kato’s Localization identity
for energy to compute:
d
dτ
E˜(τ) =− 1
2
∫
(uxx + u|u|p−1)2gx −
∫
u2xxgx
+ p
∫
u|u|p−2u2xgx +
1
2
∫
u2xgxxx
− xt(τ)√
Bλ(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)
θ
(
x˜(τ)
)
dx
− λt(τ)√
Bλ(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)(x− x(τ)
λ(τ)
)
θ
(
x˜(τ)
)
dx
=I + II + III + IV,
where g(x, τ) = Θ
(
x˜(τ)
)
.
We claim that for some universal constant C > 0, there holds:
d
dτ
E˜(τ) ≤ Cb
9
c
λ(τ)3+2(1−σc)
(4.14)
First I ≤ 0, since g is nondecreasing in x. We then deal with III and IV . From
(3.6) and (3.7) we have:
xt ∼ 1
λ2
, λt ∼ − bc
λ2
.
For III, we use (4.10), (4.11) and the fact that |θ(y˜)| ≤ e−κ
√
B
2 , if y ≤ κB/2 to
estimate:
III ≤ − 1
4
√
Bλ3(τ)
∫
|ux(τ)|2θ
(
x˜(τ)
)
+
C√
Bλ(τ)3+2(1−σc)
∫
|ε(τ) +Qb(τ)|p+1θ(y˜)
≤ − 1
4
√
Bλ3(τ)
∫
|ux(τ)|2θ
(
x˜(τ)
)
+
1√
Bλ(τ)3+2(1−σc)
(
‖ε‖p+1
L∞(y>κB2 )
∫
y>κB/2
θ(y˜)dy + e−
κ
√
B
2
∫
y<κB/2
|ε|p+1
)
+
1√
Bλ(τ)3+2(1−σc)
(
e−
κ
√
B
2
∫
y<κB/2
|Qb(τ)|p+1 +
∫
y>κB/2
|Qb(τ)|p+1
)
≤ − 1
4
√
Bλ3(τ)
∫
|ux(τ)|2θ
(
x˜(τ)
)
+
Cb9c
λ(τ)3+2(1−σc)
.
(4.15)
For IV , similarly there holds:
IV ≤ bc√
Bλ3(τ)
∫
|ux(τ)|2
∣∣∣∣x− x(τ)λ(τ)
∣∣∣∣θ(x˜(τ)) + Cb9cλ(τ)3+2(1−σc)
=
bc√
Bλ(τ)3+2(1−σc)
∫
|y|ε2y(τ)θ(y˜) +
Cb9c
λ(τ)3+2(1−σc)
.
We then divide the integral
∫ |y|ε2y(τ)θ(y˜) into 2 parts: ∫|y−κB|>B and ∫|y−κB|≤B.
For the first part, we have |yθ(y˜)| ≤ e−κ
√
B
2 on this region, hence:∫
|y−κB|>B
|y|ε2y(τ)θ(y˜) ≤ e−
κ
√
B
2
∫
ε2y(τ) ≤ Cb9c .
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For another part, we have |ybc| ≪ 1 on this region, hence:
bc√
Bλ(τ)3+2(1−σc)
∫
|y−κB|≤B
|y|ε2y(τ)θ(y˜) ≤
1
100
√
Bλ3(τ)
∫
1
2
|ux(τ)|2θ
(
x˜(τ)
)
.
Collecting the above estimates, we obtain:
IV ≤ 1
100
√
Bλ3(τ)
∫
|ux(τ)|2θ
(
x˜(τ)
)
+
Cb9c
λ(τ)3+2(1−σc)
. (4.16)
Finally, we estimate II:
II ≤ C√
Bλ(τ)3+2(1−σc)
∫
|ε(τ) +Qb(τ)|p−1|εy(τ) + (Qb(τ))y|2θ(y˜)
+
C
B
3
2 λ3(τ)
∫
|ux(τ)|2θ′′
(
x˜(τ)
)
= II1 + II2.
For the first term II1, we divide the integral into 2 parts
∫
y<κB/2
and
∫
y>κB/2
as
before, to obtain:
II1 ≤ C√
Bλ(τ)3+2(1−σc)
∫
θ(y˜)
(
|ε|p−1ε2y + |ε|p−1|Q′b|2 + |Qb|p−1
(|εy|2 + |Q′b|2))
≤ C√
Bλ(τ)3+2(1−σc)
(
‖ε‖p−1
L∞(y>κB2 )
∫
y>κB2
ε2y + e
−κ
√
B
2
∫
y<κB2
(|(Qb)y|2 + ε2y)
+
∫
y>κB2
|(Qb)y|2|Qb|p−1 +
∫
y>κB2
e−
|y|
10
(|ε|p−1 + ε2y)dy)
≤ C√
Bλ(τ)3+2(1−σc)
(
‖ε‖p−1
L∞(y>κB2 )
∫
y>κB2
ε2y(τ) + b
9
c
)
.
Then from (4.10), (4.11) and the fact that:∫
y>κB/2
ε2y(τ) ≤
∫
κB>y>κB/2
ε2y(τ) +
∫
y>κB
ε2y(τ) ≤ b3c ,
we obtain:
‖ε‖p−1L∞(y>κB/2)
∫
y>κB/2
ε2y(τ) . b
3(p−1)
2
c × b3c ≤ b9c ,
hence
II1 ≤ Cb
9
c
λ(τ)3+2(1−σc)
. (4.17)
For the second term II2, from the definition of θ, we have |θ′′| . θ, hence:
II2 ≤ 1
100
√
Bλ3(τ)
∫
|ux(τ)|2θ
(
x˜(τ)
)
. (4.18)
Collecting (4.15), (4.16), (4.17) and (4.18), we obtain (4.14).
Observe that for β > 3 there holds:∫ t
0
1
λβ(τ)
dτ ≤ −2
∫ t
0
λt(τ)
bcλβ−2(τ)
dτ ≤ 2
(β − 3)bcλβ−3(t) . (4.19)
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Integrating (4.14) from 0 to t yields:
λ(t)2(1−σc)E˜(t) . λ(t)2(1−σc)E˜(0) + b8c . λ(0)
2(1−σc)E˜(0) + b8c
.
∫
|εy(0) + (Qb(0))y|2θ(y˜) + b8c
.
∫
|(Qb(0))y|2θ(y˜)dy + ‖εy(0)‖2L2 + b8c
. b8c,
(4.20)
where we use the assumption on the initial data, i.e. (2.29). Then (4.6) follows
from (4.13) and (4.20), which completes the proof of Lemma 4.1. 
Remark 4.3. From (4.2) and Localized Gagliardo-Nirenberg inequality, we have the
following L∞ estimate of ε:
‖ε‖L∞(y>κB) .
(∫
|ε|p0
) 1
p0+2
(∫
y>κB
ε2y
) 1
p0+2 ≤ b 1261630c ≤ b2c, (4.21)
which is important in the derivation of the second monotonicity formula in the next
section.
5. The second monotonicity formula
This section is devoted to derive a second monotonicity tool for ε, which is the
key technique to our analysis. It is a Lyapunov functional based on a suitable
localised Hamiltonian which is somehow similar to that of [17]. But here, due to
the super-criticality, we cannot estimate the L2 norm of ε even on the half-line
(1/bc,+∞). We need to cut it off while this will generate some new terms to be
controlled. But these new terms will be controlled by using the monotonicity of the
energy introduced in the previous section.
Pointwise monotonicity. Recall from (2.32), the definition of ϕ. We let ψ, η be
another 2 smooth functions such that:
ψ(y) =
{
ey for y < −1,
1 for y > −κ, ψ
′ ≥ 0, (5.1)
η(y) =
{
1 for y < 1,
0 for y > 2,
η′ ≤ 0. (5.2)
Here, we observe that ψ(−κ) = ϕ(−κ) + κ, and ψ(y) = ϕ(y) for all y < −1, so we
may assume in addition:
ϕ(y) ≤ ψ(y) ≤ (1 + 3κ)ϕ(y), for all y ≤ −κ. (5.3)
Remark 5.1. It is easy to check that for every 12 > κ > 0, such ψ and ϕ exist.
Now, recall B = b
− 120
c . We let
ψB(y) = ψ(
y
B
), ηB(y) = η(
y
B2
), ζB(y) = ϕBηB.
and then define the following Lyapunov functional for ε:
F =
∫ [
ε2yψB + ε
2ζB − 2
p+ 1
(|ε+Qb|p+1 −Qp+1b − (p+ 1)εQpb)ψB]. (5.4)
Our main goal here is the following monotonicity formula of F :
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Proposition 5.2 (The second monotonicity formula). There exists a universal
constant µ > 0 such that for all s ∈ [0, s∗), the following holds:
(1) Lyapunov control:
d
ds
F + µ
∫ (
ε2y + ε
2
)
ϕ′B . b
7
2
c ; (5.5)
(2) Coercivity of F :
N − b 72c . F . N + b
7
2
c . (5.6)
Remark 5.3. The proof of Proposition 5.2 is almost parallel to that of Proposition
3.1 in [17]. But since we have a control of the global L2 norm of ε (consequently
the L∞ norm of ε) , some part of the proof will be easier.
Proof of Proposition 5.2. We will prove (5.5) and (5.6) in several steps:
Step 1 Algebraic computation of F . A direct computation shows:
d
ds
F =2
∫
ψB(εy)sεy + εs
{
εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
− 2
∫
ψB(Qb)s
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
=f1 + f2 + f3,
where
f1 = 2
∫ (
εs − λs
λ
Λε
){
− (ψBεy)y + εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
,
f2 = 2
λs
λ
∫
Λε
{
− (ψBεy)y + εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
,
f3 = −2
∫
ψB(Qb)s
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
.
We claim that the following estimates hold for some universal constant µ0 > 0:
f1 ≤ −µ0
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c , (5.7)
fk ≤ µ0
10
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c , for k = 2, 3. (5.8)
It is obvious that (5.5) follows from (5.7) and (5.8).
In step 2 - step 5, we will prove (5.7) and (5.8). Observe that the definition of
ϕ, ψ and ζB imply:
for ∀y ∈ (−∞, κ], |ϕ′′′|+ |ϕ′′|+ |ϕ|+ |ψ′′′|+ |ψ′|+ |ψ| . ϕ′ . ϕ, (5.9)
ζ′B =

3η′B for y > B
2,
0 for B < y ≤ B2,
ϕ′B for y < B.
(5.10)
We will use these properties several times during the proof.
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Step 2 Control of f1. We give the proof of (5.7) by using the equation (3.2) in the
following form:
εs − λs
λ
Λε =
(− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb)y
+
(
λs
λ
+ b
)
ΛQb +
(
xs
λ
− 1
)
(Qb + ε)y − bsPb +Φb, (5.11)
where
Φb = −bΛQb − (Q′′b −Qb +Qpb)′, Pb =
∂Qb
∂b
.
Injecting (5.11) into the definition of f1 yields:
f1 = f1,1 + f1,2 + f1,3 + f1,4 + f1,5
with
f1,1 = 2
∫ (− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb)y{− (ψBεy)y
+ εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
,
f1,2 = 2
(
λs
λ
+ b
)∫
ΛQb
{
− ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]− (ψBεy)y + εζB},
f1,3 = 2
(
xs
λ
− 1
)∫
(Qb + ε)y
{
− ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
− (ψBεy)y + εζB
}
,
f1,4 = −2bs
∫
Pb
{
− (ψBεy)y + εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
,
f1,5 = 2
∫
Φb
{
− (ψBεy)y + εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
.
Term f1,1: Let us integrate by parts to obtain a more manageable formula
12:
f1,1 =2
∫ [− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]y(− ψ′Bεy + ε(ζB − ψB))
+ 2
∫ [− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]y
× [− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]ψB.
We compute these terms separately. First we integrate by parts to obtain:
2
∫
[−εyy + ε]y
[− ψ′Bεy + ε(ζB − ψB)] = −2{∫ ψ′Bε2yy
+
∫
ε2y
(3
2
ζ′B −
1
2
ψ′B −
1
2
ψ′′′B
)
+
∫
ε2
(1
2
(ζ′B − ψ′B)−
1
2
(ζB − ψB)′′′
)}
12See a similar computation in the proof of Proposition 3.1 in [17].
BLOW-UP FOR SUPERCRITICAL GKDV EQUATIONS 21
and
− 2
∫ [
(Qb + ε)|Qb + ε|p−1 −Qpb
]
y
(ζB − ψB)ε
=− 2
∫
(ζB − ψB)(Qb)y
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
− 2
p+ 1
∫
(ζB − ψB)′
[|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb]
+ 2
∫
(ζB − ψB)′
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
ε.
Next by direct expansion:∫ [
(ε+Qb)|ε+Qb|p−1 −Qpb
]
y
ψ′Bεy =
p
∫
ψ′Bεy
{
(Qb)y
[|Qb + ε|p−1 −Qp−1b ]+ |Qb + ε|p−1εy}.
Finally,
2
∫ [ − εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]y
× [− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]ψB
=−
∫
ψ′B
[− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]2
=−
∫
ψ′B
{[− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]2 − [−εyy + ε]2}
−
∫
ψ′B[−εyy + ε]2
=−
∫
ψ′B
{[− εyy + ε− (ε+Qb)|ε+Qb|p−1 +Qpb]2 − [−εyy + ε]2}
−
[∫
ψ′B(ε
2
yy + 2ε
2
y) +
∫
ε2(ψ′B − ψ′′′B )
]
.
We collect all the above computations and obtain the following:
f1,1 =−
∫ [
3ψ′Bε
2
yy + (3ζ
′
B + ψ
′
B − ψ′′′B )ε2y + (ζ′B − ζ′′′B )ε2
]
− 2
∫ [ |ε+Qb|p+1 −Qp+1b
p+ 1
− εQpb − ε
(
(ε+Qb)|ε+Qb|p−1 −Qpb
)]
(ζ′B − ψ′B)
+ 2
∫ [
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
(Qb)y(ψB − ζB)
+ 2p
∫
ψ′Bεy
{
(Qb)y[|Qb + ε|p−1 −Qp−1b ] + |Qb + ε|p−1εy
}
−
∫
ψ′B
{[− εyy + ε− ((ε+Qb)|ε+Qb|p−1 −Qpb)]2 − [−εyy + ε]2}
=(f1,1)
< + (f1,1)
∼ + (f1,1)
>,
where (f1,1)
<,∼,> correspond to the integration on y < −κB, |y| < κB and y > κB,
respectively.
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In the region y > κB, we have ψ′B = ψ
′′′
B ≡ 0. From (4.2), (4.9) and (4.21), we
have: ∣∣∣∣∣
∫
y>κB
[
3ψ′Bε
2
yy + (3ζ
′
B + ψ
′
B − ψ′′′B )ε2y + (ζ′B − ζ′′′B )ε2
]∣∣∣∣∣
.
∫
y>κB
ε2y +
1
B
∫
κB<y<2B2
ε2 . b4c +B‖ε‖2L∞(y>κB)
. Bb4c + b
4
c ≤ b
7
2
c .
Together with∣∣∣∣∣
∫
y>κB
[ |ε+Qb|p+1 −Qp+1b
p+ 1
− εQpb − ε
(
(ε+Qb)|ε+Qb|p−1 −Qpb
)]
(ζ′B − ψ′B)
∣∣∣∣∣
.
∫
y>κB
|ε|p+1 + |Qb|p−1ε2 . ‖ε‖
p0(p+3)
p0+2
Lp0 ‖εy‖
2(p+1−p0)
p0+2
L2(y>κB) + e
−κB20 ‖ε‖2L∞
. b
7
2
c
and ∣∣∣∣∣
∫
y>κB
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
(Qb)y(ψB − ζB)
∣∣∣∣∣
. e−
κB
20
(∫
y>κB
(
ε2e−
|y|
2 + |ε|p)) . b 72c ,
we obtain:
(f1,1)
> . b
7
2
c . (5.12)
In the region |y| < κB, ζB(y) = ϕB(y) = 1 + y/B and ψB(y) = 1. In particular,
ζ′′′B = ψ
′
B = 0. We obtain:
(f1,1)
∼ =− 1
B
∫
|y|<κB
{
3ε3y + ε
2 + 2
[ |ε+Qb|p+1 −Qp+1b
p+ 1
− εQpb − ε
(
(ε+Qb)|ε+Qb|p−1 −Qpb
)]
+ 2
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
y(Qb)y
}
=− 1
B
∫
|y|<κB
{
3ε2y + ε
2 − pQp−1p ε2 + p(p− 1)yQ′pQp−2p ε2
}
+R(ε),
where
R(ε) = − 1
B
∫
|y|<κB
{
− p(Qp−1b −Qp−1p )ε2 + p(p− 1)y
(
(Qb)yQ
p−2
b −Q′pQp−2p
)
ε2
+ 2
( |ε+Qb|p+1 −Qp+1b
p+ 1
− εQpb −
p
2
Qp−1b ε
2
)
− 2ε
(
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
)
+ 2
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b −
p(p− 1)
2
ε2Qp−2b
]
y(Qb)y
}
.
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We claim the following localized Virial estimate to obtain a coercivity result:
Lemma 5.4 (Localized Virial estimate13). There exists B0 > 100 and µ1 > 0 such
that if B > B0, then:∫
|y|<κB
(
3ε2y + ε
2 − pQp−1p ε2 + p(p− 1)yQ′pQp−2p ε2
)
≥ µ1
∫
|y|<κB
(ε2y + ε
2)− 1
B
∫
ε2e−
|y|
2 .
Since
∫
|y|>κB ε
2e−
|y|
2 . b10c , we have for some µ2 > 0:∫
|y|<κB
(
3ε2y + ε
2 − pQp−1p ε2 + p(p− 1)yQ′pQp−2p ε2
) ≥ µ2 ∫
|y|<κB
(ε2y + ε
2)− b10c .
Using a similar strategy we have:
|R(ε)| . 1
B
(
bc
∫
|y|<κB
ε2 +
∫
|y|<κB
|ε|3 + |ε|p+1
)
.
1
B
(
(bc + ‖ε‖L∞)
∫
|y|<κB
(ε2y + ε
2)
)
.
1
1000
∫
|y|<κB
(ε2y + ε
2)ϕ′B .
Collecting the above estimates, we obtain for some µ3 > 0:
(f1,1)
∼ ≤ −µ3
∫
|y|<κB
(ε2y + ε
2)ϕ′B + Cb
7
2
c . (5.13)
For the region y < −κB, we have ζB(y) = ϕB(y) and ψB ∼ ϕB. Hence, we
immediately have:∫
y<−κB
ε2|ζ′′′B | .
1
B2
∫
y<−κB
ε2ϕ′B ≤
1
100
∫
y<−κB
ε2ϕ′B ,∫
y<−κB
ε2y|ψ′′′B | .
1
B2
∫
y<−κB
ε2yϕ
′
B ≤
1
100
∫
y<−κB
ε2yϕ
′
B.
From Lemma 2.4, we know that for y < −κB, |Qb(y)| . bc and |Q′b(y)| . b2c . Recall
that we have ‖ε‖L∞ ≤ b
1
2
c , then we can estimate:∣∣∣∣∣
∫
y<−κB
[ |ε+Qb|p+1 −Qp+1b
p+ 1
− εQpb − ε
(
(ε+Qb)|ε+Qb|p−1 −Qpb
)]
(ζ′B − ψ′B)
∣∣∣∣∣
.
∫
y<−κB
(
|ε|p+1 + |Qb|p−1ε2
)
ϕ′B . (b
p−1
c + ‖ε‖p−1L∞ )
∫
y<−κB
ε2ϕ′B
.
1
100
∫
y<−κB
ε2ϕ′B ,
13See proof in [17] (Lemma 3.4 & Lemma A.2).
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∫
y<−κB
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
(Qb)y(ψB − ζB)
∣∣∣∣∣
. B
∫
y<−κB
(ε2 + |ε|p)|(Qb)y|ϕ′B . Bb2c(1 + ‖ε‖p−2L∞ )
∫
y<−κB
ε2ϕ′B
.
1
100
∫
y<−κB
ε2ϕ′B.
Similarly, we have:∣∣∣∣∣
∫
y<−κB
ψ′Bεy
{
(Qb)y[|Qb + ε|p−1 −Qp−1b ] + |Qb + ε|p−1εy
}∣∣∣∣∣
.
∫
y<−κB
(
|εyε(Qb)yQp−2b |+ |εy(Qb)y||ε|p−1 + |ε2yQp−1b |+ ε2y|ε|p−1
)
ϕ′B
. (bp−1c + ‖ε‖p−1L∞ )
∫
y<−κB
(ε2y + ε
2)ϕ′B
.
1
100
∫
y<−κB
(ε2y + ε
2)ϕ′B
and ∣∣∣∣∣
∫
y<−κB
ψ′B
{[− εyy + ε− ((ε+Qb)|ε+Qb|p−1 −Qpb)]2 − [−εyy + ε]2}
∣∣∣∣∣
.
∫
y<−κB
(
|εεyyQp−1b |+ |εyyQpb |+ |ε2Qp−1b |+ |εQpb |+ |ε|2p +
∣∣εyy|ε|p∣∣)ψ′B
.
(
bp−1c + ‖ε‖p−1L∞
) ∫
y<−κB
(ε2yy + ε
2)ψ′B +
1
100
∫
y<−κB
(ε2yy + ε
2)ψ′B
+ 100
∫
y<−κB
Q2pb + ‖ε‖2p−2L∞
∫
y<−κB
ε2ψ′B
.
1
100
∫
y<−κB
(
ε2yyψ
′
B + ε
2ϕ′B
)
+ b
7
2
c .
Therefore we obtain:
(f1,1)
< ≤ −µ4
∫
y<−κB
(ε2y + ε
2)ϕ′B + Cb
7
2
c (5.14)
for some µ4 > 0. From (5.12), (5.13), (5.14) and the following estimate:∫
y>κB
(ε2y + ε
2)ϕ′B .
1
B
∫
y>κB
ε2y +
1
B
∫
κB<y<2B2
ε2
.b4c +B‖ε‖2L∞(y>κB) . b
7
2
c ,
we obtain for some µ0 > 0,
f1,1 ≤ −µ0
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c . (5.15)
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Term f1,2: We first rewrite f1,2:
f1,2 = 2
(
λs
λ
+ b
)∫
(Λ(Qb −Qp))
{
− (ψBεy)y + εζB
− ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
+ f˜1,2,
where
f˜1,2 = 2
(
λs
λ
+ b
)∫
ΛQp
{
− (ψBεy)y + εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
= 2
(
λs
λ
+ b
)∫
ΛQp
[− (ψB)yεy + (1− ψB)εyy]
+ 2
(
λs
λ
+ b
)∫
ΛQp
{
(1− ψB)
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
− 2
(
λs
λ
+ b
)∫
ΛQp
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1p
]
+
˜˜
f1,2,
˜˜f1,2 = 2
(
λs
λ
+ b
)∫
ΛQp
(− εyy + εζB − pQp−1p ε)
= 2
(
λs
λ
+ b
)∫
ΛQp(Lε)− 2
(
λs
λ
+ b
)∫
ε(1− ζB)ΛQp.
In conclusion, we have:
f1,2 = 2
(
λs
λ
+ b
)∫
ΛQp(Lε)− 2
(
λs
λ
+ b
)∫
ε(1− ζB)ΛQp
+ 2
(
λs
λ
+ b
)∫
(Λ(Qb −Qp))
{
− (ψBεy)y + εζB
− ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
+ 2
(
λs
λ
+ b
)∫
ΛQp
[− (ψB)yεy + (1 − ψB)εyy]
+ 2
(
λs
λ
+ b
)∫
ΛQp
{
(1− ψB)
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
− 2
(
λs
λ
+ b
)∫
ΛQp
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1p
]
.
We know from the orthogonality condition (2.27) that:∫
ΛQp(Lε) = (ε, LΛQp) = −2(ε,Qp) = 0.
Again from the orthogonality condition (ε, yΛQp) = 0, we can estimate:∣∣∣∣∣
∫
ΛQpε(1− ζB)
∣∣∣∣∣ =
∣∣∣∣∣
∫
ΛQpε
(
1− ζB + y
B
)
)
∣∣∣∣∣
. e−
κB
20 ‖ε‖L∞ ≤ b
7
2
c .
For the next term, we first integrate by parts to remove all the derivatives on ε,
then we divide the integral into 2 parts,
∫
y<κB and
∫
y>κB. For the first part we
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use Cauchy-Schwarz inequality, (2.9) and (2.11). While for the second part we use
the fact that Qb decays exponentially on the right. So we have:∣∣∣∣∣
(
λs
λ
+ b
)∫
Λ(Qb −Qp)
{− ψB[(ε+Qb)|ε+Qb|p−1 −Qpb]− (ψBεy)y + εζB}
∣∣∣∣∣
=
∣∣∣∣∣
(
λs
λ
+ b
)∫ (
(ΛQb − ΛQp)
{− ψB[(ε+Qb)|ε+Qb|p−1 −Qpb]+ εζB}
−
[
(ΛQb − ΛQp)′ψB
]′
ε
)∣∣∣∣∣
.
(
b
5
2
c +N 12
)(
bc
∫
y<κB
ψB(|ε|+ |ε|p) +
∫
y>κB
e−
|y|
10 (|ε|+ |ε|p)
)
.
(
b
5
2
c +N 12
)(
bc
(∫
y<κB
ε2ψB
) 1
2
(∫
y<κB
ψB
) 1
2
+ e−
κB
20 ‖ε‖L∞
)
. bcB
3
2
∫
(ε2y + ε
2)ϕ′B + b
7
2
c B
(∫
(ε2y + ε
2)ϕ′B
) 1
2
+ b
7
2
c
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
For the following 2 terms, we first integrate by parts again to remove the deriva-
tives on ε. Then we use the fact that ψB = 1 on [−κB,+∞) and
|(ΛQp)′′(y)|+ |ΛQp(y)| . e−κB20 ϕ′B(y)
for y < −κB, to obtain:∣∣∣∣∣
(
λs
λ
+ b
)∫
ΛQp
[− (ψB)yεy + (1 − ψB)εyy]
∣∣∣∣∣
=
∣∣∣∣∣
(
λs
λ
+ b
)∫ {[
ΛQp(1− ψB)
]′′
ε+
[
ΛQp(ψB)y
]′
ε
}∣∣∣∣∣
.
(
b
5
2
c +N 12
)(∫
y<−κB
ε2ϕ′B
) 1
2
e−
κB
30
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c
and ∣∣∣∣∣
(
λs
λ
+ b
)∫
ΛQp
{
(1− ψB)
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}∣∣∣∣∣
.
(
b
5
2
c +N 12
)∫
y<−κB
(|ε|+ |ε|p)e−κB20 ϕ′B
.
(
b
5
2
c +N 12
)(∫
y<−κB
ε2ϕ′B
) 1
2
e−
κB
20
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
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Finally, by the same strategy we have :∣∣∣∣∣
(
λs
λ
+ b
)∫
ΛQp
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1p
]∣∣∣∣∣
=
∣∣∣∣∣
(
λs
λ
+ b
)∫
ΛQp
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b + pε
(
Qp−1b −Qp−1p
)]∣∣∣∣∣
.
(
b
5
2
c +N 12
)(∫
y<κB
ε2ϕ′B + bcN
1
2 + e−
κB
20 ‖ε‖L∞
)
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
The collection of the above estimates shows that:
|f1,2| ≤ µ0
100
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c . (5.16)
Term f1,3: We use the identity:∫
ψB
{
(Qb)y
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
+ εy
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
=
1
p+ 1
∫
ψB∂y
[|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb]
= − 1
p+ 1
∫
ψ′B
[|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb]
and a similar computation (as we do for term f1,2) to rewrite f1,3:
f1,3 =
2
p+ 1
(
xs
λ
− 1
)∫
ψ′B
[|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb]
+ 2
(
xs
λ
− 1
)∫
(Qb −Qp + ε)y
(− ψ′Bεy − ψBεyy + εζB)
− 2p
(
xs
λ
− 1
)∫
εψB
[
Qp−1b (Qb)y −Qp−1p (Qp)y
]
+ 2
(
xs
λ
− 1
)∫
Q′p
[
Lε− ψ′Bεy + (1− ψB)εyy − ε(1− ζB)
]
.
For the first term, we use the bootstrap assumption N ≤ b3c to estimate:∣∣∣∣∣
(
xs
λ
− 1
)∫
ψ′B
[|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb]
∣∣∣∣∣
.
(
b
5
2
c +N 12
)∫
ψ′B(|ε|p+1 + ε2Qp−1b )
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B .
For the second term, we first integrate by parts to remove the derivatives of ε,
then we use Cauchy-Schwarz inequality, (2.9) and (2.11) to estimate
∫
y<κB and use
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(4.21) to estimate
∫
y>κB
as before:∣∣∣∣∣
(
xs
λ
− 1
)∫
(Qb −Qp)y
(− ψ′Bεy − ψBεyy + εζB)
∣∣∣∣∣
.
(
b
5
2
c +N 12
)(
bcBN 12 + e−κB20 ‖ε‖L∞
)
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c ,∣∣∣∣∣
(
xs
λ
− 1
)∫
εy
(− ψ′Bεy − ψBεyy + εζB)
∣∣∣∣∣
.
(
b
5
2
c +N 12
)(∫
(ε2y + ε
2)ϕ′B +
1
B2
∫
B2<y<2B2
ε2
)
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
For the next term, we can estimate similarly by dividing the integral into 2 parts:∣∣∣∣∣
(
xs
λ
− 1
)∫
εψB
[
Qp−1b (Qb)y −Qp−1p (Qp)y
]∣∣∣∣∣
.
(
b
5
2
c +N 12
)(
bcBN 12 + e−κB20 ‖ε‖L∞
)
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
For the last term, we use the cancellation LQ′p=0 and the orthogonality condition
(ε, yQ′p) = (ε,ΛQp − 2p−1Qp) = 0 to estimate:∣∣∣∣∣
(
xs
λ
− 1
)∫
Q′p
[
Lε− ψ′Bεy + (1− ψB)εyy − ε(1− ζB)
]∣∣∣∣∣
=
∣∣∣∣∣
(
xs
λ
− 1
)∫
Q′p
[
Lε− ψ′Bεy + (1 − ψB)εyy − ε(1 +
y
B
− ζB)
]∣∣∣∣∣
.
(
b
5
2
c +N 12
)(
e−
κB
20 N 12 + e−κB20 ‖ε‖L∞
)
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
In conclusion, we have:
|f1,3| ≤ µ0
100
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c . (5.17)
Term f1,4: Recall that
f1,4 = −2bs
∫
Pb
{
− (ψBεy)y + εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
.
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We estimate after integration by parts to remove the derivatives of ε and then
divide the integral into 2 parts as before:∣∣∣∣∣
∫
Pb(−(ψBεy)y + εζB)
∣∣∣∣∣ =
∣∣∣∣∣
∫ (
(Pb)yεyψB + εPbζB
)∣∣∣∣∣
.
∣∣∣∣∣
∫
y<κB
(|εPb|ζB + |εy(Pb)y|ψB)+ ∫
y>κB
e−
y
8
(|ε|+ |εy|)
∣∣∣∣∣
. B
(∫
y<κB
(ε2y + ε
2)ϕ′B
) 1
2
+ e−
κB
20
(∫
y>κB
ε2y + ‖ε‖2L∞
) 1
2
. BN 12 + b 72c .
For the nonlinear term, the same strategy shows:∣∣∣∣∣
∫
PbψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]∣∣∣∣∣ .
∫
|Pb|ψB(Qp−1b |ε|+ |ε|p)
. B
(∫
y<κB
ε2ϕ′B
) 1
2
+ e−
κB
20 ‖ε‖L∞
. BN 12 + b 72c .
Recall from (3.8) we have:
|bs| . b
5
2
c + bcN 12 .
Then we obtain:
|f1,4| ≤ µ0
100
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c . (5.18)
Term f1,5: Recall from (2.18) we have for k = 0, 1:
|∂kyΦb| . bc|b˜||∂kyQb|+ b2c1[−2,−1](bcy) + e−
1
10bc 1[1,2](bcy)
So after integration by parts, we have:∣∣∣∣∣
∫
Φb(−(ψBεy)y + εζB)
∣∣∣∣∣ =
∣∣∣∣∣
∫
(Φb)yψBεy +
∫
ΦbεζB
∣∣∣∣∣
. b
5
2
c
∫ (
Qb + |∂yQb|
)(|εyψB|+ |εζB|)+ b2c ∫
y∼−b−1c
(|εyψB |+ |εζB|)
+ e−
1
10bc
∫
y∼b−1c
|εyψB |+ |εζB|
. b
5
2
c BN 12 + e− 12Bbc (‖ε‖L∞ + ‖εy‖L2)
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
Here we use the fact that |ψB(y)|+|ζB(y)| . e− 12Bbc . b10c , for all y ∈ [−2b−1c ,−b−1c ].
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The nonlinear term can be similarly estimated as before:∣∣∣∣∣
∫
Φb
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
ψB
∣∣∣∣∣ .
∫
|Φb|ψB
(|ε|p + |Qp−1b ε|)
. b2c
∫
y∼−b−1c
(|εQp−1b |+ |ε|p)ψB + e− 110bc ∫
y∼b−1c
(|εQp−1b |+ |ε|p)ψB
+ b
5
2
c
∫
Qb
(|εQp−1b |+ |ε|p)ψB
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
Thus we have shown that:
|f1,5| ≤ µ0
100
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c . (5.19)
Step 3 Control of f2. Recall that:
f2 = 2
λs
λ
∫
Λε
{
− (ψBεy)y + εζB − ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]}
.
We first claim the following identities:∫
Λε(ψBεy)y = −(1− σc)
∫
ε2yψB +
1
2
∫
yψ′Bε
2
y, (5.20)∫
Λε(εζB) = −σc
∫
ε2ζB − 1
2
∫
yζ′Bε
2, (5.21)∫
ΛεψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
=
1
p+ 1
∫ (
p+ 3
p− 1ψB − yψ
′
B
)[|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb] (5.22)
−
∫
ψBΛQb
[
(ε+Qb)|ε+Qb|p−1 −Qpb − pεQp−1b
]
.
We can see (5.20) and (5.21) are easily obtained by integrating by parts. While for
(5.22), we have the following computation:∫
Λ(ε+Qb)ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
=
∫
2
p− 1ψB
[|ε+Qb|p+1 −Qp+1b − εQpb]
+
∫
y(ε+Qb)
′ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
=
2
p− 1
∫
ψB
[|ε+Qb|p+1 −Qp+1b − (p+ 1)εQpb]+ p ∫ ψBεQp−1b ( 2p− 1Qb) + ∆,
with
∆ =
∫
y(ε+Qb)
′ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
.
Then we use the following identity:[|ε+Qb|p+1 −Qp+1b − (p+ 1)εQpb]′
= (p+ 1)(ε+Qb)
′
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]− p(p+ 1)εQ′bQp−1b
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to compute:
∆ =
1
p+ 1
∫
yψB
[|ε+Qb|p+1 −Qp+1b − (p+ 1)εQpb]′ − p ∫ yψBεQ′bQp−1b
= − 1
p+ 1
∫
(ψB − yψ′B)
[|ε+Qb|p+1 −Qp+1b − (p+ 1)εQpb]
− p
∫
ψBεQ
p−1
b (yQ
′
b).
Collecting all the above computation, we have:∫
Λ(ε+Qb)ψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
=
1
p+ 1
∫ (
p+ 3
p− 1ψB − yψ
′
B
)[|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb]
+ p
∫
ψBεQ
p−1
b (ΛQb),
which is just (5.22).
Now we can use (5.20)–(5.22) to estimate f1,2. Since
λs
λ
∼ −bc < 0,
we can drop the negative term to obtain:
2
λs
λ
∫
Λε(−ψBε)y ≤ 0
and
2
λs
λ
∫
ΛεζB ≤ C
(
b2c
∫
ε2ζB + bc
∫
0<y<B
yϕ′Bε
2 + bc
∫
yη′Bε
2
)
≤ C
(
bcB
∫
y<κB
ε2ϕ′B + b
1
2
c
∫
κB<y<2B2
ε2
)
≤ C
(
b
1
2
c
∫
y<κB
ε2ϕ′B + ‖ε‖2L∞(y>κB)
)
≤ µ0
1000
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
For the nonlinear term we divide the integral into 3 parts:∫
ΛεψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]
= m< +m∼ +m>,
where m<, m∼ and m> correspond to the integration on y < −κB, |y| < κB and
y > κB respectively. For y > κB, we have:
|m>| .
∫
y>κB
(|ε|p+1 + ε2e− |y|2 ) ≤ b 72c .
Next for |y| < κB, we can estimate:
|m∼| .
∫
|y|<κB
|ε|p+1 + ε2 . B
∫
(ε2y + ε
2)ϕ′B .
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Finally, for y < −κB, we have |Qb| + |ΛQb| . bc on this region. Together with
‖ε‖L∞ ≤ b
1
2
c , we obtain:
|m<| .
(
‖ε‖p+1L∞ + bp−1c ‖ε‖2L∞ + bc‖ε‖pL∞
) ∫
y<−κB
(|ψB|+ |yψ′B|)
. Bb3c ≤ b
5
2
c .
Therefore, we obtain:∣∣∣∣∣λsλ
∫
ΛεψB
[
(ε+Qb)|ε+Qb|p−1 −Qpb
]∣∣∣∣∣ . µ01000
∫
(ε2y + ε
2)ϕ′B + b
7
2
c ,
hence
f2 ≤ µ0
100
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c . (5.23)
Step 4 Control of f3. First from (3.8)
|(Qb)s| = |bsPb| . b
5
2
c |Pb|.
Recalling that Pb decays exponentially on the right, we have:
|f3| . b
5
2
c
(∫
y<κB
ψB(|ε|p + ε2) + e−κB20 ‖ε‖2L∞
)
≤ µ0
100
∫
(ε2y + ε
2)ϕ′B + Cb
7
2
c .
(5.24)
Collecting (5.15)–(5.24), we conclude the proof of (5.7) and (5.8).
Step 5 Coercivity of F . As before we divide the integral into 2 parts, F< and F>,
which correspond to the integration on y < κB and y > κB respectively.
For the upper bound of F , recall that B = b− 120c , we have for y > κB,
|F>| .
∫
y>κB
(
ε2y + |ε|p+1 + ε2e−
|y|
2
)
+
∫
κB<y<2B2
ε2
. b8c + B
2‖ε‖2L∞(y>κB) . b8c + b−
1
10+4
c
≤ b 72c .
And for y < κB, we have:
|F<| .
∫
y<κB
(
ε2y + ε
2 + |ε|p+1)ψB
. B
∫
y<κB
(ε2y + ε
2)ϕ′B ≤ N .
Then the upper bound follows.
For the lower bound, we rewrite F :
F =
∫ (
ε2yψB + ε
2ζB − pψBQp−1p ε2
)− p ∫ ψB(Qp−1b −Qp−1p )ε2
− 2
p+ 1
∫
ψB
[
|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb −
p(p+ 1)
2
Qp−1b ε
2
]
.
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First, we have:∣∣∣∣∣
∫
ψB(Q
p−1
b −Qp−1p )ε2
∣∣∣∣∣ . bcB
∫
y<κB
ε2ϕ′B + e
−κB20 ‖ε‖2L∞ ≤ b
1
2
c N + b
7
2
c .
For the nonlinear term, we use similar technique as before to estimate:∣∣∣∣∣
∫
ψB
[
|Qb + ε|p+1 −Qp+1b − (p+ 1)εQpb −
p(p+ 1)
2
Qp−1b ε
2
]∣∣∣∣∣
.
∫
y<κB
(|ε|p+1 +Qp−2b |ε|3)ψB + ∫
y>κB
|ε|p+1 + e−κB20 ‖ε‖3L∞
≤ b 12c N + b
7
2
c .
Finally, we claim there exists a constant 0 < κ < 1 independent of b (recall κ
appears in the definition of the weight function ϕ) such that the following holds for
some universal constant ν1 > 0:∫ (
ε2yψB + ε
2ζB − pψBQp−1p ε2
) ≥ ν1N − 1
ν1
b
7
2
c , (5.25)
Then the lower bound follows immediately. We leave the proof of (5.25) in Appendix
A.
This concludes the proof of Proposition 5.2. 
6. Existence and stability of the self-similar dynamics
6.1. Closing the bootstrap. In this section, we will compete the proof of Propo-
sition 2.8.
Step 1. Dynamical trapping on b.
We first prove the dynamical trapping of b, i.e. (2.34). Suppose for some s0 ∈
[0, s∗), we have b˜(s0) ≥ b
3
2+2ν
c . By the choice of the initial data, i.e. (2.28), we can
find some s1 ∈ [0, s0) such that b˜(s1) = b
3
2+
5
2ν
c and b˜(s) ≥ b
3
2+
5
2ν
c for all s ∈ [s1, s0),
then b˜s(s1) ≥ 0. From (2.35) and (3.8), we have:
b˜s(s1) ≤ −cpb˜(s1)bc + b
5
2+3ν
c ≤ −cpb
5
2+
5ν
2
c + b
5
2+3ν
c < 0, (6.1)
if bc is small enough (or equivalently p
∗(ν) is close enough to 5) such that bνc ≪ 1.
We get a contradiction. The opposite bound is similar.
Step 2. Pointwise bound of the localised Sobolev norm of ε.
The bootstrap bound (2.41) is a consequence of the monotonicity formula which
we proved in the last section. We argue again by contradiction and assume that
there exists s2 ∈ (0, s∗) s.t. N (s2) ≥ b3+8νc . By continuity and the choice of initial
data, i.e. (2.29), we can find s3 ∈ (0, s2) such that for all s ∈ [s3, s2], N (s) ≥ b3+10νc ,
and N (s3) = b3+10νc . Then we have for all s ∈ [s3, s2]:∫ (
ε2y(s) + ε
2(s)
)
ϕ′B ≥
1
B
b3+10νc = b
3+ 120+10ν
c ≫ b
7
2
c ,
provided that ν is chosen small enough (say ν = 11000 ). From (5.5), we know
dF/ds ≤ 0 on [s3, s2], which yields F(s3) ≥ F(s2). Thus (5.6) leads to:
b3+8νc − b
7
2
c ≤ N (s2) − b
7
2
c . F(s2) ≤ F(s3) . N (s3) + b
7
2
c = b
3+10ν
c + b
7
2
c .
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This is a contradiction since bνc ≪ 1. Therefore we conclude the proof of (2.41).
Step 3. Lp0 control of ε.
For the Lp0 norm of ε, it is more convenient to work with the original variables.
Consider the decomposition (see (2.26)):
u(t, x) = QS(t, x) + u˜(t, x) =
1
λ(t)
2
p−1
(Qb(t) + ε(t))
(
x− x(t)
λ(t)
)
.
By rescaling, it is sufficient to prove for all t ∈ [0, T ∗):
‖u˜(t)‖Lp0 ≤ b
13
28
c
λ(t)
2
p−1−
1
p0
. (6.2)
To prove this, we write down the equation of u˜ and use a refined Strichartz estimate
for the Airy equations. Indeed, the equation of u˜ is:
∂tu˜+ u˜xxx = −E −
(
f(u˜)
)
x
with
E = 1
λ(t)3+
2
p−1
[
− Φb + bsPb −
(
λs
λ
+ b
)
ΛQb −
(
xs
λ
− 1
)
Q′b
](
t,
x− x(t)
λ(t)
)
,
f(u˜) = (QS + u˜)|QS + u˜|p−1 −QS|QS |p−1,
where Φb is defined in (3.3).
Now we state the result of D. Foschi in [5] about the inhomogeneous Strichartz
estimates:
Proposition 6.1 (D. Foschi, Theorem 1.4 of [5]). Consider a family of linear
operators U(t): H → L2X, t ∈ R, where H is a Hilbert space. Suppose the following
properties of U(t) hold:
(1) For all t ∈ R, h ∈ H:
‖U(t)h‖L2X . ‖h‖H .
(2) There exists a constant σ > 0, such that for all f ∈ L1X ∩ L2X and t, s ∈ R,
there holds:
‖U(t)U(s)∗f‖L∞X .
1
|t− s|σ ‖f‖L1X .
We say a pair (q, r) ∈ [2,+∞]2 is σ-acceptable if and only if they satisfy:
1
q
< 2σ
(
1
2
− 1
r
)
or (q, r) = (+∞, 2).
Consider 0 < σ < 1 and 2 σ-acceptable pairs: (qi, ri), i = 1, 2, such that the scaling
rule is satisfied:
1
q1
+
σ
r1
+
1
q2
+
σ
r2
= σ.
Then we have the following inhomogeneous Strichartz estimates:∥∥∥∥ ∫
s<t
U(t)U(s)∗F (s)ds
∥∥∥∥
L
q1
t L
r1
X
. ‖F‖
L
q′2
t L
r′2
X
. (6.3)
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Here, we can use Proposition 6.1 to derive a refined Strichartz estimate for the
Airy equations with zero initial data. Let U(t) = 1[0,+∞)(t)e
−t∂3x , then by the
theory of oscillatory integral, we have14 :
‖U(t)h‖L2 ≤ ‖h‖L2, ‖U(t)h‖L∞ . 1|t| 13 ‖h‖L1, for ∀t 6= 0.
Therefore, the following refined Strichartz estimates hold for Airy equations with
zero initial data:
Corollary 6.2 (Refined Strichartz estimates). For all 13 -acceptable pairs (q1, r1)
and (q2, r2), if they satisfy:
1
q1
+
1
3r1
+
1
q2
+
1
3r2
=
1
3
,
then there holds: ∥∥∥∥ ∫ t
0
e−(t−s)∂
3
x
(
h(s, ·))ds∥∥∥∥
L
q1
t L
r1
x
. ‖h‖
L
q′
2
t L
r′
2
x
. (6.4)
Now we fix ∀t ∈ [0, T ∗), and choose
(q1, r1) = (+∞, p0), 1
r2
=
1
p0
− δ, 1
q2
=
p0 − 2
3p0
+
δ
3
,
with δ > 0 to be chosen later. It is easy to check (qi, ri) satisfy the conditions in
Corollary 6.2. Then we have the following estimate on [0, t]:
‖u˜‖L∞
[0,t]
L
p0
x
.
∥∥e−t∂3x(u˜(0))∥∥
L∞
[0,t]
L
p0
x
+ ‖E‖
L
q′2
[0,t]
L
r′2
x
+
∥∥(f(u˜))
x
∥∥
L
q′2
[0,t]
L
r′2
x
= I + II + III.
(6.5)
We let σ0 =
1
2 − 1p0 (= 110 ), then by Sobolev embedding:
I .
∥∥e−t∂3x(u˜(0))∥∥
L∞
[0,t]
H˙σ0
=
1
λ(0)
2
p−1−
1
p0
‖ε(0)‖H˙σ0 ≤
b10c
λ(t)
2
p−1−
1
p0
. (6.6)
For II, from (2.18), (2.34), (2.35), (3.6), (3.7) and (3.8), there holds for all τ ∈ [0, t]:
‖E(τ)‖
L
r′2
x
=
1
λ(τ)
2+ 2p−1+
1
r2
∥∥∥∥− Φb + bsPb − (λsλ + b
)
ΛQb −
(
xs
λ
− 1
)
Q′b
∥∥∥∥
Lr
′
2
.
1
λ(τ)2+
2
p−1+
1
r2
(
‖Φb‖Lr′2 + b
5
2
c ‖Pb‖Lr′2 +N
1
2 + b
5
2
c
)
.
b
1+ 1p0
−δ
c
λ(τ)
2+ 2p−1+
1
r2
.
From (4.19) we obtain:
II .
(∫ t
0
(
b
1+ 1p0
−δ
c
λ(τ)
2+ 2p−1+
1
r2
)q′2
dτ
) 1
q′2
.
b
p0+1
3p0
− 2δ3
c
λ(t)
2
p−1−
1
p0
=
b
7
15−
2δ
3
c
λ(t)
2
p−1−
1
p0
. (6.7)
14See Page 13–15 in [10].
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Finally we deal with III. For all τ ∈ [0, t], there holds:∥∥(f(u˜))x∥∥Lr′2 = 1
λ(τ)
2+ 2p−1+
1
r2
∥∥∥((Qb + ε)|Qb + ε|p−1 −Qpb)y∥∥∥Lr′2
.
1
λ(τ)
2+ 2p−1+
1
r2
(
‖εyQp−1b ‖Lr′2 +
∥∥εy|ε|p−1∥∥Lr′2
+
∥∥ε(Qb)y|Qb|p−2∥∥Lr′2 + ∥∥(Qb)y|ε|p−1∥∥Lr′2).
(6.8)
We estimate these terms separately. First from (2.36), (2.37) and (2.38) we have:∥∥ε(Qb)y|ε|p−2∥∥Lr′2 ≤ ‖ε‖p−1Lr′2(p−1) ≤ b 32c ,
‖εy|ε|p−1‖Lr′2 ≤ ‖εy‖L2‖ε‖
p−1
Lr(p−1) ≤ b
3
2
c ,
where
1
r′2
=
1
2
+
1
r
.
Next, by using the bootstrap bound (2.35), (2.37) and the decay property of Qb,
we have:
‖εyQp−1b ‖Lr′2
=
(∫
y<−κB
|εy|r′2Qr
′
2(p−1)
b +
∫
|y|<κB
|εy|r′2Qr
′
2(p−1)
b +
∫
y>κB
|εy|r′2Qr
′
2(p−1)
b
) 1
r′
2
. ‖εy‖L2‖Qb‖p−3Lr(p−3)‖Qb‖2L∞(|y|>κB) + ‖εy‖L2(|y|<κB)‖Qb‖
p−1
Lr(p−1)
. b
3
2
c .
The same estimate holds for ‖ε(Qb)y|Qb|p−2‖Lr′2 .
Injecting all the above estimates into (6.8) yields:
∥∥(f(u˜))x∥∥Lr′2 . b
3
2
c
λ(t)
2+ 2p−1+
1
r2
.
By a similar argument we have:
III .
b
1
2
c
λ(t)
2
p−1−
1
p0
. (6.9)
Injecting (6.6), (6.7) and (6.9) into (6.5), we obtain (6.2), provided that δ is small
enough (since 12 >
7
15 >
13
28 ).
This concludes the proof of Proposition 2.8 (Recall we have proved (2.43) in
Lemma 4.1).
6.2. Proof of Theorem 1.1. We are now in position to prove Theorem 1.1.
Pick a ν > 0 small enough and a p ∈ (5, p∗(ν)). For all u0 ∈ Op, we choose
b∗(p) = bc and denote u(t) the corresponding solution to the Cauchy problem (1.1)
with maximal lifetime T . Proposition 2.8 implies that u(t) satisfies the geometrical
decomposition introduced in Section 2 on [0, T ):
u(t, x) =
1
λ(t)
2
p−1
(Qb(t) + ε(t))
(
x− x(t)
λ(t)
)
,
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and the bounds in Proposition 2.8 hold on [0, T ). From (4.1), we have (1.7) and
(1.8).
Step 1. Finite time blow-up and self-similar rate.
From (3.6) we have:
∀t ∈ [0, T ), (1− ν2)bc ≤ −λtλ2 ≤ (1 + ν2)bc. (6.10)
Integrating it from 0 to t yields:
∀t ∈ [0, T ), (1− ν2)bct ≤ 1
3
λ3(0) and hence T ≤ λ
3(0)
3bc(1 − ν2) < +∞.
So the solution blows up in finite time. From H1 Cauchy theory we have:
‖ux(t)‖L2 → +∞ as t→ T,
which implies λ(t)→ 0 as t→ T . We thus integrate (6.10) from t to T to obtain:
∀t ∈ [0, T ], (1− ν2)bc(T − t) ≤ λ
3(t)
3
≤ (1 + ν2)bc(T − t),
which implies (1.10).
Step 2. Convergence of the blow-up point.
From (3.7) we have:
|xt| = 1
λ2
∣∣∣∣xsλ
∣∣∣∣ ≤ 1 + ν2λ2 .
Thus from (1.10), we get:∫ T
0
|xt| ≤
∫ T
0
1 + ν2(
(1 − ν2)bc(T − t)
) 2
3
≤ (1 + ν)λ(0)
bc
< +∞,
and then (1.9) follows.
Step 3. Strong convergence in Lq.
Fix a q ∈ [2, 21−2σc ), and let 0 < τ ≪ T and 0 < t < T − τ , let uτ (t) = u(t+ τ)
and vτ (t
′) = uτ (t
′)− u(t′) for all t′ ∈ [t, T − τ). Then vτ satisfies:
∂t′vτ + ∂xxxvτ =
(
u|u|p−1 − uτ |uτ |p−1
)
x
.
Let σ1 =
1
2− 1q , and chose q˜ and r˜, such that (+∞, q) and (q˜, r˜) satisfy the conditions
in Corollary 6.2. Then we have:∥∥(u|u|p−1)x∥∥Lr˜′x = 1λ2+ 1q+ 1r˜+σ1−σc
∥∥∥((Qb + ε)|Qb + ε|p−1)y∥∥∥Lr˜′
.
1
λ2+
1
q+
1
r˜+σ1−σc
((‖(Qb)y‖L2 + ‖εy‖L2)(‖Qb‖p−1Lr0 + ‖ε‖p−1Lr0 ))
.
1
λ2+
1
q+
1
r˜+σ1−σc
,
where
1
r˜′
=
1
2
+
p− 1
r0
.
38 YANG LAN
Since σ1 < σc and λ(t) ∼ 3
√
3bc(T − t), we conclude:∥∥∥(u|u|p−1 − uτ |uτ |p−1)x∥∥∥Lq˜′
[t,T−τ)L
r˜′
x
.
(∫ T
t
(
1
λ(t′)2+
1
q+
1
r˜+σ1−σc
)q˜′
dt′
) 1
q˜′
.
1
b2c
(T − t)σc−σ13 → 0, as t→ T, uniformly in τ.
Remark 6.3. Here we can see the case q = qc (i.e. σ1 = σc) will lead to a logarithm
on the upper bound of the critical norm, therefore the strong convergence can’t
exist in the critical space.
Next from the refined Strichartz estimate (6.4) and Sobolev embedding we have:
‖vτ‖L∞
[t,T−τ)L
q
x
. ‖vτ (t)‖H˙σ1 +
(∫ T
t
(
1
λ(t′)2+
1
q+
1
r˜+σ1−σc
)q˜′
dt′
) 1
q˜′
. (6.11)
We claim (6.11) implies that u(t) is a Cauchy sequence in Lq as t→ T . Indeed, for
all ǫ > 0, we can choose a tǫ close enough to T , such that:(∫ T
tǫ
(
1
λ(t′)2+
1
q+
1
r˜+σ1−σc
)q˜′
dt′
) 1
q˜′
≤ ǫ
2C0
,
where C0 is the implicit constant in (6.11). From H
1 Cauchy theory i.e. u(t) ∈
C([0, T ), H1), there exists a τ0 = τ0(tǫ) ∈ (0, T − tǫ), such that for all 0 < τ ≤ τ0,
‖vτ (tǫ)‖H˙σ1 ≤
ǫ
2C0
.
Choose a t0 < T such that T − t0 < τ0. Then for all t1, t2 ∈ (t0, T ), t1 < t2, let
τ = t2 − t1. From the above discussion, we have:
‖u(t2)− u(t1)‖Lq = ‖vτ (t1)‖Lq ≤ ‖vτ‖L∞
[tǫ,T−τ)L
q
x
≤ ǫ,
which means u(t) is a Cauchy sequence in Lq as t → T . Hence, we have proven
(1.11).
Step 4. Singular behavior of the asymptotic profile.
Finally, we give the proof of (1.12). Let
A = b
− 2120
c , R(τ) = Aλ(τ) for all τ ∈ [t, T ), (6.12)
where t is a fixed time close enough to T . Then we choose a smooth cut-off function
χ, with χ(y) = 0 if |y| > 2, χ(y) = 1 if |y| < 1. Denote
g(x) = χ
(
x− x(T )
R(t)
)
.
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Then by Kato’s localized identity for mass, we can estimate:∣∣∣∣∣ ddτ
∫
u2(τ)g
∣∣∣∣∣ =
∣∣∣∣∣− 3
∫
u2x(τ)gx +
∫
u2(τ)gxxx +
2p
p+ 1
∫
|u(τ)|p+1gx
∣∣∣∣∣
.
1
R(t)
(∫
|ux(τ)|2 + |u(τ)|p+1
)
+
1
R(t)3
∣∣∣∣ ∫ χ′′′(x− x(T )R(t)
)
u2(τ)
∣∣∣∣
.
1
R(t)
1
λ(τ)2−2σc
(∫ ∣∣(ε+Qb)y∣∣2 + |ε+Qb|p+1)+ 1
R(t)2
‖u(τ)‖2L∞
.
1
R(t)
1
λ(τ)2−2σc
+
1
R(t)2
1
λ(τ)1−2σc
(‖Qb‖2L∞ + ‖ε‖2L∞)
.
1
R(t)
1
λ(τ)2−2σc
+
1
R(t)2
1
λ(τ)1−2σc
.
Since u(τ) converges to u∗ in L2 as τ → T , we can integrate the above inequality
from t to T (with respect to τ) and use the fact that (which follows from (4.4)):
for β < 3,
∫ T
t
dτ
λ(τ)β
≤ −2
∫ T
t
λt(τ)
bcλ(τ)β−2
dτ =
2λ(t)3−β
bc(3 − β)
to obtain:
1
λ(t)2σc
∣∣∣∣∣
∫
χ
(
x− x(T )
R(t)
)
|u∗|2 −
∫
χ
(
x− x(T )
R(t)
)
u2(t)
∣∣∣∣∣
.
1
Aλ(t)1+2σc
∫ T
t
dτ
λ(τ)2−2σc
+
1
A2λ(t)2+2σc
∫ T
t
dτ
λ(τ)1−2σc
.
1
bcA
= b
1
20
c .
(6.13)
On the other hand we have from the geometrical decomposition (2.26):
1
λ(t)2σc
∫
χ
(
x− x(T )
R(t)
)
|u(t)|2
=
∫
χ
[
1
A
(
y +
x(t)− x(T )
λ(t)
)]
|Qb + ε|2dy.
(6.14)
From the properties of x(t) and λ(t), we know that:
−x(t)− x(T )
λ(t)
∼ 1
bc
≪ A.
Together with Lemma 2.4 and (2.38) we have:∫
χ
[
1
A
(
y +
x(t) − x(T )
λ(t)
)]
ε2 . A‖ε‖2L∞ ≤ Ab
149
135
c ≤ b
1
20
c ,
∫
χ
[
1
A
(
y +
x(t)− x(T )
λ(t)
)]
|Qb|2 =
(
1 + δ0(p)
) ∫ |Qp|2.
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with δ0(p)→ 0 as p→ 5. Injecting these 2 estimates and (6.14) into (6.13), yields:
1
R(t)2σc
∫
χ
(
x− x(T )
R(t)
)
|u∗|2 = 1
A2σc
∫
|Qp|2
(
1 + δ(p)
)
+O(b
1
40
c )
=
(
1 + δ(p)
) ∫ |Qp|2.
with limp→5 δ(p) = 0. Let t→ T , i.e. R(t)→ 0, then (1.12) follows.
Finally, it is immediately seen from (1.12) that:
u∗ /∈ L 21−2σc ,
which concludes the proof of Theorem 1.1.
Appendix A. Proof of (5.25).
The coercivity result of F i.e. (5.25), follows from the following lemma15:
Lemma A.1 (Coercivity of L). There exists a constant κ0 > 0 such that for all
f ∈ H1, there holds:
(Lf, f) ≥ κ0‖f‖2H1 −
1
κ0
[
(f,Qp)2 + (f,ΛQp)2 + (f, yΛQp)2
]
. (A.1)
Now we can prove (5.25) by using Lemma A.1, orthogonality condition (2.27)
and a localization argument:
Choose a smooth function η0 such that η0(y) = 1, if y < κ, η0(y) = e
−y if y > 1
and η′0(y) ≤ 0 for all y. Let
ΨB(y) = ψB(y)η0(
y
B
).
Then we apply (A.1) for f = ε
√
ΨB. We compute every term in (A.1) separately:
First, from (5.3) and the definition of ψ and ϕ we have for all y ≤ κB,
ψB(y) ≤ (1 + 3κ)ϕB(y).
By the same strategy as in Section 5, we obtain:
(Lf, f) =
∫
ε2yΨB + ε
2ΨB − pΨBQp−1p ε2 +
∫
ε2
(ΨB)
2
y
4ΨB
− 1
2
∫
ε2(ΨB)yy
≤
∫
y≤κB
(
ε2y + ε
2 − pQp−1p ε2
)
ψB +O(
1
B
)
∫
y<−κB
(
ε2y + ε
2
)
ψB
+ C
∫
y>κB
(
ε2y + ε
2e−
y
B
)
≤
∫
y≤κB
(
ε2yψB + ε
2ϕB − pψBQp−1p ε2
)
+ Cκ
∫
y≤κB
ε2ϕB
+O(
1
B
)
∫
y<−κB
(ε2y + ε
2)ϕB + Cb
7
2
c
≤
∫ (
ε2yψB + ε
2ϕB − pψBQp−1p ε2
)
+ Cb
7
2
c + C(κB + 1)
∫
y<κB
(ε2y + ε
2)ϕ′B ,
15See for example, Lemma 2.1 in [17].
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with some constant C > 0 independent of κ and B.
Next, a direct computation shows:
κ0‖f‖2H1 ≥ κ0
∫
y≤κB
(ε2yΨB + ε
2ΨB)− C
∫
ε2
(ΨB)
2
y
4ΨB
≥ 1
C
∫
y≤κB
(ε2y + ε
2)ψB − Cb
7
2
c .
Then, from the orthogonality condition (2.27) we have:
|(f,Qp)| .
∫
|y|>κB
|ε|e−|y| . e−κB2 ‖ε‖L∞ . b10c .
The same estimates hold for (f,ΛQp) and (f, yΛQp). Injecting all the above esti-
mates into (A.1), we have:
B
∫
y≤κB
(ε2y + ε
2)ϕ′B
≤ C
∫
(ε2yψB + ε
2ϕB − pψBQp−1p ε2) + C(κB + 1)
∫
y<κB
(
ε2y + ε
2
)
ϕ′B + Cb
7
2
c
≤ C
∫
(ε2yψB + ε
2ϕB − pψBQp−1p ε2) +
B
2
∫
y≤κB
(
ε2y + ε
2
)
ϕ′B + Cb
7
2
c ,
(A.2)
provided that κ is small enough (We can take κ such that it is independent of b).
Then (A.2) implies (5.25) immediately.
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