Parametric Ekeland's variational principle  by Georgiev, P.G.
PERGAMON 
Applied 
Mathematics 
Letters 
Applied Mathematics Letters 14 (2001) 691-696 
www.elsevier.nl/locate/aml 
Parametric Ekeland’s Variational Principle 
P. G. GEORGIEV 
Sofia University ‘St. Kl. Ohridski’, Department of Mathematics and Informatics 
5 James Bourchier Blvd., 1126 Sofia, Bulgaria 
pandogg@fmi.uni-sofia.bg 
(Received September 1999; revised and accepted August 2000) 
Abstract-A parametrized version of Ekeland’s variational principle is proved, showing that under 
suitable conditions, the minimum point of the perturbed function can be chosen to depend continu- 
ously on a parameter. Applications of this result are given. @ 2001 Elsevier Science Ltd. All rights 
reserved. 
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Ekeland’s variational principle is now a classical method for investigations of many nonlinear 
problems in various areas in mathematics (see, for instance, [l-3] for surveys). 
In this paper, we establish a parametric analogue of this principle, which states that the 
minimum point of the perturbed function can be chosen to depend continuously on a parameter. 
The tool for proving this parametric analogue is a parametric version of the Phelps lemma [4]. 
This parametric version produces ‘extremal selections’: this is, in fact, a selection theorem for 
the efficient point set of images of a continuous mapping with respect to a convex closed pointed 
cone. As a corollary, we prove existence of a continuous selection of the support points of a closed 
convex bounded set depending continuously (in the Hausdorff sense) on a parameter (existence 
of such support points is guaranteed by Bishop-Phelps’ theorem). 
As an application, we establish the existence of a Nash equilibrium after perturbation, when 
one of the sets, whose Cartesian product defines the domain of the involved convex functions, is 
noncompact. It can be considered as a generalization of Sion’s minimax theorem [5] for Nash 
equilibrium problems. As another application, we present an analogue of Ekeland’s variational 
principle for minimax problems, which can be considered as a minimax variational principle. 
We recall the following definitions. 
A multivalued mapping F : T -+ 2 M, where T is a topological space and (1M, d) is a metric space 
is said to be Hausdorff upper semicontinuous (respectively, Hausdorff lower semicontinuous) at xc, 
if for every E > 0 there exists an open set U 3 zo such that F(z) c {z E A4 : dist(z, F(xo)) < 
E} (respectively, F(zo) c {z E A4 : dist(z, F(x)) < E}) f or every 2 E U, where dist(.,X) is the 
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distance function to the set X. F is said to be Hausdorff continuous at ~0, if it is Hausdorff 
upper and Hausdorff lower semicontinuous at 20. 
F is said to be upper (respectively, lower) semicontinuous at 20, if for every open V > F(Q) (re- 
spectively, every open V with VnF(x,) # 0) there exists an open U 3 zo such that F(z) c V (re- 
spectively, F(z) n V # 0) for every z E U. 
First, we present a parametric version of a Phelps’ lemma [4], which is of independent interest, 
because it is a selection theorem for a multivalued mapping with nonconvex images. 
Let C be a closed, convex cone in a Banach space (E, I/ . II). We shall say that C is a strongly 
pointed cone, if there exists 1 E S*, where S* is the closed unit ball in the dual space (E*, 11 . II), 
such that supl(C) = 0 and 
c, -+ 0 whenever {cn} c C and I(crL) -+ 0. (I) 
Recall that the set of all weakly eficient points of a set Z C E with respect to C is 
WEPc(Z) = {Z E 2 : int (z + C) n 2 = 0); 
the set of all eficient points of 2 is 
EPc(Z) = (2 E 2 : (z + C) n 2 = (2)). 
Define the set of all strongly eficient points of a set Z c E with respect to C by 
SEPc(Z) = {y E 2 : (y + C) n 2 = {y} and z, -+ y whenever 
{z~} C (y + C) and dist(z,, 2) + 0). 
We shall say that the set Z C E is strongly bounded with respect to C if there exist z E Z and 
& > 0 such that the set (z + C) n (2 + EB) is bounded. 
The proof of the following proposition is an interesting exercise, left to the reader. 
PROPOSITION 1. Let C be a strongly pointed convex cone with nonempty interior. If the set 2 
is convex and strongly bounded with respect to C, then for every y E Z and for every E > 0 the 
set (y + C) n (2 + EB) is bounded. 
Below we present the main result about extreme continuous selections. 
THEOREM 2. Let X be a paracompact topological space, F : X + 2E be a Hausdorff continuous 
multivalued mapping with closed, convex, and nonempty images, and C be a strongly pointed 
closed convex cone with nonempty interior. Assume that for every z E X, F(z) is strongly 
bounded with respect to C. Then the multivalued mapping WEPc(F(.)) has a continuous 
selection. Something more, if y’ : X -+ E is a continuous selection of F, then tllere exists a 
continuous selection of the multivalued mapping (y’(z) + C) n WEPcF(z). 
If, in addition, for every x E X, F(x) is strongly bounded with respect to C, for some E > 0, 
where C, = U{XC rl S + EB : X 1 0) (S is the unit sphere), then the multivalued mapping 
(y’(z) + Cc) n SEPcF(x) has a continuous selection. 
The proof of this theorem uses Michael’s selection theorem [6] and the following geometrical 
lemma, whose proof can be found in [7]. 
LEMMAS. LetF:X+2E,G:X -+ 2E be Hausdorff continuous multivalued mappings with 
convex and closed images. Define H(x) := F(x) n G(z) and assume that int H(x) # 0 for every 
x E X. Then H is Hausdorff continuous. 
PROOF OF THEOREM 2. Denote D:=CnS and H= l-‘(O). 
We shall prove that dist(H, D) > 0. Assume the contrary. Then there exists b, E D such that 
dist(b,,, H) + 0. It is well known and easy to prove that dist(b,,H) = -l(bn), and by (l), we 
obtain a contradiction. 
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Let E E (0, (1/2)dist(H,D)). Obviously C, is a closed, strongly pointed cone with respect to 
the above definition. 
Let {G}E~, {GE&, (s9Er b e se q uences of positive numbers converging to 0 such that the 
series Cr=i E, and Cr=, EL are convergent and 
En-1 < En + EEL, Vn>2. (2) 
Let e E D. The proof of Claim 1 is evident and is omitted. 
CLAIM 1. For every S > 0 we have d&B C C - 6e. 
Define inductively the mappings H,, F, : X + 2E by H,(z) = (F(z) + E,B) n {yy,_l(x) - 
&e + C}, F,(x) = {y E IIn : I(y) 5 inf 1(H,(z)) + &I}, where yn_i : X + Y is a continuous 
selection of F,_l, Fo := F. 
We will prove by induction that such a definition is possible. 
Assume that for some n, F,_l is defined as above and is lower semicontinuous with nonempty 
closed and convex images (for n = 1 this is true). By Michael’s selection theorem, there exists 
a continuous selection of Fn-l, denoted by yn-1 (if n = 1, then we take ya = y’, the given 
selection by assumption). Define F, as above with this yn_i in the definition of H,(x) (here we 
use Proposition 1 to assure that H, is bounded). We shall prove that F, is lower semicontinuous, 
which will complete the induction, since obviously F, has closed and convex images. 
Let xc and o > 0 be given. By Claim 1 and by the choice of E, and EL, it follows that 
int H,(Q) # 8. Indeed, assume that int H,(Q) = 8. Then, by Claim 1, we have yn-l(z)+~~b~B C 
~~~_r(x)--~ie+C, therefore, int {(F(zo)f~.,B)n(y,_~(zr~)+~~~B)} = 0, whence E,+EE~ < &,_I, 
a contradiction with (2). 
By Proposition 1, it follows that H,(Q) is bounded and since intH,(zc) # 8, we have 
int F,(q) # 0. Let zo E F,(Q). There exists zi E int F,(zo) such that 11~0 - zi[/ < QI. 
Then 1(.zi) < inf 1(H,(zc)) + E:. Let y E (O,m(zc) + E; - 1(zi)), where m(z) = inf l(Hn(x)). 
By the continuity of yn_r and F it follows, applying Lemma 3, that H, is Hausdorff continuous. 
So there exists 6 > 0 such that H,(z) c {z : I(z) > m(zo) - y} and zi E HTL(z) for every 
x E B(zo; b). Hence, m(x) := inf 1(&(z)) > m(zc) - y and l(zi) < m(zc) + E; - y < m(z) + E: 
for every z E B(zo; 6). 
Therefore, zr E F,(z) for every J: E B(zo; 6), which proves the lower semicontinuity of F,, at x0 
and the correctness of the definition. 
For every z E X, z E H,(x), we have z = y,-i(x) - &e + c for some c E C. Hence, 
l(y,_i(z) - 2) = ELl(e) - I(c) > &l(e). (3) 
We need the following. 
CLAIM 2. Let s = inf{llx-yll : z E CnS, y E I-‘(O)}. Then the conditions x E C, T > 0, 1(x) 2 
--T imply IlxjI < r/s. 
PROOF. Let x E C, T > 0, and 1(x) > -r. Then s 2 dist(~/llzll,~-l(0)) = ~(-x/ll~11) < r/II~lI, 
whence 11x11 I T/S. I 
By Claim 2 and by (3), it follows that 
.&1(-e) 
IIYn-l(X) - 41 2 -7 vx E x, v’z E H,(x), 
S 
whence 
diamH,(z) 5 
2ehl(-e) 
s ’ 
VXEX. (5) 
By (4), for z = y,(x), we obtain that {y,(z)}F=i is a fundamental sequence. Let U(Z) be its 
limit. From (4), it follows that this limit is uniform with respect to 5, i.e., y, converges uniformly 
on X to v, therefore v is a continuous mapping. 
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Since yn(x) E F(x) + E,B, we obtain that w(x) E F(x) for every x E E. 
We shall prove that (u(x)+int C)nF(x) = 0 f or every x E E. Assume the contrary: there exists 
z E (w(x)+intC)nF( x ) f or some x E X. Then for large n we have [z, (v(x)+z)/~] c H,(x) (here 
[p, q] denotes the segment with ends p and q),. and therefore, diam H,(x) does not converge to 0, 
which is a contradiction with (5). Therefore, V(X) is a weakly efficient point of (y’(x) + C) nF(s). 
Assume that for every x E X, F(x) is strongly bounded with respect to C, for some E > 0. 
Then by the proof above when C is replaced with C,, we conclude that the multivalued mapping 
(Y’(.) + G) n WEPc,(F(.)) h as a continuous selection. It is easy to see that WEPc,(F(.)) c 
SEPc (F( .)), which completes the proof. I 
As a corollary of the above theorem, we prove the existence of a cqntinuous selection to the 
support points of a closed convex bounded set depending continuously on a parameter (the 
existence of such support points is guaranteed by the Bishop-Phelps theorem). 
THEOREM 4. Let F : X -+ 2E be a Hausdorff continuous multivalued mapping with closed, 
convex, bounded, and nonempty values from a paracompact topological space X to a Banach 
space E. Then for every E > 0 and every 1 E E* there exists a continuous selection of the 
multivalued mapping FL+ : X -+ 2E defined by Fl,E(x) = {y E F(x) : 3x* E B*(~;E) : (x*,y) = 
maxZGF(Z) (x*, z)}. In particular, the multivalued mappings which assign to every x E X the 
support points and the boundary points of F(x) have continuous selections. 
PROOF. The same (using Theorem 2) as the proof of the Bishop-Phelps theorem in [4]. I 
Now we present a parametric Ekeland’s variational principle. 
THEOREM 5. Let E be a Banach space, X be a paracompact topological space, and Y be closed 
convex subset of E, f : X x Y + R be a function with the following properties: 
(a) the functions {f(., y) : y E Y} are equicontinuous, 
(b) f(x, .) is convex and lower semicontinuous for every x E X, 
(c) infUEy j(x, y) > -00, Vx E X. 
Then, 
(d) for every E > 0, there exists a continuous mapping yo : X + Y such that 
f(x, Yo(Xc)) = 2; [fb>Y) + 4lY - Yo(x)ll1 7 VXEX. 
If, moreover, f is continuous, then we have the following localization property: 
(d’) fo> every continuous mapping y’ : X --+ Y, for every E > 0, X > 0, b E (0,~) there exists 
a continuous mapping yo : X --t Y such that f(x,yo(x)) = min,Ey[f(x,y) + (&/X)lly - 
~o(x)llI, va: E X, and 
(e) IIy’(x) - YO(Z)II < X h w enever f(x, y’(x)) < infzEx f(x, z) + E - 6, 
(f) ye(x) is the strong minimum point in (d’) for every x E X (it means every minimizing 
sequence in (d’) is convergent). 
PROOF. Let C be the following cone in E x R: C = {(x,-t) : t 2 0, tX 2 (E - 6)11x11}. 
It is easy to see that the multivalued mapping F(x) = epif(x, .) := {(y,t) E E x R : t 1 
f(x, Y)) (the epigraph of f(x, .I) is Hausdorff continuous and, in the case (d’), the mapping 
s : X --f Y x R, 4~) = (Y’(X), f(z, Y’(X))) is a continuous selection of F. By Theorem 2, there 
exists a continuous selection (1~0,~) of the mapping (s(.) + C) n WEPc(F(.)). Therefore, for 
every x E X, int ((ye(x), TO(~)) + C) n epif(x, .) = 0 and TO(X) = f(x, ye(x)). This proves 
f(x, YO(~)) = min,Ey[f(x, Y) + ((E - J)/X)Ily - ~~(x)lll. Th e condition (ye(x), TO(X)) E (s(x) + C) 
proves (e) . 
Let {y,} be a minimizing sequence for the function gz(x, .), where 92(x, y) = f(x, y)+(~/X)lly- 
YO(X)II. Putting gl(x,y) = f(x,y) + ((E - S)lX)llv - YO(X)II, we have .&Yo(x)) I a(x,y,J < 
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g2(x,yn) --t f(x, YO(X)). Hence, e.(x, Yn) - gl(x,sd --f 0, i.e., 611~~ - YO(X)II + 0 and (f) is 
proved. I 
In the next theorem, we establish existence of Nash equilibrium after perturbations, when one 
of the sets forming the domain of the convex functions is noncompact. It can be regarded as a 
generalization of Sion’s minimax theorem [5] for Nash equilibrium problems. 
THEOREM 6. Let X’J, . . . , X, be a convex compact nonempty subsets of Banach spaces and X1 
be a convex bounded closed nonempty subset of a Banach space. Denote X = X1 x . . . x X,, 
5 = (ccl,..., z,), q = (21,. . . ,5&_1,2i+1,. . . ,Zn), x; = x1 x . . . x xi-1 x xi+1 x . . . x x,, 
Vi = l,..., n. Let fi : X ---t R be convex lower semicontinuous functions on xi and the functions 
{&(. . . rxi,. . . ) : xi E Xi} be equicontinuous on Xi for every i = 1,. . . , n. Then for every E > 0 
there exists a point 3 = (31,. . . , ?&) which is Nash equilibrium for the functions fi(x) + ~115~ -
.?ill, i = 1,. . . ,n, i.e., 
PROOF. From Theorem 5, for every i = 1,. . . , 11, there exists a continuous mapping TJi : X; 4 Xi 
such that fi(xl,. . . , yi(x;), . . . ,x,) 5 fi(x) + Ellxi - lCill, x E X and every i = 1,. . . ,TI. The 
composition mapping X2 X ... X X, 3 xi H (yz((p2(xi)), . . . , yn(cpn(xi))) E X2 X . . X X,, 
where cpi(xi) = (y1(xi),x2,. . . ,xi-l,xi+l,. . . ,x7&), i = 2,. . . ,n is a continuous mapping from 
the compact convex set X2 x . . . x X, to itself and from Schauder’s fixed-point theorem it has a 
fixed point %i = (3.2,. . . , f&). If we put ~1 = yl(?i), then Zi = yi(?i) for every i = 2,. . . , n, and 
the proof is completed. I 
The following theorem is an extension of Ekeland’s variational principle to minimax problems 
and can be considered as a minimax variational principle. 
THEOREM 7. Let El and Ez be Banach spaces, X and Y be closed nonempty subsets of El 
and Ez, respectively, Y be convex, bounded and f : X x Y --+ R be a function with the following 
properties: 
(a) the functions {f(., y) : y E Y} are equicontinuous, 
(b) f(x, .) is continuous and concave for every x E X, 
(c) SUPyEY f(x, Y) < +c% v’z E X, 
(d) infzEx supyEy f(x, Y) > --oo. 
Let E~,EZ, X1, X2 > 0 be given and x’ E X and y’ E Y be such that: 
(e) supyEy .0x’, Y) < infzEx SUP,,Y f(x, Y) + El, 
(f) f(z’, Y’) > SUP,,Y fb’, YY) - E2. 
Then there exist a continuous mapping 9 : X + Y and a point x0 E X such that for yo = %(x0) 
we have 
(g) f2(5o,Yo) = maycY .fdx~, Y/) = m&a supyEy f2(x, Y), where 
fz(x,y) = f(z,y) + ?llx - zoll - ZIIY - Ybc)ll7 cl = &1 + SdiamY, 
x2 
(h) x0 and yo are the strong minimum and maximum points of the functions supyEY f2( ., y) 
and f2 (x0, e), respectively, 
(i) 11x0 - 41 < XI, 11~’ - ~011 I X2 + II!34 - i7b0)ll. 
PROOF. Take 6 > 0 such that f(x’, y’) > SUP,,~ f(x’, y) - ~2 + 6. By Theorem 5 applied for the 
function -f with y’(x) := y’ for every x E X, there exists a continuous mapping d : X -+ Y such 
that f(x, G(x)) = maxy[f(xC,y) - (E~/XZ)IIY - G(x)111 for every x E X, 
(1~’ - O(x)11 < A2 whenever f(x, Y’) > g; f (5, Y) - ~2 + 6, (6) 
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and g(z) is the strong maximum point of the function fi(z,.) = f(z, .) - (E~/X~)[) . -d(z)11 
over Y for every z E X. Having in mind (e), we can find E: < ~1 such that supyey f(s’, y) < 
infzEx supyCy f(z, y) + ~‘1. We have 
I$$ s,“p { fihY) + $lY - MI} + 4 
II 
5 inf sup f~(z, y) + sdiam Y + ~‘1. 
3GX yEY x2 
Put ~1 = (ez/Az)diam Y +&I and E; = (&z/Xz)diam Y +&I. By Ekeland’s variational principle, 
we obtain: there exists 20 E B(z’; XI) such that min,Ex{sup,Ey f~(z, y) + (s~/X~)IIZ - zoll} = 
supyEy fl(zo, y), which completes the proof of (g). Now (6) completes the proof of (i). 
Let {z~}~~I be a minimizing sequence for the function cp(z) = maxyEy fs(z, y). Then cp(zo) 5 
VI(G) < Q(G) -, CP(ZO>, where cpl@c) = cp(~c>+(~~l~~)Il~-~~ll and (P+) = cp(~)+(~l/Xl)llz- 
~011. Hence, cpz(z4 - cpl(zcn) + 0, i.e., ((51 - E~)/XI)IIZ~ - zoll -+ 0 and the proof of (h) and of 
the theorem is completed. I 
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