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Abstract. Sampling in shift-invariant spaces is a realistic model for
signals with smooth spectrum. In this paper, we consider phaseless sam-
pling and reconstruction of real-valued signals in a shift-invariant space
from their magnitude measurements on the whole Euclidean space and
from their phaseless samples taken on a discrete set with finite sam-
pling density. We introduce an undirected graph to a signal and use
connectivity of the graph to characterize whether the signal can be de-
termined, up to a sign, from its magnitude measurements on the whole
Euclidean space. Under the local complement property assumption on
a shift-invariant space, we find a discrete set with finite sampling den-
sity such that signals in the shift-invariant space, that are determined
from their magnitude measurements on the whole Euclidean space, can
be reconstructed in a stable way from their phaseless samples taken on
that discrete set. In this paper, we also propose a reconstruction algo-
rithm which provides a suboptimal approximation to the original signal
when its noisy phaseless samples are available only. Finally, numerical
simulations are performed to demonstrate the robust reconstruction of
box spline signals from their noisy phaseless samples.
1. Introduction
In this paper, we consider the phaseless sampling and reconstruction prob-
lem whether a real-valued signal f on Rd can be determined, up to a sign,
from its magnitude measurements |f(x)| on Rd or a subset X ⊂ Rd. The
above problem is ill-posed inherently and it could be solved only if we have
some extra information about the signal f .
The additional knowledge about the signals in this paper is that they live
in a shift-invariant space
(1.1) V (φ) :=
{ ∑
k∈Zd
c(k)φ(x− k) : c(k) ∈ R for all k ∈ Zd
}
generated by a real-valued continuous function φ with compact support.
Shift-invariant spaces have been used in wavelet analysis and approxima-
tion theory, and sampling in shift-invariant spaces is a realistic model for
signals with smooth spectrum, see [4, 6, 11, 17, 30] and references therein.
The project is partially supported by the National Science Foundation (DMS-1412413).
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Typical examples of shift-invariant spaces include those generated by refin-
able functions ([16, 33]) and box splines MΞ, which are defined by
(1.2)
∫
Rd
g(x)MΞ(x)dx =
∫
Rs
g(Ξy)dy, g ∈ L2(Rd),
where Ξ ∈ Zd×s is a matrix with full rank d ([19, 45, 46]).
The phaseless sampling and reconstruction problem of one-dimensional
signals in shift-invariant spaces has been studied in [20, 36, 37, 40, 44].
Thakur proved in [44] that one-dimensional real-valued signals in a Paley-
Wiener space, the shift-invariant space generated by the sinc function sinpitpit ,
could be reconstructed from their phaseless samples taken at more than
twice the Nyquist rate. Reconstruction of one-dimensional signals in a shift-
invariant space was studied in [40] when frequency magnitude measurements
are available. Not all signals in a shift-invariant space generated by a com-
pactly supported function are determined, up to a sign, from their magni-
tude measurements on the whole line. In [20], the set of signals that can
be determined from their magnitude measurement on the real line R is fully
characterized and a fast algorithm is proposed to reconstruct signals in a
shift-invariant space from their phaseless samples taken on a discrete set
with finite sampling density. Up to our knowledge, there is no literature
available on the phaseless sampling and reconstruction of high-dimensional
signals in a shift-invariant space, which is the core of this paper.
The phaseless sampling and reconstruction of signals in a shift-invariant
space is an infinite-dimensional phase retrieval problem, which has received
considerable attention in recent years [1, 2, 3, 12, 20, 34, 36, 37, 40, 44].
Phase retrieval plays important roles in signal/speech/image processing and
it is a highly nonlinear mathematical problem. Even in the finite-dimensional
setting, there are still lots of mathematical and engineering problems about
phase retrieval unanswered. The reader may refer to [7, 8, 13, 14, 15, 25, 28,
32, 39] and references therein for historical remarks and recent advances.
The paper is organized as follows. An introductory problem about phase-
less sampling and reconstruction in the shift-invariant space V (φ) is that
a real-valued signal f is determined, up to a sign, from its magnitude
|f(x)|, x ∈ Rd. An equivalence has been provided in [20], see Theorem
2.1 in Section 2, that the signal f must be nonseparable, i.e., f is not the
sum of two nonzero signals in V (φ) with their supports being essentially
disjoint. A natural question arisen is how to determine nonseparability of
a given signal in a shift-invariant space. For a one-dimensional signal f , it
is shown in [20] that f is nonseparable if and only if the amplitude vector
(c(k))k∈Z does not have consecutive zeros. However, there is no correspond-
ing notion of consecutive zeros in the high-dimensional shift-invariant spaces
V (φ) with d ≥ 2. In Section 2, we introduce an undirected graph Gf to a
high-dimensional signal f in the shift-invariant space V (φ) and use the con-
nectivity of the graph Gf to characterize the nonseparability of the signal
2
f , i.e., it is determined, up to a sign, from the magnitude measurements
|f(x)|, x ∈ Rd, see Theorems 2.3 and 2.5.
In Section 3, we consider the preparatory problem whether a signal in a
shift-invariant space is determined, up to a sign, from its phaseless samples
taken on a discrete set with finite sampling density. A necessary condition
is that the signal is nonseparable. In Theorem 3.1, we show that the above
nonseparable requirement is also sufficient, and furthermore the discrete
sampling set can be selected explicitly to be of the form Γ + Zd, where Γ
contains finitely many elements. However, the above result does not pro-
vide us an algorithm to reconstruct a nonseparable signal from its phaseless
samples taken on that discrete set. In Section 3, we introduce a local com-
plement property for the shift-invariant space V (φ), which is similar to the
complement property for frames in Hilbert/Banach spaces [3, 7, 9, 12, 20].
Local complement property is closely related to local phase retrievability,
see Appendix A. We apply the local complement property in Theorem 3.4
to find another discrete set with finite sampling density on which nonsepa-
rable signals in a shift-invariant space can be recovered from their phaseless
samples. Moreover, our proof of Theorem 3.4 is constructive.
Stability is a pivotal problem in the phaseless sampling and reconstruc-
tion. We aim to find a good approximation to the original signal f , up to a
sign, when its noisy phaseless samples
z(y) = |f(y)|+ (y), y ∈ X,
taken on a discrete set X with finite sampling density are available only,
where  = ((y))y∈X is the additive bounded noise. A conventional approach
of the above problem is to solve the following minimization problem,
min
∑
y∈X
∣∣|g(y)| − z(y)∣∣2 subject to g ∈ V (φ).
However, it is infinite-dimensional and infeasible. For a shift-invariant sam-
pling set X of the form
⋃M
m=1 Γm + Zd, we propose a four-step approach
starting from local minimization problems,
min
∑
y∈Γm+l
∣∣|g(y)| − z(y)∣∣2 subject to g ∈ V (φ),
where 1 ≤ m ≤M and l ∈ Zd, see (4.5)–(4.9) in Section 4. In Theorem 4.1,
we establish stability of the four-step approach to reconstruct nonseparable
signals in a shift-invariant space. The above stability implies the nonexis-
tence of resonance phenomenon when the noise level is far below the minimal
magnitude of amplitude vector of the original signal, see Remark 4.2.
A fundamental problem in the phaseless sampling and reconstruction is
to design efficient and robust algorithms for signal reconstruction in a noisy
environment. Based on the four-step approach in Section 4, we propose
an algorithm to reconstruct nonseparable signals in V (φ) from their noisy
phaseless samples on the shift-invariant set
⋃M
m=1 Γm +Zd. The complexity
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of the proposed algorithm depends almost linearly on the support length of
the original nonseparable signal. The reader may refer to [13, 14, 24, 26,
27, 39] and references therein for various algorithms to reconstruct a finite-
dimensional signals from magnitude of its finite frame measurements. The
implementation and performance of the proposed algorithm to recover box
spline signals are given in Section 5.
Proofs are collected in Section 6 and the local complement property is
discussed in Appendix A.
Notation: Denote the cardinality of a set E by #E and the closed ball
in Rd with center x and radius R ≥ 0 by B(x,R). Define the power xk =∏d
i=1 x
ki
i for x = (x1, . . . , xd)
T ∈ Rd and k = (k1, . . . , kd)T ∈ Zd, and the
partial order x ≤ y for y = (y1, . . . , yd)T ∈ Rd if xi ≤ yi, 1 ≤ i ≤ d.
2. Phase retrievability, nonseparability and connectivity
The phase retrievability of a real-valued signal on Rd is whether it is de-
termined, up to a sign, from its magnitude measurements. It is characterized
in [20] as follows.
Theorem 2.1. Let φ be a real-valued continuous function with compact sup-
port, and V (φ) be the shift-invariant space in (1.1) generated by φ. Then a
signal f ∈ V (φ) is determined, up to a sign, by its magnitude measurements
|f(x)|, x ∈ Rd, if and only if f is nonseparable, i.e., there does not exist
nonzero signals f1 and f2 in V (φ) such that
(2.1) f = f1 + f2 and f1f2 = 0.
The question arisen is how to determine nonseparability of a signal in a
shift-invariant space. To answer the above question, we need the one-to-
one correspondence between an amplitude vector c and a signal f in the
shift-invariant space V (φ),
(2.2) c := (c(k))k∈Zd 7−→
∑
k∈Zd
c(k)φ(· − k) =: f ∈ V (φ),
which is known as the global linear independence of the generator φ [10, 30,
38]. For d = 1, the nonseparability of a signal in a shift-invariant space
is characterized in [20] that its amplitude vector does not have consecutive
zeros. However, there is no corresponding notion of consecutive zeros in
the high-dimensional setting (d ≥ 2). To characterize the nonseparability of
signals on Rd with d ≥ 2, we introduce an undirected graph for a signal in the
shift-invariant space V (φ) generated by a real-valued continuous function φ
with compact support.
Definition 2.2. For any f(x) =
∑
k∈Zd c(k)φ(x − k) ∈ V (φ), define an
undirected graph
(2.3) Gf := (Vf , Ef ),
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where the vertex set
Vf = {k ∈ Zd : c(k) 6= 0}
contains supports of the amplitude vector of the signal f , and
Ef =
{
(k, k′) ∈ Vf×Vf : k 6= k′ and φ(x−k)φ(x−k′) 6= 0 for some x ∈ Rd
}
is the edge set associated with the signal f .
The graph Gf in (2.3) is well-defined for any signal f in the shift-invariant
space V (φ) when φ has global linear independence. Moreover,
(2.4) (k, k′) ∈ Ef if and only if k − k′ ∈ Λφ,
where Λφ contains all k ∈ Zd such that
(2.5) Sk := {x : φ(x)φ(x− k) 6= 0} 6= ∅.
In the following theorem, we show that connectivity of the graph Gf is a
necessary condition for the nonseparability of the signal f ∈ V (φ).
Theorem 2.3. Let φ be a compactly supported continuous function on Rd
with global linear independence, and V (φ) be the shift-invariant space (1.1)
generated by φ. If f ∈ V (φ) is nonseparable, then the graph Gf in (2.3) is
connected.
Before stating sufficiency for the connectivity of the graph Gf , we recall
a concept of local linear independence on an open set.
Definition 2.4. Let φ be a continuous function with compact support and
A be an open set. We say that φ has local linear independence on A if∑
k∈Zd c(k)φ(x − k) = 0 for all x ∈ A implies that c(k) = 0 for all k ∈ Zd
satisfying φ(x− k) 6≡ 0 on A.
The global linear independence of a compactly supported function φ can
be interpreted as its local linear independence on Rd ([10, 43]). Define
(2.6) ΦA(x) :=
(
φ(x− k))
k∈KA , x ∈ A
and
(2.7) KA := {k ∈ Zd : φ(· − k) 6≡ 0 on A}.
One may verify that φ has local linear independence on A if and only if the
dimension of the linear space spanned by ΦA(x), x ∈ A, is the cardinality of
the set KA. The above characterization can be used to verify the local linear
independence on a bounded open set, especially when φ has the explicit
expression. For instance, one may verify that the generator φ0 in Example
2.7 below has local linear independence on (0, 1), but it is locally linearly
dependent on (0, 1/2) and (1/2, 1).
The local linear independence on any open sets and global linear indepen-
dence are equivalent for some compactly supported functions, such as box
splines and one-dimensional refinable functions ([18, 22, 23, 29, 41]). In the
following theorem, we show that the converse in Theorem 2.3 is also true if
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the generator φ is assumed to have local linear independence on any open
set.
Theorem 2.5. Let φ be a compactly supported continuous function on Rd
with local linear independence on any open set, and f be a signal in the
shift-invariant space V (φ). If the graph Gf in (2.3) is connected, then f is
nonseparable.
For d = 1, we have
(2.8) (k, k′) ∈ Ef if and only if |k − k′| ≤ L− 1,
provided that the support of φ is [0, L] for some L ≥ 1. This together with
Theorems 2.3 and 2.5 leads to the following result, which is established in
[20] under different assumptions on the generator φ.
Corollary 2.6. Let φ be a compactly supported continuous function on R,
and f =
∑
k∈Z c(k)φ(·−k) be a signal in the shift-invariant space V (φ). If φ
has local linear independence on any open set and its supporting set is [0, L]
for some L ≥ 1, then f is nonseparable if and only if ∑L−2l=0 |c(k + l)|2 6= 0
for all K−(f) − L + 1 < k < K+(f) + 1, where K−(f) = inf{k : c(k) 6= 0}
and K+(f) = sup{k : c(k) 6= 0}.
As demonstrated by the following example, the connectivity of the graph
Gf is not sufficient for the signal f to be nonseparable if the local linear
independence assumption on the generator φ is dropped.
Example 2.7. Define φ0(t) = h(4t−1)+h(4t−3)+h(4t−5)−h(4t−7), where
h(t) = max(1−|t|, 0) is the hat function supported on [−1, 1]. One may easily
verify that φ0 is a continuous function having global linear independence.
Set
f1(t) =
∑
k∈Z
φ0(t− k) and f2(t) =
∑
k∈Z
(−1)kφ0(t− k).
Then f1 and f2 are nonzero signals in V (φ0) supported on [0, 1/2] + Z and
[1/2, 1] + Z respectively, and f1(t)f2(t) = 0 for all t ∈ R. Hence f1 ± 2f2
have the same magnitude measurement |f1|+ 2|f2| on the real line but they
are different, even up to a sign, i.e., f1 + 2f2 6≡ ±(f1 − 2f2). On the other
hand, one may verify that their associated graphs Gf1±2f2 are connected.
Consider a continuous solution φ of a refinement equation
(2.9) φ(x) =
N∑
n=0
a(n)φ(2x− n) and
∫
R
φ(x)dx = 1
with global linear independence, where
∑N
n=0 a(n) = 2 and N ≥ 1 ([16,
33]). The B-spline BN of order N , which is obtained by convolving the
indicator function χ[0,1) on the unit interval N times, satisfies the above
refinement equation ([45, 46]). The function φ in (2.9) has support [0, N ]
and it has local linear independence on any open set if and only if it has
global linear independence ([31, 35, 41]). Therefore we have the following
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result for wavelet signals by Theorems 2.3 and 2.5, which is also established
in [20] with a different approach.
Corollary 2.8. Let φ satisfy the refinement equation (2.9) and have global
linear independence. Then f ∈ V (φ) is nonseparable if and only if the graph
Gf in (2.3) is connected.
The local linear independence requirement in Theorem 2.5 can be verified
for box splines MΞ in (1.2). It is known that the box spline MΞ has local
linear independence on any open set if and only if all d × d submatrices
of Ξ have determinants being either 0 or ±1 if and only if it has global
linear independence ([18, 22, 23, 29]). The reader may refer to [19] for more
properties and applications of box splines. As applications of Theorems 2.3
and 2.5, we have the following result for box spline signals.
Corollary 2.9. Let Ξ ∈ Zd×s be a matrix of full rank d such that its d× d
submatrices have determinants being either 0 or ±1. Then f ∈ V (MΞ) is
nonseparable if and only if the graph Gf in (2.3) is connected.
3. Phaseless sampling and reconstruction
In this section, we consider the problem whether a signal in the shift-
invariant space V (φ) is determined, up to a sign, from its phaseless samples
taken on a discrete set with finite sampling density. Here we define the
sampling density of a discrete set X ⊂ Rd by
D(X) := D+(X) = D−(X)
if its upper sampling density D+(X) and lower sampling density D−(X) are
the same [4, 21, 42], where
(3.1) D+(X) := lim sup
R→+∞
sup
x∈Rd
#(X ∩B(x,R))
Rd
and
(3.2) D−(X) := lim inf
R→+∞
inf
x∈Rd
#(X ∩B(x,R))
Rd
.
One may easily verify that a shift-invariant set X = Γ + Zd generated by a
finite set Γ has sampling density #Γ.
To determine a signal, up to a sign, from its phaseless samples taken on a
discrete set, a necessary condition is that the signal is nonseparable (hence
phase retrievable). In the next theorem, we show that the above requirement
is also sufficient.
Theorem 3.1. Let φ be a compactly supported continuous function and
V (φ) be the shift-invariant space in (1.1) generated by φ. Then there exists
a discrete set Γ ⊂ (0, 1)d such that any nonseparable signal f ∈ V (φ) is
determined, up to a sign, from its phaseless samples on the set Γ + Zd with
finite sampling density.
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For a compactly supported function φ and a bounded open set A, let
(3.3) WA be the linear space spanned by ΦA(x)(ΦA(x))
T , x ∈ A,
where ΦA is given in (2.6). Observe that for any bounded set A, the space
WA spanned by outer products ΦA(x)(ΦA(x))
T , x ∈ A, is of finite dimen-
sion. Therefore there exists a finite set Γ ⊂ A such that outer products
ΦA(γ)(ΦA(γ))
T , γ ∈ Γ, is a basis of the linear space WA. In the proof of
Theorem 3.1, we use A = (0, 1)d and apply the above procedure to select
the finite set Γ. With the above selection of the set Γ,
(3.4) #Γ = dimW(0,1)d ,
and |f(x)|2, x ∈ Rd, are determined by |f(γ)|2, γ ∈ Γ + Zd, see Section 6.2
for the detailed proof.
As symmetric matrices in the space W(0,1)d are of size #K(0,1)d , we have
the following result about the sampling density.
Corollary 3.2. Let φ and V (φ) be as in Theorem 3.1. Then any non-
separable signal f ∈ V (φ) is determined from its phaseless samples on a
shift-invariant set Γ + Zd with sampling density
D(Γ + Zd) ≤ dimW(0,1)d ≤
1
2
#K(0,1)d(#K(0,1)d + 1),
where K(0,1)d is in (2.7).
The explicit construction of a discrete set with finite sampling density in
Theorem 3.1 does not provide an algorithm to reconstruct a nonseparable
signal from its phaseless samples taken on that discrete set. Considering the
phaseless reconstruction of signals in a shift-invariant space, we introduce a
local complement property on a set.
Definition 3.3. We say that the shift-invariant space V (φ) has local comple-
ment property on a set A if for any A′ ⊂ A, there does not exist f, g ∈ V (φ)
such that f, g 6≡ 0 on A, but f(x) = 0 for all x ∈ A′ and g(y) = 0 for all
y ∈ A\A′.
The local complement property on the Euclidean space Rd is the comple-
ment property in [20] for ideal sampling functionals on V (φ), cf. the com-
plement property for frames in Hilbert/Banach spaces ([3, 7, 9, 12]). Local
complement property is closely related to local phase retrievability. In fact,
following the argument in [20] we have that V (φ) has the local complement
property on A if and only if all signals in V (φ) is local phase retrievable on
A, i.e., for any f, g ∈ V (φ) satisfying |g(x)| = |f(x)|, x ∈ A, there exists
δ ∈ {−1, 1} such that g(x) = δf(x) for all x ∈ A. More discussions on the
local complement property is given in Appendix A.
Theorem 3.4. Let A1, · · · , AM be bounded open sets and φ be a compactly
supported continuous function such that φ has local linear independence on
Am, 1 ≤ m ≤M , and
(3.5) Sk ∩
( ∪Mm=1 (Am + Zd)) 6= ∅
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for all k ∈ Zd with Sk in (2.5) being nonempty. If the shift-invariant space
V (φ) has local complement property on Am, 1 ≤ m ≤M , then there exists a
finite set Γ ⊂ ∪Mm=1Am such that the following statements are equivalent for
any signal f ∈ V (φ):
(i) The signal f is determined, up to a sign, from its magnitude mea-
surements on Rd.
(ii) The graph Gf in (2.3) is connected.
(iii) The signal f is determined, up to a sign, from its phaseless samples
|f(y)|, y ∈ Γ + Zd.
The implication (i)=⇒(ii) has been established in Theorem 2.3 and the
implication (iii)=⇒(i) is obvious. Write f = ∑k∈Zd c(k)φ(· − k). To prove
(ii)=⇒(iii), we first determine c(k), k ∈ KAm + l, up to a sign m,l ∈ {−1, 1},
from phaseless samples |f(γ + l)|, γ ∈ Γ, and then we use the connectivity
of the graph Gf to adjust phases m,l ∈ {−1, 1}, 1 ≤ m ≤M, l ∈ Zd. Finally
we sew those pieces together to recover amplitudes c(k), k ∈ Zd, and the
signal f . The detailed argument will be given in Section 6.3. Comparing
with the proof of Theorem 3.1, we remark that our proof of Theorem 3.4 is
constructive and a reconstruction algorithm can be developed.
For the case that the generator φ has local linear independence on any
open set, we can find open sets Am, 1 ≤ m ≤ M , such that (3.5) holds and
V (φ) has local complement property on Am, 1 ≤ m ≤ M , see Proposition
A.6. Then from Theorem 3.4 we obtain the following corollary, cf. Theorem
2.5 and Corollaries 2.8 and 2.9.
Corollary 3.5. Let φ be a compactly supported continuous function such
that φ has local linear independence on any open set. Then there exists a
finite set Γ such that any nonseparable signal is determined, up to a sign,
from its phaseless samples taken on the set Γ + Zd with finite sampling
density.
Take N = (N1, . . . , Nd)
T with Ni ≥ 2, 1 ≤ i ≤ d, and let BNi be the
B-spline of order Ni ([19, 45, 46]). Define the box spline function of tensor-
product type
(3.6) BN(x) := BN1(x1)× · · · ×BNd(xd), x = (x1, . . . , xd)T ∈ Rd.
As the restriction of a signal in V (BN) on (0, 1)
d is a polynomial of finite
degree, the space V (BN) has the local complement property on (0, 1)
d. Ap-
plying Theorem 3.4 with M = 1 and A1 = (0, 1)
d leads to the following
result for tensor-product splines, which is given in [20] for d = 1.
Corollary 3.6. Let Xi contain 2Ni − 1 distinct points in (0, 1), 1 ≤ i ≤ d.
Then any nonseparable signal f ∈ V (BN) can be reconstructed, up to a sign,
from its phaseless samples on the set X1×. . .×Xd+Zd with sampling density∏d
i=1(2Ni − 1).
The detailed proof of the above corollary is given in Section 6.4.
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In the proof of Theorem 3.4 given in Section 6.3, the discrete sampling
set Γ is chosen to be the union of Γm ⊂ Am, 1 ≤ m ≤M ,
(3.7) Γ = ∪Mm=1Γm,
so that outer products ΦAm(γ)(ΦAm(γ))
T , γ ∈ Γm, is a basis (or a spanning
set) of the linear space WAm . Therefore we have the following result from
Theorem 3.4.
Corollary 3.7. Let φ and Am, 1 ≤ m ≤ M , be as in Theorem 3.4. Then
any nonseparable signal f ∈ V (φ) can be reconstructed from its phaseless
samples on a shift-invariant set Γ + Zd with sampling density
D(Γ + Zd) ≤
M∑
m=1
dimWAm ≤
1
2
M∑
m=1
#KAm(#KAm + 1).
The discrete set Γ +Zd chosen in Corollary 3.7 may have larger sampling
density than dim W(0,1)d in Corollary 3.2. Based on the constructive proof
in Theorem 3.4, a robust reconstruction algorithm from phaseless samples
taken on the discrete set is developed in Section 5. However, we have dif-
ficulty to find a reconstruction algorithm from the phaseless samples taken
on the set given in Corollary 3.2.
Definition 3.8. We say that M = {am ∈ Rd, 1 ≤ m ≤ M} is a phase
retrievable frame for Rd if any vector x ∈ Rd is determined, up to a sign,
from its measurements |〈x, am〉|, am ∈ M, and a minimal phase retrieval
frame for Rd if any true subset of M is not a phase retrievable frame.
After careful examination on the proof of Theorem 3.4, we can select a
subset Γ′ of Γ such that all nonseparable signals f can be reconstructed from
its phaseless samples taken on Γ′ + Zd in a robust manner.
Theorem 3.9. Let Am, 1 ≤ m ≤M , and φ be as in Theorem 3.4. Assume
that there exist Γ′m ⊂ Am such that ΦAm(γ), γ ∈ Γ′m, is a phase retrievable
frame for R#KAm . Then any nonseparable signal f ∈ V (φ) is determined,
up to a sign, from its phaseless samples |f(y)|, y ∈ Γ′ + Zd, where
(3.8) Γ′ = ∪Mm=1Γ′m.
In Theorem 3.9, the requirement on the sampling set is a bit weaker than
the one in Theorem 3.4, as for the sampling set Γ = ∪Mm=1Γm in (3.7),
ΦAm(γ), γ ∈ Γm, is a phase retrievable frame for R#KAm , cf. Theorem A.4.
We remark that the phase retrieval frame property for ΦA(γ), γ ∈ Γ, may
not imply that their out products ΦA(γ)(ΦA(γ))
T , γ ∈ Γ, form a basis (or a
spanning set) of WA in (3.3), as shown in the following example.
Example 3.10. Let
φ1(x) =

x3/2 if 0 ≤ x < 1
−x3 + 3x2 − 2x+ 1/2 if 1 ≤ x < 2
x3/2− 3x2 + 5x− 3/2 if 2 ≤ x < 3
0 otherwise,
10
and set Φ1(x) = (φ1(x), φ1(x+ 1), φ1(x+ 2))
T , 0 ≤ x < 1. Then
Φ1(x) =
1
2
01
1
+
 01
−1
x+ 1
2
 1−2
1
x3,
and
Φ1(x)Φ1(x)
T =
1
4
0 0 00 1 1
0 1 1
+
0 0 00 1 0
0 0 −1
x+
0 0 00 1 −1
0 −1 1
x2
+
1
4
0 1 11 −4 −1
1 −1 2
x3 + 1
2
 0 1 −11 −4 3
−1 3 −2
x4 + 1
4
 1 −2 1−2 4 −2
1 −2 1
x6.
Therefore the space spanned by Φ1(x), 0 < x < 1, is R3, and the space
W(0,1) spanned by Φ1(x)Φ1(x)
T , 0 < x < 1, is the 6-dimensional linear space
of symmetric matrices of size 3 × 3. On the other hand, any 3 × 3 square
submatrices of(
Φ1(0) Φ1
(1
5
)
Φ1
(2
5
)
Φ1
(3
5
)
Φ1
(4
5
))
=
1
250
 0 1 8 27 64125 173 209 221 197
125 76 33 2 −11

is nonsingular, which implies that Φ1(m/5), 0 ≤ m ≤ 4, forms a phase
retrieval frame for R3, but their out products do not form a spanning set of
the 6-dimensional space W(0,1).
The problem how to pare down a phase retrieval frame to a minimal phase
retrieval frame will be discussed in our future work. Using the pare-down
technique, we may find a discrete set X with smaller sampling density such
that nonseparable signals in the shift-invariant space can be reconstructed
from their phaseless samples taken on X.
4. Stability of phaseless sampling and reconstruction
Stability is of paramount importance in the phaseless sampling and re-
construction problem. Consider the scenario that phaseless samples of a
signal
(4.1) f =
∑
k∈Zd
c(k)φ(· − k) ∈ V (φ)
taken on a shift-invariant set Γ + Zd are corrupted by the additive noise,
(4.2) z(y) = |f(y)|+ (y), y ∈ Γ + Zd,
where  = ((y))y∈Γ+Zd has the bounded noise level ‖‖∞ = maxy∈Γ+Zd |(y)|,
and Γ = ∪Mm=1Γm is either as in (3.7) or in (3.8). In this section, we construct
an approximation
(4.3) f =
∑
k∈Zd
c(k)φ(· − k) ∈ V (φ),
11
up to a sign, to the original signal f in (4.1) when the noisy phaseless samples
(4.2) are available only.
Let
(4.4) Ωm = {k ∈ Zd : φ(γ − k) 6= 0 for some γ ∈ Γm}, 1 ≤ m ≤M,
and define the hard threshold function Hη, η ≥ 0, by
Hη(t) =
{
t if |t| ≥ η
0 if |t| < η.
Based on the constructive proofs of Theorems 3.4 and 3.9, we propose the
following four-step approach with its implementation discussed in Section 5.
1. Select a phase adjustment threshold M0 ≥ 0 and an amplitude
threshold η =
√
M0.
2. For l ∈ Zd and 1 ≤ m ≤M , let
(4.5) c,l;m = (c,l;m(k))k∈Zd
take zero components except that c,l;m(k), k ∈ l + Ωm, are
solutions of the local minimization problem
min
c(k),k∈l+Ωm
∑
γ∈Γm
∣∣∣∣∣∣∣∣ ∑
k∈l+Ωm
c(k)φ(γ + l − k)
∣∣∣− z(γ + l)
∣∣∣∣∣
2
.(4.6)
3. Adjust phases of c,l;m appropriately so that the resulting vec-
tors δl,mc,l;m with δl,m ∈ {−1, 1} satisfy
(4.7) 〈δl,mc,l;m, δl′,m′c,l′;m′〉 ≥ −M0
for all l, l′ ∈ Zd and 1 ≤ m,m′ ≤M .
4. Sew vectors δl,mc,l;m, l ∈ Zd, 1 ≤ m ≤M , together to obtain
(4.8) d(k) =
∑M
m=1
∑
l∈Zd δl,mc,l;m(k)∑M
m=1
∑
l∈Zd χl+Ωm(k)
, k ∈ Zd.
5. Threshold the vector d = (d(k))k∈Zd ,
(4.9) c(k) = Hη(d(k)), k ∈ Zd
to define the approximation f in (4.3).
In the next theorem, we show that the above approach provides a sub-
optimal approximation to the original signal in a noisy phaseless sampling
environment.
Theorem 4.1. Let A1, · · · , AM be bounded open sets satisfying (3.5), φ be a
compactly supported continuous function such that φ has local linear indepen-
dence on Am, 1 ≤ m ≤M , and Γm ⊂ Am be so chosen that ΦAm(γ), γ ∈ Γm,
is a phase retrievable frame for RKAm . Assume that the graph Gf = (Vf , Ef )
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of the original signal f =
∑
k∈Zd c(k)φ(· − k) is connected and
(4.10) F0 := inf
k∈Vf
|c(k)|2 > 0.
Set Γ = ∪Mm=1Γm and∥∥Φ−1∥∥
2
= sup
Θm⊂Γm,1≤m≤M
(
min
(
sup
‖d‖2=1
‖ΦΘmd‖−12 ,
sup
‖d‖2=1
‖ΦΓm\Θmd‖−12
))−1
,(4.11)
where ΦΘm = (φ(γ − k))γ∈Θm,k∈Ωm for Θm ⊂ Γm. If the phase adjustment
threshold constant M0 ≥ 0 and the noise level ‖‖∞ := supy∈Γ+Zd |(y)|
satisfy
(4.12) M0 ≤ 2F0
9
,
and
(4.13) 8#Γ‖Φ−1‖22‖‖2∞ ≤M0,
then the signal f =
∑
k∈Zd c(k)φ(· − k) ∈ V (φ) reconstructed from the
proposed approach (4.5)–(4.9) satisfies
(4.14) |c(k)− δc(k)| ≤ 2
√
#Γ‖Φ−1‖2‖‖∞, k ∈ Vf
and
(4.15) c(k) = c(k) = 0, k 6∈ Vf ,
where δ ∈ {−1, 1}.
By Theorem 4.1, the reconstructed signal f in (4.3) provides a suboptimal
approximation, up to a sign, to the original signal f in (4.1),
(4.16) ‖f − δf‖∞ ≤ 2
√
#Γ‖Φ−1‖2
(
sup
x∈Rd
∑
k∈Zd
|φ(x− k)|
)
‖‖∞
and
(4.17) sup
y∈Γ+Zd
∣∣|f(y)|−|f(y)|∣∣ ≤ 2√#Γ‖Φ−1‖2( sup
x∈Rd
∑
k∈Zd
|φ(x−k)|
)
‖‖∞.
By (4.10), (4.12), (4.13) and (4.14), a vertex in the graph Gf is also a
vertex of the graph Gf associated with the reconstructed signal f. This
together with (2.3) and (4.15) implies that the graphs Gf and Gf associated
with the original signal f and the reconstructed signal f are the same, i.e.,
Gf = Gf .
The selection of the threshold constant M0 ≥ 0 is imperative to find
an approximation to the original signal from its phaseless samples. In the
noiseless environment, we may take M0 = 0 and the proposed approach
leads to a perfect reconstruction, i.e., f = ±f , when f is nonseparable. In
practical applications, the noise level is positive and the phase adjustment
13
threshold constant M0 needs to be appropriately selected. For instance,
we may require that (4.12) and (4.13) are satisfied if we have some prior
information about the amplitude vector of the original signal. From the
proof of Theorem 4.1 and also the simulations in the next section, it is
observed that phases can not be adjusted to satisfy (4.7) if M0 is far below
square of noise level ‖‖∞ (for instance, (4.13) is not satisfied), while the
phase adjustment (4.7) in the algorithm is not essentially determined and
hence the reconstructed signal is not a good approximation of the original
signal if M0 is comparable to the square of minimal magnitude of amplitude
vector of the original signal (for instance, (4.12) is not satisfied).
Remark 4.2. By Theorem 4.1, there is no resonance phenomenon in the
sense that
(4.18) inf
δ∈{−1,1}
‖f − δf‖∞ ≤ C‖‖∞
if the noise level is far below the minimal magnitude of amplitude vector of
the original signal, i.e.,
(4.19) ‖‖∞ ≤ C0 inf
k∈Vf
|c(k)|
for some sufficiently small constant C0. The phaseless sampling and recon-
struction problem is ill-posed if the noise level is high. For instance, the
estimate (4.18) is not satisfied for the nonseparable spline signal of order 2,
fα(x) = B2(x) + αB2(x− 1) +B2(x− 2) ∈ V (B2),
if ‖‖∞ ≥ 2α/(1 +α), where α ∈ (0, 1) is sufficiently small. The reasons are
that the signal f˜α(x) = B2(x) + αB2(x− 1)−B2(x− 2) ∈ V (B2) satisfy
min
δ∈{−1,1}
‖fα − δf˜α‖∞ = 2 and
∥∥|fα| − |f˜α|∥∥∞ = 2α1 + α.
5. Reconstruction Algorithm and Numerical Simulations
Consider the scenario that phaseless samples of a signal f =
∑
k∈Zd c(k)φ(·−
k) ∈ V (φ) taken on a finite set Γ+K ⊂ Γ+Zd are corrupted by the additive
noise,
(5.1) z(y) = |f(y)|+ (y), y ∈ Γ +K,
where (y) ∈ [−, ], y ∈ Γ + K, for some  ≥ 0, and Γ = ∪Mm=1Γm is either
as in (3.7) or in (3.8). Define
(5.2) fK =
∑
k∈K˜
c(k)φ(· − k),
where K˜ = ∪l∈K ∪Mm=1 (l+ Ωm) and Ωm, 1 ≤ m ≤M , are as in (4.4). Then
the noisy data z(y), y ∈ Γ +K, in (5.1) is
(5.3) z(y) = |fK(y)|+ (y) ≥ 0, y ∈ Γ +K.
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Based on (5.3) and the four-step approach in Section 4, we propose an
algorithm to find an approximation f of the form
(5.4) f =
∑
k∈K˜
c(k)φ(· − k) ∈ V (φ),
up to a sign, to the original signal f in (5.2) when the noisy phaseless samples
(5.1) are available only. The algorithm contains four parts: minimiztion,
adjusting phases, sewing and thresholding, and we call it the MAPSET
algorithm.
Algorithm 1 MAPSET Algorithm
Input: finite set K ⊂ Zd; sampling set Γ = ∪Mm=1Γm either in (3.7)
or in (3.8); noisy phaseless sampling data
(
z(y)
)
y∈Γ+K ; index set K˜ =
∪l∈K ∪Mm=1 (l + Ωm) ⊂ Zd; and the phase adjustment threshold constant
M0.
Initials: Start from zero vectors c,l;m =
(
c,l;m(k)
)
k∈K˜ , l ∈ K, 1 ≤ m ≤
M .
Instructions:
1) Local minimization: For l ∈ K and 1 ≤ m ≤ M , replace
c,l;m(k), k ∈ l + Ωm, by a solution of the local minimization problem
min
c(k),k∈l+Ωm
∑
γ∈Γm
∣∣∣∣∣∣∣∣ ∑
k∈l+Ωm
c(k)φ(γ + l − k)
∣∣∣− z(γ + l)
∣∣∣∣∣
2
.
2) Phase adjustment: For l ∈ K and 1 ≤ m ≤ M , multiply c,l;m by
δl,m ∈ {−1, 1} so that 〈δl,mc,l;m, δl′,m′c,l′;m′〉 ≥ −M0 for all l, l′ ∈ K and
1 ≤ m,m′ ≤M .
3) Sewing local approximations:
d(k) =
∑M
m=1
∑
l∈K δl,mc,l;m(k)∑M
m=1
∑
l∈K χl+Ωm(k)
, k ∈ K˜.
4) Hard thresholding:
c(k) =
{
d(k) if |d(k)| ≥
√
M0
0 else
, k ∈ K˜.
Output: Amplitude vector (c(k))k∈K˜ , and the reconstructed signal f =∑
k∈K˜ c(k)φ(· − k).
In this section, we also demonstrate the performance of the proposed
MAPSET algorithm on reconstructing box spline signals from their noisy
phaseless samples on a discrete set.
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5.1. Nonseparable spline signals of tensor-product type. Let B(3,3)
be the tensor product of one-dimensional quadratic spline B3, see (3.6). For
A = (0, 1)2 and φ = B(3,3), the vector-valued function ΦA in (2.6) and the
set KA in (2.7) becomes
(5.5) Φ(0,1)2(s, t) =
(
bi(s)bj(t)
)
(i,j)∈K(0,1)2
, (s, t) ∈ (0, 1)2
and K(0,1)2 = {(i, j) : −2 ≤ i, j ≤ 0} respectively, where b0(s) = s2/2,
b−1(s) = (−2s2+2s+1)/2 and b−2(s) = (1−s)2/2, 0 ≤ s ≤ 1. One may verify
that the space spanned by the outer products of Φ(0,1)2(s, t), (s, t) ∈ (0, 1)2,
has dimension 25, and the set
(5.6) Γ0 = {(i, j)/6, 1 ≤ i, j ≤ 5} ⊂ (0, 1)2
with cardinality 25 satisfies (3.7), see Figure 1. For the above uniformly
distributed set Γ0, the corresponding ‖Φ−1‖2 in (4.11) is 2.7962× 103.
As Φ(0,1)2(s, t), (s, t) ∈ (0, 1)2, is a 9-dimensional vector-valued polyno-
mial about smtn, 0 ≤ m,n ≤ 2, the shift-invariant space generated by
B(3,3) has local complement property on (0, 1)
2. Observe that the matrix(
Φ(0,1)2(si, ti)
)
1≤i≤9 has full rank 9 for almost all (si, ti) ∈ (0, 1)2, 1 ≤ i ≤ 9.
Hence
(
Φ(0,1)2(si, ti)
)
1≤i≤17 is a phase retrieval frame for almost all (si, ti) ∈
(0, 1)2, 1 ≤ i ≤ 17, but the corresponding ‖Φ−1‖2 in (4.11) are relatively
large from our numerical calculation. So we use a randomly distributed set
Γ1 ⊂ (0, 1)2 with cardinality 19 in our simulations, see Figure 1. The above
set satisfies (3.8) and the corresponding ‖Φ−1‖2 in (4.11) is 3.2995× 104.
Figure 1. Plotted on the left is a uniformly distributed set
Γ0 satisfying (3.7), while on the right is a randomly dis-
tributed set Γ1 satisfying (3.8). The corresponding ‖Φ−1‖2 in
(4.11) to the above sets are 2.7962×103 (left) and 3.2995×104
(right), respectively.
In our simulations, the available data z(y) = |f(y)|+(y) ≥ 0, y ∈ Γ+K,
are noisy phaseless samples of a spline signal
(5.7) f(s, t) =
∑
0≤m≤K1,0≤n≤K2
c(m,n)B(3,3)(s−m, t− n),
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taken on Γ + K, where K = [0,K1] × [0,K2] for some positive integers
K1,K2 ≥ 1, Γ is either the uniform set Γ0 or the random set Γ1 in Figure
1, amplitudes of the signal f ,
(5.8) c(m,n) ∈ [−1, 1]\[−0.1, 0.1], 0 ≤ m ≤ K1, 0 ≤ n ≤ K2,
are randomly chosen, and the additive noises (y) ∈ [−, ], y ∈ Γ +K, with
noise level  ≥ 0 are randomly selected. Denote the signal reconstructed
by the proposed MAPSET algorithm with phase adjustment thresholding
constant M0 = 0.01, cf. (4.12) with F0 = 0.01, by
(5.9) f(s, t) =
∑
−2≤m≤K1,−2≤n≤K2
c(m,n)B(3,3)(s−m, t− n).
Define maximal amplitude error of the MAPSET algorithm by
(5.10) e() := min
δ∈{−1,1}
max
−2≤m≤K1,−2≤n≤K2
|c(m,n)− δc(m,n)|.
As the original spline signal f in (5.7) is nonseparable, the conclusions (4.14)
and (4.15) guarantee that the reconstruction signal f provides an approx-
imation, up to a sign, to the original signal f if ‖Φ−1‖2 is much smaller
than a multiple of
√
M0, where M0 is the phase adjustment thresholding
constant. Our numerical simulation indicates that the MAPSET algorithm
saves phases successfully in 100 trials and the maximal amplitude error e()
in (5.10) is aboutO(), provided that  ≤ 2×10−3 for Γ = Γ0 and  ≤ 7×10−4
for Γ = Γ1, where
√
M0/‖Φ−1‖2 are 3.5763×10−5 and 3.0307×10−6 respec-
tively. Presented in Figure 2 are a spline signal f in (5.7) with K1 = K2 = 9
and the difference between the original signal f and the reconstructed signal
f via the MAPSET algorithm with noise level  = 10
−4.
Figure 2. Plotted on the left is a spline signal in (5.7) with
K1 = K2 = 9. In the middle and on the right are the dif-
ference between the above signal f and the signal f recon-
structed by the MAPSET algorithm with noise level  = 10−4
and the sampling set Γ being Γ0 and Γ1 in Figure 1, re-
spectively. The maximal amplitude errors e() in (5.10) is
0.0014 (middle) and 0.0030 (right), and the reconstruction
error minδ∈{−1,1} ‖f − δf‖∞ is 7.2567 × 10−4 (middle) and
0.0015 (right), respectively.
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The signal f reconstructed from the MAPSET algorithm may not provide
a good approximation, up to a sign, to the original signal f if the noise level
 is larger than a multiple of
√
M0/‖Φ−1‖2, cf. (4.13) in Theorem 4.1. Our
numerical simulations indicate that the MAPSET algorithm sometimes fails
to save the phase of the original signal f when  ≥ 3× 10−3 for Γ = Γ0 and
 ≥ 8× 10−4 for Γ = Γ1.
5.2. Nonseparable spline signals of non-tensor product type. Let
MΞZ be the box spline function in (1.2) with ΞZ =
(
1 1 0 1
0 0 1 1
)
, see [19].
Unlike the spline function B(3,3) of tensor-product type, the shift-invariant
space spanned by MΞZ does not have the local complement property on
(0, 1)2, cf. Section 5.1. Set AU := {(s, t) : 0 < s < t < 1} and AL := {(s, t) :
0 < t < s < 1}. Then the triangle regions AU and AL satisfy (3.5), and the
shift-invariant space spanned by MΞZ has local complement property on AU
and on AL.
For A = AU and φ = MΞZ , the function ΦAU (s, t) in (2.6) is a 5-
dimensional vector-valued polynomial about s2, (t − s)2, s, t − s, 1, and the
set KAU in (2.7) is {(0, 0), (−1, 0), (−2, 0), (−1,−1), (−2,−1)}. Hence the
space spanned by the outer products of ΦAU (s, t) has dimension 13, and
we can select a set Γ2,U ⊂ AU with cardinality 13 to satisfy (3.7), see Fig-
ure 3. Similarly, for the lower triangle region AL, a sampling set Γ2,L with
cardinality 13 can be chosen to satisfy (3.7). For our simulations, we use
Γ2 = Γ2,U ∪ Γ2,L
as the sampling set contained in AU ∪ AL ⊂ (0, 1)2, see Figure 3. For the
above set Γ2, the corresponding ‖Φ−1‖2 in (4.11) is 87.9420.
Recall ΦAU (s, t) is a vector-valued polynomial about s
2, (t − s)2, s, t − s
and 1. Then the matrix (ΦAU (si, ti))1≤i≤5 has full rank 5 for almost all
(si, ti) ∈ AU , 1 ≤ i ≤ 5, and (ΦAU (si, ti))1≤i≤9 is a phase retrieval frame for
almost all (si, ti) ∈ AU , 1 ≤ i ≤ 9. So we can use randomly distributed sets
Γ3,U ⊂ AU and Γ3,L ⊂ AL with cardinality 9 that satisfy (3.8), see Figure
3. Set
Γ3 = Γ3,U ∪ Γ3,L.
For the above set Γ3, the corresponding ‖Φ−1‖2 in (4.11) is 761.2227.
In our simulations, the available data z(y) = |f(y)|+(y) ≥ 0, y ∈ Γ+K,
are noisy phaseless samples of a spline signal
(5.11) f(s, t) =
∑
0≤m≤K1,0≤n≤K2
c(m,n)MΞZ (s−m, t− n),
taken on Γ + K, where K = [0,K1] × [0,K2] for some 1 ≤ K1,K2 ∈ Z, Γ
is either Γ2 or Γ3 in Figure 3, amplitudes of the signal f are as in (5.8),
and the additive noises (y) ∈ [−, ], y ∈ Γ + K, with noise level  ≥ 0
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Figure 3. Plotted on the left are the sampling sets Γ2,U ⊂
AU (in the red star) and Γ2,L ⊂ AL (in the blue dot). Plotted
on the right are the random sets Γ3,U ⊂ AU (in the red star)
and Γ3,L ⊂ AL (in the blue dot) that have cardinality 9. The
corresponding ‖Φ−1‖2 in (4.11) to the above sets is 87.9420
(left) and 761.2227 (right) respectively.
are randomly selected. Denote the signal reconstructed by the proposed
MAPSET algorithm with thresholding constant M0 = 0.01 by
(5.12) f(s, t) =
∑
−2≤m≤K1,−1≤n≤K2
c(m,n)MΞZ (s−m, t− n).
As in Section 5.1, the reconstruction signal f provides an approximation, up
to a sign, to the original signal f . Our numerical simulation indicates that
the MAPSET algorithm saves phases in 1000 trials and the reconstruction
error e() is about O(), provided that  ≤ 8 × 10−3 for Γ = Γ2 and  ≤
4 × 10−3 for Γ = Γ3, where
√
M0/‖Φ−1‖2 are 0.0011 and 1.3137 × 10−4
respectively. Presented in Figure 4 are a spline signal f in (5.11) with
(K1,K2) = (9, 8), and the difference between the original signal f and the
reconstructed signal f via the MAPSET algorithm with noise level  = 10
−4.
As in Section 5.1, the MAPSET algorithm may not yield a good approx-
imation to the original signal if the noisy level  is not sufficient small. Our
numerical results indicate that the MAPSET algorithm sometimes fails to
save the phase of the original signal f when  ≥ 9 × 10−3 for Γ = Γ2 and
 ≥ 5× 10−3 for Γ = Γ3.
6. Proofs
In this section, we include the proofs of Theorems 2.3, 3.1, 3.4, 3.9, 2.5,
4.1 and Corollary 3.6.
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Figure 4. Plotted on the left is a nonseparable signal of the
form (5.11), where K = [0, 9]× [0, 8], and in the middle and
on the right are the difference between the above signal f and
the signal f reconstructed by the MAPSET algorithm with
noise level  = 10−4 and the sampling set Γ being Γ2 and
Γ3 in Figure 3, respectively. The maximal amplitude error
e() in (5.10) is 2.4922 × 10−4 (middle) and 3.8975 × 10−4
(right). The reconstruction error minδ∈{−1,1} ‖f − δf‖∞ is
1.9660× 10−4 (middle) and 2.9216× 10−4 (right).
6.1. Proof of Theorem 2.3. Suppose, on the contrary, that Gf is discon-
nected. Let W be the set of vertices in a connected component of the graph
Gf . Then W 6= ∅, Vf\W 6= ∅, and there are no edges between vertices in W
and Vf\W . Write
f =
∑
k∈Zd
c(k)φ(· − k) =
∑
k∈Vf
c(k)φ(· − k)
=
∑
k∈W
c(k)φ(· − k) +
∑
k∈Vf\W
c(k)φ(· − k) =: f1 + f2(6.1)
where c(k) ∈ R, k ∈ Zd. From the global linear independence on φ and
nontriviality of the sets W and Vf\W , we obtain
(6.2) f1 6= 0 and f2 6= 0.
Combining (6.1) and (6.2) with nonseparability of the signal f , we obtain
that f1(x0)f2(x0) 6= 0 for some x0 ∈ Rd. Then by the global linear indepen-
dence of φ, there exist k ∈ W and k′ ∈ Vf\W such that φ(x0 − k) 6= 0 and
φ(x0 − k′) 6= 0. Hence (k, k′) is an edge between k ∈ W and k′ ∈ Vf\W ,
which contradicts to the construction of the set W .
6.2. Proof of Theorem 3.1. A linear space V on Rd is said to be locally
finite-dimensional if it has finite dimensional restrictions on any bounded
open set. The shift-invariant space generated by a compactly supported
function is locally finite-dimensional. The reader may refer to [5] and ref-
erences therein on locally finite-dimensional spaces. In this section, we will
prove the following generalization of Theorem 3.1.
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Theorem 6.1. Let V be locally finite-dimensional shift-invariant space of
functions on Rd. Then there exists a finite set Γ ⊂ (0, 1)d such that any non-
separable signal f ∈ V can be reconstructed, up to a sign, from its phaseless
samples on Γ + Zd.
Proof. Let A = (0, 1)d and V |A be the space containing restrictions of all
signals in V on A. By the shift-invariance, it suffices to find a set Γ ⊂ A
such that
(6.3) |f(x)|2 =
∑
γ∈Γ
dγ(x)|f(γ)|2, x ∈ A
hold for all f ∈ V . By the assumption on V , V |A is a finite-dimensional
space. Let gn ∈ V, 1 ≤ n ≤ N , be a basis for V |A, and W be the linear space
generated by symmetric matrices
G(x) :=
(
gn(x)gn′(x)
)
1≤n,n′∈N , x ∈ A.
Then there exists a finite set Γ ⊂ A with cardinality at most N(N + 1)/2
such that G(γ), γ ∈ Γ, is a basis for the space W . This implies that for any
x ∈ A there exist dγ(x), γ ∈ Γ, such that
G(x) =
∑
γ∈Γ
dγ(x)G(γ), x ∈ A.
For any f ∈ V , we write f = ∑Nn=1 cngn on A. Then
|f(x)|2 =
∣∣∣ N∑
n=1
cngn(x)
∣∣∣2 = N∑
n,n′=1
cncn′gn(x)gn′(x)
=
N∑
n,n′=1
cncn′
(∑
γ∈Γ
dγ(x)gn(γ)gn′(γ)
)
=
∑
γ∈Γ
dγ(x)|f(γ)|2, x ∈ A.
This proves (6.3) and hence completes the proof. 
6.3. Proof of Theorem 3.4. The implication (iii)=⇒(i) is obvious, while
the implication (i)=⇒(ii) follows from Theorem 2.3 with its proof given in
Section 6.1. Now it remains to prove (ii)=⇒(iii). Let Γm, 1 ≤ m ≤ M , be
finite sets constructed in Proposition A.3 with the set A and the space V
replaced by Am and V (φ) respectively, and set Γ = ∪Mm=1Γm.
Let f, g ∈ V (φ) satisfy
(6.4) |g(y)| = |f(y)| for all y ∈ Γ + Zd.
Then it suffices to prove that
(6.5) g = f
for some  ∈ {−1, 1}. By Proposition A.3 and the shift-invariance of the
linear space V (φ),
|g(x+ l)| = |f(x+ l)|, x ∈ Am
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where l ∈ Zd and 1 ≤ m ≤ M . This, together shift-invariance of the linear
space V (φ) and local complement property on Am, 1 ≤ m ≤M , implies the
existence of l,m ∈ {−1, 1} such that
(6.6) g(x) = l,mf(x), x ∈ Am + l.
Write f =
∑
k∈Zd c(k)φ(· − k) and g =
∑
k∈Zd d(k)φ(· − k) ∈ V (φ). Then it
follows from (6.6) and local linear independence on Am for the generator φ
that
(6.7) d(k′ + l) = l,mc(k′ + l), k′ ∈ KAm ,
where KAm is given in (2.7). Hence the proof of (6.5) reduces to showing
(6.8) l,m = 
for all l ∈ Zd and 1 ≤ m ≤M so that k′ + l ∈ Vf for some k′ ∈ KAm .
Recall that c(k) 6= 0 for all k ∈ Vf . Then by (6.7) there exist δk ∈ {−1, 1}
for all k ∈ Vf such that
(6.9) l,m = δk
for all l ∈ Zd and 1 ≤ m ≤ M so that k = k′ + l ∈ Vf for some k′ ∈ KAm .
By (6.9) and the connectivity of the graph Gf , the proof of (6.8) reduces
further to proving
(6.10) δk = δk˜
for all edges (k, k˜) of the graph Gf .
For an edge (k, k˜) of the graph Gf , we have that
S := {x : φ(x− k)φ(x− k˜) 6= 0} 6= ∅.
Then there exist 1 ≤ m ≤M by (2.5) and (3.5) such that S ∩ (Am + k) 6= ∅.
Thus k, k˜ ∈ KAm + k, which together with (6.7) and (6.9) implies that
δk = k,m = δk˜. Hence (6.10) holds. This completes the proof.
6.4. Proof of Corollary 3.6. As restriction of signals in V (BN) on (0, 1)
d
are polynomials of finite degree, the space V (BN) has the complement prop-
erty on (0, 1)d. Set n = (n, . . . , n) for n ∈ Z. It is observed that the function
Φ(0,1)d in (2.6) is a vector-valued polynomial of degree N− 1, and its outer
product Φ(0,1)(x)Φ(0,1)(x)
T is a matrix-valued polynomial of degree 2N−2.
Therefore Φ(0,1)(y)Φ(0,1)(y)
T , y ∈ X1×· · ·×Xd, is a spanning set of the space
spanned by Φ(0,1)(x)Φ(0,1)(x)
T , x ∈ (0, 1)d. This together with Theorem 3.4
completes the proof.
6.5. Proof of Theorem 3.9. Let f =
∑
k∈Zd c(k)φ(·−k) and g =
∑
k∈Zd d(k)φ(·−
k) satisfy
|g(y)| = |f(y)| for all y ∈ Γ′ + Zd,
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where Γ′ = ∪Mm=1Γ′m is given in (3.8). Take l ∈ Zd and 1 ≤ m ≤M . Then∣∣∣ ∑
k∈KAm+l
d(k)φ(γm + l−k)
∣∣∣ = ∣∣∣ ∑
k∈KAm+l
c(k)φ(γm + l−k)
∣∣∣ for all γ ∈ Γ′m.
By the assumption on ΦAM (γ
′), γ ∈ Γ′m, 1 ≤ m ≤ M , and the shift-
invariance of the linear space V (φ), there exists m,l ∈ {1,−1} such that
d(k) = m,lc(k), k ∈ KAm + l.
Following the same argument as the one used in the implication i)=⇒iii) in
Theorem 3.4, we can find  ∈ {−1, 1} such that l,m =  for all l ∈ Zd and
1 ≤ m ≤M . This completes the proof.
6.6. Proof of Theorem 2.5. By Proposition A.6, there are open sets
A1, . . . , AM satisfy the requirements in Theorem 3.4. Then the conclusion
in Theorem 2.5 follows from Theorem 3.4.
6.7. Proof of Theorem 4.1. Given Γ ⊂ Rd and f = ∑k∈Zd c(k)φ(· − k),
we define
(6.11) G˜f,Γ = (Vf , Ef,Γ),
where (k, k′) ∈ Ef,Γ only if φ(y − k)φ(y − k′) 6= 0 for some y ∈ Γ + Zd. To
prove Theorem 4.1, we need a lemma about the graph Gf .
Lemma 6.2. Let φ, Am and Γm, 1 ≤ m ≤ M , be as in Theorem 4.1. Set
Γ = ∪Mm=1Γm. Then for any f ∈ V (φ), the graph Gf in (2.3) and G˜f,Γ in
(6.11) are the same,
(6.12) Gf = G˜f,Γ.
Proof. Clearly it suffices to prove that an edge in Gf is also an edge in G˜f,Γ.
Suppose, on the contrary, that there exists an edge (k, k′) ∈ Ef such that
(6.13) φ(y − k)φ(y − k′) = 0 for all y ∈ ∪Mm=1Γm + Zd.
Define
(6.14) A = {x ∈ Rd : φ(x− k)φ(x− k′) 6= 0} 6= ∅.
By (3.5), there exist l0 ∈ Zd and 1 ≤ m0 ≤M such that
(6.15) A ∩ (Am0 + l0) 6= ∅.
Set g±(x) = φ(x+ l0 − k)± φ(x+ l0 − k′). Then it follows from (6.13) that
|g±(γ)| = |φ(γ + l0 − k)|+ |φ(γ + l0 − k′)|, γ ∈ Γm0 .
By the construction of the set Γm0 , we get either g+ = g− or g+ = −g− on
Am0 . Therefore either φ(x + l0 − k) ≡ 0 on Am0 or φ(x + l0 − k′) ≡ 0 on
Am0 . This contradicts to the construction of set A in (6.14) and (6.15). 
Now, we continue the proof of Theorem 4.1.
23
Proof of Theorem 4.1. Take l ∈ Zd and 1 ≤ m ≤ M . For γ ∈ Γm there
exists δ˜γ,l,m ∈ {−1, 1} such that( ∑
γ∈Γm
∣∣∣∣∣ ∑
k∈l+Ωm
(c,l;m(k)− δ˜γ,l;mc(k))φ(γ + l − k)
∣∣∣∣∣
2)1/2
=
( ∑
γ∈Γm
∣∣∣∣∣∣∣∣ ∑
k∈l+Ωm
c,l;m(k)φ(γ + l − k)
∣∣∣
−
∣∣∣ ∑
k∈l+Ωm
c(k)φ(γ + l − k)
∣∣∣∣∣∣∣∣
2)1/2
≤
( ∑
γ∈Γm
∣∣∣∣∣∣∣∣ ∑
k∈l+Ωm
c,l;m(k)φ(γ + l − k)
∣∣∣− z(γ + l)
∣∣∣∣∣
2)1/2
+
( ∑
γ∈Γm
∣∣∣∣∣∣∣∣ ∑
k∈l+Ωm
c(k)φ(γ + l − k)
∣∣∣− z(γ + l)
∣∣∣∣∣
2)1/2
≤ 2
( ∑
γ∈Γm
∣∣∣∣∣∣∣∣ ∑
k∈l+Ωm
c(k)φ(γ + l − k)
∣∣∣− z(γ + l)
∣∣∣∣∣
2)1/2
≤ 2
√
#Γm‖‖∞ ≤ 2
√
#Γ‖‖∞,(6.16)
where the second inequality holds by (4.6) and the last inequality follows
from
z(γ + l) =
∣∣∣ ∑
k∈l+Ωm
c(k)φ(γ + l − k)
∣∣∣+ (γ + l), γ ∈ Γm.
From the phase retrievable frame property for
(
φ(γ − k))
k∈KAm , γ ∈ Γm,
we obtain that
(6.17) Ωm = KAm , 1 ≤ m ≤M.
Let Al,m = {γ ∈ Γm : δγ,l;m = 1}. This together with (6.17) and the
phase retrievable frame assumption that either
(
φ(γ − k))
k∈Ωm , γ ∈ Al,m or(
φ(γ − k))
k∈Ωm , γ ∈ Γm\Al,m is a spanning set for R#Ωm . This together
with (6.16) implies that
(6.18)
( ∑
k∈l+Ωm
∣∣c,l;m(k)− δ˜l,mc(k)∣∣2)1/2 ≤ 2‖Φ−1‖2√#Γ‖‖∞
for some sign δ˜l,m ∈ {−1, 1}.
Now we show that phases of c,l;m, l ∈ Zd, 1 ≤ m ≤M , can be adjusted so
that (4.7) holds. Let δ˜l,m, l ∈ Zd, 1 ≤ m ≤M , be as in (6.18). Then for any
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l, l′ ∈ Zd and 1 ≤ m,m′ ≤M , set Ωl,m;l′,m′ = (Ωm + l) ∩ (Ωl′ +m′). Then
〈δ˜l,mc,l;m, δ˜l′,m′c,l′;m′〉 =
∑
k∈Ωl,m;l′,m′
δ˜l,mδ˜l′,m′c,l;m(k)c,l′;m′(k)
≥
∑
k∈Ωl,m;l′,m′
|c(k)|2 −
∑
k∈Ωl,m;l′,m′
|c(k)||δ˜l′,m′c,l′,m′(k)− c(k)|
−
∑
k∈Ωl,m;l′,m′
|δ˜l,mc,l;m(k)− c(k)||c(k))|
−
∑
k∈Ωl,m;l′,m′
|δ˜l,mc,l;m(k)− c(k)||δ˜l′,m′c,l′;m′(k)− c(k)|
≥ −1
2
∑
k∈Ωl,m;l′,m′
(
|δ˜l′,m′c,l′;m′(k)− c(k)|2 + |δ˜l,mc,l;m(k)− c(k)|2
)
−
∑
k∈Ωl,m;l′,m′
|δ˜l,mc,l;m(k)− c(k)||δ˜l′,m′c,l′;m′(k)− c(k)|
≥ −8‖Φ−1‖22#Γ‖‖2∞ ≥ −M0,(6.19)
where the third inequality follows from (6.18) and the last inequality holds
by the assumption (4.13) on the noise level ‖‖∞ and the threshold constant
M0.
The phase adjustments in (4.7) for c,l,m, l ∈ Zd, 1 ≤ m ≤ M , are non-
unique. Next we show that they are essentially the phase adjustments in
(6.19), i.e., for any phase adjustments δl,m ∈ {−1, 1} in (4.7) there exists
δ ∈ {−1, 1} such that
(6.20) δl,mc(k) = δδ˜l,mc(k) for all k ∈ l + Ωm.
To prove (6.20), we claim that
(6.21) δ˜l,m/δl,m = δl′,m′/δ˜l′,m′
for all (l,m) and (l′,m′) with Ωl,m;l′,m′ ∩ Vf 6= ∅. Suppose on the contrary
that (6.21) does not hold. Then
〈δl,mc,l;m, δl′,m′c,l′;m〉 = −〈δ˜l,mc,l;m, δ˜l′,m′c,l′;m〉.
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Therefore
〈δl,mc,l;m, δl′,m′c,l′;m〉
≤ −
∑
k∈Ωl,m;l′,m′
|c(k)|2 +
∑
k∈Ωl,m;l′,m′
|c(k)||δ˜l′,m′c,l′;m(k)− c(k)|
+
∑
k∈Ωl,m;l′,m′
|δ˜l,mc,l,m(k)− c(k)||c(k))|
+
∑
k∈Ωl,m;l′,m′
|δ˜l,mc,l;m(k)− c(k)||δ˜l′,m′c,l′,m(k)− c(k)|
≤ −
∑
k∈Ωl,m;l′,m′
|c(k)|2 + 4
√
#Γ‖Φ−1‖2
( ∑
k∈Ωl,m;l′,m′
|c(k)|2
)1/2‖‖∞
+4#Γ‖Φ−1‖22‖‖2∞
≤ −
∑
k∈Ωl,m;l′,m′
|c(k)|2 +
(
2M0
∑
k∈Ωl,m;l′,m′
|c(k)|2
)1/2
+
M0
2
< −M0,
where the second inequality follows from (6.18), and the third and fourth
inequalities hold by (4.10) and (4.13). This contradicts to the requirement
(4.7) for the phase adjustment and hence completes the proof of the Claim
(6.21).
By (6.21), for any k ∈ Vf there exist δk ∈ {−1, 1} such that
(6.22) δl,mc(k) = δkδ˜l,mc(k) for all k ∈ l + Ωm.
Let (k1, k2) be an edge in Gf . By Lemma 6.2 there exist l ∈ Zd and 1 ≤
m ≤M such that k1, k2 ∈ Ωm + l. Therefore
δl,mc(k1) = δk1 δ˜l,mc(k1) and δl,mc(k2) = δk2 δ˜l,mc(k2)
by (6.22). This implies that δk1 = δk2 for any edge (k1, k2) in Gf . Combining
it with the connected of the graph Gf , we can find δ ∈ {−1, 1} such that
(6.23) δk = δ for all k ∈ Vf .
Combining (6.22) and (6.23) proves (6.20).
By (6.18) and (6.20), we obtain
|d(k)− δc(k)| ≤
∑M
m=1
∑
l∈Zd |δl,mc,l;m(k)− δc(k)|∑M
m=1
∑
l∈Zd χl+Ωm(k)
=
∑M
m=1
∑
l∈Zd |c,l;m(k)− δ˜l,mc(k)|∑M
m=1
∑
l∈Zd χl+Ωm(k)
≤ 2
√
#Γ‖Φ−1‖2‖‖∞, k ∈ Zd.(6.24)
This together with (4.12) and (4.13) implies that
(6.25) |d(k)| ≥ 3
2
√
M0 for all k ∈ Vf ,
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and
(6.26) |d(k)| ≤ 1
2
√
M0 for all k 6∈ Vf .
Combining (4.9), (6.24), (6.25) and (6.26) completes the proof of the desired
error estimate (4.14) and (4.15). 
Appendix A. Local complement property
A linear space V on Rd is said to be locally finite-dimensional if it has
finite-dimensional restrictions on any bounded open set. Examples of locally
finite-dimensional spaces include the space of polynomials of finite degrees,
the shift-invariant space generated by finitely many compactly supported
functions, and their linear subspaces. The reader may refer [5] and refer-
ences therein on locally finite-dimensional spaces. In this section, we con-
sider the local complement property for a locally finite-dimensional space,
cf. Definition 3.3.
Definition A.1. Let V be a linear space of real-valued continuous signals
on Rd, and A ⊂ Rd. We say that V has local complement property on A if
for any A′ ⊂ A there does not exist f, g ∈ V such that f, g 6≡ 0 on A, f ≡ 0
on A′ and g ≡ 0 on A\A′.
In the following theorem, we establish the equivalence between the local
complement property on a bounded open set and complement property for
ideal sampling functionals on a finite subset.
Theorem A.2. Let A be a bounded open set and V be a locally finite-
dimensional space of real-valued continuous signals on Rd. Then V has the
local complement property on A if and only if there exists a finite set Γ ⊂ A
such that for any Γ′ ⊂ Γ either there does not exist f ∈ V satisfying
(A.1) f 6≡ 0 on A and f(γ′) = 0, γ′ ∈ Γ′,
or there does not exist g ∈ V satisfying
(A.2) g 6≡ 0 on A and g(γ) = 0, γ ∈ Γ\Γ′.
The necessity is obvious and the sufficiency follows from the following
proposition.
Proposition A.3. Let A and V be as in Theorem A.2. Then there exist a
finite set Γ ⊂ A and functions dγ(x), γ ∈ Γ, such that
(A.3) |f(x)|2 =
∑
γ∈Γ
dγ(x)|f(γ)|2, x ∈ A
hold for all f ∈ V .
Proof. Let gn, 1 ≤ n ≤ N , be a basis of the space V |A, and W be the linear
space generated by symmetric matrices G(x) :=
(
gn(x)gn′(x)
)
1≤n,n′∈N , x ∈
A. Then there exists a finite set Γ ⊂ A such that G(γ), γ ∈ Γ, is a basis (or
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a spanning set) for the space W . With the above set Γ, we can follow the
proof of Theorem 6.1 in Section 6.2 to prove (A.3). 
Let gn, 1 ≤ n ≤ N , be a basis of the space V |A, and Γ be as in the proof
of Proposition A.3. By Theorem A.2 and [7, Theorem 2.8], we have the
following criterion that can be used to verify the local complement property
on a bounded open set A in finite steps.
Theorem A.4. The linear space V has the local complement property on
A if and only if for any Γ′ ⊂ Γ, either (gn(γ′))1≤n≤N , γ′ ∈ Γ′ form a frame
for RN or (gn(γ))1≤n≤N , γ ∈ Γ\Γ′ form a frame for RN .
The local complement property for different open sets can be equivalent.
Following the argument used in the proof of Theorem A.2, we have
Proposition A.5. Let A be a bounded open set and V be a locally finite-
dimensional space with the local complement property on A. If B is a
bounded open subset of A such that signals g and f satisfying |g(x)| = |f(x)|
on B have same magnitude measurements on A, then V has local comple-
ment property on B.
The conclusion in the above proposition is not true in general. For in-
stance, the shift-invariant space V (φ0) in Example 2.7 has the local comple-
ment property on (0, 1/2), but not on its supset (0, 1).
A linear space may have the local complement property on a bounded
open A, but not on some of its open subsets. For instance, one may verify
that V (φ1) has the local complement property on (0, 1) and on (−1/2, 1/2),
but not on their intersection (0, 1/2), where φ1 = φ0(2·) and φ0 is given in
Example 2.7.
We finish the appendix with a proposition about local linear independence
and local complement property.
Proposition A.6. Let φ have local linear independence on any open set.
Then there exist Am, 1 ≤ m ≤ M , such that (3.5) holds and V (φ) has the
local complement property on Am, 1 ≤ m ≤M .
Proof. Let Sk, k ∈ Zd, be as in (2.5). For a set T ⊂ Zd, define ST = ∩k∈TSk.
We say that T is maximal if ST 6= ∅ and ST ′ = ∅ for all T ′ % T . From the
definition, there are finitely many maximal sets T1, . . . , TM , and denote the
corresponding sets by Am := STm , 1 ≤ m ≤M .
Clearly (3.5) holds for the above selected open sets as
∪Mm=1Tm = {k ∈ Zd : Sk 6= ∅}.
Then it remains to prove that V (φ) has local complement property on
Am, 1 ≤ m ≤ M . Assume that f, g ∈ V (φ) satisfy |f(x)| = |g(x)| for
all x ∈ Am, which implies that (f + g)(x)(f − g)(x) = 0 for all x ∈ Am.
Write f + g =
∑
k∈Zd c(k)φ(· − k), f − g =
∑
k∈Zd d(k)φ(· − k), and set
B1 = {x ∈ Am, (f + g)(x) 6= 0} and B2 = {x ∈ Am : (f − g)(x) 6= 0}. Then
either f − g = 0 on B1, or f + g = 0 on B2, or f − g = f + g = 0 on Am.
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Hence either c(k) = d(k) for all k ∈ Tm or c(k) = −d(k) on k ∈ Tm by the
local independence on B1, or B2 or Am. Therefore either f = g on Am, or
f = −g on Am, or f = g = 0 on Am. This completes the proof. 
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