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vABSTRACT
Bayesian methods are critical for the complete understanding of complex systems.
In this approach, we capture all of our uncertainty about a system’s properties using
a probability distribution and update this understanding as new information becomes
available. By taking the Bayesian perspective, we are able to effectively incorpo-
rate our prior knowledge about a model and to rigorously assess the plausibility of
candidate models based upon observed data from the system. We can then make
probabilistic predictions that incorporate uncertainties, which allows for better de-
cision making and design. However, while these Bayesian methods are critical,
they are often computationally intensive, thus necessitating the development of new
approaches and algorithms.
In this work, we discuss two approaches to Markov Chain Monte Carlo (MCMC).
For many statistical inference and system identification problems, the development
of MCMCmade the Bayesian approach possible. However, as the size and complex-
ity of inference problems has dramatically increased, improvedMCMCmethods are
required. First, we present Second-Order Langevin MCMC (SOL-MC), a stochas-
tic dynamical system-based MCMC algorithm that uses the damped second-order
Langevin stochastic differential equation (SDE) to sample a desired posterior dis-
tribution. Since this method is based on an underlying dynamical system, we can
utilize existing work in the theory for dynamical systems to develop, implement,
and optimize the sampler’s performance. Second, we present advances and theoret-
ical results for Sequential Tempered MCMC (ST-MCMC) algorithms. Sequential
Tempered MCMC is a family of parallelizable algorithms, based upon Transitional
MCMC and Sequential Monte Carlo, that gradually transform a population of sam-
ples from the prior to the posterior through a series of intermediate distributions.
Since the method is population-based, it can easily be parallelized. In this work,
we derive theoretical results to help tune parameters within the algorithm. We also
introduce a new sampling algorithm for ST-MCMC called the Rank-One Modified
Metropolis Algorithm (ROMMA). This algorithm improves sampling efficiency
for inference problems where the prior distribution constrains the posterior. In
particular, this is shown to be relevant for problems in geophysics.
We also discuss the application of Bayesian methods to state estimation, disturbance
detection, and system identification problems in complex systems. We introduce a
Bayesian perspective on learning models and properties of physical systems based
vi
upon a layered architecture that can learn quickly and flexibly. We then apply
this architecture to detecting and characterizing changes in physical systems with
applications to power systems and biology. In power systems, we develop a new
formulation of the Extended Kalman Filter for estimating dynamic states described
by differential algebraic equations. This filter is then used as the basis for sub-second
fault detection and classification. In synthetic biology, we use a Bayesian approach
to detect and identify unknown chemical inputs in a biosensor system implemented
in a cell population. This approach uses the tools of Bayesian model selection.
vii
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1C h a p t e r 1
INTRODUCTION TO BAYESIAN METHODS
Bayesian methods for identification and estimation are critical to the robust un-
derstanding of a system because they allow us to quantify all of our uncertainty
about the system using a probability distribution and to update this distribution with
new information [BK98; BA02; Ves08; Bec10; Yue10b; Yue10a; WH12; APK15;
GW15]. By taking the Bayesian approach, we are able to effectively capture our
prior knowledge about a model and rigorously assess the plausibility of candidate
model classes based on system data. Finally, we can then make robust probabilistic
predictions that incorporate all uncertainties, allowing for better decision making
and design. This robust approach is particularly relevant for complex system iden-
tification, where the inverse problems are often ill-posed, many candidate models
exist to describe the behavior of a system, and stochastic models are common.
1.1 Bayesian Inference
The Bayesian framework is a rigorous probabilistic method for representing uncer-
tainty using probability distributions. This philosophy is rooted in probability as a
logic [Bec10; Cox46; Cox61; Jay03]. Within this framework, probability distribu-
tions are used to quantify uncertainty due to insufficient information, regardless of
whether that information is believed to exist but is currently not available (epistemic
uncertainty), or it is believed to not exist because of postulated inherent randomness
(aleatory uncertainty). This notion of uncertainty makes the Bayesian framework
the appropriate framework for posing system identification problems, where postu-
lated systemmodels have parameters whose values are uncertain rather than random.
Therefore, we view system identification as updating a probability distribution that
represents our beliefs about models of a system based on new information from
system response data.
In general, the Bayesian inference problem uses Bayes’ theorem to update the
understanding of a system using data, where understanding means assigning a
probability function p () to different system descriptions. This updating process is
visualized in Figure 1.1. The inference problem is formulated as follows: Given
output measurements zi ∈ D, where D is the set of data, and a system description,
s ∈ S, where S is a set of descriptions, consisting of (a) a likelihood function
2Figure 1.1: Bayesian updating for the system description swith the prior distribution
p (s) to the posterior distribution p (s | D) given data D
p (D | s), describing the plausibility of the data given the description s, and (b) a
prior distribution, p (s), representing the beliefs about the relative plausibility of
s, find the posterior distribution p (s | D) that represents the updated belief after
integrating the observational data. For this, Bayes’ Theorem is used:
p (s | D) = p (D | s) p (s)
p (D) . (1.1)
The likelihood function, p (D | s), is the likelihood of observing the data D given
the model of the system. This model in the Bayesian framework maps s to a
probability distribution on the outputs zi. The normalizing factor in equation (1.1),
p (D), is
p (D) =
∫
S
p (D | s) p (s) ds (1.2)
We can broadly classify the posterior probability distributions that result from solv-
ing the inference problem into three types: globally identifiable, locally identifiable,
and unidentifiable [BK98; KB98]. Globally identifiable probability distributions
have a single pronounced peak around a unique maximum. Locally identifiable
distributions have several separated peaks, each of approximately the same signif-
icance. Unidentifiable models do not have peaks, but instead have a manifold in
the parameter space on which all values are approximately equally plausible based
on the data and the selected prior information. When the problem results in a lo-
cally identifiable or unidentifiable distribution, Bayesian methods are essential since
they can fully capture this complex distribution in a way optimization based system
identification methods cannot. However, these types of problems still produce a
3significant challenge to computational Bayesian methods since it is often difficult to
find and explore all the peaks or the manifold of plausible solutions.
1.2 Bayesian Methods for Complex Systems
Inference Problems
Bayesian inference, as introduced in Section 1.1, for complex systems can broadly
be divided into three fundamental problems: state estimation, parameter estimation,
and model selection. These problems are interconnected and solving one cannot
be done without assuming a solution to the others or solving them simultaneously.
Together, these processes describe a hierarchy of Bayesian inference problems for
dynamical systems, which we can use to design a Bayesian inference architecture.
This work considers both static and dynamic systems that can be described by a
specific modelM or a discrete set of possible models also called model classes,Mi
for i = 1...N . These models may be informed by an understanding of the physics
of the complex system or by some set of functions that are believed to capture the
space of possible behaviors of the system.
In the model selection problem, the likelihoods of different modelsMi for i = 1...N
can be computed based upon the data from a system, D. The probability of any
modelMi, given observational dataD, is defined as p (Mi | D). Assuming the prior
probability of a model is known and defined as p (Mi) such that ∑Ni p (Mi) = 1,
then the posterior is
p (Mi | D) = p (D | Mi) p (Mi)p (D) (1.3)
Using the law of total probability:
p (Mi | D) = p (D | Mi) p (Mi)∑N
j p
(M j ) p (M j ) (1.4)
For some basic Bayesian inference problems, such as those using non-parametric
models or a dictionary of known behaviors, the inference problem stops here.
However, for many inference problems, a model class Mi only describes some
functional form whose range of possible behaviors is captured by setting parameters
θ attached to that model class. This leads to the parameter estimation or system
identification problem.
4Applying the Bayesian inference formulation to parameter estimation and sys-
tem identification yields the description of Bayesian system identification given
in [Bec10]: Given observation data D, and assuming a system model class M∗
consisting of (a) a likelihood function p (D | θ,M∗), describing the plausibility
of the data given a set of parameters, θ, and (b) a prior distribution, p (θ | M∗),
representing the initial beliefs about the relative plausibility of the possible values
of the model parameter vector θ, find the posterior distribution p (θ | D,M∗) that
represents the updated beliefs as
p (θ | D,M∗) = p (D | θ,M
∗) p (θ | M∗)
p (D | M∗) (1.5)
The normalizing factor in equation (1.5), p (D | M∗), is the evidence for the model
classM∗. The evidence can be computed as
p (D | M∗) =
∫
p (D | θ,M∗) p (θ | M∗) dθ (1.6)
This evidence can then be used in Equation 5.13 to solve the corresponding model
class section problem if multiple model classes exist to describe the behavior.
The parameter estimation or system identification problem is themost typical formu-
lation for Bayesian inference. It captures static systems and deterministic dynamical
systems. However, for a stochastic dynamical system, where the observed behavior
of the system is a function of the state of the system, x (t), and an unknown input
modeled as a stochastic process, estimating this internal state is itself a Bayesian
inference problem called state estimation or Bayesian filtering.
State estimation is the process of using measurements from a stochastic dynamical
system to infer the dynamical states. Assuming the measurements are available at
discrete times, it is appropriate to treat the system as a discrete time system:
xk = F (xk−1,wk, θ,M∗)
zk = H (xk, νk, θ,M∗)
(1.7)
Here,F (x,w, θ,M) is the discrete stochastic dynamic state evolution function from
model classM and parameterized by θ, while H (x,w, θ,M) is the stochastic mea-
surement function also from model classM and parameterized by θ. At time tk for
k = 1, 2, ... xk are the state variables and zk are the observed outputs. Further, wk is
5an unknown stochastic input, while νk is an unknown measurement disturbance or
error.
State estimation can be done using the Bayes Filter, where the posterior distribution
p (xk | z1:k) is updated from the prior state estimate distribution p (xk | z1:k−1) using
the measurements up to time tk represented as z1:k . Using Bayes’ Theorem and the
Markov property, the posterior is found recursively by applying two equations:
First prediction of xk given z1:k−1:
p (xk | z1:k−1) =
∫
p
(
xk | x′k−1
)
p
(
x′k−1 | z1:k−1
)
dx′k−1 (1.8)
Then the correction step integrates the new observations, so the prediction of xk
given z1:k is
p (xk | z1:k) ∝ p (zk | xk) p (xk | z1:k−1) (1.9)
This inference problem can be visualized through the graphical model in Figure
1.2. The Bayes Filter produces the minimum mean square error estimate of the
state[Che03]. When the dynamical system is linear and the prior state estimate and
noise distributions are white Gaussian, the Bayes Filter is the Kalman Filter[Sim06;
Che03].
Solutions to the state estimation problem are then marginalized over to solve the
parameter estimation problem:
p (θ1:n | z1:k) = p (z1:k | θ1:n) p (θ1:n)p (z1:k)
∝
(∫
p (z1:k | x1:k, θ1:n) p (x1:k | θ1:n) dx1:k
)
p (θ1:n)
(1.10)
The statistical relationship between states and observations for the Bayesian state
estimation problem is expressed using the graphical model in Figure 1.3.
Similarly, solutions of the parameter estimation problem for the stochastic dynam-
ical system are then marginalized over to compute the model evidence for model
selection:
6Figure 1.2: Graphical Model of Bayesian Filtering/State Estimation
Figure 1.3: Graphical Model of Bayesian Parameter Estimation
p (M | z1:k) = p (z1:k | M) p (M)p (z1:k)
∝
(∫
p (z1:k | θ1:n,M) p (θ1:n | M) dθ1:n
)
p (M)
(1.11)
The statistical relationship between parameters, states, and observations is expressed
as a graphical model in Figure 1.4.
Applications of Bayesian Methods
Taking a Bayesian perspective on studying complex dynamical systems enables
scientists and engineers to quantitatively integrate all forms of uncertainty into their
planning and decision making using probability. Solving inverse problems enables
7Figure 1.4: Graphical Model of Bayesian Model Selection
practitioners to develop a better understanding of system modeling uncertainties,
which can be integrated into theBayesian framework to solve problems in uncertainty
quantification, Bayesian optimization, and optimal experimental design. These tools
are critical to robust system development, operation, and investigation,
Uncertainty quantification makes robust predictions about the future taking into
account all sources of uncertainty [KO01; Chk+13; BT13; Naj09]. After solving a
Bayesian inference problem, this updated understanding of the system model can be
incorporated into robust predictions by marginalizing over the collective modelling
uncertainty and other sources of uncertainty.
Bayesian optimal experimental design is a method to close the loop between data
collection and inference by addressing the question of what experiment should be
performed or measurement taken to best improve the estimate of some quantity of
interest [CV95; HM13; KSG08; Bus+13]. Typically, Bayesian optimal experimental
design takes the form of maximizing the expected information gain, also known as
the relative Shannon entropy or the Kullback-Leibler divergence, between the prior
and posterior given this potential data. This approach relies on the ability to solve
the inverse problem to estimate the posterior distribution. This type of experimental
design is critical for complex systems where data is often very expensive and there
are complex relationships that constrain the identifiability of the posterior.
Bayesian optimization allows practitioners to solve optimization problems with re-
8spect to very complicated black-box objective functions [BCD10; Sri+09], including
functions with noise and uncertainty. This is done using the Bayesian framework.
This method can then be used to design and optimize systems under uncertainty and
explore the space of potential solutions by balancing an exploration and exploitation
tradeoff.
Bayesian Inference Architecture for Dynamical Systems
In order to efficiently integrate the Bayesian philosophy into the work of scientists
and engineers, a general framework for inference problems for dynamical systems
based upon theoretical models is needed. A conceptual approach to help formulate
system level problems from the perspective of Bayesian inference is developed to
do this in Figure 1.5. Typically, systems can be divided into processes that act on
different temporal, spatial, and magnitude scales; therefore, learning and prediction
algorithms should mirror these properties. By thinking about inference as a layered
architecture, and utilizing this structure, inference can be performed quickly and
flexibly.
On fast time scales, filtering methods are used for state estimation to determine
the current operating state of the system. These methods are less flexible than full
system identification estimation since they assume a system model but are very
fast and can handel normal variations during operation. Then, by predicting the
future distribution of responses for the system and comparing it to real observed
data, large disturbances can quickly be detected so that appropriate actions can be
taken to mitigate these events. This allows for greater flexibility in the detection
of large, catastrophic disturbances, while still being fast. On slower time scales,
as more data becomes available, the system model can be updated using system
identification and model selection to identify disturbances or respond to gradual
changes in the system. By allowing the model describing the system to be updated,
the estimation architecture gains more flexibility. Using a fully Bayesian approach
based on probability distributions, this architecture robustly combines inference,
event detection, uncertainty quantification, and experimental design to have a closed
loop approach to learning about a system’s behavior.
1.3 Markov Chain Monte Carlo Methods for Bayesian Inference
Solving Bayesian Inference Problems
Prior to the development of scientific computing, Bayesianmethodwere restricted to
inference problems where the posterior distribution could be expressed as a simple
9Figure 1.5: A layered Bayesian approach for fast and flexible estimation and control.
analytical distribution. While approximate methods exist, they often have difficultly
handling locally identifiable or unidentifiable problems [Bec10; Gel+14], where
Bayesian methods are most needed. As a result, sampling methods are commonly
used. The most common family of sampling methods is Markov Chain Monte Carlo
(MCMC) [Bro+11], which creates a Markov chain defined by a transition rule, or
kernel, whose stationary distribution is the desired posterior. In order to make
estimates accurately, the samples must discretely capture the posterior distribution
in a probabilistically appropriate way. Generating these samples makes MCMC
computational intensive, as often thousands to millions of model evaluations are
needed to fully populate the high probability content of a complex posterior. While,
by the central limit theorem, the estimate quality for the mean of a finite-variance
stochastic variable scales independently of the dimension given independent sam-
ples, MCMC methods produce correlated samples, which can introduce poor high
dimensional scaling. Many high dimensional problems where it is difficult to
produce an efficient proposal distribution experience a “curse of dimensionality"
because the sample correlation becomes very high. Thus, solving inference prob-
lems using Bayesian methods is often prohibitively expensive because sampling
high dimensional distributions efficiently is challenging.
The basic idea of Monte Carlo estimation is to estimate quantities with respect to the
posterior distribution using a population of samples from the posterior as follows:
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E [g (θ) | D,M] =
∫
g (θ) p (θ | D,M) dθ ≈ 1
N
N∑
i=1
g (θi) (1.12)
Assuming certain conditions hold, the quality of this estimate and its convergence
can be assessed by the Markov chain central limit theorem [Gey11].
Markov Chain Monte Carlo
The basis for many MCMC methods is the Metropolis-Hastings algorithm, which
produces a Markov chain with a desired stationary distribution, pi (θ), by design-
ing a transition kernel, K (θ′ | θ), such that the Markov chain is ergodic and re-
versible [Gey11; RC11]. Reversibility is a sufficient condition for the existence of a
stationary distribution, pi (θ), that satisfies the detailed-balance condition:
pi (θ)K (θ′ | θ) = pi (θ′)K (θ | θ′) (1.13)
This sufficient condition means that any transition kernel K (θ′ | θ)may be chosen to
maintain the stationary distribution pi (θ), as long as the reversibility condition (1.13)
holds. Further, the composition of two kernels which have the same invariant
distribution, pi (θ), then also has pi (θ) as its invariant distribution [Gey11]. This
method can be used to create non reversibleMarkov chainswith the correct stationary
distribution out of a composition of reversible kernels.
Any proposal distribution Q (θ′ | θ) such that Q (θ′ | θ) , 0 for Q (θ | θ′) , 0, can
be used to construct such a K (θ′ | θ) by proposing a candidate sample θ′ according
to Q (θ′ | θ). Then the candidate, θ′, is accepted with probability α given by:
α (θ′ | θ) = min
(
1,
pi (θ′)Q (θ | θ′)
pi (θ)Q (θ′ | θ)
)
(1.14)
If the candidate is rejected, the current sample θ is repeated. This leads to the
Metropolis-Hastings algorithm:
1. Initialize the state θ1 randomly, usually according to the prior, set n = 1
2. Pick a candidate state θ′n+1 according to the proposal Q
(
θ′n+1 | θn
)
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3. Accept or reject the candidate according to a sampled uniform variable ζ on
[0, 1]:
θn+1 =

θ′n+1 ζ ≤ α
(
θ′n+1 | θn
)
θn ζ > α
(
θ′n+1 | θn
) (1.15)
4. Increment n and go to step 2
The evolution of the Markov chain according to the Metropolis-Hastings algorithm
is illustrated in Figure 1.6. The resulting Markov chain has samples which are not
independent, but correlated. Thus, the effective number of independent samples
must be estimated to properly understand the convergence statistics. Based upon the
Markov chain Central Limit Theorem, a standard method for judging the quality is
the effective sample size (ESS) of the Markov chain θ1:N defined by
ESS [θ1:N ] = N
1 + 2
∑N
k=1 ρk (θ1:N )
(1.16)
where ρk is the k lag autocorrelation function [DP11]. This provides a guide for
how to resample θ1:N to generate a set of ESS effectively independent samples
or how to incorporate the ESS into variance estimates. The effective sample size
may be estimated for any function, ESS [g (θ1:N )]. This gives useful convergence
information for the function, which is particularly relevant when evaluating variance
estimates. The quality of the variance estimate is based upon the ESS of the second
order moment of θ, not the ESS of θ itself.
The major challenge for the Metropolis-Hastings algorithm is designing an effective
proposal distribution. The desired behavior of the Markov chain is for it to (1)
converge quickly to the stationary distribution, that is, have a short burn-in time,
and (2) have low correlation while sampling the stationary distribution. Optimal
proposal distribution results only exist in simple cases [Ros+11; R+01].
Limitations of Metropolis-Hastings MCMC
Generally, finding a proposal distribution that escapes the “curse of dimensionality"
can be difficult. Typically, for high dimensional inference problems, the high
probability region of the posterior distribution lives on a low dimensionalmanifold in
that space. This occurs when the data allows for a few parameters or the relationship
between a set of parameters to be well characterized, but other parameters to remain
very uncertain. The existence of this low dimensional manifold leads to the problem
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Figure 1.6: Illustration of the evolution of a Markov chain for Metropolis-Hastings
MCMC.
of finding and sampling it efficiently. Even when starting on the manifold, randomly
sampling the region around it without detailed knowledge of that manifold will
lead to low probability samples. Thus, if the proposal distribution is ill informed,
very short steps are needed to ensure high acceptance rates, which leads to highly
correlated samples. These types of distributions are common in inverse problems
for complex dynamical systems where the data is not sufficiently rich to detangle the
complex relationships produced by the dynamics leading to unidentifiable or only
locally identifiable posteriors.
Further, even for simple distributions without complicated geometry, Metropolis-
Hastings MCMC requires many model evaluations to produce an effective number
of samples. Practitioners often run chains for hundreds of thousands or millions
of iterations to ensure they have sufficiently uncorrelated their samples. Avoiding
slow mixing by developing more efficient samplers is therefore critical for solving
inference problems involving PDEs or ODEs where evaluating the forward model
is computationally intensive.
Finally, Metropolis-Hastings MCMC is constrained by the fact that it is based upon
a Markov chain. This means it has sequential evaluation and very limited ability to
adapt to its state without jeopardizing its reversibility and periodicity. The sequential
updating of the chainmakesMHMCMCunsuitable for high performance computing
(HPC) because it cannot exploit parallelism and is difficult to adapt because it only
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has local information about its current state. Solving computationally intensive
inverse problems, like those for complex dynamical systems, requires being able to
exploit parallelism and adaptation based upon global information.
Several methods have been proposed to address this problem; however, no method
has emerged as a general solution. Population based methods like Transitional
MCMC (TMCMC) [CC07] and the Asymptotically Independent Markov Sam-
pler (AIMS) [BZ13] work well for moderately high dimensional problems where
a population of samples is able to capture the global structure of the posterior.
Methods based upon exploiting local structure are also used, such as Adaptive
MCMC [Ros+11] and HMC [Nea11]. Adaptive MCMC methods allow the pro-
posal distribution to change slowly over time to better exploit the local posterior
distribution geometry, while still maintaining the ergodicity of the Markov chain
under some conditions. This adaptation enables Adaptive MCMC to work well
for high dimensional problems. HMC is able to use the local gradient structure
of the posterior distribution to gain high acceptance rates. This algorithm sam-
ples along trajectories of almost constant energy, where the energy is defined as
the joint probability of the posterior “potential energy" and a Gaussian momentum
auxiliary variable or “kinetic energy" term. Riemannian Manifold HMC (RHMC)
[GC11] further exploits local structure by making the kinetic energy position depen-
dent [BS11]. The method introduced in [Ott+16] further extends HMC to infinite
dimensional function spaces.
Contributions of this thesis
In Chapter 2, I discuss the Second-Order Langevin Monte Carlo sampler (SOL-
MC) and its application to Bayesian inference. SOL-MC grew out of previous
work which used the Second-Order Langevin stochastic differential equation (SDE)
to approximately sample from probability distributions [TOM10; Tao11; MCF15].
Previous work also developed a Metropolized integrator, MAGLA, for this SDE
[BO10; BV10] that maintains the correct invariant distribution, which we utilize.
The results in this chapter are also found in [CB17]. My contribution in this work
is to:
• Introduce SOL-MC for Bayesian inference
• Develop extensions of SOL-MC and MAGLA that incorporate more adaptiv-
ity to the geometry
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In Chapter 3, I explore the broad class of Sequential TemperedMCMC (ST-MCMC)
algorithms which incorporate annealing, importance sampling, andMCMC to grad-
ually transform a sample population from the prior to the posterior. Previous work
on the development of these algorithms and their basic theory can be found in
[CC07; DDJ06; MSB13]. My contribution in this work is to:
• Develop a theory to describe under what conditions learning is possible using
ST-MCMC
• Introduce a feedback controller for the proposal distribution scaling during
the Metropolis step to allow better tuning
• Introduce the Rank One Modified Metropolis Algorithm (ROMMA) to better
enable scaling to high dimensions
In Chapter 4, I apply Bayesian methods to develop a learning architecture for
power systems, specifically studying dynamic state estimation and fault detection
and classification. This project grew out of work on fault classification done in
[Wie+14] and further developed in our paper [Gar+15]. My contribution in this
work is to:
• Introduce an integrated Bayesian state estimation, fault detection, fault clas-
sification, and prediction architecture
• Develop a new implicit formulation of the Extended Kalman Filter for the
state estimation of the differential algebraic equations describing the power
system
• Formulate fault detection and classification as a Bayesian model selection
problem
• Develop local and distributed methods for estimation on the power system to
increase speed and robustness to disturbances
Finally, in Chapter 5, I apply Bayesian parameter estimation and model selection to
the problem of the detection and identification of unknown inputs into a synthetic
biological sensor. The model of the biosensor and a non-Bayesian approach to
detection are presented in [Hsi+16]. For an early version of the results in this
chapter see [Bae+16]. My contribution in this work is to:
15
• Transform the forward model of the biosensor into a suitable probabilistic
model for Bayesian inference
• Formulate the detection and identification of unknown inputs as a Bayesian
inference problem
• Employ ST-MCMC to provide fast solutions to this inference problem.
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C h a p t e r 2
SECOND ORDER LANGEVIN MARKOV CHAIN MONTE
CARLO
In this chapter, we introduce the Second-Order Langevin Monte Carlo sampler, a
MCMC algorithm which integrates many of the advantages of dynamical systems
based sampling methods. The SOL-MC sampler is a based upon an auxiliary
stochastic dynamical system, which enables us to study and optimize its perfor-
mance using tools from the field of dynamical systems. We first provide motivation
and discuss MCMC methods in general based upon auxiliary dynamical systems.
Then we present a particular method based on the second-order Langevin stochastic
differential equation to sample from a posterior distribution and show its relation-
ship to the dynamical systems which underly other MCMC methods. Finally, we
discuss the numerical implementation and metropolization of the SDE to ensure
convergence to the correct posterior distribution, resulting in the final SOL-MC
algorithm. Following the development of SOL-MC, we discuss tuning SOL-MC
to optimize performance and present an example system identification problem to
investigate SOL-MC under different conditions. Finally, we discuss some exten-
sions of SOL-MC and compare these extensions to other dynamical systems based
samplers using a simple test problem.
Much of the work presented here has appeared in:
[CB17] Thomas A Catanach and James L Beck. “Bayesian System Identifi-
cation using Auxiliary Stochastic Dynamical Systems”. In: Interna-
tional Journal of Non-Linear Mechanics (2017). doi: 10.1016/j.
ijnonlinmec.2017.03.012. url: https://doi.org/10.1016/
j.ijnonlinmec.2017.03.012.
2.1 Motivation
One of the most successful methods for sampling high dimensional distributions
is Hamiltonian Monte Carlo (HMC) [Nea11; Dua+87]. HMC uses an auxiliary
Hamiltonian dynamical system to propose samples far from the current sample in
the parameter space but with similar probability. The position coordinates of this
auxiliary system correspond to the inferred model parameters. The proposal trajec-
tory conserves the Hamiltonian, which is related to the posterior probability. As a
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result, even though the candidate samples are far from the current sample, they will
have high acceptance probability, thus reducing sample correlation. This is achieved
by constructing a Hamiltonian dynamical system whose potential energy function
is the negative log posterior probability density function (PDF), while the kinetic
energy function is quadratic in the velocity coordinates of the auxiliary system,
giving the corresponding momentum vector a Gaussian distribution independent of
the position coordinates in the simplest setting where the mass matrix is constant.
The marginal position distribution of this system is the desired parameter posterior.
An application of HMC to Bayesian updating of high-dimensional dynamic systems
is given in [CB09].
This auxiliary dynamical systems approach can be extended to stochastic dynamical
systems, described by a stochastic differential equation (SDE) whose stationary
distribution corresponds to the posterior of the Bayesian inference problem. These
SDE approaches can not only be used in a standard MCMC framework, but can also
be used to approximate the distribution without Metropolis steps [WT11; CFG14;
MCF15]. SDEs are an active area of research, so there is a great opportunity to
leverage these results to study the properties of these algorithms, such as work
in infinite-dimensional spaces [Ott+16; DS13; Bes+11]. MCMC sampling based
upon the damped second-order Langevin equation was originally introduced as a
generalization of HMC for molecular dynamics by [Hor91]. Recently it has also
been used as a sampler for Bayesian inference [TOM10; CFG14; Ott+16]. This SDE
is an effective choice because it combines Hamiltonian dynamics with an Ornstein-
Uhlenbeck process, which enables the state to both follow likely trajectories and to
diffuse.
We introduce a new sampling method, Second-Order Langevin Monte Carlo (SOL-
MC), which extends previous work on SDE samplers, and increases its applicability
to system identification problems. This sampler combines a non-metropolized SDE
optimized for convergence to the posterior manifold with a metropolized SDEwhich
can effectively sample the posterior while reducing sample correlation. We then
apply results from dynamical system and control theory to tune the parameters of
the SDE. We optimize the sampler’s performance by balancing the influence of the
“exploring" diffusion and “exploiting" Hamiltonian dynamics. Further, we are able
to utilize new computational tools like automatic differentiation to make simulating
this SDE tractable for system identification problems.
18
2.2 Dynamical Systems-based Samplers
Several dynamical systems-based methods for sampling arbitrary target probability
distributions have been proposed, such as the Metropolis-adjusted Langevin Algo-
rithm (MALA) [RS02], Hamiltonian/HybridMonte Carlo (HMC) [Dua+87; Nea11;
GC11], and Stochastic Gradient MCMC (SG-MCMC) [WT11; CFG14; MCF15].
These methods combine a deterministic dynamic process, which encourages ex-
ploration of high probability regions, with a method to inject noise, which enables
diffusion and random sampling. The goal is to maximize convergence rate and
minimize correlation while sampling the stationary probability distribution.
HMC begins by creating a Hamiltonian system whose position coordinates θ cor-
respond to the model parameters in the Bayesian inference problem and whose
momentum coordinates p are auxiliary variables added to embed the dynamics. A
separable Hamiltonian H (θ, p) is constructed where the potential energyV (θ) is the
negative log of the target PDF, pi (θ), and the kinetic energy T (p) is quadratic in p
with mass matrix M:
H (θ, p) = V (θ) + T (p) = − log pi (θ) + 1
2
pTM−1p (2.1)
The joint probability distribution Π (θ, p) is then given by
Π (θ, p) ∝ exp (−H (θ, p)) = pi (θ) exp
(
−1
2
pTM−1p
)
(2.2)
Notice that p has a zero-mean Gaussian distribution with covariance M .
Because the joint position-momentum density (2.2) is a function of the Hamilto-
nian (2.1), it is conserved along trajectories for the corresponding Hamiltonian flow
[Nea93; Bes+11; Sch98]. Therefore, the trajectories explore contours of constant
probability even while moving far from their initial state and also have the correct
invariant distribution. Posterior momentum samples can be easily generated be-
cause they are Gaussian distributed. Then a trajectory in position/parameter space
is simulated for some time interval and the final position-momentum pair is accepted
or rejected based upon a Metropolis step. Finally, the momentum is resampled and
a new trajectory begins. This process is visualized in Figure 2.1. Ultimately, the
marginal position distribution of these position-momentum (θ, p) samples is the
posterior, pi (θ).
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Figure 2.1: Illustration of the evolution of HMC for a 1D Gaussian posterior. The
level sets of the Hamiltonian are seen in gray. The red trajectories illustrate the
evolution of the system along a level set according to Hamiltonian dynamics. The
green steps illustrate momentum resampling, which changes the level set.
The choice of the auxiliary mass matrix M is critical for creating a high efficiency
algorithm since it guides the momentum re-sampling. This makes HMC sensitive
to the auxiliary system parameter selection [BS11]. Alternatively, HMC can be
extended to better adapt the momentum distribution to the local geometry through
Riemannian Manifold HMC (RM-HMC) [GC11]. In RM-HMC, the fixed mass
matrix M is replaced by a position dependent metric G (θ), which results in a new
Hamiltonian:
H (θ, p) = V (θ) + 1
2
log |G (θ) | + 1
2
pTG (θ)−1 p (2.3)
While this Hamiltonian is non-separable, making numerical integration more chal-
lenging and requiring high-order derivatives, it often performs better than HMC
for high dimension and hierarchical inference problems. The metric enables the
trajectory to better follow the low dimensional, high probability manifold. The
potential energy of the Hamiltonian (2.3) is the sum of V (θ) = − log pi (θ) and
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a term proportional to the magnitude of local curvature, log |G (θ) |. Thus, when
a trajectory transitions from a region of high curvature to low curvature, it gains
kinetic energy so it will move faster through that region, enabling it to sample farther
from the initial point. Further, the metric orients the momentum distribution to align
with the curvature of the manifolds, so trajectories favor moving along the dominant
directions of the manifold. Several methods have been presented for choosingG (θ),
based upon theHessian. Since themetricG (θ)must be positive definite, the Hessian
cannot be used directly. Instead, functions of the Hessian like the non-degenerate
Fisher information matrix [GC11] and the SoftAbs metric [Bet13] are used.
While HMC uses momentum resampling then deterministic dynamics to propose
candidate samples, SG-MCMC and MALA create a discrete-time approximation to
an underlying stochastic differential equation. A Metropolis correction can then be
applied to the discretization of this SDE to ensure it has the desired posterior as its
stationary distribution. MALA is based upon the Metropolis-Hastings algorithm,
but incorporates a Langevin diffusion into the proposal distribution for candidate θ′
[RS02], which typically gives it a shorter burn-in period to the posterior distribution
than Metropolis-Hastings because the gradient term directs exploration:
θ′ = θ + hM∇ log pi (θ) + √2hMξ (2.4)
M is a preconditioningmatrix, h the auxiliary time step, ξ has a standardmultivariate
Gaussian distribution, and
√
M for a positive definite matrix M indicates a matrix
square root. In general, the choice of diffusion used to sample the distribution pi (θ)
is not unique. A broad class of possible diffusions if presented in [RS02].
Similarly, SG-MCMC creates a SDE whose marginal stationary distribution can be
any posterior pi (θ). This leads to a general framework for constructing a Markov
process [MCF15]:
dz = f (z) dt +
√
2D (z)dW (t) (2.5)
The states, z, of the SDE are a combination of the variables θ and additional auxiliary
variables. Within this framework, the SG-MCMCmethod is defined by the choice of
a diffusion D (z) and drift term f (z). This may be done by choosing a Hamiltonian
H (z), positive-semidefinte diffusion matrix D (z), and skew-symmetric curl matrix
Q (z), and then choosing f (z) in (2.5) as follows:
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f (z) = − [D (z) +Q (z)] ∇H (z) + Γ (z)
Γ (z)i =
d∑
j=1
∂
∂z j
[
Di j (z) +Qi j (z)
] (2.6)
with the distribution on z then given by
pi (z) ∝ exp (−H (z)) (2.7)
2.3 SOL-MC Sampler
Second Order Langevin SDE
Similar to the methods in Section 2.2 we choose an underlying auxiliary dynamical
system to derive the second-order Langevin (SOL) Stochastic Differential Equation
and define our SOL-MC sampler. To do this, we use the described framework above
from [MCF15]. We choose the Euclidean Hamiltonian (2.1), and the diffusion
matrix and the curl matrix are taken as:
D (z) =
[
0 0
0 C (z)
]
(2.8)
Q (z) =
[
0 −I
I 0
]
(2.9)
These choices can be interpreted as creating an SDE that combines Hamiltonian
dynamics with an Ornstein-Uhlenbeck (OU) process. Solving (2.6) using these
choices for H (θ, p), D, andQ yields the second-order Langevin or inertial Langevin
SDE:
dθ = M−1pdt
dp = −∇V (θ) dt − CM−1pdt + √2CdW (2.10)
It was shown much earlier than [TOM10] by [Cau63] that this SDE, which models
a viscously-damped nonlinear elastic dynamic system excited by white noise, has a
stationary distribution defined by the Boltzmann-Gibbs distribution:
Π (θ, p) ∝ exp [−H (θ, p)] = exp
[
−1
2
pTM−1p − V (θ)
]
(2.11)
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Figure 2.2: Illustration of the trade-off of choosing the damping. If there is very
little damping, Hamiltonian dynamics dominate resulting in a highly correlated
trajectory that can quickly explore the space. If there is high damping, the OU
process dominates which results in less coherent evolution but also less exploration
of the space. For optimal damping, the trajectories balances the drift and diffusion
processes to explore the space without excessive correlation.
The Hamiltonian H (θ, p) is the sum of a quadratic kinetic energy term and a pseudo
potential energy term V (θ):
V (θ) = − log pi (θ) (2.12)
This SDE can be used to sample from an arbitrary PDF pi (θ). To accelerate the
convergence of the SDE to the appropriate stationary distribution pi (θ), [TOM10]
introduced a diffusion term using the damping matrix C (θ) in (2.10). The choice
of C (θ) determines whether the Hamiltonian dynamics or the diffusive dynamics
dominate the trajectory. This trade-off is illustrated by Figure 2.2. The optimal
choice of damping is considered in a later sub-section. Alternatively, if we choose
the Hamiltonian (2.3), instead of (2.1), as the basis for our sampler, then we get a
Riemannian formulation of the SOL SDE sampler, SOL-RMC.
Numerical Integration
Now that we have found an auxiliary continuous-time dynamical system to sample
from the desired posterior, we must choose an appropriate numerical implementa-
tion that combines numerical integration of the SDE and metropolized sampling of
the candidates to ensure that SOL-MC samples from the correct posterior, despite
numerical discretization errors. The discretization and integration of the SDE (2.10)
was studied in [BO10], using a general method they call the Geometric Langevin
Algorithm (GLA). The key observation is that the SDE can be split into the sum of
Hamilton’s equation and the Ornstein-Uhlenbeck equation. The solution to Hamil-
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ton’s equation is approximated using a symplectic integrator, while the solution to
the Ornstein-Uhlenbeck equation is solved exactly since it is a linear equation.
The GLA solves this SDE using Strang-Type Splitting:
(θk+1, pk+1) = ψtk+h,tk+h/2 ◦ Θh ◦ ψtk+h/2,tk (θk, pk) (2.13)
This is a composition of two integrators: ψtk+h/2,tk (θ, p), which integrates the
Ornstein-Uhlenbeck process exactly from tk to tk + h/2, a half a time step, and
Θh (θ, p), which approximately integrates the Hamiltonian system forward by a full
time step h:
pˆn = exp
(
− h2CnM−1
)
pn +
√(
I − exp (−hCnM−1) ) M ξˆn
p1/2n = pˆn − h2∇V (θn)
θn+1 = θn + hM−1p1/2n
p¯n+1 = p
1/2
n − h2∇V (θn+1)
pn+1 = exp
(
− h2Cn+1M−1
)
p¯n+1 +
√(
I − exp (−hCn+1M−1) ) Mξn
(2.14)
We choose this 2nd-order GLA integrator because the 1st-order GLA integrator that
is used in [TOM10] is not reversible and thus cannot be metropolized. It combines
the exact integrator for the Ornstein-Uhlenbeck process with a symplectic Stőrmer-
Verlet method for the Hamiltonian equation [BO10]. While this method is also not
directly reversible, it is reversible when combined with a momentum flip. This
momentum flip makes it similar to other metropolized dynamics based samplers
such as HMC [BV10; Dua+87; Hor91].
Metropolization
The discretization in (2.14) for the SOLSDE in (2.10) introduces numerical errors so
that (2.14) need not have the target stationary distribution. In order to ensure that the
sampler exactly samples from the correct target pi (θ), we add a Metropolis step after
each integration time step. A metropolized formulation of a general GLA integrator
for the inertial Langevin equation is introduced in [BV10] as theMetropolis Adjusted
Geometric Langevin Algorithm (MAGLA). This metropolized formulations builds
upon the original work of [Dua+87; Hor91]. The proposal (θn, pn) →
(
θ∗n+1, p
∗
n+1
)
is defined by integrating these dynamic variables forward in time using one step of
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the GLA integration algorithm (2.14). The Hamiltonian dynamicsΘh are reversible
when combined with a momentum flip. This reversibility means that
(
θ∗n+1, p
∗
n+1
)
= Θh (θn, pn)
(θn,−pn) = Θh
(
θ∗n+1,−p∗n+1
) (2.15)
The Metropolis acceptance step is defined by
(θn+1, pn+1) =

(
θ∗n+1, p
∗
n+1
)
, if ζn < α
(
θn, pn, θ∗n+1, p
∗
n+1
)
(θn,−pn) , otherwise
(2.16)
where ζn is a sampled uniform variable on [0, 1] and the momentum is flipped if
the candidate is rejected to maintain reversibility. The acceptance probability α
in (2.16) is given by the Metropolis-Hastings algorithm (1.14):
α
(
θn, pn, θ∗n+1, p
∗
n+1
)
= min
1,
Q
(
θn,−pn | θ∗n+1, p∗n+1
)
Π
(
θ∗n+1, p
∗
n+1
)
Q
(
θ∗n+1,−p∗n+1 | θn, pn
)
Π (θn, pn)
 (2.17)
where the posteriorΠ (θ, p) is defined by (2.11) while the ratio of the proposal PDFs
Q is defined by
Q(θn,−pn |θ∗n+1,p∗n+1)pi(θ∗n+1,p∗n+1)
Q(θ∗n+1,−p∗n+1 |θn,pn)pi(θn,pn) = exp
(−∆E (θn, θ∗n+1) )
∆E
(
θn, θ
∗
n+1
)
=
1
2
D2Ld
(
θn, θ
∗
n+1, h
)T M−1D2Ld (θn, θ∗n+1, h) + V (θ∗n+1)
−1
2
D1Ld
(
θn, θ
∗
n+1, h
)T M−1D1Ld (θn, θ∗n+1, h) − V (θn)
(2.18)
While [BV10] show this result when the friction coefficient C is constant, it still
holds when C is a function of θ. In (2.18), Ld (θn, θn+1, h) is the discrete Lagrangian
which defines the symplectic integration scheme. For the 2nd-order GLA, the
derivatives of the discrete Lagrangian are
D1Ld
(
θn, θ
∗
n+1, h
)
= − M θ
∗
n+1 − θn
h
− h
2
∇V (θn)
D2Ld
(
θn, θ
∗
n+1, h
)
=M
θ∗n+1 − θn
h
− h
2
∇V (θ∗n+1) (2.19)
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Optimization and Tuning of SOL-MC
When implementing SOL-MC prescribed by (2.10), we have the freedom to choose
the auxiliary mass matrix M and damping matrix C of the SDE. While designing
the sampler, our goal is to speed up convergence to the stationary distribution
and minimize correlations once the stationary distribution is reached to keep the
effective sample size, ESS in (1.16), as large as possible. The first step toward
choosing these parameters is to study the behavior of SOL-MC when sampling a
Gaussian distribution, because the SDE for sampling the Gaussian can be solved
analytically.
Gaussian Linear System
When the target distribution is a zero-mean Gaussian, it is straightforward to prove
several optimality results. The Hamiltonian for this system is quadratic:
H (θ, p) = 12pTM−1p + 12θTGθ (2.20)
Thus, the SDE reduces to a stochastic linear system, which yields the continuous
time dynamical system of the form Ûz = Az + bw:[ Ûθ
Ûp
]
=
[
0 M−1
−G −CM−1
] [
θ
p
]
+
[
0√
2C (θ)
]
w (2.21)
Mass Matrix
The Gaussian potential in the Hamiltonian (2.20) has constant curvature, where
G (θ) = G = Σ−1  0. As discussed in Section 2.2 for HMC and RM-HMC, by
choosing M, the mass matrix for the auxiliary system, to be G, the momentum
distribution will align with the dominate directions of the Gaussian distribution.
This reduces sample correlation. For the pseudo potential energy of a general
posterior distribution, we locally approximate the system with a quadratic potential
by taking the Hessian matrix of the potential, ∂
2V(θ)
∂θ2
. This a real symmetric matrix so
it has a spectral decomposition in terms of the real eigenvalues Λ and orthonormal
eigenvectors Q:
H (θ) =∂
2V (θ)
∂θ2
=QΛQT
(2.22)
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The Hessian is not guaranteed to be positive definite, and so it must be transformed
to be a suitable choice for M. We choose to use the SotfAbs metric [Bet13] H˜.
This choice smoothly transforms the small and negative eigenvalues of the matrixH
using a smoothing parameter  . Small eigenvalues are mapped close to  and large
negative eigenvalues λ are mapped to −λ. The transformation is
M =H˜ (θ)
=QΛ coth
[
−1Λ
]
QT
(2.23)
When choosing  , the smaller the  , the flatter the quadratic estimate of the potential
can be thus enabling the sampler to take larger steps in the flat directions, making
generally small  preferred. However, two factors keep  from becoming too small.
First, the long steps will cause numerical integration to be less accurate particularly
when the problem is non-linear. Second, the prior distribution often introduces
bounds for parameter values. Thus, if the posterior is flat, but bounded, and  is
small, the trajectories will often overshoot the boundary, causing a high rejection
rate.
Since we are not concerned with maintaining detailed-balance while the SDE is
converging to the stationary distribution during the burn-in period, we can adapt
M to reflect the local geometry via (2.23). Once we judge that we have reached
the stationary distribution based upon the statistics of multiple chains,M is fixed to
reflect the local curvature of the stationary distribution.
Damping Matrix
For the linear stochastic dynamical system (2.21) withM = I, the damping C (θ) is
chosen in [TOM10] by minimizing the maximum real part of the eigenvalues of the
dynamics matrix A. This choice corresponds to critical damping, which maximizes
the convergence to the stationary distribution and thus minimizes the burn-in period.
They find that C (θ) = 2√G. More generally, it can be shown that when M, C, G
are simultaneously diagonalizable, C (θ) = 2√GM. The eigenvalues of A in (2.21)
are given by
det (A − λI) = det
(
λCM−1 + λ2 +M−1G
)
= det
(
λΛCΛ
−1
M + λ
2 + Λ−1M ΛG
)
= 0
(2.24)
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where ΛM , ΛC , and ΛG are the eigenvalues ofM, C, andG, respectively, expressed
as diagonal matrices. Since the system is now diagonal, we can see that in general
the eigenvalues λi take the form of
λ = − λC,i
2λM,i
± 1
2
√√
λ2C,i
λ2M,i
− 4 λG,i
λM,i
(2.25)
The largest eigenvalue is thenminimizedwhen λC,i = 2
√
λG,iλM,i soC (θ) = 2
√
GM.
For a more general case, whenM andG do not necessarily commute, this choice of
parameters will not necessarily be positive definite. Thus, we choose the positive
definite matrix 2
√
M1/2GM1/2 for a general M and G. When the dynamic system
is non-linear, we linearize it by taking the Hessian matrix of the potential, ∂
2V(θ)
∂θ2
.
We then transform this using (2.23) into a positive definite matrix, H˜, to capture the
curvature of the potential surface, giving it the ability to adapt to the local geometry.
This is the same as locally fitting a Gaussian distribution to the posterior and using
that linear system to design the damping. Ultimately this yields
C (θ) = 2
√
M1/2H˜ (θ)M1/2 (2.26)
Convergence and Correlations
As shown in the previous section, minimizing the largest eigenvalue of the linear
stochastic dynamical system (2.21), whenM andG commute, maximizes the conver-
gence rate since the system is critically damped. Furthermore, this also minimizes
the autocorrelation function for this system. The general stochastic linear system
Ûz = Az + bw has the solution:
z (t) = exp [At] z (0) +
∫ t
0
exp [A (t − s)]bdw (s) (2.27)
Let the dynamical system be converged to its stationary distribution and z (0) be
its state. Then assuming the stationary distribution is a zero-mean Gaussian, with
covariance Σ, the covariances between z (t) and z (0) is:
cov [z (t) , z (0)] = exp [At] Σ (2.28)
Using the assumption that the matrices M, C, G are simultaneously diagonaliz-
able, we can look at each of the ith position-momentum pairs in the diagonalize
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coordinate system individually. The dynamics of each of these 2D systems is de-
scribed in [Per13]. The matrix exponential, exp [At], decays at a rate proportional
to exp (Re [λ] t) and has a known form which depends on whether the eigenvalues
are both real, both complex, or identical. Minimizing the maximum real part of
the eigenvalues in (2.25) causes this decay rate to be fastest, which minimizes the
autocorrelation over the trajectory. Thus the effective sample size of the MCMC
sampler defined by this SDE will be highest.
Computational Considerations
Dynamical systems based sampling methods require taking derivatives of the likeli-
hood function. Taking the gradient is unavoidable since it produces the underlying
dynamics. Computing the Hessian is useful for capturing the correlation structure
and the appropriate length scales. Traditional techniques like symbolic derivative
solvers or finite differences do not scale, are computationally intensive, and often
imprecise. Automatic Differentiation (AD) presents an alternative approach that
typically outperforms these traditional methods. AD analyzes code as it compiles
and computes the derivative based upon the underlying elementary operations being
executed on the machine level using the chain rule. Since it takes derivatives of the
computer code itself, it can take derivatives of much more complicated likelihood
functions than symbolic methods. While AD libraries have been developed for a
variety of languages, Julia, a language specifically designed for scientific computing
is especially powerful [Bez+12; RLP16]. Julia looks like a scripting language but
is “just-in-time” compiled, thus giving it the speed of a compiled language like C.
We choose Julia for implementing SOL-MC.
As an example, for the shear building model in the next section, the likelihood
function takes approximately 0.2 second to evaluate and has up to 12 parameters.
Using AD, the gradient computation takes 1.8 seconds and the Hessian takes around
9.3 seconds. When using finite differences, the gradient takes 5.8 seconds and the
Hessian 150 seconds. Thus we see significant computational cost savings.
2.4 System Identification Example
Hysteretic Structure Model
In order to evaluate the performance of SOL-MC, we consider the system identifica-
tion problem of identifying the parameters of a three-story hysteretic building model
from seismic response data. Depending upon the parameters, prior, and input, this
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model can produce globally identifiable or unidentifiable cases. For the globally
identifiable case, we show that SOL-MC is able to effectively find and sample the
posterior efficiently. For the unidentifiable case, we show that SOL-MC can still
sample the posterior, but samples with less efficiency than in the globally identifiable
case.
System Identification Problem
We consider the problem of identifying unknown parameters for the three-story
Masing shear building model where the building is excited by earthquake ground
motion as in [MB08]. We used ten seconds from the Sylmar groundmotion record at
the Olive ViewHospital parking lot recorded during the 1994Northridge earthquake
and available from the Strong-Motion Virtual Data Center [Eng]. This acceleration
time history is sampled at a 50 Hz. The mass distribution for the structure can be
estimated from structural drawings much more accurately than the other structural
model parameters, and so we assume that the mass of each story is known and it is
1.25 × 105 kg. The pseudo-static influence vector b is known to be [1 1 1]T . The
small-amplitude inter-story stiffness Ki is unknown but has a true value of 2.5× 108
N/m for each story when simulating the synthetic response data. The ultimate
strength ru,i is unknown for each story, but has an actual value of 1.75 × 106 N. The
smoothness parameter αi is also unknown, but it is assumed to have the same value
α for each story. Its true value is 4. We assume that the viscous damping matrix C
takes the form of a Rayleigh damping matrix:
C = cmM + ckK (2.29)
where the coefficients are unknown, but have true values of 0.293 for cm and
2.64 × 10−4 for ck .
The output y (t) = Üx (t) + ν (t) is the acceleration of each story sampled at 50 Hz,
yielding 500 samples in the trajectory for each of the three stories. The output is
subject to Gaussian additive noise, ν (t), with mean zero and standard deviation σ.
The value of σ is unknown, but has a true value of 0.5 m/s2. Ultimately, this yields
a likelihood function for the output data D of the form:
p (D | θ, σ) =
(
2piσ2
) −NdNt
2 exp
[
− 1
2σ2
Nd∑
i=1
Nt∑
t=1
(
y
(i)
t (θ) − yˆ(i)t
)2]
(2.30)
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Figure 2.3: Position and potential energy trajectories of the four chains.
where the ten unknown parameters are θ =
[
k1, k2, k3, cm, ck, ru,1, ru,2, ru,3, α, σ
]T ,
yˆ
(i)
t is the measured output at time step t of story i and y
(i)
t (θ) is the simulated
expected output given parameters θ.
The prior distributions on the parameters are chosen as follows: Ki has a log normal
prior with logarithmic mean log
(
2.5 × 108) and logarithmic standard deviation 0.5;
ru,i also has a log normal priorwith logarithmicmean log
(
2.5 × 108) and logarithmic
standard deviation 0.5; α has a log normal prior with logarithmic mean log (4.0) and
logarithmic standard deviation 0.5; σ2 has a uniformly distributed prior between 0
and 3; cm has a uniformly distributed prior between 0 and 1.5; and ck has a uniformly
distributed prior between 0 and 1.5 × 10−3.
We implemented this model using MATLAB and Julia using the Newmark-beta
method for numerical integration. Intermediate shorter time steps were added
betweenmeasurements to increase accuracy and stability, particulary during velocity
reversals and loop closures. The input was held constant during each intermediate
integration period. The implementation of the extended Masing rules were reduced
to a set of conditional statements, as described in [Thy89].
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Results: Globally Identifiable Case
We began by simulating several Markov chains to estimate when the SDE reached
stationary state. During this initial burn-in phase, 300 stepswere simulatedwhere the
SDEwas solved without Metropolis correction to speed up convergence. The steady
state can be identified once the likelihood function stops changing significantly and
the chains appear to be sampling from the same region. Four chains were selected
based upon their posterior likelihood and they were used to simulate 2000 samples
from the posterior using the metropolized sampler. The trajectory of the samples
and the log posterior can be seen in Figure 2.3. We see that they converge to the
stationary distribution in under 300 iterations and then begin sampling from it. The
burn-in period was determined by inspecting the convergence of the log posterior
function for the chains before the SDE is metropolized. During the burn-in period,
the time step was set to 0.1 and themassmatrixM was adapted to the local geometry.
Once the burn-in period ended, the time step was set to 1.0 and the mass matrix
fixed to ensure that the chain had the correct stationary distribution for the sampling.
The potential surface in this example is generally very non-smooth, and so a smaller
time step is needed to converge faster to the high probability manifold. Once the
trajectory finds the high probability manifold, a larger step can be taken since it is
typically much smoother.
The trajectories of many sample chains during a burn-in period can be seen in
Figures 2.4 and 2.5. For the projection onto the σ2 and α plane given in Figure
2.4, we see that the trajectories generally converge to the same funnel like path as
they move toward the stationary distribution at the bottom near (1,1). At early time
steps, the trajectories increase the measurement variance σ2 since the data fit is so
poor. As σ2 becomes very large, this effectively anneals the problem, allowing the
trajectory to explore more space without getting stuck in a local minimum. As the
data fit becomes better, σ2 decreases constraining the trajectories, and forces them
to converge to the high probability manifold. This works well since the model is
globally identifiable.
In contrast, Figure 2.5 shows the projection onto the σ2 and ru,3 plane, where there is
not a single path along which trajectories converge to the high probability manifold.
We still observe a similar annealing behavior, where σ2 increases when the data fit
is poor then decreases as the trajectory hones in on the true values. However, some
trajectories decrease in variance before they converge to the high probability region.
This is because the posterior for ru,3 has high variance, so it is flatter with longer
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Figure 2.4: Sample trajectories projected onto the σ2 and α plane where the color
indicates the evolution in time moving from blue to red.
tails, as the model is close to unidentifiable. This can present additional challenges
to the sampler.
Table 2.1 summarizes our results for four Markov chains sampling the posterior.
We see that each chain produces similar effective sample sizes. For the 8000 total
posterior samples generated by the four chains after their burn-in periods, we get at
least 1745 effectively independent samples for each parameter. The sample mean
and standard deviation are computed across the chains. This is done by weighting
the contribution from each chain by its effective sample size. The results presented
in Table 2.1 are scaled relative to the true value for easier comparison. These values
are in good agreement with those presented in [MB08]. Further, we can also see
in the last row that the effective number of samples for the energy, H (θ, p), is high.
The energy ESS is a good approximation for the overall quality of variance estimates
when the posterior distribution is nearly Gaussian because H (θ, p) then is almost
quadratic. This means that the ESS of H (θ, p) approximates the ESS of the sum of
the scaled and de-correlated second order moments of θ and p.
Figure 2.6 graphically shows the distribution of the posterior samples and their
correlation diagrams. Each color corresponds to samples from a single chain. We
see that the chains sample from the same region and do not seem to be biased, which
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Figure 2.5: Sample trajectories projected onto the σ2 and ru,3 plane where the color
indicates the evolution in time moving from blue to red.
is indicative of good convergence. Several of the variables exhibit high correlations,
but are all globally identifiable. The correlation structure agrees with the results
from [MB08] and what is expected from the structure of the model.
Next, we study the influence of the integration time step and the choice of damping
matrix in sampling the posterior. We start chains at the true value of the parameters
and sample the manifold using different integration time steps h and weights on
the damping matrix. The damping matrix takes the form of C = 1γ C¯, where C¯
is the nominal damping matrix. We see the results for the effective sample size
estimates when using different time steps and damping weights in Figure 2.7. As
the integration time step increases, the ESS generally increases until it becomes
too large and the proposed samples overshoot and leave the high probability region
causing them to be rejected. The energy ESS peaks at a smaller time step than the
state ESS because the larger the time step, the more it biases the kinetic energy to be
smaller because higher kinetic energy proposals will similarly overshoot. Further,
choosing small γ corresponds to a large degree of damping and noise. This choice
reduces the energy correlation but increases the state correlation since the SDE has
more of a random walk behavior. Large γ means that there is weak damping so
the Hamiltonian dynamics dominate. Thus the energy is largely conserved along
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Variable ESS 1 ESS 2 ESS 3 ESS 4 ESS Total Scaled Mean Std
k1 562.29 668.37 696.92 732.5 2660.1 1.006 0.0026
k2 684.27 851.43 628.74 810.05 2974.5 0.994 0.0023
k3 756.97 739.64 396.03 667.67 2560.3 1.003 0.002
cm 520.49 505.23 562.53 555.55 2143.8 1.019 0.088
ck 682.44 733.7 560.36 679.05 2655.6 0.955 0.044
ru,1 501.49 562.45 545.26 527.38 2136.6 0.998 0.0038
ru,2 492.37 433.89 749.63 757.86 2433.8 0.993 0.0091
ru,3 595.76 415.89 204.19 529.31 1745.2 0.933 0.038
α 776.55 567.39 767.25 835.85 2947 1.018 0.015
σ2 941.29 687.03 365.97 581.27 2575.6 0.981 0.033
H (θ, p) 774.42 763.9 839.61 758 3135.9
Table 2.1: Summary of the statistics for the four Markov Chains describing the
effective sample size of each chain of length 2000 samples, total effective number
of samples out of 8000 samples, mean estimate for each variable scaled relative to
the true value, and the standard deviation.
the trajectory, which decreases the energy ESS. However, the trajectory can better
explore thewhole posterior and take larger stepswith a high likelihood of acceptance,
which increases the state ESS. From Figure 2.7, we see that the sampling efficiency
appears to be more sensitive to the choice of time step than to the damping weight γ
and that for this problem, these parameters influence the ESS fairly independently.
Moreover, when choosing these parameters, it is important to balance the sample and
energy ESS to ensure high quality parameter estimates of the means and variances.
Results: Unidentifiable Case
When the smoothing parameter αi is not constrained to be the same for all stories, the
model parameters α3 and ru,3 for the third story become unidentifiable because there
is little yielding for that story under the excitation. This makes sampling the highly
non-Gaussian manifold much more difficult since the SDE is optimized to sample
Gaussian like distributions. Many Markov chains are simulated with an initial 300
burn-in samples to find the high likelihood region of the posterior distribution. Then
ten chains were selected based upon their posterior likelihood and used to sample
the posterior for 2000 steps. The chains were able to converge to the stationary
distribution and sample the high probability content of the posterior. The chains
sample the posterior less efficiently and with somewhat more bias and variability
than in the globally identifiable case.
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Figure 2.6: Samples showing parameter distributions and correlation for the globally
identifiable case using SOL-MC.
Figure 2.8 shows the histograms for the estimated parameters for the ten different
chains. We can see that the samples appear to generally capture the same region of
the posterior; however, the red and green chains can be seen to over-sample some
of the bins. This is indicative of the chains getting stuck temporarily and having a
very high rejection rate for a few parameter values. This behavior will cause those
chains to have a small ESS, so when posterior estimates are made, those chains carry
less weight, leading to unbiased results. This variability is caused by the different
chains having different initial mass matrices corresponding to their starting point
from sampling the manifold.
Figure 2.9 graphically shows the correlation diagrams for the ten chains sampling this
distribution. Since each chain converged to a different point on the manifold, each
with different local geometry, their auxiliary mass matrices are different, causing
them to sample the posterior differently. However, they still generally cover the same
region and appear to be largely unbiased. We can see that themost challenging aspect
of the posterior distribution is the relationship between α3 and ru,3, which has a very
non-gaussian banana shape, and this leads to a lower ESS compared to the other
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Figure 2.7: Plots of the minimum effective sample size for 1000 samples over all
parameters, mean ESS over all parameters, and energy ESS for different sampler
integration time steps and damping weight, 1γ .
parameters. Table 2.2 summarizes these results. We see that chains 6 and 10 have a
very low ESS, which corresponds to the chains getting stuck, as seen in Figure 2.8.
2.5 Extensions
Riemannian SOL-MC
If the Riemannian Hamiltonian (2.3) was used to construct the sampler based upon
the same method described in Section 2.3, the sampler would be the SOL-MC
equivalent of Riemannian Manifold HMC. Using the same numerical integration
techniques employed byRM-HMC for the hamiltonian integration part of the Strang-
Type splitting, Equation (2.13), a reversible proposal can be formed. Then a similar
Metropolis step can be used to accept or reject the proposed sample in the SDE,
as in the normal SOL-MC algorithm. Like RM-HMC, using Riemannian SOL-
MC enables the sampler to better adapt to the local geometry of the posterior
distribution, thus increasing effective sample size. This comes at the cost of having
to take higher-order derivatives of the likelihood function.
Non-Reversible SOL-MC via Resampling
Constructing a non-reversible kernel enables HMC to sample unidentifiable pos-
teriors well. By adapting these methods for SOL-MC, we can also increase its
performance. By periodically resampling the momentum of the dynamical system
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Figure 2.8: Samples showing parameter distributions for the unidentifiable case
using SOL-MC. The colors represent the ten chains.
from its stationary distribution, the Markov chain will more quickly decorrelate.
Since the composition of operations that maintain the invariant distribution of the
Markov chain will still maintain the correct invariant distribution, this momentum
refreshment will not effect the stationary distribution. In effect, this transforms the
SOL-MC sampler from following the trajectory of a single dynamical system to a
sampler that follows a trajectory for a number of steps, then after resampling the
momentum, it follows a new trajectory. By studying the behavior of the linear,
Gaussian problem, this type of non-reversible momentum resampling can increase
the robustness of SOL-HMC over HMC. This can be seen in Figure 2.10. When
the mass matrix of HMC and SOL-MC does not perfectly align with the covariance
structure of the Gaussian they are sampling, HMC’s performance can suffer and it
can become sensitive to the choice of timestep. SOL-MC is less affected by this
misalignment due to the robustness added by the stochasticity.
Example: Bayesian Logistic Regression
In order to evaluate the potential effectiveness of these extensions to SOL-MC, they
are tested against HMC and RM-HMC while solving the Ripley Bayesian Logistic
Regression test problem in seven dimensions [Rip07]. This test problem was used
to evaluate RM-HMC in [GC11]. One million posterior samples were generated
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Figure 2.9: Samples showing parameter correlations for the unidentifiable case
using SOL-MC. The colors represent the ten chains.
using a standard RM-HMC algorithm to serve as a baseline for estimating the
error in the mean estimate and error in the covariance estimate of the posterior,
quantified using the Frobenius norm. The performance space of each algorithm
was explored by evaluating it at many different parameter values to see the range of
possible performance. For HMC and RM-HMC, the parameters were the step size
and number of intermediate steps. For Riemannian SOL-MC, standard SOL-MC,
and fixed damping SOL-MC, the free parameters are the step size and scaling on
the damping matrix. While for the non-reversible formulations, i.e. those with
momentum resampling, of Riemannian SOL-MC, standard SOL-MC, and fixed
damping SOL-MC, the free parameters are the step size, scaling on the damping
matrix, and the frequency of momentum resampling. For each of these choices of
parameters, 32 tests were run, each using a total of 17,500 model evaluations.
Figure 2.11 presents the results comparing HMC, fixed damping SOL-MC, and
fixed damping SOL-MC with momentum resampling. For these algorithms, the
mass and damping matrix were set at the start of the algorithm and fixed based
upon the Fisher information matrix evaluated at the initial point. This means that
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Variable ESS
1
ESS
2
ESS
3
ESS
4
ESS
5
ESS
6
ESS
7
ESS
8
ESS
9
ESS
10
ESS
To-
tal
Scaled
Mean
Std
k1 566 235 603 350 724 31 729 504 250 13 4005 1.006 0.002
k2 568 355 595 452 698 63 642 432 268 12 4087 0.994 0.002
k3 466 103 507 297 340 71 466 305 159 8 2721 1.003 0.002
cm 287 162 387 339 391 104 484 340 141 10 2649 1.013 0.08
ck 332 273 488 290 419 47 472 243 177 12 2754 0.958 0.045
ru,1 561 200 409 424 486 39 435 478 117 8 3156 0.998 0.003
ru,2 240 246 291 245 213 15 638 251 251 127 2518 0.99 0.012
ru,3 190 64 179 158 75 13 91 107 58 11 946 0.939 0.12
α1 583 294 474 434 654 53 430 388 244 13 3567 1.013 0.015
α2 392 360 597 627 367 12 456 295 426 6 3539 1.038 0.037
α3 138 35 132 103 43 10 131 44 31 10 678 1.02 0.222
σ2 782 439 738 492 635 19 601 743 204 15 4666 0.983 0.025
H (θ, p) 456 269 481 315 484 36 609 289 139 61 3139
Table 2.2: Summary of the statistics for the ten Markov Chains describing the
effective sample size of each chain of length 2000 samples, total effective number
of samples out of 20000 samples, mean estimate for each variable scaled relative to
the true value and the scaled standard deviation.
after the initialization, only the gradient of the likelihood function is computed at
each step. Each point on this plot represents the evaluation of a sampler using a
specific set of parameters while the line indicates the Pareto optimal performance
front based upon the different parameter choices. Looking at the Pareto fronts, both
fixed damping SOL-MC and fixed damping SOL-MC with resampling are able to
outperform HMC in terms of mean estimate error. However, fixed damping SOL-
MC with resampling is also able to get lower covariance estimate error than HMC.
This shows the resampling enables SOL-MC to best trade off covariance and mean
error. The robustness of the algorithm also helps it in this case since the mass and
damping are fixed so they do not always correspond to the correct geometry of the
posterior in this example.
Figure 2.12 presents another set of results comparing HMC, standard SOL-MC,
and standard SOL-MC with momentum resampling. For these algorithms, the mass
was fixed at the start of the algorithm but the damping matrix was adapted at each
step for the SOL-MC family algorithms based upon the Fisher information matrix.
This means that the two SOL-MC algorithms compute the Fisher information at
each step to adapt more to the geometry than standard HMC. In this example, the
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Figure 2.10: Autocorrelation for the Hamiltonian and SOL-SDE dynamics defined
by a Gaussian posterior with imperfectly estimated covariance structure.
added information at each step enables both SOL-MCwith resampling and standard
SOL-MC to outperform HMC, and also their fixed counterparts, in both the mean
and covariance estimate error. Since the damping matrix can adapt to the geometry,
the robustness of SOL-MC becomes less of a concern unlike the fixed case.
Finally, Figure 2.13 presents the results comparing RM-HMC, Riemannian SOL-
MC, and Riemannian SOL-MC with momentum resampling. For these algorithms,
the mass and damping matrices are adapted every iteration based upon the Fisher
information. In this case, there is less performance advantage of Riemannian
SOL-MC with resampling over RM-HMC, although the added parameters allow
Riemannian SOL-MC with resampling to better trade-off the objectives. This is
probably because RM-HMC always has a good estimate of the local covariances
structure of the posterior so the robustness that SOL-MC type algorithms provide is
no longer superior. Riemannian SOL-MC is seen to generally under perform.
2.6 Discussion
MCMC methods based upon an auxiliary dynamical system have become popular
for efficiently sampling the posterior of Bayesian inference problems. The under-
lying dynamical systems enable these algorithms to better exploit the geometry of
the posterior distribution and to propose samples which converge quickly to the
stationary distribution and have low sample correlation. We introduce a new sam-
pler, Second-Order Langevin Monte Carlo, which explicitly treats the sampler as
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Figure 2.11: Mean and Covariance Estimate Error when using HMC, fixed damping
SOL-MC, and fixed damping SOL-MC with momentum resampling (MR). The
points indicate implementations with different parameters and their error bars. The
lines show the Pareto optimal performance front for each algorithm.
a dynamical system described by a Stochastic Differential Equation. This SDE
has the posterior as its stationary distribution and is solved using a Metropolized
integrator to ensure that it samples exactly from the correct distribution, despite the
approximate numerical solution of the dynamic equations of the sampler. Since the
sampler is described by a stochastic dynamical system, we can choose its parameters
by studying the behavior of the system. For the SOL SDE, we choose the auxiliary
damping and mass matrices to optimize for Gaussian-like distributions by maximiz-
ing the convergence rate and minimizing correlation. Further, when implementing
SOL-MC, we can take advantage of automatic differentiation which significantly
speeds up derivative calculations over other methods.
We investigate the effectiveness of SOL-MC by solving two system identification
problems based upon identifying the parameters of a three story building. The
first problem yields a globally identifiable posterior. For this problem, SOL-MC
is able to generate samples very efficiently and without bias. We also show how
the choice of damping matrix and time step affect the efficiency of the sampler,
which further helps inform our parameter choices. The second example has an
unidentifiable posterior distribution, which makes the problem more challenging
since it is highly non-Gaussian. We show that standard SOL-MC can find the high
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Figure 2.12: Mean and Covariance Estimate Error when using HMC, SOL-MCwith
adaptive damping, and SOL-MC with momentum resampling (MR) and adaptive
damping. The points indicate implementations with different parameters and their
error bars. The lines show the Pareto optimal performance front for each algorithm.
probability manifold but it is less efficient and exhibits some bias when sampling
since the local geometry varies over themanifold. This illustrates the need to develop
additional adaptive methods to optimize the sampler for non globally identifiable
posteriors.
Other aspects of dynamical system can be exploited to further improve SOL-MC.
Adaptive time step control can be used to improve convergence of the SDE to the
stationary distribution. Time step control is common for integrating dynamical
systems and can be employed here to continually find a good trajectory time step
as it moves toward the high probability manifold. Further, when using a population
of chains to sample a difficult posterior, using a population level estimate of the
posterior covariance matrix weighted by the sample likelihood would help to better
capture the global properties of the posterior. Finally, because scaling the damping
matrix can affect the sampling by trading off the hamiltonian dynamics and diffusion,
we could adjust this dynamically to better suit the local posterior geometry. In
general, we see that continuing to exploit the properties of dynamical systems when
designing SOL-MC will enhance its performance for challenging high dimensional
inference problems.
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Figure 2.13: Mean and Covariance Estimate Error when using RM-HMC, Rieman-
nian SOL-MC, and Riemannian SOL-MC with momentum resampling (MR). The
points indicate implementations with different parameters and their error bars. The
lines show the Pareto optimal performance front for each algorithm.
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C h a p t e r 3
SEQUENTIAL TEMPERED MCMC
It is important for many applications to solve Bayesian inference problems on dis-
tributed high performance computing (HPC) resources and to take advantage of
new computing environments like GPUs. Typical MCMC methods are sequential
and cannot directly take advantage of HPC. However, population-based MCMC
methods, like transitional/multilevel MCMC [CC07; PC12], AIMS [BZ13], Al-
Tar/CATMIP [MSB13], andmost generally SequentialMonte Carlo (SMC) [KBJ14;
DDJ06; Jas+11; Cho02] can exploit parallelism by evolving a population of Markov
chains simultaneously. For example, AlTar/CATMIP has been developed for GPU
cluster implementations to solve inference problems in geophysics. This class
methods, mostly derived from TMCMC and SMC, combine importance sampling,
Metropolis-Hastings, and annealing. In this thesis, we refer to this class of methods
as Sequential Tempered MCMC (ST-MCMC). During ST-MCMC the population of
samples is gradually transformed from being distributed according to the prior dis-
tribution to being distributed according to the posterior distribution over a series of
levels. In this chapter, I present several improvements that are generally applicable
to Sequential Tempered MCMC methods.
First, I have developed theory specifically for population-based MCMC to quantify
the expected performance of the algorithm based upon Effective Sample Size (ESS).
Previous work has discussed the convergence properties of these methods [Del04;
DDJ06; CC07] and provided basic intuition for parameter choices [KBJ14], however
theoretical results are still needed to relate parameters choices and performance.
This theory defines how the population size, annealing rate, and the Markov chain
autocorrelation influence the effective sample size of the population at each level,
which controls the quality of the Monte Carlo estimates. I integrate this theory
into new methods for adaptively tuning the parameters defining population MCMC
algorithms to achieve better performance. Not only will this work make these
methods faster, but they will make Sequential Tempered MCMC methods easier for
practitioners to use and trust their results.
Second, I have developed better proposal methods for theMCMC step to explore and
adapt to the high dimensional posterior distribution. I have introduced new tuning
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methods for adapting the proposal distribution scaling (spread) using a feedback
controller to achieve a desired acceptance rate. This controller enables the proposal
distribution to learn from the population level estimate of the acceptance rate and
tune the scaling accordingly based upon the underlying theory ofMetropolisMCMC
[Ros+11]. Further, moving beyond standard Metropolis, which suffers form the
curse of dimensionality, I have adapted the Modified Metropolis Algorithm [AB01;
ZK11], for use when the proposal distribution is a multivariate Gaussian with any
covariance structure. This new algorithm, called the Rank OneModifiedMetropolis
Algorithm (ROMMA), performs a series of rank one updates according the prior
distribution to form a proposal candidate. ROMMA avoids many of the high-
dimensional scaling issues seen with Metropolis MCMC particularly when the prior
distribution has bounded support.
3.1 Motivation
Sequential Markov Chain Monte Carlo methods rely on generating samples by
evolving a Markov Chain which explores the posterior distribution and estimates
expectations with respect to the posterior based upon the ergodicity of the chain.
These single chain sequential samplers are difficult to parallelize, tune, and adapt to
complex posterior environments such as unidentifiable and locally identifiable mod-
els, such as multi modal distributions. Sequential Tempered MCMC methods are
population-based methods that can more efficiently generate samples from complex
posteriors and utilize high performance computing parallelism and thus overcome
many of these challenges.
ST-MCMC methods evolve a population of Markov chains through a series of in-
termediate posterior distribution levels until, as a population, they reach the final
posterior. First, the evolution of the Markov chains, typically the most computation-
ally intensive aspect of the problem because it requires solving the forward model,
can be done in parallel for these methods, thereby enabling HPC. Second, the pop-
ulation of samples that evolve through the levels provides a global perspective on
the posterior distribution, enabling easier parameter tuning that does not rely on the
ergodicity, like adaptive MCMC [Ros+11]. Finally, having a population of samples
and using intermediate levels allows the different chains to simultaneously explore
multiple modes of the posterior. Since each chain produces a single sample at the
end of the final level, the mixing time of the Markov chain while sampling the ulti-
mate posterior distribution is significantly less relevant and so it can be much more
efficient to use these methods. The intermediate levels also enable the algorithm to
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Figure 3.1: Illustration of a set of distributionswhich gradually transform a unimodal
prior into a bimodal posterior. These intermediate distributions are defined by an
annealing factor β ∈ [0, 1]
estimate the model evidence for solving model selection problems [CC07].
My work on ST-MCMC methods has been focused on optimizing the MCMC com-
ponent of the algorithm and to better design the algorithm as a whole based upon
theoretical results. While previous studies have introduced ways of tuning ST-
MCMC methods, lots of work remains to better exploit the information that can be
gained from the population of Markov chains. I have developed methods to better
exploit the information that is learned from the samples to tune the proposal distri-
bution and to introduce better sampling methods which do well in high dimensional
spaces with difficult-to-sample geometries. Previously, little theoretical guidance
has been provided for choosing the length of the Markov chains and the target varia-
tion between intermediate distributions. I introduce some theoretical results to help
provide guidance on setting these parameters.
3.2 Sequential Tempered MCMCMethods
Sequential Tempered Algorithm
Sequential TemperedMCMCmethods can be divided into three basic parts: anneal-
ing, MCMC, and importance resampling. The annealing step introduces interme-
diate distributions that gradually evolve the samples from the prior to the posterior
instead of directly jumping to the posterior. An example of these intermediate dis-
tributions is presented in Figure 3.1. The MCMC step allows the samples to explore
the intermediate distributions and adjust to changes as the distributions evolve. The
importance resampling step discards unlikely samples and multiplies likely samples
tomaintain and rebalance the samples with respect to the changes in the intermediate
distributions from one level to the next.
A general ST-MCMC algorithm is described in Algorithm 1. Depending on the
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implementation, the choice for resampling, adaptation, and MCMC may vary. This
algorithm could be presented even more generally as a form of Sequential Monte
Carlo as found in [DDJ06]. For the rest of this section I will discuss the general
algorithm and us AlTar/CATMIP in particular as introduced in [MSB13] to fix some
choices. The primary difference between AlTar/CATMIP and other methods like
TMCMC is that it has longer MCMC chains, each of equal length. In the subsequent
sections, modifications to this algorithm will be discussed.
When initializing the algorithm, the initial sample population θ(0) is drawn from
the prior distribution. The number of samples in the population is typically fixed
at all levels to be N . Parameters used for the algorithm are then initialized, such
as the annealing factor β, level counter k, and parameters that define the proposal
distribution Q
(
θˆ | θ
)
. Usually, the proposal distribution is taken in the form of
θˆ = θ + η, η ∼ N (0, σ2Σ) . Here σ2 is a tuned scaling factor and Σ is the sample
covariance.
At the beginning of each subsequent level k, the annealing factor βk is computed.
The annealing factor controls the influence of the data at every level by gradually
transitioning the level k stationary distribution from the prior at β0 = 0 to the pos-
terior at β f inal = 1. The increment ∆β at each level is chosen to ensure that the
intermediate distributions are not too far apart, otherwise the sample population
θ(k−1) does a poor job representing the next level distribution pik (θ). This incre-
ment is controlled by looking at the degeneracy of the sample importance weights,
which are weights that allow us to transform samples θ(k−1) from making estimates
with respect to pik−1 (θ) to pik (θ). This process is illustrated in Figure 3.2. This
weight function takes the form of w (θ,∆β) = p(D|θ)β+∆βpi0(θ)
p(D|θ)βpi0(θ) = p (D | θ)
∆β. The
degeneracy in the weights is measured by computing their coefficient of variation
COV
[
w
(
θ(k−1),∆β
)]
and trying to find a ∆β such that it is equal to some target
threshold κ∗. Based upon the theory of importance sampling, the coefficient of
variation is an estimate of the effective sample size, making it a good proxy for
degeneracy. We use the sample coefficient of variation and so to solve for the right
∆β, we must solve:
COV
[
w
(
θ(k−1),∆β
)]
=
√
1
N
∑N
i=1
(
w
(
θ
(k−1)
i ,∆β
)
− 1N
∑N
i=1 w
(
θ
(k−1)
i ,∆β
))2
1
N
∑N
i=1 w
(
θ
(k−1)
i ,∆β
) = κ∗
(3.1)
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Figure 3.2: Illustration of finding ∆β that defines howmuch additional influence the
data has in the next intermediate distribution level. Red dots indicate the sample and
their size indicates their weight. If too large a ∆β step is made, only a few samples
will have the majority of the weights, indicating that the samples poorly represent
the distribution. If too small a ∆β step is made, the next distribution is too close to
the current distribution making it an inefficient choice.
This equation is typically solved using a bisector method since we have an upper and
lower bound for ∆β. Once ∆β and βk = βk−1 +∆β are found, the sample population
θ(k−1) with normalized importance weights wˆk can be used to make expectation
estimates with respect to the kth level PDF pik (θ):
wˆki =
w
(
θ
(k−1)
i ,∆β
)
∑N
j=1 w
(
θ
(k−1)
j ,∆β
) (3.2)
For AlTar/CATMIP, we need the covariance of θ(k) with respect to pik (θ), which can
be estimated as the covariance Σ of the weighted sample population.
The algorithm is now ready to produce the next level sample population. Importance
resampling using the normalized importanceweights produces an initial sample pop-
ulation 0θ(k) that is asymptotically distributed for increasing samples size, according
to pik (θ). Several methods may be used for importance resampling but the most
common for ST-MCMC is multinomial resampling where 0θ(k)i is picked at random
from the weighted set of samples θ(k−1) and the probability of choosing θ(k−1)j is
wˆkj . Because the new sample population is a subset of the previous level population,
there is some added degeneracy. To now add diversity, the sample population 0θ(k)
is evolved according to pik (θ) using MCMC.
The MCMC step for ST-MCMC is defined by the type of proposal distribution used
and the length of the chain. Both of these factors can significantly influence the
performance of the algorithm as the chains must be allowed to evolve sufficiently
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Algorithm 1: General Sequential Tempered MCMC (ST-MCMC)
Step 0: Initialize Level k = 0
Draw θ(0)i for i = 1...N from the prior pi0 (θ)
Set β0 = 0 and k = 1
Define proposal Q1
(
θˆ | θ
)
Step k.1: Find kth level PDF: pik (θ) = p (D | θ)βk pi0 (θ)
Define weights w
(
θ
(k−1)
i ,∆β
)
= p
(
D | θ(k−1)i
)∆β
, for i = 1...N
Solve COV
[
w
(
θ(k−1),∆β
)]
= κ∗ for ∆β
Set βk = βk−1 + ∆β
if βk > 1 then
βk = 1
∆β = 1 − βk−1
end
Step k.2: Compute some population level statistics for pik (θ) from samples θ(k−1)
and weights w
(
θ(k−1),∆β
)
Step k.3: Resample the population θ(k−1) according to the normalized weights wˆk
to get initial level k samples 0θ(k)
Step k.4: Adapt the MCMC proposal Qk
(
θˆ | θ
)
using the population statistics
Step k.5: Evolve samples 0θ(k) according to MCMC with respect to pik (θ) and
proposal Qk
(
θˆ | θ
)
for a number of steps l
Return the ends of the chains as the final level k sample population θ(k)
Update Parameters of Qk+1
(
θˆ | θ
)
using MCMC statistics
Step k.6: Stopping criterion
if βk == 1 then
Stop
end
to ensure that they explore the distribution pik (θ) and de-correlate from each other.
Typically, within Metropolis-Hastings MCMC, a Gaussian proposal is used where
the candidate θˆ = θ+η, η ∼ N (0, σ2Σ) . Σ is the sample covariancematrix computed
using the weighted samples and σ2 is the scaling factor which is adapted using the
acceptance rate of the sampler at the previous MCMC level αk−1. AlTar/CATMIP
uses σ = 89αk−1 +
1
9 , where αk−1 is the average acceptance rate of the Metropolis-
Hastings algorithm at the previous level, and the chains are evolved through a fixed
number l of MCMC steps. The final sample population at level k is θ(k) at the end
of these chains. The algorithm then iterates unless βk = 1 in which case the final
samples are from the posterior distribution.
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Application to Model Selection
One of the original motivations for the development of Sequential TemperedMCMC
methods like TMCMC was to solve Bayesian model selection problems. Such
problems can be very difficult to solve because they require computing the likelihood
of the data given the model, p (D | M), called the model evidence. The model
evidence is the high dimensional normalization factor in Bayes’ Theorem for θ that
MCMC was developed to avoid computing in the first place. It can be thought of as
the expectation of the probability of the data with respect to the prior distribution
generated by the modelM.
p (M | D) = p (D | M) p (M)
p (D) ∝
(∫
p (D | θ,M) p (θ | M) dθ
)
p (M) (3.3)
This integral could be naively estimated using Monte Carlo sampling of the prior
distribution p (θ | M). This estimate would be very computationally inefficient
when the data is informative, since the high probability content of the prior may be
very far from the high probability content of the posterior. However, the intermediate
levels of ST-MCMC enable us to address this problem by decomposing the evidence
computation over the intermediate levels. Let ck denote the contribution of the
evidence for the intermediate level k of the s levels, then:
∫
p (D | θ,M) p (θ | M) dθ =
s∏
k=1
∫
p (D | θ,M)βk p (θ | M) dθ∫
p (D | θ,M)βk−1 p (θ | M) dθ =
s∏
k=1
ck
(3.4)
For each intermediate level, we can perform a fairly accurate Monte Carlo estimate
between the previous level and the current level since these distributions are designed
to be relatively close to each other in terms of the relative effective sample size of
samples coming from the previous level. Having a high ESS means Monte Carlo
sampling will be effective. This leads to the Monte Carlo estimate:
ck =
∫
p (D | θ,M)∆βk p (D | θ,M)
βk−1 p (θ | M)∏k−1
j=1 c j
dθ ≈ 1
N
N∑
i=1
p
(
D | θ(k−1)i ,M
)∆βk
(3.5)
This integral can be thought of as the evidence provided by level k where p (D | θ,M)∆βk
is the data likelihood added by level k and p(D|θ,M)
βk−1 p(θ |M)∏k−1
j=1 cj
is the prior for level
51
k. The combined estimate of the model evidences ck provides an asymptotically
unbiased estimate of the total model evidence.
Relevant Theoretical Results
For the specific case of TMCMC [CC07], theoretical results show that it produces an
asymptotically unbiased estimator of expectations taken with respect to the posterior
distribution. The authors of [CC07] also present Central Limit Theorem results to
show the asymptotic variance of these estimates. For Sequential Monte Carlo
methods, [DDJ06; Del04] present a very general Central Limit Theorem result that
leverages work from the Sequential Monte Carlo and filtering literature. These
results prove the validity of ST-MCMC and can help estimate posterior confidence.
However, these results address the question of how good an estimate is, rather than
directly addressing the question of how parameter choices in the algorithm effect the
estimator’s quality. The theoretical results presented in this chapter seek to formally
address this latter question. This question has been considered in [KBJ14], where
they present some intuition for choosing parameters.
3.3 Effective Sample Size Theoretical Results
Effective Sample Size
The number of effective samples is a common measure used in sampling problems
like MCMC and importance sampling. Because of sample weights or sample
correlations, the estimate quality does not necessary behave the same as if the
estimate was made using independent samples. Thus, the Effective Sample Size
(ESS), given by:
Ness =
var (θ)
var (µˆ (θ)) (3.6)
estimates the size of the population of independent samples that would give the
same variance of the estimate µˆ (θ) as the weighted or correlated sample population.
For example, in the case of a simple mean estimate, µˆ (θ) = 1N
∑N
i=1 θi. In order
to estimate the ESS, for Sequential Tempered MCMC methods, we must consider
the effects of weighting the samples in the Importance Sampling step, performing
the resampling, and evolving the population during the MCMC step. In general,
weighting and resampling reduce the ESS while the MCMC step increases the ESS.
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Importance Weights
One basic estimate for the change in effective sample size due to sample weights for
importance sampling is given by [Owe13]:
NESS ≈ N1 + κ2 (3.7)
Here κ is the sample coefficient of variation of the weights, which is defined as the
ratio of the sample standard deviation of the weights σw divided by their sample
mean µw:
κ = COV (w) = σw
µw
(3.8)
µw =
1
N
N∑
i=1
wi (3.9)
σw =
√√
1
N
N∑
i=1
(wi − µw)2 (3.10)
This estimate is very general since it is independent of the quantity of interest, giving
us basic insight into the evolution of the effective sample size during importance
sampling. However, in practice this estimate is imperfect and can be improved using
more specific knowledge about the quantity of interest [Owe13].
Resampling
For multinomial resampling based on the sample weights, we can compute the
reduction in the effective sample size by quantifying the added correlation in the
population. Assuming that the weighted sample population has an effective sample
size of NESS0 , we find the ESS of the resampled population, NESS1 , to be (see proof
of Theorem 1 at the end of this section):
NESS1 ≈ N
NESS0
NESS0 + N − 1
(3.11)
If the number of samples is large and NESS0 = N we can see that NESS1 = 12N . This
means that using multinomial resampling can significantly reducing the effective
sample size. Other sampling strategies, such as stratified resampling, have been
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shown to have a smaller impact on ESS in other contexts like particle filtering
[DC05].
MCMC
The MCMC step decorrelates samples in the population since they are evolved
independently and this causes the effective sample size to increase. Under some
assumptions, we can approximate the effective sample size NESS2 after the MCMC
step in terms of NESS1 , the ESS of the initial population, by calculating the sample
correlation ρ of the two populations (see proof of Theorem 2 at the end of this
section):
NESS2 ≈ NESS1
1(
1 − NESS1N
)
ρ2 +
NESS1
N
(3.12)
ρ =
∑N
i=1
(
θ
(0)
i − µθ(0)
) (
θ
(1)
i − µθ(1)
)
√∑N
i=1
(
θ
(0)
i − µθ(0)
)2√∑N
i=1
(
θ
(1)
i − µθ(1)
)2 (3.13)
In defining the correlation, θ(0)i is the initial i
th sample state and θ(1)i is the final i
th
sample state, while µθ corresponds to the sample mean for a given population.
Finding a good measure of the correlation of a multivariate sample population is
important to insure that the sample population converges to the correct distribution.
Even if the parameter-wise correlations are small, there might be large correlations
in some transformed set of coordinates. One strategy to mitigate this issue is to use
Canonical Correlation Analysis (CCA) [HS07]. CCA is a technique to efficiently
find the direction and magnitude of maximum correlation between two populations,
i.e., find vectors a and b tomaximize corr
(
aTθ0, bTθ1
)
. Byminimizing the canonical
correlation, we can insure the correlation target is achieved.
Combining Results
By combining the results of (3.7), (3.11), and (3.12) for the importance weighting,
resampling, and MCMC, we can derive the evolution of the effective sample size of
the population as a function of the target coefficient of variation κ and correlation ρ
between the start and end of the Markov chains at level (k + 1):
nk+1 ≈ nk N(N − 1) (1 + κ2) ρ2 + nk (3.14)
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If the population size is large and the COV κ and correlation ρ targets are constant for
all steps, we can find a condition for the existence of a non-zero stationary number
of effective samples by finding the fixed point of (3.14) as the number of levels
increases:
ρ2 <
1
1 + κ2
(3.15)
If this condition holds, then an asymptotic expression for the effective number of
samples is
NESS ≈ N
[
1 −
(
1 + κ2
)
ρ2
]
(3.16)
In general, this analysis gives us a guide for setting the target COV and correlation to
obtain a satisfactory number of samples from the posterior distribution. The region
where learning is possible (i.e. the ESS will be non-zero at the end of all the levels)
is found in Figure 3.3. For example, if κ = 1, then NESS = N
(
1 − 2ρ2) and it
requires ρ < 1√
2
for learning.
Computational ESS Experiment
In order to evaluate how well these theoretical approximations for effective sample
size work as a guideline for choosing parameters in ST-MCMC, we investigate
estimating two quantities of interest (QOI) for a 10 dimensional Gaussian problem.
Ten thousand samples were used to estimate the mean of the first parameter and
the squared magnitude of the parameter vector and 64 runs were used to estimate
the variance of the mean estimate so that the ESS could be computed by equation
(3.6). The final ESS of the two QOI at the end of ST-MCMC using different
target coefficient of variation and correlation values is showing in Figure 3.4. This
experiment shows that in this case, the approximations made underestimate the
effective sample size and that the cutoff line is overly conservative. In fact, many of
the parameters yield an effective sample size ratio greater than one, indicating that
the sample population outperforms independent samples. This type of behavior is
not accounted for in our approximations.
To better understand these results, we can look at a set of parameters where the
target COV is 1.0 and the target correlation is 0.6. As ST-MCMC runs, we can look
at the effective sample size of the population with respect to the target distribution
of that beta level. This ESS is evaluated at each of the three steps of the level i.e. the
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Figure 3.3: Asymptotically, with respect to the number of levels, the ratio of the
effective numbers of samples to total samples is determined by the choices of the
target coefficient of variation and MCMC correlation.
assignment of importance weights, the resampling, and the MCMC sampling. This
trajectory is shown in Figure 3.5 for the two QOI and the theoretical estimates. The
oscillations of the ESS during the trajectories correspond to the increase in the ESS
during the MCMC steps and the decrease in ESS during the importance weighting
and resampling steps. These trajectories can then be separated into these three steps
as seen in Figure 3.6, where each line plots the increase or decrease factor of the
ESS due to either the MCMC, resampling, or importance weighting steps. We can
see that our theoretical results can approximately capture the relative importance of
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Figure 3.4: Comparison of the ratio of ESS to total number of samples for the
theoretical results, equation (3.16), and the results for two actual quantities of
interest computed by simulation. The red line is the theoretical learning cutoff.
these three steps, albeit with some bias. Also, it is evident that there is significant
variability in the ESS that is not accounted for by the theory.
Derivation of ESS Results
ESS for Resampling
Multinomial resampling transforms a weighted sample population whose samples
are θ(0) and normalized weights wˆ into an equally weighted sample population θ(1).
This is done by choosing a sample θ(1)j to be θ
(0)
i with probability wˆi. This leads to
the following lemma and theorem:
Lemma 1. E
[
θ
(1)
i θ
(1)
j
]
= E
[
µ2
θ(0)
]
for i , j
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Figure 3.5: Trajectory of the ESS during a run of ST-MCMC for two quantities of
interest, along with the theoretical trajectory.
Proof.
E
[
θ
(1)
i θ
(1)
j
]
= E
[
E
[
θ
(1)
i θ
(1)
j | θ(0)
] ]
= E
[
E
[
θ
(1)
i | θ(0)
]
E
[
θ
(1)
j | θ(0)
] ]
= E

(
N∑
i=1
wˆiθ
(0)
i
) ©­«
N∑
j=1
wˆ jθ
(0)
j
ª®¬

= E
[
µ2
θ(0)
] (3.17)

Theorem 1.
NESS1 = N
NESS0
NESS0 + N − 1
(3.18)
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Figure 3.6: Change factor in the ESS for each step in the ST-MCMC algorithm
for the two quantities of interest along with the theoretical change factor. Green
corresponds to the MCMC step, red the resampling step, and blue the importance
weighting step.
Proof.
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N
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=⇒ 1
NESS1
=
1
N
+
N − 1
N
1
NESS0
=⇒ NESS1 = N
NESS0
NESS0 + N − 1
(3.18)
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ESS for MCMC
Let θ(0)i be a sample from the initial population after the resampling step and θ
(1)
i be
that same sample after the MCMC step. We can define θ(1)i :
θ
(1)
i = θ
(0)
i + xi (3.19)
Assumption 1. θ(0)i and θ
(1)
j are identically distributed.
In the language of MCMC this means there is no burn-in required since θ(0) and θ(1)
follow the same stationary distribution.
Lemma 2. E
[
θ
(0)
i xi
]
= (ρ − 1) var
(
θ
(0)
i
)
Proof. Noting that θ(0)i and θ
(1)
i follow the same distribution and that therefore E [xi]
is zero.
ρ = corr
(
θ
(0)
i , θ
(1)
i
)
=
cov
(
θ
(0)
i , θ
(0)
i + xi
)
var
(
θ
(0)
i
)
=
var
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θ
(0)
i
)
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θ
(0)
i , xi
)
var
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θ
(0)
i
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= 1 +
E
[
θ
(0)
i xi
]
− E
[
θ
(0)
i
]
E [xi]
var
(
θ
(0)
i
)
= 1 +
E
[
θ
(0)
i xi
]
var
(
θ
(0)
i
)
=⇒ E
[
θ
(0)
i xi
]
= (ρ − 1) var
(
θ
(0)
i
)
(3.20)
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The negative correlation between θ(0)i and xi can be intuitively understood in the case
of a Gaussian distribution. First, recall that xi is the change in position for a Markov
chain starting at θ(0)i and ending at θ
(1)
i . In this case the stationary distribution is a
Gaussian, so the expected direction of the movement of the chain would be away
from θ(0)i toward the mean of the Gaussian. This yields the negative correlation.
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Assumption 2. E
[
θ
(0)
j | θ(0)i
]
= (1 − α) θ¯ + αθ(0)i for i , j and some α ∈ [0, 1]
This assumption corresponds to multinomial resampling of an i.i.d. population
where it is an exact result, since the resampling occurs with replacement, so some of
the population θ(0) are identical copies of other samples in the population. Therefore,
with some probability α, θ(0)j and θ
(0)
i are the same. However, with probability 1−α,
they are independent, so the expectation is just the mean of θ, E
[
θ
(0)
j
]
= θ¯.
Lemma 3. If the population θ(0) has an effective sample size of NESS0 then α =
N−NESS0
NESS0 (N−1)
Proof. When 0θˆ is the mean estimate, the effective sample size can be defined by
1
NESS0
=
var
(
µθ(0)
)
var
(
θ
(0)
i
) (3.21)
Using the fact that all θ(0)i follow the same distribution, along with Equation 3.21
and Assumption 2:
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(3.22)
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Lemma 4. E
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i x j
]
=
N−NESS0
NESS0 (N−1) (ρ − 1) var
(
θ
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i
)
for i , j
Proof. By applying the assumption and previous lemmas and noting E
[
x j
]
= 0:
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E
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(0)
i x j | θ(0)j
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E
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x j | θ(0)j
]
E
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θ
(0)
i | θ(0)j
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[
E
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x j | θ(0)j
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(1 − α) θ¯ + αθ(0)j
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= (1 − α) θ¯E [x j ] + αE [θ(0)j x j ]
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NESS0 (N − 1)
(ρ − 1) var
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θ
(0)
i
)
(3.23)
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Assumption 3. E
[
xi | θ(0)i
]
=
cov
(
xi,θ
(0)
i
)
var
(
θ
(0)
i
) (θ(0)i − θ¯) = (θ(0)i − θ¯) (ρ − 1)
Derived from a linear assumption on the conditional expectation i.e. that E [x | θ] =
aθ + b. The values of a and b are found from the Law of Total Variance, Lemma 1,
and the fact that E
[
x j
]
= 0.
The linear assumption on the conditional expectation holds in the diffusion process
limit of MCMC, described in [R+01], where the underlying posterior is a Gaussian.
In this case, the diffusion limit is an Ornstein-Uhlenbeck process making x and θ
jointly Gaussian. Jointly Gaussian random variables satisfy the linear assumption
on the conditional expectation.
Lemma 5. E
[
xix j
]
=
N−NESS0
NESS0 (N−1) (ρ − 1)
2 var
(
θ
(0)
i
)
for i , j
Proof. By applying the assumption and previous lemmas:
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
Theorem 2.
NESS1 = NESS0
1(
1 − NESS0N
)
ρ2 +
NESS0
N
(3.25)
Proof. Putting everything together:
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3.4 Optimal Acceptance Rate Adaptation for Sequential Tempered MCMC
Many MCMC methods used within ST-MCMC, like random walk Metropolis, rely
on a Gaussian proposal distribution. Tuning this proposal distribution as ST-MCMC
progresses through the intermediate distributions is an important challenge. The
optimal acceptance rate for Metropolis Hastings MCMC can be found for certain
classes of distributions. For a Gaussian distribution in high dimensions, the optimal
acceptance rate is approximately 0.234 when the proposal distribution has a variance
that is a scaled version of the variance of the desired Gaussian distribution [R+01;
Ros+11]. This leads to a variance scaling factor of 2.382Nd , where Nd is the dimension.
This optimal acceptance rate holds for a large class of high dimensional distributions
with independent components and is often used as the target acceptance rate for
Metropolis MCMC algorithms [R+01]. In order to tune the Metropolis sampler, we
can develop a feedback control strategy to tune the covariance matrix scaling of the
Gaussian proposal to produce the target acceptance rate of 0.234. This feedback
controller is designed using the linearization of the dynamics relating the scaling
factor of the proposal Gaussian and the theoretical acceptance rate for sampling a
Gaussian distribution. When applying this controller to AlTar/CATMIP, we assume
that the optimal value of the scaling factor does not change quickly as the probability
distribution evolves through the intermediate levels of the algorithms, judged relative
to the speed at which the acceptance rate converges to the target value using the
controller.
The feedback controller is described in Algorithm 2. We assume a zero-mean
Gaussian proposal distribution and that the covariancematrix used for the proposal is
close to the covariance of the distribution we are sampling from. In AlTar/CATMIP,
this is done by taking the proposal covariance matrix to be a scaled copy of the
sample covariance. We then try to find a factor, σ2, to scale the covariance matrix,
Σ, i.e. the proposal distribution has the form N (0, σ2Σ) . The algorithm begins by
initializing the scaling factor σ2 to be the optimal scaling factor if the distribution
where Gaussian and also by setting a target acceptance rate α∗. In the next step,
the MCMC part is run for level k. This returns the population level estimate of
the acceptance rate for that level. Then the feedback controller adjusts the scaling
factor based upon the difference between the target and actual acceptance rate. The
feedback controller is designed for logσ which allows us to look at this as a linear
system. The feedback constant, G = 2.1, in Algorithm 2 was chosen based upon
studying the dynamics of this system.
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Under the assumption of a posterior target distribution with i.i.d. components and
a smooth target density described in [R+01; Ros+11] in the diffusion limit, the
asymptotic acceptance rate for random walk Metropolis with proposal distribution
N (0, σ2INd ) is α (l) = 2Φ (−√I2 l) . Here, σ = l/√Nd and Φ is the cumulative
distribution function of a standard Gaussian, while I is a constant that depends on
the posterior. They show that this function is optimized when lopt ≈ 2.38/
√
I, which
leads to an optimal acceptance rate of α∗ = 0.234 [R+01; Ros+11]. Assuming the
posterior in the inference problem has been appropriately transformed and decor-
related using the sample covariance, we can use these results to design a feedback
controller to tune σ to achieve this target acceptance rate.
Since the scale factorσ is always positive, we can design a linear feedback controller
for logσ in the form of
logσk+1 = logσk + G [α (logσk) − α∗] (3.26)
In order to choose the feedback constant G, we first formulate the acceptance rate
in terms of the current scaling factor using the complementary error function:
α (logσk) = erfc
(√
INd exp (logσk)
2
√
2
)
(3.27)
Then linearizing the dynamics (3.26) around the optimal choice of the scaling factor,
logσopt , which has an acceptance rate of α∗, yields
logσk+1 = logσk + f (G, α∗)
(
logσk − logσopt
)
(3.28)
The linear factor f (G, α∗) describes how much a small perturbation away from the
optimal scaling factor decays or grows over time. When | f (G, α∗) | < 1 the linear
dynamics are asymptotically stable so the feedback controller will tune the scaling
factor to reach the target acceptance rate. The functional form of f (G, α∗) is
f (G, α∗) = 1 − 2G exp
[−erfc−1(α∗)2] erfc−1(α∗)√
pi
(3.29)
The stable region for this linear system is plotted as the shaded region in Figure
3.7 for different acceptance rate targets. The dynamical system is critically damped
when f (G, α∗) = 0. This occurs when G =
√
pi exp[−erfc−1(α∗)2]
2erfc−1(α∗) . This optimal choice
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of gain G corresponds to the red line in Figure 3.7. Critical damping allows the
controller to reach the target the fastest without overshoot. For comparison, the
trajectory of an underdamped, critically damped, and overdamped controller are
shown in Figure 3.8. Finally, solving for f (G, α∗) = 0 when α∗ = 0.234 yields
G ≈ 2.1.
Figure 3.7: Stability region of the linearized system for different target acceptance
rates. The optimal rate corresponds to critical damping.
Algorithm 2:MCMC Feedback Controller
Step 0: Initialize scaling factor σ2, target acceptance rate α∗, and feedback gain G
Set σ1 = 2.38√Nd
Set α∗ = 0.234
Set G = 2.1
Step k.1: AlTar Level k MCMC
Get σk
Return Acceptance rate αk
Step k.2: Compute new scaling factor
Set σk+1 = σk exp [G (αk − α∗)]
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Figure 3.8: Comparison of log scaling factor trajectories for different feedback
controller gains corresponding to underdamped (yellow), critically damped (red),
and overdamped (blue).
3.5 Sequential Tempered MCMC based on the Modified Metropolis Algo-
rithm
For most inference problems, the most computationally significant step of ST-
MCMC is evolving the population of Markov chains during the MCMC step for
each intermediate distribution. The computational cost is particularly high for high
dimensional inference problems with priors which enforce constraints on the pa-
rameters, such as using uniform prior. This high cost is because if a candidate
step in the Markov chain is proposed in high dimensions without knowledge of the
constraints, it is highly likely that one of the constrains will be violated. Therefore,
developing a proposal method that can integrate this prior information is important
to developing an efficient ST-MCMCmethod for these types of problems. TheMod-
ified Metropolis Algorithm (MMA), developed in [AB01], addresses this problem
under the assumption that the proposal distribution is a Gaussian with independent
variables and that the prior has independent components. The Rank One Modified
Metropolis Algorithm, presented in this thesis, generalizes the MMA algorithm to
any prior distribution and any Gaussian proposal distribution.
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Modified Metropolis Algorithm
The Modified Metropolis Algorithm was developed in [AB01] to overcome the
curse of dimensionality that comes from sampling high dimensional posteriors
when estimating small failure probabilities. This algorithm originally assumed that
the posterior is the product of the prior and an indicator function but can be expanded
to the more general Bayesian inference setting as in Algorithm 3. The algorithm
assumes that the prior distribution pi (θ) has independent components such that
pi (θ) = ∏Ndj=1 pi j (θ j ) . In order to evolve the Markov chain that samples the posterior
p (θ | D), the authors break it up into a two-step proposal. The first step of the
proposal deals with the prior and can be done component-wise. The second step
deals with the likelihood p (D | θ), which is done by evaluating the forward model.
By separating out the prior and evolving it component-wise, this algorithms avoids
the poor dimensional scaling introduced by the prior. This is particularly important
for priors with bounded support because they often have a significant impact on the
posterior. This algorithmwas developed for the case where the proposal distribution
also has independent components.
Rank One Modified Metropolis Algorithm (ROMMA)
We develop a similar two-step proposal process for a more general setting where the
proposal and prior may not correspond to independent variables. In particular, we
study the case of a multivariate Gaussian proposal and general prior. The key idea
is that instead of thinking of the algorithm as a set of component-wise proposals,
think of it as a set of linearly independent rank one proposals. By employing this
algorithm, we can significantly reduce the number of forward model evaluations.
The tradeoff is that this algorithm requires an increasing number of prior evaluations,
which scales linearly with dimension, and it is sensitive to the proposal covariance
used to generate the rank one updates. However, by using this inside of a ST-MCMC
algorithm, the covariance structure is well estimated by the samples and the scaling
can be adaptively tuned.
The Rank One Modified Metropolis Algorithm (ROMMA) for general MCMC
is described in Algorithm 4. In this algorithm, the correlation structure in the
Gaussian proposal is handled using the matrix square root of the correlation matrix.
The algorithm begins by computing the matrix square root, S, of the proposal
covariance, Σ; however, in principle any matrix decomposition may be used. From
this, we need two permutation matrices, P+ and P−. P+ is the identity matrix and
corresponds to performing the rank one updates in the forward direction while P−
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Algorithm 3:Modified Metropolis Algorithm
Step 0:
Set D ; // Diagonal positive definite matrix
Set Nd ; // Number of components of the vector θ
Set Nsteps ; // Number of steps in the Markov chain
Step k:
for i = 1 to Nsteps do
Draw ξ ∼ N (0, INd )
for j = 1 to Nd do
ν j = D jξ j
θˆ j = θ
i
j + ν j ; // Perform component update
Draw ζ ∼ U [0, 1]
/* Accept or Reject the component update according to the
component prior likelihood */
if ζ > pij(θˆ j)
pij
(
θij
) then
ξ j = 0
end
end
θˆ = θi + Dξ
Draw η ∼ U [0, 1]
/* Accept or Reject the full update according to the data
likelihood */
if η < p(D|θˆ)
p(D|θi) then
θi+1 = θˆ
else
θi+1 = θi
end
end
corresponds to reversing or flipping the indices of the variables and performing the
updates in the reverse direction. Using these two permutation matrices is necessary
to produce a reversible sampler.
Then for each step in the Markov chain, we initialize the candidate θˆ to be the
current sample θi and randomly choose the permutation P to be the forward or
reverse ordering with equal probability. Based upon the choice of the permutation,
the transformed matrix square root R is formed. The ith column of R, Ri, will be the
ith rank one update. Finally, we draw a random standard Normal vector ξ, as when
generating a zero-mean multivariate Gaussian with transformed covariance PΣPT
using Sξ ∼ N (0, PΣPT ) .
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Iterating through all of the Nd rank one updates, we construct a proposed candidate θ˜
based upon the current rank one update vector Ri, as θ˜ = θˆ + Riξi. We then compute
the ratio of the priors, pi(θ˜)
pi(θˆ) and choose whether to accept or reject the proposed rank
one change according to a Metropolis step. If the component is rejected, θˆ remains
the same, else θˆ is updated to θ˜. These two steps are performed for all rank one
updates until we reach the final θˆ. This set of rank one proposals can be thought of as
evolving the Markov chain according to the prior since the prior distribution would
be the invariant distribution of this Markov chain in the absence of the likelihood
evaluation step that follows.
After choosing θˆ, we then perform a Metropolis step to accept or reject the entire
vector θˆ according to the likelihood p
(
D | θˆ
)
. Thus, we compute the ratio of the
likelihood for the candidate and current parameter vectors p(D|θˆ)
p(D|θi) . If the sample is
accepted, then θi+1 = θˆ, else θi+1 = θi.
Tuning ROMMA
The scaling for the spread of a MCMC proposal distribution is typically tuned by
trying to find a scaling factor that achieves an acceptance rate target. In ROMMA,
because there are multiple Metropolis steps, finding the appropriate definition of
the acceptance rate is non-trivial. For example, having the function that relates
the scaling factor to the acceptance rate be monotonic is important for many of
the tuning algorithms to achieve a target acceptance rate that corresponds to a
scaling factor that is neither too large or too small and thus induces low correlation.
However, the acceptance rate in the second part of the ROMMA algorithm does not
have this property. This is demonstrated in Figure 3.9 for the constrained Bayesian
logistic regression problem in Section 3.6. When the scale factor is small, the second
Metropolis step acceptance rate is high and generally decreases. Then once the scale
factor gets sufficiently large, the acceptance rate starts to increase again since most
of the rank one proposals in the first step of the algorithm are now getting rejected.
This causes the bifurcation of the correlation with respect to the acceptance rate
seen in the right panel.
An alternative definition of the acceptance rate is to look at the acceptance rate
for a specific rank one component. This means the probability that a specific
component proposal is accepted during step one of the ROMMA algorithm and
also accepted as part of the combined candidate in step 2. Since there are multiple
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Algorithm 4: Rank One Modified Metropolis Algorithm (ROMMA)
Step 0:
Set S =
√
Σ ; // Square root of the proposal covariance Σ
Set P+ = I ; // Matrix for forward parameter ordering
Set P− = Flip (I) ; // Matrix for reverse parameter ordering
Set Nd ; // Number of components of the vector θ
Set Nsteps ; // Number of steps in the Markov chain
Step k:
for i = 1 to Nsteps do
Draw ξ ∼ N (0, INd )
Draw η1 ∼ U [0, 1]
/* Randomly choose forward or reverse component ordering */
if η1 < 12 then
P = P+
else
P = P−
end
Set R = PSPT ; // Compute the transformed components
Set θˆ = θi
for j = 1 to Nd do
θ˜ = θˆ + PRjξ j ; // Perform rank one update
Draw η2 ∼ U [0, 1]
/* Accept or Reject the rank one update according to the
prior likelihood */
if η2 <
pi(θ˜)
pi(θˆ) then
θˆ = θ˜
end
end
Draw η3 ∼ U [0, 1]
/* Accept or Reject the full update according to the data
likelihood */
if η3 <
p(D|θˆ)
p(D|θi) then
θi+1 = θˆ
else
θi+1 = θi
end
end
rank one components, we take the minimum acceptance rate among all of them. As
demonstrated by Figure 3.9, this quantity is generally monotonic since as the scale
factor grows very large, the higher acceptance rate in step 2 is balanced by the higher
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rejection rate in step 1. Since it is monotonic, it is a much better tuning mechanism
to find a scaling factor that leads to low correlation. In the example of Figure 3.9,
the correlation is minimized when the acceptance rate is close to 0.25.
Figure 3.9: Empirical relationship between proposal scaling factor and acceptance
rate (left panel) and acceptance rate and correlation (right panel) for different ac-
ceptance rate values.
Proof of Reversibility
The ROMMAMCMCMarkov process step from θ to θˆ, with transition distribution
denoted by Q
(
θˆ | θ
)
, forms a reversible Markov chain whose invariant measure is
the posterior distribution p (θ | D) ∝ p (D | θ) pi (θ).
Theorem 3. Reversibility: p
(
D | θˆ
)
pi
(
θˆ
)
Q
(
θ | θˆ
)
= p (D | θ) pi (θ)Q
(
θˆ | θ
)
Proof. Let P
(
θ → θˆ
)
denote the probability density that describes moving from
θ to θˆ under the Markov chain proposal, then the transition density from θ to θˆ,
Q
(
θˆ | θ
)
, is:
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Q
(
θˆ | θ
)
= min
©­­«
p
(
D | θˆ
)
p (D | θ) , 1
ª®®¬ P
(
θ → θˆ
)
= min
©­­«
p
(
D | θˆ
)
p (D | θ) , 1
ª®®¬
[
1
2
P
(
θ → θˆ | P+
)
+
1
2
P
(
θ → θˆ | P−
)] (3.30)
We define θˆi to be the ith intermediate evolution step of the candidate θˆ and θ˜i to be
the ith proposal step under the ith rank one update and P
(
θˆi−1 → θˆi | P
)
as the full
transition probability according to both the ith rank one update and the Metropolis
accept/reject step:
P
(
θˆ0 = θ → θˆN = θˆ | P
)
=
N∏
i=1
P
(
θˆi−1 → θˆi | P
)
(3.31)
Each factor in this product can be express in two different ways that depend on
whether the candidate was accepted or rejected at the ith step:
P
(
θˆi−1 → θˆi | P
)
=

min
(
pi(θ˜i)
pi(θˆi−1), 1
)
P
(
θˆi−1 → θ˜i | P
)
θˆi , θˆi−1∫
θ˜
(
1 −min
(
pi(θ˜)
pi(θˆi−1), 1
))
P
(
θˆi−1 → θ˜ | P
)
dθ˜ θˆi = θˆi−1
(3.32)
If we assume the structure of the rank one proposals introduced in Algorithm 4, i.e.
θ˜i = θˆi−1 + PRiξi, we find:
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P
(
θˆi−1 → θˆi | P
)
=

min
(
pi
(
θˆi−1+P ®Riξi
)
pi(θˆi−1) , 1
)
P (ξi | P) θˆi , θˆi−1
∫
ξ
(
1 −min
(
pi
(
θˆi−1+P ®Riξ
)
pi(θˆi−1) , 1
))
P (ξ | P) dθ˜ θˆi = θˆi−1
(3.33)
The key insight into proving reversibility is that the rank one update P ®Ri | P+ is the
same as P ®RN−i+1 | P− so we can undo all the updates from θ → θˆ update using
the ordering implied by P+ by applying the reverse ordering P− or vice versa. This
leads to:
P
(
θˆi → θˆi−1 | P−
)
P
(
θˆi−1 → θˆi | P+
)
=

min
(
pi(θˆi−P− ®RN−i+1ξi)
pi(θˆi) ,1
)
P(−ξi |P−)
min
(
pi(θˆi−1+P+ ®Riξi)
pi(θˆi−1) ,1
)
P(ξi |P+)
θˆi , θˆi−1
∫
ξ
(
1−min
(
pi(θˆi−P− ®RN−i+1ξ)
pi(θˆi) ,1
))
P(−ξ |P−)dθ˜∫
ξ
(
1−min
(
pi(θˆi−1+P+ ®Riξ)
pi(θˆi−1) ,1
))
P(ξ |P+)dθ˜
θˆi = θˆi−1
=

pi(θˆi−1)
pi(θˆi) θˆi , θˆi−1
pi(θˆi−1)
pi(θˆi) = 1 θˆi = θˆi−1
=
pi
(
θˆi−1
)
pi
(
θˆi
)
(3.34)
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Therefore, we can put these results together to find:
P
(
θˆ0 = θˆ → θˆN = θ | P−
)
P
(
θˆ0 = θ → θˆN = θˆ | P+
) = N∏
i=1
P
(
θˆi → θˆi−1 | P−
)
P
(
θˆi−1 → θˆi | P+
)
=
N∏
i=1
pi
(
θˆi−1
)
pi
(
θˆi
)
=
pi (θ)
pi
(
θˆ
)
(3.35)
Substituting this result into the Markov chain transition probability ratio Q(θ |θˆ)
Q(θˆ |θ) , we
can prove the reversibility of the Markov chain:
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Q
(
θ | θˆ
)
Q
(
θˆ | θ
) = min
(
p(D|θ)
p(D|θˆ), 1
) [
1
2P
(
θˆ → θ | P−
)
+ 12P
(
θˆ → θ | P+
)]
min
(
p(D|θˆ)
p(D|θ) , 1
) [
1
2P
(
θ → θˆ | P+
)
+ 12P
(
θ → θˆ | P−
)]
=
p (D | θ)
p
(
D | θˆ
) P (θˆ → θ | P−) + P (θˆ → θ | P+)
P
(
θ → θˆ | P+
)
+ P
(
θ → θˆ | P−
)
=
p (D | θ)
p
(
D | θˆ
) 
P
(
θˆ → θ | P−
)
P
(
θ → θˆ | P+
)
+ P
(
θ → θˆ | P−
) + P
(
θˆ → θ | P+
)
P
(
θ → θˆ | P−
)
+ P
(
θ → θˆ | P+
) 
=
p (D | θ)
p
(
D | θˆ
) 
P
(
θˆ → θ | P−
)
P
(
θ → θˆ | P+
) 1
1 + P(θ→θˆ |P−)
P(θ→θˆ |P+)
+
P
(
θˆ → θ | P+
)
P
(
θ → θˆ | P−
) 1
1 + P(θ→θˆ |P+)
P(θ→θˆ |P−)

=
p (D | θ)
p
(
D | θˆ
) pi (θ)
pi
(
θˆ
) 
1
1 + P(θ→θˆ |P−)
P(θ→θˆ |P+)
+
1
1 + P(θ→θˆ |P+)
P(θ→θˆ |P−)

=
p (D | θ)
p
(
D | θˆ
) pi (θ)
pi
(
θˆ
)
(3.36)
Q
(
θ | θˆ
)
Q
(
θˆ | θ
) = p (D | θ)
p
(
D | θˆ
) pi (θ)
pi
(
θˆ
)
=⇒ p
(
D | θˆ
)
pi
(
θˆ
)
Q
(
θ | θˆ
)
= p (D | θ) pi (θ)Q
(
θˆ | θ
) (3.37)

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3.6 Examples
Constrained Bayesian Logistic Regression
In order to construct a good test problem to evaluate Sequential Tempered MCMC
and ROMMA, we use the German credit Bayesian Logistic Regression test problem
with 24 features [GC11; MST94]. We are interested in evaluating how well the
algorithm works in high dimensions and with a uniform prior that restricts the
solution to a restricted domain, which are characteristic features of the two illustrative
examples in this section. Therefore, we construct the problem here to have 49
dimensions, corresponding to finding regression coefficients for the offset, the 24
features, and the squared magnitude of the 24 features, and then place a uniform
prior between -1 and 0 on each of these coefficients. The posterior distribution of the
constrained problem is then sampled using ST-MCMC with three differen MCMC
samplers: Random Walk Metropolis, the Modified Metropolis Algorithm, and the
Rank-One Modified Metropolis Algorithm. Figure 3.10 shows that there is very
good agreement between the histograms of each coefficient for each of the samplers.
Further, since many of the marginal distributions are significantly skewed towards
the boundary, the prior is having a large effect on the final posterior and thus we
expect ROMMA to perform much better. This performance advantage is seen in
Figure 3.11, which shows that ROMMA requires 61% of the model evaluations of
MMA and 4% of the model evaluations of RWM.
This toy problem illustrates where ROMMA outperforms RWM. The uniform prior
decreases the acceptance rate of RWM significantly compared to ROMMA, forcing
the proposal distribution for RWM to be much tighter. However, when the prior
is not very relevant to the posterior, which would be the case when the prior is
unconstrained, there would be no performance advantage to using ROMMA over
RWM. One possible strategy to improve the performance of ROMMA so that it
outperforms RWM on problems where the prior is not informative relative to the
likelihood is to use a fast-to-compute estimate of the posterior as the distribution
used in step one of ROMMA so that information from the posterior is being used to
choose the rank one components.
Static Finite-fault Geophysical Inverse Problem
The AlTar/CATMIP Sequential Tempered MCMC method was developed to solve
inverse problems in geophysics [MSB13]. One problem discussed in [MSB13]
is that of inferring a static source model for a finite fault. In this problem, we
wish to infer the slip of the fault on discretized patches of the fault domain in
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Figure 3.10: Histograms for the 49 parameters from the sample population of
Random Walk Metropolis, the Modified Metropolis Algorithm, and the Rank One
Modified Metropolis Algorithm for the constrained Bayesian logistic regression
problem.
two orthogonal directions which lie in the fault plane. These two directions are
chosen using seismological information already known about the event such that
one direction is aligned along the dominant direction of the fault slip and the other
is orthogonal to that direction. We call θ‖ the slip parallel to the dominant direction
and θ⊥ the slip orthogonal to the dominant direction. The combined slip for all
patches is contained in the parameter vector θ.
The prior distribution for θ⊥ is taken to be N (0, σ2) , while the prior for θ‖ is
U (umin, umax). In this example, σ = 0.5, umin = −0.5, and umax = 20. The region
is discretized into 144 patches yielding a 288 parameter vector.
The static source model assumes a linear forward model with Gaussian observation
error. Thus, the likelihood function of the observation data, D, given the model
parameters θ, is
p (D | θ) = 1
(2pi) N2 | C | 12
exp
(
−1
2
(D − Gθ)T C−1 (D − Gθ)
)
(3.38)
Here N is the dimension of the parameter vector, C is the covariance of the observa-
tion error, and G is a Green’s matrix function that maps the parameters to the static
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Figure 3.11: Required number of forward model evaluations using Random Walk
Metropolis, the Modified Metropolis Algorithm, and the Rank One Modified
Metropolis Algorithm to solve the constrained Bayesian logistic regression problem.
deformation observations.
As in the previous example, this example problem was then solved using ST-MCMC
with three different MCMC samplers, Random Walk Metropolis, the Modified
Metropolis Algorithm, and the Rank One Modified Metropolis Algorithm. Each
algorithm uses a sample population of 1024 chains and has a set target COV of 1.0
and correlation target of 0.6. The mean and standard deviation of the slip velocity
in the dominant direction is presented in Figure 3.12, while their histograms are
plotted in Figure 3.13. There appears to be good agreement in the inference of these
slip parameters for the three methods.
Figure 3.14 shows the performance comparison of the three methods. ROMMA
requires 1.6% of the number of model evaluations of RWM and 7.8% of the model
evaluations of MMA. MMA performs well when the beta step is small since the
prior distribution well approximates the beta level distribution and there is little
correlation between components, so the independent proposal assumption is not
harmful. However, as the correlation becomes significant as beta increases, MMA
starts to perform poorly, unlike ROMMA, which can adapt its proposal to this
correlation structure. These computation gains come at the cost of many prior
evaluations; however, for geophysics problems with more complex forward models
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Figure 3.12: Sample Mean and Standard Deviation of the final sample population
using RandomWalk Metropolis, the Modified Metropolis Algorithm, and the Rank
One Modified Metropolis Algorithm for the static finite fault model parameters θ‖ .
like the kinematic finite fault model in [MSB13], this cost of prior evaluations
becomes increasingly irrelevant compared with the evaluation of the likelihood
function.
3.7 Extensions
Adaptation using Bayesian Optimization
While the feedback controller introduced in Section 3.4 is well designed for setting
scaling factors in the Metropolis-Hastings algorithm, tuning parameters for other
types of proposals remains challenging. One advantage of using ST-MCMC is that
we can use the population of samples to explicitly measure the quality of ourMCMC
estimate with respect to the distribution. By looking at the beginning and end of
each chain, and estimating the correlation coefficient ρ, we can explicitly try to
minimize this estimate of ρ instead of a proxy for minimizing the correlation like
tuning the acceptance rate to the “optimal” acceptance rate. We could do this by
using Bayesian optimization to learn a functional relationship between our tuning
parameters and the measure of correlation. One approach is to use a Gaussian
process regression as a surrogate model to estimate this functional relationship and
use a lower confidence bound on the estimated ρ to find the minimizer.
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Figure 3.13: Histograms of the final sample population using Random Walk
Metropolis, the Modified Metropolis Algorithm, and the Rank One Modified
Metropolis Algorithm for the static finite fault model parameters θ‖ .
Adaptive ROMMA
While ROMMA does not experience the same type of performance degradation
that MMA suffers on correlated posteriors, it sees few performance gains when the
posterior distribution is uninformed by the prior. The similar performance to RWM
under these conditions is because the first step of ROMMA selects rank one proposal
candidates based upon the prior and then accepts or rejects the final candidate based
upon the data likelihood. Thus, if the prior has little information about the posterior,
the first step is largely irrelevant to the performance of the algorithm. An extension
of ROMMA would be to integrate more information from the data likelihood into
the choice of the rank one components. In the current ROMMA, Algorithm 4, step 1
accepts or rejects with respect to the prior, pi (θ), while step 2 accepts or rejects with
respect to the data likelihood, p (D | θ). However, we can separate the posterior
into two normalizable distribution functions i.e. p1 (θ,D), for step 1, and p2 (θ,D),
for step 2, as long as
p1 (θ,D) p2 (θ,D) ∝ p (D | θ) pi (θ) (3.39)
By choosing p1 (θ,D) to be a fast-to-compute approximate distribution for the
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Figure 3.14: Required number of forward model evaluations using Random Walk
Metropolis, the Modified Metropolis Algorithm, and the Rank One Modified
Metropolis Algorithm for the static finite fault model.
posterior likelihood, we can integrate information from the posterior into the choice
of the rank one components. Some examples of such approximate distributions
would be a single multivariate Gaussian, a Gaussian mixture distribution, or the
likelihood computed from only a small subset of the data.
To illustrate the importance of adaptation we return to the Bayesian logistic regres-
sion problem discussed in Section 3.6. This time we consider the unconstrained
problem with a Gaussian prior distribution on the regression coefficients. The re-
sults of using RWM, ROMMA, and Adaptive ROMMA (A-ROMMA) are given in
Figure 3.15. The approximate distribution used within A-ROMMA is a multivariate
Gaussian distribution fitted according to the sample population. In this example,
we see that ROMMA requires as many forward model evaluations as RWM as β
increases toward 1. However, because A-ROMMA adapts to the intermediate dis-
tributions, it requires significantly fewer model evaluations than RWM even when
β is close to 1 indicating that it can efficiently sample the posterior distribution.
3.8 Discussion
In this chapter, we have explored Sequential Tempered MCMC algorithms and
proposed many adaptations which are beneficial for their performance. First, we
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Figure 3.15: Required number of forward model evaluations using Random Walk
Metropolis, the standard Rank One Modified Metropolis Algorithm, and the Adap-
tive Rank One Modified Metropolis Algorithm for an unconstrained Bayesian lo-
gistic regression problem.
discussed some basic theoretical results that provide some guidelines on how to
choose tuning parameters in these algorithms so that the sample population can
adequately capture the desired posterior. These approximate theoretical results are
very general because they are independent of the distribution and quantity of inter-
est. However, developing additional layers to this theory that can utilize this type of
information, could improve the accuracy and robustness of these estimates. Further,
we proposed two algorithm improvements to the MCMC step of the algorithm.
We discussed a feedback controller, based upon the theory of Metropolis MCMC,
which can effectively tune the sampler to a target acceptance rate. Then we pre-
sented the Rank-OneModifiedMetropolis Algorithm (ROMMA)which can help the
sampler efficiently sample higher dimension posterior distributions with bounded
support. ROMMA trades-off making many more prior likelihood evaluations to
more effectively propose a candidate sample, reduces the number of forward model
evaluations. This trade-off is generally favorable for inference problems involving
complex systems where the forward model is computationally expensive to evaluate
or when there is an abundance of data. The ROMMA algorithm was used to solve
two higher-dimensional Bayesian inference problems, a constrained Bayesian logis-
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tic regression problem and a static fault-model geophysics inverse problem. In both
of these problems, we show the benefits of ROMMA.
Finally, further improvements to ST-MCMCandROMMAare possible by extracting
more information about the posterior distribution from the sample population. One
example would be to use the history of each Markov chain in the population to
adapt a multivariate Gaussian proposal distribution for each chain in the ST-MCMC
algorithm. Fitting a local Gaussian for each chain instead of a single Gaussian
proposal for all chains would allow the MCMC step to better adapt to the structure
of the posterior distribution. This type of adaptation is beneficial for unidentifiable
or locally identifiable distributions where the local structure is very important.
However, it comes with higher computational and memory costs and with the added
challenge of each Markov chain evolving according to a different Markov process,
which means tuning and properly assessing the convergence and correlation of the
chains will be more difficult. Another approach is to use a transport-map accelerated
MCMC [PM14] to build better proposal distributions that speed up the MCMC
sampling step. Using the samples from the population, which approximately capture
the structure of the posterior, we can construct a map that transforms sampling the
complex posterior distribution into sampling a distribution that is close to a simple
distribution like a Gaussian, which can be efficiently sampled. After sampling on
this simpler distribution, the samples are transformed back to the original posterior
through the inverse map. The learned transport map can be evolved though the
levels of ST-MCMC to gradually change and adapt to the posterior.
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C h a p t e r 4
INTEGRATED BAYESIAN APPROACH TO POWER SYSTEMS
ESTIMATION
In this chapter, we present an integrated Bayesian approach to dynamic state estima-
tion, fault detection, and fault classification within power systems. State estimation,
based upon a new formulation of the Extended Kalman Filter, is used to determine
the current operating state of the power system and make probability predictions
about future behavior. Using these predictions we can then assess the likelihood of
faults for detection and inference. Furthermore, by taking advantage of the network
structure of the power grid, we can construct local and distributed estimators which
are more robust and implementable in real power systems.
First, we motivate the necessity of dynamic state estimation and fault detection and
classification in power systems and provide background on the system. Second, we
present a new Extended Kalman Filter designed for Differential Algebraic Equations
on network systems that combines both local and global estimation for robustness
to faults. We then evaluate this filter on a test system and compare it to other
techniques. Then we develop a method for fault detection and classification and test
its performance. Finally, we show this work can also be formulated in a distributed
context and conclude.
This work was done in collaboration with scientists at Los Alamos National Labo-
ratory and grew out of work on fault classification presented in [Wie+14] and in our
paper [Gar+15].
4.1 Motivation
Dynamic state estimation for power grids will enable new tools to quickly assess op-
erational risk and respond to disturbances. Currently, state estimation techniques are
usedwithin the DistributionManagement System (DMS) to estimate the steady-state
power flow within the power grid. Existing methods use variations of least-squares
algorithms applied to measured bus voltages to estimate unobserved flows between
buses [AE04]. This works well when there are sufficient observations and the system
is close to steady state. However, as fast timescale dynamics become increasingly
important to the power grid due to the addition of intermitted renewable generation
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and more dynamic loads, such an estimator is no longer sufficient [Hua+15]. Esti-
mating a probability distribution over the dynamic states of the power system using
Bayesian filtering, Section 1.2, provides robust estimates of the system’s properties
even with fast timescale and stochastic dynamics. These estimates can then be
used to identify faults or changes in the power system in real time or to inform fast
timescale control actions. This work introduces a hybrid filter that estimates local
and global dynamic states and is robust to disturbances that can be used to address
these challenges.
Dynamic state estimation can provide predictions for the states of loads, generators
and controllers at resolutions of tenths or hundredths of a second, sufficient to
capture transient behavior [Sau11]. These states completely determine the behavior
of the power system according to a set of Differential Algebraic Equations (DAEs).
Phasor measurement units (PMUs) make this estimation possible by providing data
on frequency, voltage magnitude and phase at rates between 10 and 120 Hz[P+10].
The data can be aggregated within a central control facility or it can remain at
the bus for local estimation and control. The Bayesian filtering inference problem
is summarized in (1.9) as finding p (xk | z1:k), the probability distribution of the
dynamic state describing the power system xk at time tk given z1:k , the PMU
measurements of the voltage phasor at times t1 to tk .
We present a state estimator that uses PMU data to estimate the dynamic state of
the power system. This estimator makes the following key contributions. First,
it introduces a modification to the Extended Kalman Filter that overcomes the
performance and stability issues that arise when applying it to DAEs. Second,
it combines global and local state estimation to form a hybrid estimator with the
benefits of both methods and few of the drawbacks. Finally, since it uses the same
approach as the local estimation, it is easy to formulate this estimator in a distributed
context. These modifications make the estimator robust to disturbances and faults
with unknown dynamics.
Similar to the dynamic state estimation problem, fast fault detection and classifica-
tion are critical. The current topological estimation methods are based upon steady
state behavior after a fault and do not use information from the dynamics [TO08].
This means fault classification and detection can be slow, making them less useful
for prediction, uncertainty quantification, and control on fast timescales. Machine
learning, clustering, and other data driven methods have become a popular approach
to fast fault detection [XCK14; Gar+15]. In this work, instead of using machine
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learning to develop some surrogate to classify different behaviors, we use different
dynamic models of the power system and Bayesian model selection to quantify the
likelihood of the different fault models. The fundamental tool for this is based
on dynamic state estimation. This inference problem is summarized in (1.11) as
finding p (M | z1:k), the probability of a specific fault, M, having occurred given
the observations z1:k .
Finally, these estimation and inference methods are motivated as part of a future
layered architecture, Fig. 4.1, that extends the DMS to faster time scales. This
architecture is an implementation of the general Bayesian inference architecture
presented in Section 1.2. It is able to provide state estimation, parameter estimation,
disturbance detection, uncertainty quantification, and control, while being both
fast and flexible [DC11; AD10]. Sensor data is used to update the system model
through estimation and identify disturbances through change point detection. Using
the current model, predictions are made to test model accuracy and to determine
control actions.
The Dynamic State Estimation module from Fig. 4.1 is developed in Section , while
the Topology Estimation and Change/Fault Detection modules are developed in
Section . Because of we take a Bayesian approach, these modules give probabilistic
estimates of the state and topology i.e. network model of the power system to the
Power System DAE Model module, discussed in Section , based upon the available
sensor data. This posterior distribution on the properties of the system can be used
for probabilistic posterior predictions of future system behavior. Further Bayesian
inference modules like the system identification problem discussed in 1.2 can be
integrated into this architecture.
Literature Review
Many filtering methods have been considered for dynamic state estimation in power
systems, such as the Extended Kalman Filter (EKF)[Hua+09; Zho+15; GK11;
HSN07], Unscented Kalman Filter (UKF)[VT11; SP14; Zho+15; W+12], Ensemble
Kalman filter (EnKF)[Li+12; Zho+15], and Particle Filter (PF)[ZML13; Men+12;
Zho+15]. The UKF, EnKF, and PF prorogate a population of samples through
the dynamics instead of computing derivatives for a linearization to prorogate a
distribution function itself as in the EKF. The UKF is the typical choice because
it is faster than the EnKF and PF, avoids the slow linearization of the EKF, and
has higher accuracy [KFI08]. However, our approach uses an EKF based on the
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Figure 4.1: A layered approach for fast power system estimation and control based
upon aBayesian learning architecture. The shaded boxes describe inferencemethods
developed in this work.
linearization of the DAE implicit integration rule. The resulting algorithm is faster
than the UKF and has the same robustness and accuracy because many derivatives
are already needed to solve the implicit integration regardless of which filtering
method is selected.
In the area of dynamic state estimation, the literature has considered estimators
that use either global information to estimate the entire state of the grid [W+12;
HSN07] or local information to individually estimate the state of each machine
on the grid [SP14; GK11; ZML13]. There are benefits and limitations to each
approach. Recent studies have discussed the advantages of local methods over
global methods for dynamic estimation [SP14]. In particular, local methods require
only information from a PMU on the generator bus because it is independent of the
rest of the network (conditioned on the state of the bus). Consequently, localmethods
are scalable and robust to disturbances. On the other hand, global methods model
correlation between generators, estimate non-local parameters, andmake predictions
about future system behavior. Global methods also use data from any sensor on the
network. Our contribution is a hybrid local-global estimator that combines many
of these benefits without the limitations. Our estimator is a centralized method
that, under normal operating conditions, uses a global estimator. The estimator then
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switches to a local method when a disturbance is detected. Disturbance uncertainty
is introduced and propagated between the estimators to demonstrate accuracy and
robustness.
Additionally, studies have considered problems which contribute to the successes of
a robust filter. Simultaneously estimating model parameters and state of the model
is considered in [APS15; Hua+09]. Further, researchers have studied the robustness
of filtering methods to disturbances, noise, and bad data [SP14; Zho+15; AKP15;
VT11]. Finally, the problem of fast disturbance identification and classification has
been considered in [XCK14; Gar+15].
4.2 System Description
The power system state variables can be separated into two sets, the dynamic state
x and the algebraic variables y. The evolution of these state variables is defined by
a set of differential algebraic equations (DAEs) under an external input u:
Ûx = f (x, y, u)
0 = g (x, y, u) (4.1)
This DAE model is illustrated using specific models for a generator, control system,
and network at the end of this section. The differential part of the DAE, Ûx =
f (x, y, u), is a nonlinear differential equation that describes the time evolution of
the dynamic state x according to the generator dynamics, control dynamics, and
properties of the electrical network connecting the generators and loads reflected
by y. The vector x corresponds to the generator states such as rotor speed, rotor
angle, transient axis voltages, and additional control system states. For the models
used in this work this gives each generator around 5-10 dynamic states depending
on the specifics of the generator and control systems. The algebraic part of the DAE,
0 = g (x, y, u), is a constraint that describes the relationship between the dynamic
state x and the algebraic state variables y. This relationship primarily captures active
and reactive power conservation on the electrical network. The state y contains the
voltage (magnitude and phase) for each bus and additional algebraic variables for
the generators and the controllers. For the models used here, this gives each bus 2
algebraic variables and each generator 3 variables. For The external inputs u are
any unmodeled power injections. For the 37-Bus test system with 9 generators used
in Section 4.4, x ∈ R48 and y ∈ R101. A description of the system is found in the
remainder of the section, but for more details see [Mil10; Sau98].
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In this work, generators are modeled using the one or two axis model [Mil10;
Sau98]. Further, we consider generators with turbine governors and automatic
voltage regulators (AVR) that can return the system to steady state after a disturbance.
The turbine governor adjusts the mechanical power using a simple steam turbine
governor model to maintain a reference frequency. The AVR system adjusts the
exciter voltage of the generator using the standard IEEE type 1 model to maintain
a reference output voltage. The dynamics of these components are described using
the DAEs found in [Mil10; Sau98].
For illustration, a two axis generator model with a type II turbine governor from
[Mil10] is described using equations (4.2), (4.3), and (4.4). The continuous time
dynamics of the generator subject to a mechanical power input pm is given by:
Ûδ = Ωb (ω − 1)
Ûω = (pm − pe − D (ω − 1)
M
Ûe′q =
−e′q −
(
xd − x′d
)
id + v f
T ′d0
Ûe′d =
−e′d +
(
xq − x′q
)
iq
T ′q0
(4.2)
The constants Ωb, D, M , xd , x′d , xq, x
′
q, v f , and T ′q0 describe the generator. The
variables δ, ω, e′q, and e′d are the dynamic states. While, id , and iq are algebraic
variables. Further, the turbine governor controls the mechanical power input to
the generator in order to reach a desired frequency ωre f according to the following
dynamics:
Ûxg = 1T2
[
1
R
(
1 − T1
T2
) (
ωre f − ω
) − xg]
p∗m = xg +
T1
RT2
(
ωre f − ω
)
+ p0m
pm =

p∗m, f orpmin ≤ p∗m ≤ pmax
pmin, f orp∗m < pmin
pmax, f orp∗m > pmax
(4.3)
For this control system, T1, T2, R, ωre f , p0m, pmin, and pmax are constants. While, xg
is a dynamic state and pm is an algebraic variable. Finally, the interaction between
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the internal generator states and the state of bus which connects it to the network is
captured through a set of algebraic constraints:
vd = v sin (δ − θ)
vq = v cos (δ − θ)
0 = vq + raiq − e′q + x′did
0 = vd + raiqd − e′d + x′qid
pe =
(
vq + raiq
)
iq + (vd + raid) id
(4.4)
Here, ra is a constant and vd and vq are additional algebraic states. These equations
describing this generator system are part of the DAE model (4.1) where (4.2) and
(4.3) are part of the differential equation Ûx = f (x, y, u) and (4.4) is part of the
algebraic equation constraints, 0 = g (x, y, u).
The network is comprised of n buses, lines, PQ loads and PV generators. A PQ load,
under normal operating conditions, draws a constant amount of active and reactive
power at a bus. A PV generator produces a constant amount of active power at a
fixed voltage magnitude. When the voltage magnitude is outside the nominal range,
the PQ loads are transformed into constant impendence loads. The total active and
reactive power loads at bus i are written as Pli and Qli respectively , while the total
active and reactive power generation at bus i are written as Pgi and Qgi. The active
and reactive power conservation at bus i is given by:
0 =
n∑
k=1
|Vi | |Vk | (Gik cos [θi − θk] + Bik sin [θi − θk]) − Pgi + Pli
0 =
n∑
k=1
|Vi | |Vk | (Gik sin [θi − θk] − Bik cos [θi − θk]) −Qgi +Qli
(4.5)
These constraints form part of the algebraic equations of the DAE, 0 = g (x, y, u),
which must be satisfied at each time step. Here, the admittance matrixY ∈ Cn×n has
been decomposed into the conductance matrix G ∈ Rn×n and susceptance matrix
B ∈ Rn×n such that Y = G + iB. These matrices capture the properties of the
electrical network. The pair |Vi | and θi are the voltage magnitude and phase at bus i
respectively. These are variables contained within the algebraic state y.
Small disturbances are modeled as additive noise injected into the state variable
evolution at each time step, while large disturbances are modeled as cleared three
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phase faults on the network. These faults can be line or bus faults, including the loss
of a generator or load.
On the network, we model PMUs that measure the bus voltage phasor and current
phasors over the lines. We introduce measurement error to simulate real sensors.
Since voltage magnitude and phase are algebraic variables in the DAE in equa-
tion (4.1), the voltage measurement equation is the implicit solution to the algebraic
constraint. The current measurement equation can then be expressed in terms of the
voltage and the admittance matrix Y, which is assumed to be known. Because of
computational limitations, our implementation of the estimator only uses the volt-
age phasor measurements for estimating the state since these are algebraic variables.
The current measurements on lines connecting the partitions are used to compute
the uncertain inputs needed to decentralize the estimator. In the future, experimental
design techniques could be used to better select the set of measurements that best
estimate the state.
4.3 Power System Filtering
We introduce a novel approach to dynamic state estimation that overcomes many
of the limitations of the EKF and combines the benefits of both global and local
estimation methods. In this section, we first discuss the state estimation problem in
general. Then we present global estimation and the modified EKF. Next, we discuss
local estimation for handling disturbances. Finally, we show how to integrate the
global and local estimation methods into a hybrid estimator.
State Estimation Problem
The state estimation problem is introduced in Section 1.2 for the discrete dynamical
system:
xk = Fk (xk−1) + wk
zk = Hk (xk) + νk
(4.6)
For the power system: xk are the state variables, i.e. dynamic generator states,
and zk are the observed outputs, i.e. PMU measurements, at time tk . Further,
wk is the additive process noise that corresponds to disturbances, while νk is the
measurement noise. Fk (xk) is the dynamic state evolution function and Hk (xk) is
the measurement function.
Within the context of global estimation of power system dynamic states, the DAE
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model (4.1) is solved implicitly and discretized into the form of (4.6). The algebraic
states yk and known inputs uk can be embedded into the functions Fk (xk) and
Hk (xk), making these functions time dependent and only a function of xk . The
algebraic states yk can be implicitly solved for given the dynamic states xk using the
constraint 0 = g (x, y, u). Thus, using the PMU measurements, zk , and knowledge
of prior probabilities on the state, we are able to estimate the posterior probability
distribution of the global state.
Global State Estimation
We develop a state estimator for the global power system DAE presented in Section
4.2. The state estimator we choose is a modified Extended Kalman Filter (EKF),
which approximates the Bayes Filter (1.8) - (1.9). This EKF uses a linearization of
the implicit trapezoid rule integrator instead of the standard Euler integrator. This
modification produces a more accurate and robust filter.
Extended Kalman Filter The Extended Kalman Filter (EKF) is an extension
of the Kalman Filter to nonlinear systems[Sim06; Che03], such as the discrete
system (4.6). While it does not possess the optimality guarantees of the Kalman
Filter, the EKF provides a good approximation when the nonlinearities are small
with respect to the time step.
The algorithm begins with a prediction step:
xˆk |k−1 = Fk
(
xˆk−1|k−1
)
Pk |k−1 = Fk−1Pk−1|k−1FTk−1 +Qk−1
zˆk |k−1 = Hk
(
xˆk |k−1
)
Sk |k−1 = HkPk |k−1HTk + Rk
(4.7)
The first equation computes the future state xˆk |k−1 by evolving the current estimate
xˆk−1|k−1 according to the dynamics Fk . The covariance of the state prediction
Pk |k−1 is then estimated by the second equation using a linearization Fk−1 of the
dynamicsFk around xˆk−1|k−1, to evolve the past covariance Pk−1|k−1 forward in time
with additive process noise covariance Qk−1. Generally, the EKF uses an Euler
approximation to discretize and linearize a continuous system, but the EKF works
with any discretization and linearization scheme. In the third equation of (4.7), the
predicted output zˆk |k−1 is calculated from xˆk |k−1 based on the output function Hk .
Finally, the covariance of the output Sk |k−1 is estimated using the linearization Hk of
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the output function Hk around xˆk |k−1 with additive measurement noise covariance
Rk .
After making the prediction, the state estimate is corrected using the observed data
zk at the current time step:
Kk |k−1 = Pk |k−1HTk S
−1
k |k−1
xˆk |k = xˆk |k−1 + Kk |k−1
(
zk − zˆk |k−1
)
Pk |k =
(
I − Kk |k−1Hk
)
Pk |k−1
(4.8)
In the second equation, the posterior state estimate xˆk |k conditioned on zk is deter-
mined using feedback on the observation error zk− zˆk |k−1, with the Kalman feedback
gain Kk |k−1, defined in the first equation. The posterior state covariance, Pk |k , is then
found by propagating the state prediction covariance, Pk |k−1, through the linearized
feedback function.
For many applications, sampling methods like the UKF, EnKF, and PF are favored
over the EKF because they do not require computing the linearization Fk . For power
systems of moderate size, like the ones considered in this work, the dimension of the
dynamic state is on the order of tens or hundreds of variables so the computation of
the linearization is still tractable in realtime. Furthermore, since all these methods
must solve the originalDAE, the implicit solver generally is themost computationally
expensive step not the linearizationmaking the EKF still attractive. For large systems
where the dimension prohibits computing the linearization, a better strategy is to
break the system up into a set of subsystems and solve the filtering problem in a
distributed fashion as discussed in Section 4.8.
Numerical Integration Scheme Irrespective of the filtering method we use, a nu-
merical integration schememust be used to transform the continuous timeDAE (4.1)
into a discrete time system. The algebraic constraints of the DAE typically create a
set of equations thatmust be solved implicitly using solvers like theNewton-Raphson
method. The choice of the integration scheme can have a significant effect on the
computational complexity, numerical accuracy, and stability of the integration. Each
integration scheme implies a different discretization and local linearization of the
dynamics. Typically, the discretization and linearization are done simultaneous
using an Euler approximation. This approach for power system dynamic state esti-
mation is illustrated in [Hua+09; Zho+15; GK11; HSN07]; however, it has issues
with stability and accuracy requiring small time steps [Zho+15].
95
To increase integration accuracy and robustness, we perform the discretization using
an implicit trapezoid rule. The output functionHk uses a matrixC to select algebraic
variables y to measure.
xk = xk−1 +
∆t
2
( f (xk−1, yk−1, uk−1) + f (xk, yk, uk))
0 = g (xk−1, yk−1, uk−1)
0 = g (xk, yk, uk)
(4.9)
zk = Hk (xk)
= Cyk
(4.10)
Solving equation (4.9) implicitly implies that xk = Fk (xk−1). When solving DAEs,
families of implicit integrators such as the Implicit Runge-Kutta or the Backward
Differentiation Formula methods are preferred because of their stability over long
time steps [KM06]. Functions Fk and Hk are evaluated with an implicit solver
and never formed explicitly, but their Jacobians can be formed explicitly for the
linearization:
Fk−1 =
∂Fk
∂x
|xk−1
=
(
I − ∆t
2
∂ f
∂x
− ∆t
2
∂ f
∂y
∂y
∂x
)−1
|xk,yk ×
(
I +
∆t
2
∂ f
∂x
+
∆t
2
∂ f
∂y
∂y
∂x
)
|xk−1,yk−1
(4.11)
Hk =
∂Hk
∂x
|xk
= C
∂y
∂x
|xk,yk
(4.12)
∂y
∂x
= −∂g
∂y
−1 ∂g
∂x
(4.13)
This method is an A-stable method [Ise09], so it can take long time steps without
becoming unstable. While this method is typically more intensive than Euler’s
method, when solving DAEs the methods have similar computational complexity
because of the algebraic constraints. Further, the linearization is much more accu-
rate. This alleviates many of the concerns with EKF observed in [VT11; Men+12;
ZML13; Hua+09; SP14; Zho+15].
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Local Estimation for Fault Handling
When the power system dynamics change due to a fault disturbance, the models we
use to estimate the global state are no longer valid. If state estimation continues
with the wrong models, the state estimate can be driven far away from the true
state, where the estimator might fail because the algebraic constraints are no longer
satisfied. This suggests the need for a more robust estimator that handles faults. A
local estimator provides robustness since it only uses the local machine dynamics
and the state of the local bus connecting the machine to the network to compute a
local estimate. Thus, we combine a global state estimator and a local state estimator.
When a fault is detected by a change point detection module, the estimator switches
from the global method to the local method. When the fault clears or is classified,
the system switches back to the global estimator using the local dynamic states and
an updated model to restart the estimator. The local estimation method requires that
all generator buses have a PMU and that faults be detectable. In Section 4.6 we
discuss the fast fault detection and classification problem.
Local State Tracking and Estimation The state of the bus connecting a generator
to the network fully captures the interaction of the generator with the power grid.
Thus, if a PMU is placed on the generator bus, local state estimation is possible. A
subset of the PMU measurements are viewed as uncertain inputs to the generator,
while any other measurements are viewed as outputs and used for estimation[SP14].
In this work, we will consider the case where only voltage is measured, thus making
forward propagation of the dynamic generator state possible, but not full estimation.
The local generator model can be defined as a DAE[Sau98; Mil10], as in (4.14).
The dynamic states x are the generator and control states, the input u is the local
bus voltage, and the algebraic states y are the bus current and electric and mechan-
ical power. The differential equation (4.14) below describes the evolution of the
generator and control dynamic states, while the algebraic equations describe the
relationship between generator and the bus. For the two axis generator model with a
turbine governor, this DAE would be the differential equations (4.2) and (4.2), while
the algebraic equations would be (4.4). These algebraic equations can be solved
explicitly in terms of the dynamic states and the observed bus voltage phasor v and
θ. Therefore, the algebraic variables are expressed as a function of the input and
state.
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Ûx = f (x, y, u)
y = g (x, u)
(4.14)
Much like the full system, these continuous equations can be solved numerically
in discrete time using the integration scheme described earlier in the section. The
discretized system has the form of (4.16) for each generator i at bus j at time tk . The
input u is discretely measured using the PMUs and intermediate values are found
using linear interpolation. We can make the explicit substitution of y = g (x, u) into
f (x, y, u) to remove the algebraic variable dependence. Therefore, we define and
ODE for the dynamics of generator i connected to bus j as:
Ûxi = fi
(
xi, g
(
xi, u j
)
, u j
)
= φi
(
xi, u j
) (4.15)
This leads to the discretized dynamics using the implicit trapezoidal method:
xik = x
i
k−1 +
∆t
2
(
φi
(
xik−1, u
j
k−1
)
+ φi
(
xik, u
j
k
))
u jk =
[
v
j
k, θ
j
k
]T (4.16)
The local generator states are independent from the rest of the system given the true
state of their connection bus. However, if there is measurement noise, the local
states estimates will still have correlations because the algebraic network constraints
are not perfectly satisfied. We do not assume knowledge of the global model during
local estimation, so these correlations are not captured when estimating the state.
However, uncertainty due to measurement and process noise is propagated for the
local state estimate. As in the global estimator, we use a Gaussian noise model with
covariance Σ and linearized dynamic model F to capture the relationship between
the set of local states xk−1 and set of inputs uk−1, uk :
Σk |k =

Pk |k
0
0
0 0 R

Fk =
[
∂xk
∂xk−1
∂xk
∂uk−1
∂xk
∂uk
0 0 I
] (4.17)
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This uncertainty is then propagated:
Pk |k = FkΣk−1|k−1FTk +
[
Q 0
0 0
]
(4.18)
Hybrid Estimator: Handling the Fault Event
It is important to include the fault time uncertainty in both the local and global
estimators. A good model for the disturbance time random variable, ∆t f , is a
uniform distribution over the time step, since a disturbance could have occurred
anytime between the previous and current sample. However, since we are using
Gaussian models, we map the uniform distribution onto a Normal distribution by
minimizing the Kullback-Leibler divergence between the two distributions. We find
that the optimal Normal distribution for ∆t f is Q∗ = N
(
∆t
2 ,
∆t2
12
)
where ∆t is the
sampling time step. This distribution is propagated through the linearized model to
estimate the uncertainty due to the fault time.
We use a two-step approach when dealing with the fault event and the clearing of
the event. When a fault is detected, we first propagate the global state forward by
half a time step (4.19):
xˆ+ = FG
(
xˆk−1,
∆t
2
)
zˆ+ = H (xˆ+)
(4.19)
Then the estimator switches to the local method and we use the local PMU mea-
surements to continue propagating the local generator states for the remaining half
a time step (4.20):
xˆk = FL
(
xˆ+,U (zˆ+) ,U (zk) , ∆t2
)
(4.20)
Similarly, when we detect that the fault has cleared, we continue using the local
method to propagate the states half a time step, then the estimator switches to the
global method for the remainder of the time step. We restart the global estimator
using the new measurements and local state estimates.
We propagate the uncertainty in the fault time through the dynamics of the local and
global models using:
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Pk |k = FkΣ+|k−1FTk +
[ 1
2Q 0
0 0
]
(4.21)
The linearization Fk is given by:
Fk =
[
∂FL
∂x+
∂FL
∂U(z+)
∂FL
∂U(zk ) −
∂FL
∂∆t
0 0 I 0
]
F+ =
∂FG
∂x
|xˆ+
H+ =
∂H
∂x
|xˆ+
T+ =
∂FG
∂∆t
|∆t
2
(4.22)
The local state and input covariance Σ+|k−1 (4.23) is:
Σ+|k−1 =

P+|k−1 P+|k−1HT+ 0 ∆t
2
12 T+
H+P+|k−1 S+|k−1 0 0
0 0 R 0
∆t2
12 T
T
+ 0 0 ∆t
2
12

(4.23)
4.4 Case Study: Filtering for a 37-Bus Test System
The local-global dynamics state estimation method was evaluated on a 37 Bus Test
system, Fig. 4.2, with nine generators based on the test system found in[GSO11].
This system is implemented in the Power SystemAnalysis Toolbox[Mil05]modeling
environment in MATLAB. We solved the power system DAE using an implicit
trapezoidal method with a time step of 0.01 seconds. We also simulated additive
independent Gaussian process and measurement noise. In the simulations, a bus
fault disturbs the system while it is in steady state and then clears after a specified
fault period. Unless otherwise specified, the fault corresponds to the disconnection
of the generators on Bus 54 from the system for a short period of time. We sample
the PMUs and perform the state update at 25 Hz, a time step of 0.04 seconds, unless
specified. For more details on the simulation see [Cat15].
The noise distributions were adapted from[W+12]. The variance for the generator
states is: 10−5 for the rotor angle δ, 10−8 for the frequency ω, 10−7 for the q-axis
transient voltage eq, and 10−20 for the d-axis transient voltage ed . Each turbine
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Figure 4.2: 37-bus test system with nine generators on seven buses (Yellow).
governor has up to four control states, where the variance on xg, xg1 , and xg2 is 10−4
and xg3 has a variance of 10−20. The small variances of size 10−20 correspond to
values that effectively do not change during the simulations. The PMU measure-
ments have a variance of 10−3 for the magnitude v and 10−4 for the phase θ. Here,
all magnitudes are expressed using the per-unit system and phase is in radians.
Fault Handling
We performed a series of experiments to investigate different methods for handling
cleared faults. Four different EKFs were considered, each dealing with the fault
period in a different manner, as illustrated in Fig. 4.3. The first filter (blue) did not
use fault detection, so it continued using the pre-fault physical model to perform
state estimation. This method rejects any measurements that cause the algebraic
constraint to no longer have a solution. The second filter (red) can only detect if the
system has a fault or not. When it detects a fault, it rejects all measurements and
propagates the past state forward in time using the pre-fault model without update.
The third filter (orange) is an oracle that assumes perfect information about the
fault, so it develops a new physical model and continues global estimation. Finally,
the fourth filter (purple) is the local-global filter that switches to a local estimation
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Figure 4.3: Comparison of the performance of fault handling methods for different
fault durations. RMSE is averaged over all states for a five second trajectory.
method during the fault. In our experiment, the fault length varies between 0.01 and
0.32 seconds.
The results in Fig. 4.3 show that properly handling the fault period is crucial,
reducing the error by an order of magnitude. As long as the fault lasts long enough
to be detected, we see that the local-global estimation method performs as well as
full fault classification. We see that ignoring the data during the fault is a poor
strategy. This is because the post-fault state estimate is far from the truth, so it
takes many measurements for it to recover. In contrast, we find that local estimation
does as well as actually knowing the true model during the fault period. We note
that the local estimation method will typically overestimate the disturbance for short
faults because it only has time resolution as good as the sampling time step. It starts
out as poorly as the less informed methods, but then quickly converges to the same
performance as the true model. All filters perform poorly for the longest fault that
causes the system to go unstable.
Numerical Integration
Solving a continuous differential system with a discrete integration method intro-
duces numerical errors. These numerical integration errors depend on the system,
the integration method used, and the time step used to evaluate the system. It is
common to model these integration errors as additional process noise injected into
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the system. This integration error is estimated by simulating the power system with-
out injected noise and then finding the intensity of process noise that minimizes the
estimation error. The intensity is defined relative to the nominal process noise values
described earlier in this Section. We find that the optimal process noise estimate
for the implicit trapezoidal integrator is around 10−4, while the optimal intensity for
the Euler integrator corresponds with the nominal values found in [W+12]. Since
these nominal values overestimate the integration error, the estimator does not add
any additional integration error noise for the experiments in the rest of this section.
Figure 4.4: Performance comparison of integration methods. Each circle corre-
sponds to an estimator that uses different parameters for the numerical integrator.
The computation time is measured relative to the length of the time period simulated.
We consider the question of the trade-off between computation time and error
for different integration methods in Fig. 4.4. Each point corresponds to different
integration parameters such as the number of intermediate integration steps and to the
tolerance of the implicit solver for the algebraic constraints. We can see that the Euler
integration (red) shows a very distinct trade-off between accuracy and computation
time. We observe this trade-off for an intermediate Predictor-Corrector (PC) method
(green), but it is almost indiscernible for the implicit trapezoidal method (blue). As
intermediate integration steps are added or as the error tolerance is decreased, the
implicit method realizes very small gains in accuracy, but experiences increased
computation time. We can also see that changing error tolerance has very little
effect on all methods, as the horizontal bands in the figure correspond to a changes
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in error tolerance. A lower tolerance means fewer iterations per Newton solve, but
only small gains in accuracy. We observe that the implicit trapezoidal integration
method has by far the best properties; for any computation time, it has the lowest
error. Finally, we see that the implicit trapezoidal method is able to reduce the error
significantly, while still performing in real time for this test system.
Filter Selection
We tested three filtering schemes, the EKF, the unscented Kalman filter (UKF), and
the particle filter (PF) on the 37 Bus system with a bus fault in order to characterize
differences in performance and robustness. One important difference between these
methods is the computational time needed to solve each of these problems. We find
that that EKF is the fastest estimation method. Both the UKF and PF are sampling
based methods, where each sample has about the same computational complexity
as the full EKF because of the implicit integration. The speed and accuracy of the
PF depends on the number of particles used to estimate the probability distribution.
For this test, 1000 particles were used. We use the EKF as the proposal distribution
for the particle filter because it helps increase sampling efficiency.
One important consideration when designing the filter is its robustness to incorrectly
modeled process noise because process noise is notoriously difficult to determine.
We can see from Fig. 4.5 that the EKF and UKF are more robust than the particle
filter to an incorrect characterization of the process noise. When the process noise
model is incorrect, the proposal distribution for the PF is not able to adequately
sample the posterior distribution, causing the estimate to be inaccurate.
We also observe that the nonlinearity does not affect the EKF any more than the
UKF or the PF by investigating the performance of the filters with an increasing
time step. If the linearization were very poor, we would expect the performance
of the EKF to degrade much more than that of the UKF or the PF as the time step
increases. Fig. 4.6 shows that this is not the case, as the UKF and EKF perform
almost identically. The increasing error of all filters corresponds to the decreased
sampling rate and to the increased integration error.
Design Considerations
We explore some of the design considerations for the hybrid estimator, namely the
sampling rate, the fidelity of the sensors, and the number of sensors. First, we
consider the relationship between the measurement noise and the sampling time
step in Fig. 4.7. Generally, if the measurement noise decreases, a larger time step
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Figure 4.5: Performance of the Extended Kalman Filter (EKF), Unscented Kalman
Filter (UKF), and Particle Filter (PF) for different specifications of modeled process
noise and given an actual process noise level of 10−1.
between samples is acceptable without increasing the error. This trade-off seems
to be logarithmic in measurement noise, but linear in time step. However, this no
longer holds once the sampling time step increases substantially above 0.1 sec in this
experiment. When this occurs, the integration error of the longer time step yields
a poor linear approximation for the nonlinear system. Thus, even with high quality
measurements, the EKF cannot learn well from them.
Another important design consideration is the number of PMUs used for the filter
(Fig. 4.8). Seven PMUs are necessary to make the local filter work since there
are seven buses with generators. We then choose additional PMUs based upon
the topology through inspection. We plot the performance of each bus fault (grey)
and the mean performance (red). If we place PMUs on all the buses, the average
performance only increases 9% over the case where PMUs are only on the generator
buses. Thus, we conclude that few PMUs are needed for dynamic state estimation,
which is very different than steady state estimation. Moreover, experimental design
strategies based upon selecting sensors which maximize the information gain were
also considered but saw only marginal improvement.
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Figure 4.6: Performance of the EKF (blue), UKF (red), and PF (orange) with respect
to the sampling and integration time step.
4.5 Case Study: Filtering for a 148-Bus Test System
To investigate the scaling of the estimator, we evaluated its performance on a larger
test system comprised of four interconnected versions of the 37 bus systems de-
scribed above, with the addition of exciters and generator damping to add stability.
We apply bus faults to buses 15, 31, and 54 of the original system and 87 and 110,
which correspond to 31 and 54 on a connecting system. These faults last between
0.01 and 0.32 seconds. We see in Fig. 4.9 that the error generally increases with
the fault length but there is a periodic component which holds for each of the five
faults. The error observed in Fig. 4.9 is higher than that seen in Fig. 4.3 due to
the increased complexity of the system. We find that the states with the highest
error tend to be the generator q-axis transient voltage and the exciter states which
control the voltage reference. In general, we find that modeling the exciter system
increases the sensitivity to numerical integration errors, requiring our estimator to
use intermediate integration steps, which is a topic for future study.
Further, we apply our estimator to this large test system when it is close to instability
to evaluate if it can track the system through a catastrophic event and if it can be
used for small signal analysis. We see two tests in Fig. 4.10, where a fault on bus 31
lasts for 1.5 seconds (blue - Stable) and for 1.65 seconds (red - Unstable). We see
that the estimator can very effectively track the frequency of the generator. Further,
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Figure 4.7: Estimator performance under different sampling rates and measurement
error intensities
we can see that using dynamic state estimation, we can make real time assessments
of the small signal stability of the current operating point, which can be used to
predict future stability concerns.
4.6 Fault Detection and Classification
Machine Learning Based Detection and Classification
Fault detection and classification are critical to an effective state estimation system.
Many methods have been developed to use PMU data to detect and classify faults
quickly[XCK14; Gar+15]. Thesemethods often rely onmachine learning techniques
to learn subspaces for the PMU data features corresponding to normal operation or
different faults. The data features can be extracted using PCA-based dimension
reduction as in [XCK14] or Fourier Transforms as in [Gar+15]. For change point
detection, the algorithm detects a disturbance when the current feature state moves
far away from the nominal set in feature space. Similarly, for classification, the
classifier determines when the current feature state moves in feature space from the
set corresponding to nominal operation to the set corresponding to a specific fault
event. In [Gar+15], this is done using a multinomial regression classifier with less
than one second of data form the power system after a fault.
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Figure 4.8: Performance impact of using additional PMUs for the local-global state
estimator, the figure shows the average error (red) over all possible bus faults (grey).
Robust Detection and Classification using State Estimation
Another approach is to use the current state estimate and physical model to make
predictions about the future. We can evolve the current state forward in time using the
model and then make predictions about future measurements. When the predicted
measurements differ significantly from the observed data, a possible change point
can be flagged and different models used to identify the cause of the discrepancy
through model selection as discussed in Section 1.2.
The development of fast methods for dynamic state estimation makes robust, model
based, fault detection and classification possible. Using these tools, we describe the
probability distribution of future inputs with respect to the different models. The
observations are then compared to these distributions to assess the likelihood of a
disturbance. This allows us to formulate fault detection and classification in the
Bayesian context.
While this method is general and can employ any dynamic state estimator, we
consider the EKF developed in the previous section. Using this estimator we find
that the probability distribution for future measurements conditioned on the previous
observations up to time tk , z1:k , is approximated by a multivariate Gaussian:
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Figure 4.9: Performance of the hybrid estimator for a large 148 bus system for faults
on buses 15, 31, 45, 87, and 110, lasting between 0.01 and 0.32 seconds.
zk+1:k+m ∼ N (µk+1:k+m, Γk+1:k+m)
µk+i = zˆk+i = H
(
Fi
(
xˆk |k
) )
Γ
(
zk+i, zk+ j
)
= Hk+i
[∑i
l=1 Fk+i−1:k+lQF
T
k+l:k+ j−1
+Fk+i−1:kPk |kFTk:k+ j−1
]
HTk+ j + Rδ (i, j) (4.24)
The index m captures how many future observation steps are predicted. In order
to perform fault detection, we must assess the likelihood of the observations given
normal operating conditions and fault conditions using (4.24). In principle this can
be done using a filter bank for the dictionary of faults, but this could become quite
computationally intensive. Instead we design a threshold method to discriminate
normal operating condition from a likely fault condition and then perform the
classification using the full model bank only when a fault is likely. The fault is
declared when the error function E (zk+1:k+m) exceeds the threshold, λ.
E (zk+1:k+m) = (zk+1:k+m−µk+1:k+m)
T Γ−1
k+1:k+m(zk+1:k+m−µk+1:k+m)
m|x | (4.25)
The threshold is based upon calculating an error function derived from the chi
square statistic. This threshold is designed using Monte Carlo simulations from the
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Figure 4.10: a) Comparison of the estimator for tracking a stable (blue) and unstable
(red) trajectory. b) Small-signal stability analysis for the system
different operating and fault conditions to minimize the false detection rate with
respect to prior likelihood of a fault. The high error indicates that the current model
inaccurately tracks the system, meaning that the dynamics have changed so a new
model is needed from the model bank.
λ = argmin P (E (zm) > λ | zm ∼ M0) P (M0)
+
∑N
i=1 P (E (zm) < λ | zm ∼ Mi) P (Mi) (4.26)
If a fault condition is likely, Bayesian model class selection is done based upon the
likelihood of the observations after the fault for a given model from the dictionary
of possible disturbances. The unrealized likelihood of a fault modelMi is given by:
P (Mi | zk+1:k+m) ∝ P (zk+1:k+m | Mi) P (Mi)
zk+1:k+m | Mi ∼ N
(
µMi, ΓMi
)
(4.27)
4.7 Case Study: Fault Detection and Classification
This integrated dynamic state estimation, fault detection, and fault classification is
used to design a robust estimation architecture for the thirty seven bus system shown
in Figure 4.2 with PMUs only the generator buses. First, the threshold is selected to
optimize the detection of faults by minimizing the faults detection rate as in equation
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(4.26). The results are seen in Figure 4.11, where the log false classification rate
is plotted for different threshold values and prior fault probabilities. The threshold
selected was 60.
Figure 4.11: False detection rate for different levels of threshold and prior fault
probability.
The architecture is then tested using a fault on Bus 37, which is the hardest fault to
identify in the network. In Figure 4.12, we see that quickly after the fault occurs
the error function spikes, thereby indicating a fault has occurred. It is only after the
fault clears that the error measure declines to a small, nominal value.
Figure 4.12: Example fault detection for a cleared fault.
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Based upon the model bank, using data from the first sample measurement after the
fault, the fault can be classified as either on Bus 18 or 37, Figure 4.13, where the
colors are for a log base 10 scale. Then as more measurements are used the fault can
be quickly and correctly classified as being on Bus 37 with very high probability.
Figure 4.13: Example fault classification as more data is integrated. Colors indicate
the log probability of the fault being on a certain bus.
4.8 Decomposition for Power Systems for Estimation
The EKF is known to scale poorly to large state dimensions because it requires
computing the Jacobian matrix for the nonlinear dynamics at each time step. To
avoid these concerns, we introduce a decentralized implementation of EKF for the
power system. This implementation not only enables the estimator to scale to much
larger power systems, but it also makes it more robust and easier to apply to real
systems where different power system operators control different parts of the power
grid. Only local information about each partition is needed for the estimation, so it
is more fault tolerant, while still being able to learn the full algebraic and dynamic
state.
Under the decentralized implementation, the power grid is partitioned into sub-
systems whose estimation problem can be solved in real time with the modified
EKF. This decomposition should generally minimize the number of links between
partitions to reduce the number of uncertain inputs to each partition. While power
system decomposition is not the subject of this work, methods for partitioning have
been studied in the context of power systems and graph theory in [Hog+13; Cot+13;
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Figure 4.14: Illustration of dividing a power system into two partitions. The power
flows on lines connecting the two regions are modeled as uncertain inputs. The
voltage phasor on the input bus with the swing bus is also fixed.
LLS10].
The idea is to consider the active and reactive power flow at time tk on the lines
between partitions as an uncertain input uk into the subsystem. From (4.5), we
see that the only way the state in one part of the network effects the state in
another part of the network is through the satisfaction of power flow constraints.
Therefore by measuring the power flow from one region to another we can capture
this dependence. This idea extends the local formulation from Section 4.3 to the
more general setting of a partitioned domain. uk is a function of the measured
current and voltage magnitudes (Imk , Vmk ) and angles (Iθk , Vθk ) as follows:
uk =
[
V jmk,V
j
θk
, I jlmk, I
jl
θk
]
P jl = V jmk I
jl
mkcos
(
V jθk − I
jl
θk
)
Q jl = V jmk I
jl
mk sin
(
V jθk − I
jl
θk
) (4.28)
Here, { j} are the buses that serve as the input to the subsystem and { jl} are lines
that connect the input bus j to the rest of the subsystem through bus l. The voltage
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on one of the buses from { j} is fixed and that bus is used as a swing bus for the
partition. The discretization of the DAE (4.1) on each partition is then given as:
xk = xk−1 + ∆t2 ( f (xk−1, yk−1, uk−1) + f (xk, yk, uk))
0 = g (xk−1, yk−1, uk−1)
0 = g (xk, yk, uk)
(4.29)
zk = H (xk, uk)
= Cyk
(4.30)
Estimation can then proceed using the filter introduced in Section 4.3, except that
additional uncertainty must be propagated to capture the effect of the uncertain
input. We define the input covariance as Qu. Using equations (4.28) and (4.29), we
can find the linearized input dynamics dxdu and
dy
du that are needed to propagate the
input uncertainty.
4.9 Case Study: Decomposition for 259-Bus Test System
To investigate the scaling of the estimator, we evaluated its performance on a larger
test system as seen in Figure 4.15 that is comprised of seven connected versions of
the 37 bus systems arranged in a ring. A fault occurs in subsystem 4 near Bus 54,
causing a loss of generation, and is cleared half a second later. Further, breakers on
the lines connecting subsystems 3 and 4 and subsystems 5 and 6 are open, separating
the power system into two islands for 1.25 seconds after the initial fault. In this
example, we investigate the response of subsystem 1 to the fault in the remote
subsystem 4.
During this simulation, process noise is also added using the same distributions as
above. We added exciters to the system to improve stability and make the problem
more realistic. The different control system models have exciter states vm, vr1, vr2,
and v f with variance of 10−6, 10−6, 10−8, and 10−8, respectively, and the turbine
governor has state tg with variance 10−6. PMUs are placed on the input buses and
on the generater buses, giving each partition seven PMUs for output measurements
and two PMUs for input measurements. The measurement and input variances on
the voltage and current are 10−4 for both magnitude and phase. Further detail for
the model can be seen in [Cat15].
Figures 4.16 and 4.17 show the performance of the decentralized estimator on two
generators from the first partition. We can see for both generators that the estimator
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Figure 4.15: Collection of Seven 37-bus subsystems arranged in a cycle. A fault
occurs in subsystem 4 and breakers on the lines 3-4 and 5-6 open to temporarily
split the cycle into two connected components.
is able to effectively track the dynamic state through the fault, despite the injected
process, measurement noise, and use of only local information. Furthermore, the es-
timated uncertainty generally captures the true uncertainty, despite the linearization
of the nonlinear dynamics.
4.10 Discussion
In this work, we evaluated the efficacy of a new framework for integrated dynamic
state estimation and fault detection and classification. The state estimator that we
developed, is a modified extended Kalman filter using data from PMUs. The EKF
uses a linearization of the implicit trapezoidal method to infer the DAE state, instead
of the standard Euler linearization. We demonstrate that our method performs as
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well as a UKF on a 37-bus test system and that it can solve the DAE faster. We
further observe that the implicit method for the EKF performs best among the
integration methods we tested. Further, this estimator can be formulated using only
local information to enable the estimator to be robust to faults.
Further, we developed a decentralized implementation of the implicit EKF method
that can effectively scale to large systems. This method partitions the power system
into subsystems and views the power flows between those subsystems, which are
measured using PMUs, as uncertain inputs into the local partition. The implicit EKF
can then estimate the state of the local generators using only local information and
these uncertain inputs. We then demonstrate that this decentralized implementation
can still effectively track the dynamic state through a fault disturbance on a 259-bus
system.
Then, using the state estimator, we introduced a Bayesian approach to fault detection
and classification. This method detects faults when the observed measurements are
far from the predicted distribution of expected behaviors of the system based. Then,
if a fault is detected, it computes the likelihood of different fault condition models to
classify the fault based upon the observed data. The effectiveness of this integrated
approach was then demonstrated on the 37-bus test system.
116
Figure 4.16: Comparison of the estimated (Red) and true dynamic states (Blue)
of the generator on Bus 31 of subsystem 1. The estimated one standard deviation
uncertainty is shaded red.
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Figure 4.17: Comparison of the estimated (Red) and true dynamic states (Blue)
for one of three generators on Bus 54 of subsystem 1. The estimated one standard
deviation uncertainty is shaded red.
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C h a p t e r 5
INTEGRATED BAYESIAN APPROACH TO A SYNTHETIC
BIOLOGICAL EVENT DETECTOR
In this chapter, we present an integrated approach for both unknown input detection
and input parameter estimation in a biological context. We use the synthetic biolog-
ical event detector circuit, introduced in [Hsi+16], to extract information about the
chemical recorded in the distributional response of a cell population of a biological
sensor. We use the heterogeneous cell population response to infer whether any
event has occurred, and if it has, to infer its properties such as timing and amplitude.
Bayesian inference provides a natural framework to answer questions about chemi-
cal signal occurrence, timing, and amplitude by formulating the problem as model
class selection and parameter estimation.
First, we provide motivation and introduce the event detector circuit stochastic
model for a heterogeneous cell population. Then we formulate the event detection
and inference problem in the Bayesian framework and show how it can be solved
using Sequential Tempered MCMC. Finally, we illustrate the results of applying
the Bayesian framework to the problem of inferring chemical inducer properties,
discuss the results, and make conclusions.
My contribution to this work was to formulate the problem in the Bayesian context
and then to utilize the computational methods developed in Chapter 3.2 to solve it.
Our Bayesian approach to inferring chemical events is presented in [Bae+16], which
forms the basis for this chapter.
[Bae+16] Ania-Ariadna Baetica, Thomas Anthony Catanach, Victoria Hsiao,
Richard Murray, and James Beck. “A Bayesian approach to inferring
chemical signal timing and amplitude in a temporal logic gate using the
cell population distributional response”. In: bioRxiv (2016), p. 087379.
5.1 Motivation
Stochastic gene expression poses an important challenge for engineering robust
behaviors in a heterogeneous cell population [EE10]. Cells address this challenge
by making decisions that consider the distribution of cellular responses during some
regulation and differentiation processes [Oga93]. Similarly, the event detector circuit
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Figure 5.1: Graphic demonstrating the heterogeneous cell population response to
two chemical inputs. Colors indicate different cell florescent outputs.
design in Hsiao et al. [Hsi+16] considers the distribution of responses across a cell
population. This circuit records the temporal order of two chemical signals. Hsiao
et al. [Hsi+16] also used the heterogeneous cell population response to infer the
timing and duration of the two chemical signals for a small set of events. A graphical
representation of the heterogeneous cell population response to two chemical inputs
is given in Figure 5.1.
We develop a probabilistic model based on the event detector circuit model in
[Hsi+16] that integrates both predictive modeling uncertainty and sampling error
statistics. In this way, we incorporate uncertainty in how well our event detector
model captures the cell population and in how well a sample of measured cells
represents the entire population. Using our probabilistic model and cell population
measurements taken every five minutes on simulated data, we ask how likely it
was to observe the data for parameter values that describe square-shaped inducer
pulses. The likelihood function associated with the probabilistic model answers the
question of how likely the data is by comparing the likelihood values for the model
where chemical signal pulses are turned off against the model where the pulses are
on. Therefore, we determine whether an event of chemical induction of integrase
expression has occurred or not.
Using Sequential Tempered Markov Chain Monte Carlo, we sample the posterior
distribution of pulse parameters and then estimate the posterior probability of the
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two chemical signal events. We implement this method and obtain accurate results
for detecting chemical inducer pulse timing, length, and amplitude. We can detect
and identify chemical inducer pulses that fall under biologically relevant conditions.
Using the Bayesian framework to solve our problem enables us to obtain probability
distributions over chemical signal occurrence, timing, and amplitude, as well as to
test the limits of chemical input identifiability. There are other alternative methods
for the problems posed in this work. The first problem of detecting an event
falls under the broad field of anomaly and change point detection. Many approaches
within this field deal with the problem of usingmodels or approximations to quantify
the typical behavior of a system and then setting a threshold to determine whether
the signal is within this typical set of behaviors. There are data driven methods like
clustering methods or spectral methods that do not need a physical model of the
system, but use data to determine a typical set of behaviors [CBK09]. Alternatively,
when a physical model is known and computationally tractable, a hypothesis testing
framework can be employed. If a set of possible models of the event is also known,
a likelihood ratio test is often used to determine whether to accept or reject the
hypothesis [B+93]. The methodology of Bayesian model selection enables us to
better handle uncertainty within the models, to avoid setting detection thresholds
that are not based on probabilities, and to avoid overfitting [Gel+14; Bec10; KR95].
The second problem of identifying the parameters of the chemical inducer pulse
is often approximated by solving a maximum likelihood or maximum posterior
estimation problem to find the best set of parameters that describe the data [Has+10;
Anz12]. While the optimization problem can be nonconvex, several methods have
been developed to find good solutions for these problems such as Expectation-
Maximization [Anz12]. Maximum likelihood methods can also be integrated into
the change point detection framework [B+93]. However, using MCMC to sample
the posterior distribution of likely parameters enables us to make a more robust
estimate about the set of possible pulse parameters. This also enables us to detect
when the pulse is weak since this corresponds to the posterior being very broad and
close to unidentifiable.
5.2 System Description
Event detector circuit function
The two-input event detector circuit, also called a temporal logic gate, uses two
integrases to engineer an E. coli strain with four possible DNA states that record
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the temporal order of chemical inputs in the cell population response. Using the
heterogeneous response of the E. coli population, Hsiao et al. [Hsi+16] infer and
record the order of chemical inputs.
The event detector circuit uses serine integrases TP901-1 (int A) and Bxb1 (int B)
to flip the DNA between different states. Each cell in the population can be in one
of 4 identifiable DNA states: no input (state S0), only input a detected (state Sa),
input b detected before input a (state Sb), or input a then b detected (state Sab) as
illustrated in Table 5.1. Fluorescent proteins are used to read the DNA state of
each cell. The change in DNA state caused by detection of either input a or b is
irreversible, and thus the detection is recorded in DNA memory. For more details
on the event detector circuit, see reference [Hsi+16].
Stochastic modeling of the event detector circuit using the chemical master
equation
To capture the stochastic behavior of the event detector circuit, we model DNA and
integrase interactions in each cell using the chemical master equation [Gil92]. We
assume that each E. coli cell in the population can be uniquely characterized by
the triplet of DNA state and molecule numbers of integrases A and B. This state
is denoted as (Si, nA, nB), where DNA state Si ∈ S = {S0, Sa, Sb, Sab} and integrase
copy numbers nA, nB ∈ N≥0. The dynamics of the probability vector, p(t), of a cell
being in each state is then:
∂p(t)
∂t
= Ap(t) (5.1)
The matrix A is the transition matrix of the continuous-time Markov process that
describes the evolution of the cell population. The details of the Markov transitions
between states are found in [Bae+16; Hsi+16].
Event DNA state Fluorescent Output
None S0 None
a only Sa RFP
b only Sb None
a and b both Sab GFP
Table 5.1: The table describes the inputs, DNA states, and outputs to the event
detector. Table adapted from [Hsi+16].
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Figure 5.2: We restrict the chemical inducer inputs a and b to be square waves.
They turn on at times taON and tbON and turn off at times taOFF and tbOFF.
The chemical inputs alter the Markov transition rates through terms γA(t) and γB(t)
that represent the production of the two integrases. The chemical inputs that we
consider are square waves as illustrated in Figure 5.2. We assume that chemical
inputs a and b are turned off, then turned turn on, and then turned back off. This
defines our production rates of integrase molecules A and B, γA(t) and γB(t),
respectively, as
γA(t) =

kprodA + kleakA, if chemical inducer a is on
kleakA, if a is off
(5.2)
γB(t) =

kprodB + kleakB, if chemical inducer b is on
kleakB, if b is off
(5.3)
Here kprodA and kprodB are the production rates of the two integrases, while kleakA and
kleakB represent leakiness, which are the background production rates of integrase
molecules A and B.
Solving the chemical master equation model
We simulate the CME model of the event detector circuit using the finite state
projection algorithm (FSP) in [MK06] as follows. We first transform our three
dimensional state space into a one dimensional state vector by iterating over the four
DNA states and the pairs of integrase copy numbers. The resulting infinite state
space vector is given by
p(t) = (Pt(S0, 0, 0), Pt(Sa, 0, 0), Pt(Sb, 0, 0), Pt(Sab, 0, 0), Pt(S0, 0, 1), . . . ) (5.4)
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The transition matrix, A, is square and extends to infinity since the state vector has
an infinite number of entries. We separate our transition matrix into a sum of a
constant matrix and two matrices multiplied by production rates:
A = Aconst + γA(t)Aa + γB(t)Ab (5.5)
Matrices Aconst, Aa, and Ab are still infinite in both of their dimensions. We truncate
them according to the FSP algorithm to a maximum of 20 copies of integrases A
and B in each dimension. Following the truncation of the transition matrix using
FSP, the CME formulation of the event detector model is
∂p(t)
∂t
= (Aconst + γA(t)Aa + γB(t)Ab)p(t) (5.6)
where p(t) is now a truncated version of that in (5.4) of dimension 1600. We solve
for the probability distribution over the heterogeneous cell population by computing
the standard matrix exponential solution
p(t) = E(t, a, b)p(0) (5.7)
The matrix E(t, a, b) is the product of exponential matrices according to the ordering
and time at which inducers a and b turn on and off. For example, if inducer a turns
on instantaneously and inducer b turns on at time tbON and they both subsequently
remain on, then the expression for E(t, a, b) at time t follows from
E(t, a, b) =

exp[(Aconst + (kprodA + kleakA)Aa)t], if t < tbON
exp[(Aconst + (kprodA + kleakA)Aa)tbON] · exp[(Aconst+
+ (kprodA + kleakA)Aa + kleakBAb)(t − tbON)], if t ≥ tbON
(5.8)
Similar expressions for the matrix E(t, a, b) can be derived for any combination of
chemical inducers a and b. The result can be then used in equation (5.7) to derive
how the heterogeneous cell population evolves as a function of time by patching
together the different solutions for each time interval.
5.3 Bayesian Problem Formulation
In order to formulate the Bayesian inference problem for detecting events and de-
termining the properties of these events, we create the following model classes.
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The first model classM0 describes the dynamics of the cell population when there
is no event, whileM1 describes the dynamics of the population when there is an
event described as the addition of chemical inducers a and b. The events in M1
are parameterized by a vector θ defined in Table 5.2. The parametrization chosen
is done to reduce the correlation between states and avoid having prior distributions
with bounded support, which can accelerate our sampling methods.
Var Model Parameter Prior Description
θ1 taON Unif [0, tmax] Start time of input a
θ2 tbON Unif [0, tmax] Start time of input b
θ3 log (taOFF − taON) N (µl, σl) s.t.
taOFF ≤ tmax
Log length of input a
θ4 log (tbOFF − tbON) N (µl, σl) s.t.
taOFF ≤ tmax
Log length of input b
θ5 log(kprodA · (taOFF − taON)) N (µkl, σkl) Log of the pulse area i.e.
the product of the length
and themagnitude of in-
put a
θ6 log(kprodB · (tbOFF − tbON)) N (µkl, σkl) Log of the pulse area i.e.
the product of the length
and themagnitude of in-
put b
Table 5.2: The variables, θ, parameterize the event that chemical inducers a and b
are added based upon the start time, end time, and magnitude.
The forwardmodels forM0 andM1 have the same dynamics structure, and therefore
we can construct the likelihood function for the model class in the same way for
observations of the cell population. The forward model describes the evolution of a
probability vector over the states, according to the CME. The data we are considering
is the observed fraction of cells in a given DNA and molecule number state at an
instance in time. In order to find the likelihood of the data given our model, we
consider two sources of uncertainty. First, in order to account for predictivemodeling
errors, we assume that the probability vector p (t), which we model as generating
our observation x (t), at time t, is not the same as the one generated by the forward
model p¯ (t), but comes from a distribution centered around the vector predicted by
the forward model. Thus, in our model class, the forward model describes not the
evolution of a probability vector, but the evolution of a distribution of probability
vectors.
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This distribution of probability vectors is modeled by a Dirichlet distribution with
parametrization α (t), which we take to be α (t) = αp¯ (t). Here α is a constant that
controls the variance of the “distribution of distributions”, i.e. the believed accuracy
of our prediction. Secondly, we model the sampled number of cells in a given state,
x (t) at time t using the multinomial distribution defined by the probability vector
from the Dirichlet distribution, p (t) ∼ Dir (α (t)). The Dirichlet distribution is a
common choice for quantifying uncertainty about a multinomial distribution since
it is the conjugate prior of this distribution. By simultaneously considering these
two sources of uncertainty, we are better able to replicate the uncertainty found in
real systems. When the number of measured cells is small, the sampling uncertainty
will dominate, while when the number of measured cells is large, the prediction
uncertainty will dominate. This formulation of the predictive model is summarized
in Figure 5.3.
Figure 5.3: The probabilistic model used to construct the likelihood of the observed
data is based on two sources of uncertainty: model prediction uncertainty and
random sampling errors.
Using this formulation of the model class, we can now define a likelihood function
based on the forward model, Dirichlet distribution, and multinomial distribution as
follows:
p (D | M0) ∝
N∏
i=1
P (x (ti) | α (ti) = E (ti, ∅, ∅) p (0))
p (D | θ,M1) ∝
N∏
i=1
P (x (ti) | α (ti) = αE (ti, a (θ) , b (θ)) p (0))
(5.9)
Here x (ti) are the cell counts at time ti, α (ti) is the parametrization of the Dirichlet
distribution, and N the number of observations in time. This also models our predic-
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tion of cell population measurements as independent in time. We are only interested
in likelihood functions up to a constant of proportionality for the computational
methods used to solve the inference problem. Thus, equation (5.9) reduces to the
following log likelihood function:
log p (D | M0) ∝
N∑
i=1
S∑
j=1
log Γ(x j (ti) + α j (ti)) − log Γ(α j (ti))
log p (D | θ,M1) ∝
N∑
i=1
S∑
j=1
log Γ(x j (ti) + α j (ti)) − log Γ(α j (ti))
(5.10)
Here, x j (ti) is the number of cells in state j at time ti, α j (ti) is the parametrization
of state j of the Dirichlet distribution at time ti, Γ is the Gamma function, and S is
the total number of states in the state vector of the CME.
5.4 Detection and Inference
Assuming that an event occurs, we can use Bayesian inference to infer the posterior
distribution of the event parameters conditional on the measured data as discussed
in Section 1.2. We use the priors and likelihood functions in Section 5.3 to define
the posterior distribution:
p (θ | D,M1) ∝ p (D | θ,M1) p (θ | M1)p (D | M1) (5.11)
Using this function and ST-MCMC, we can then sample the posterior distribution
as discussed in Chapter 3.2.
Then using Bayesian model class selection introduced in Section 1.2, we can also
consider the probability of any event fromM1 occurring given the cell population
measurements, p (M1 | D). We assume that the prior probability of any event
happening is known and defined as p (M1) = 1 − p (M0). Therefore, we can
perform event detection by computing
p (M1 | D) = p (D | M1) p (M1)p (D) (5.12)
Using the law of total probability, p (D) = p (D | M0) p (M0)+p (D | M1) p (M1),
we find that
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p (M1 | D) = p (D | M1) p (M1)p (D | M0) p (M0) + p (D | M1) p (M1) (5.13)
where p (D | M0) is defined in equation (5.9) and so it remains to estimate the
evidence, p (D | M1), using p (D | θ,M1) in equation (5.9), as
p (D | M1) =
∫
p (D | θ,M1) p (θ | M1) dθ (5.14)
This integral is estimated using ST-MCMC as discussed in Section 3.2.
5.5 Computational Experiments
In order to judge the efficacy of our Bayesian method, we test it under different
conditions. We consider different chemical inducer pulse properties by simulating
a biologically relevant long pulse and an unrealistic very short pulse to see the
limits of our method. We also consider the case where only the state of the cell
population at the end of the simulation is observed and one in which the time series
evolution of the cell population is observed. The end point observation case was
considered in [Hsi+16] where they try to find the separation time between pulses
and the pulse width of pulse b. By taking a fully Bayesian approach, we seek
to identify a posterior distribution over all pulse parameters. For the Bayesian
inference problem, the log pulse duration prior isN (2.0, 0.7) and the log pulse area
prior isN (2.5, 1.0259). The forward computations of the matrix exponential vector
products uses Expokit [Sid98].
Case 1: Nominal pulses using only endpoint data
First, we consider the parameters for a typical event that has inducer a on for 7.0
hours and inducer b on for 5.0 hours. We use Sequential Tempered MCMC method
to generate 1024 posterior samples. In Figure 5.4, we plot the histogram for the
posterior samples and the correlation diagrams for each of the parameters. The
mean and standard deviation estimates of the posterior distribution are found in
Table 5.3 along with the true simulations parameters used to generate the endpoint
observation.
Since only the endpoint data was used, the posterior distribution still has significant
uncertainty about the pulse characteristics. We see that only the areas for pulses
aand b are well identified since the endpoint data captures the integrated effect of
the pulses and not their duration or intensity alone. Furthermore, the correlation
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Figure 5.4: Histograms of the posterior sample and kernel density plots showing
the correlation in the posterior for Case 1.
Model Variable True Value Posterior Mean Posterior std
taON 3.0 2.098 1.584
tbON 5.0 3.189 1.609
(taOFF − taON) 7.0 4.997 2.339
(tbOFF − tbON) 5.0 6.515 2.404
areaa 3.5 3.494 0.101
areab 2.5 2.400 0.063
Table 5.3: Posterior estimates for Case 1
between the start times of pulse a and pulse b indicates that it is highly likely that
pulse b starts after pulse a. Finally, when model class selection is performed to
distinguish between the model classes, we find that the likelihood of the pulse events
is effectively 1, despite the parameter uncertainty.
Case 2: Nominal pulses using time series data
Next we consider the same pulses but with time series observations every 5 minutes.
In Figure 5.5, we plot the histogram for the posterior samples and the correlation
diagrams for each of the parameters. The mean and standard deviation estimates
of the posterior distribution are found in Table 5.4 along with the true simulations
parameters.
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Figure 5.5: Histograms of the posterior sample and kernel density plots showing the
correlation in the posterior for Case 2. Note that the scale on the axes differ from
Figure 5.4.
Model Variable True Value Posterior Mean Posterior std
taON 3.0 3.011 0.012
tbON 5.0 5.005 0.007
(taOFF − taON) 7.0 6.993 0.035
(tbOFF − tbON) 5.0 5.015 0.023
areaa 3.5 3.507 0.007
areab 2.5 2.511 0.005
Table 5.4: Posterior estimates for Case 2
Unlike Case 1, using the full time series provides much more information about
the properties of the pulses, thus enabling us to identify all of its parameters quite
precisely. We see that the posterior is globally identifiable and well concentrated
around its mode. This illustrates the value of observing the biosensor over time.
Moreover, as for Case 1, we find that the likelihood of the pulse events is effectively
1.
From the computational perspective, we can see that our choice of parameterization
was good to produce a globally identifiable posterior distribution. The correlation
coefficient for the area and length of b is 0.37, while the correlation coefficient
between the length and amplitude is -0.91. Thus choosing to use pulse area was a
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good choice.
Case 3: Short inducer pulses using only endpoint data
For Case 3, we consider very short inducer pulses that are not biologically motivated
and thus very unlikely according to the prior. These short pulses illustrate the limits
of the inference and detection framework. The inducer a pulse is on for 6.0 minutes
and inducerb is on for 3.0minutes, whichmakes the pulses approximately two orders
of magnitude weaker than Case 1. First, we consider the case where only endpoint
data is observed. In Figure 5.6, we plot the histogram for the posterior samples and
the correlation diagrams, while Table 5.5 presents the mean and standard deviation
estimates of the posterior distribution along with the true simulations parameters.
Figure 5.6: Histograms of the posterior sample and kernel density plots showing
the correlation in the posterior for Case 3.
Model Variable True Value Posterior Mean Posterior std
taON 3.0 6.605 4.464
tbON 5.0 5.271 3.419
(taOFF − taON) 0.1 6.294 3.373
(tbOFF − tbON) 0.05 6.682 3.496
areaa 0.05 0.119 0.036
areab 0.005 0.031 0.010
Table 5.5: Posterior estimates for Case 3
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We see that the posterior is very uncertain and that the timing parameters are
still close to their prior distributions since they are relatively uninformed by the
endpoint data. The area parameters are constrained to be very small, although
there is uncertainty in how small they should be since their standard deviations are
relatively large with respect to their means. Since the prior assumes pulses on the
order of hours and with larger areas, we see that the posterior over-estimates these
values. When model selection is performed using the endpoint data the likelihood
of a pulse is found to be very close to 0. This is because our choice of prior
indicates that the posterior pulse parameters are very unlikely and the available data
is relatively uninformative, since we are only using end point observations.
Case 4: Short inducer pulses using time series data
Next for Case 4, we consider the case where the time series is observed. In Figure
5.7, we plot the histogram for the posterior samples and the correlation diagrams,
while Table 5.6 presents the mean and standard deviation estimates of the posterior
distribution along with the true simulations parameters.
Figure 5.7: Histograms of the posterior sample and kernel density plots showing
the correlation in the posterior for Case 4.
We see that the posterior is less uncertain than when only endpoint data is observed.
The timing of pulse a is relatively well identified, although the length is still over-
estimated since the prior prefers longer, lower intensity pulses over shorter, higher
intensity pulses. These pulses are more biologically relevant. The timing of pulse
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Model Variable True Value Posterior Mean Posterior std
taON 3.0 2.717 0.096
tbON 5.0 3.357 0.813
(taOFF − taON) 0.1 0.651 0.187
(tbOFF − tbON) 0.05 3.861 1.662
areaa 0.05 0.055 0.002
areab 0.005 0.006 0.001
Table 5.6: Posterior estimates for Case 4
b is less constrained since its intensity is an order of magnitude weaker than pulse
a. We do find that the areas of the pulses are highly informed and well determined.
When model selection is performed using the much richer time series data, the
likelihood of pulses being present is now close to 1, even though the inferred pulse
parameters are very unlikely with respect to the prior. This shows the value in the
time series data for detecting weak pulses.
5.6 Discussion
Using the framework of Bayesian inference, we have answered questions about
events recorded in the heterogeneous distributional response of a cell population.
We were able to identify the occurrence, timing, and amplitude of chemical inducer
pulses in a event detector circuit. We used the cell population response to determine
whether an event of chemical induction of integrase expression had occurred. We
also obtained accurate results for chemical inducer pulse timing, length, and am-
plitude using Markov Chain Monte Carlo methods for Bayesian inference. Under
biologically relevant conditions, we were able to identify the area and ordering of
pulses using endpoint observations and fully identify the pulse using time series
information.
In the future, it would be interesting to increase the complexity and the number of
parameters that describe the chemical inputs and to solve the inference problem for
a chemical inducer class of functions that correspond to square wave trains, which
represent inducers that are repeatedly turning on and off. Furthermore, we could
seek to use the Bayesian framework to answer questions of experimental design
to help improve the design of biosensors and to increase their ability to do pulse
detection and inference.
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C h a p t e r 6
CONCLUSION
6.1 Summary
In this work, we discussed computational methods for solving Bayesian inference
problems and presented several applications of Bayesian methods in complex sys-
tems. Bayesian inference can broadly be separated into three types of problems:
state estimation, parameter estimation, and model selection. Typically, these in-
ference problems update our understanding about a system on different temporal,
spatial, andmagnitude scales. Therefore, by thinking about inference as a layered ar-
chitecture, and utilizing this structure, we presented how inference can be performed
quickly and flexibly. However, solving these problems is still often computationally
challenging, thus necessitating the development of advanced algorithms that are
computationally tractable.
In Chapter 2, we presented the Second-Order Langevin Monte Carlo (SOL-MC)
sampler. This sampler is a Markov Chain Monte Carlo (MCMC) algorithm based
on an underlying stochastic dynamical system. We showed how this system can be
designed to optimize performance and to more efficiently explore and sample the
posterior distribution in Bayesian inference. Further, we presented two extensions
of this sampler: one for the case where more information about the geometry of
the posterior distribution is available for the sampler to use, and another for the
case when we allow the sampler to be non-reversible. The effectiveness of this
sampler was explored using parameter estimation in a hysteretic structure model
and a Bayesian logistic regression problem.
In Chapter 3, we presented advances for Sequential Tempered MCMC (ST-MCMC)
algorithms that combine annealing, importance sampling, and MCMC to gradually
transform a population of samples from the prior to the posterior through a series of
intermediate distribution levels. We derive theoretical results that help tune param-
eters such as the target correlation and acceptance rate during MCMC sampling,
as well as, the amount of variation between each level. Further, we introduced
the Rank-One Modified Metropolis Algorithm (ROMMA) to speed up sampling
efficiency in high dimensional problems, particularly where the prior has bounded
support. These improvements are demonstrated using a constrained Bayesian logis-
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tic regression problem and a static fault model inference problem in geophysics.
In Chapter 4, we discussed the application of Bayesian methods to sub-second esti-
mation problems in power network systems. We developed a new Extended Kalman
Filter state estimator for the differential algebraic equations that describe the power
grid. Using the network structure of the power grid, this estimator can be imple-
mented in a local, distributed, and global context. Further, we formulated the fault
detection and classification problem as a Bayesian model class selection problem.
Using the dynamic state estimator we developed, we can perform fault detection and
classification in under a second of a fault’s occurrence. These algorithms provide
an integrated approach for power system estimation and fault detection, which was
demonstrated on a test system.
Finally, in Chapter 5, we used Bayesian model selection and parameter estimation
to detect and identify unknown inputs in a biological system. The goal of this
work was to identify the timing and area of two chemical pulses detected by a
synthetic biosensor and to see what measurements were necessary for detection and
identification. We used ST-MCMC to provide a fast solution to this problem and to
demonstrate its effectiveness for a set of realistic chemical pulses.
6.2 Future Work
There are many avenues of future work for the methods developed in this thesis.
First, better adaptive methods could be used within SOL-MC and ROMMA to
improve their efficiency and scaling to high-dimensions by finding an approximate
distribution to the posterior. This approximate distribution could be used within
SOL-MC to improve the numerical integration, which would enable longer steps
that still have a high probability of acceptance. For ROMMA, the approximate
distribution could be used within the rank-one proposal step instead of the prior
distribution. Therefore, ROMMAwould integrate information from the approximate
distribution into the proposal before the final accept or reject step, thereby increasing
sampling efficiency.
Another avenue for future work is merging Sequential Tempered MCMC and Trans-
port map accelerated MCMC. The sample population in ST-MCMC could be used
to construct a transport map that transforms the complex posterior distribution into
a simpler distribution. Sampling would then be done with respect to this simpler
distribution. The population would then be transformed back to the original poste-
rior through the inverse transform. Furthermore, since ST-MCMC uses a series of
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intermediate distributions to move from the prior to the posterior, the transport map
could be iteratively constructed over the course of the levels.
Finally, there are many more opportunities to integrate Bayesian methods into the
inference problems described in power systems and biosensors. Specifically in
power systems, developing more flexible disturbance identification methods that do
not rely on a set of possible disturbances would increase these systems’ ability to
adapt to variations. As for the synthetic biosensor application, we are interested in
identifying more complex pulse profiles and using Bayesian experimental design to
optimize the sensor’s performance.
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