Cover showed that the probability P ( n , d ) that n random points in general position in R" are linearly separable ist % This is the probability that exists an hyperplane separating a random partition of the n points in two sets.
Feed-forward neural networks have frequently solicited studies on geometrical properties of their input space.
The values ofthe d input neurons can be thought of as coordinates of d-dimensional space Rd and then the set of all possible inputs is a subset of R" (the pattern space). In the frequent case of digital inputs (0, 1 or * I ) the pattern space shrinks to the set of the vertices of the d-dimensional hypercube Q d c R".
'The seminai Cover papert i l j showed many interesting properties for sets of n points in general position in Rd. The points are in general position if any k-tuple
Cover showed that the probability P ( n , d ) that n random points in general position in R" are linearly separable ist t For some more w e n t works with a similar approach see e.g. [2] and [3] .
% This is the probability that exists an hyperplane separating a random partition of the n points in two sets.
The II points are supposed IO he in general position in R". For more precise definitions see [I] . 
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where u,(II., d ) is the number of linearly dependent k-tuples of points of the set II..
To pass from (3) to the probabilities of (1) and (2) The quantity is, by definition, the probability that k points out of the n are not in general position. Since the points are vertices of Qd this probability is bounded by the probability that a ( d + 1) x ( d + 1) random *I matrix is singular and this probability is known 
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follows the condition is proven that n has to satisfy (in the large d limit) to remain in the case where hypercube symmetries are marginal. Starting from (3) we obtain where ( C ( n , a')} is the average value of C(n, d ) . Using the definition of C,,(n, d ) , ( I ) and ( A final word of caution about the hypothesis of randomness in the choice of the n points that underlies all these results. In real life cases the patterns are highly corre!l!ed 3mong thc!nse!ves and these res??!!s do no! app!y direa!y
