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Current networks are typically over-provisioned to ensure low delay, high capacity 
and reliability. These Quality of Service (QoS) guarantees are typically achieved 
using high end, high power network equipment and redundancy. Their use, however, 
has led to concerns regarding greenhouse gas emissions, which has recently garnered 
a lot of attention and resulted in a number of global initiatives that aim at reducing 
the carbon footprint of Internet Service Providers (ISPs). Specifically, a number of 
recent studies estimate that power consumption related to Information and 
Communication Technologies (ICT) itself varies from 2% to 10% of the worldwide 
power consumption. This trend is expected to increase notably in the near future, i.e., 
twice the current value in 2020. Furthermore, the telecommunication infrastructures, 
especially routers, generate 37% of total ICT emissions. These initiatives have 
motivated ISPs and researchers to design novel network algorithms and hardware to 
scale the usage or active time of network components according to traffic load.  
One of the main techniques used to manage resources and ensure reliable 
performance in IP networks is intra-domain traffic engineering (TE), which involves 
adapting the routing of traffic to the network conditions, with the joint goals of good 
user performance and efficient use of network resources. Intra-domain TE uses 
information about the network traffic profile (traffic matrix) that specifies the 
expected traffic rate between ingress-egress pair in the network to manage and 
possibly optimize the network performance.  
To this end, our work aims to utilize TE to shut down a subset of nodes and links 
during off-peak traffic demands in order to minimize power expenditure while 
satisfying network performance requirements, i.e., maximum link utilization (MLU), 
path length and reliability. The output of our energy-aware TE is a routing policy that 
includes (i) a set of switching off network resources and (ii) a set of paths with their 
corresponding relative rate vector that specifies the fraction of traffic assigned to 





and two disjoint paths (2DP).  
In the first part of the thesis, we focus on single path routing problem in networks 
with bundled links each of which contains multiple cables that can be switched off 
independently. We propose an efficient approach - Single Path by Shortest Path First 
(SSPF) to power off redundant cables as long as the remaining cables provide 
sufficient capacity to satisfy traffic demands. SSPF routes each traffic demand using 
only a single path, and our extensive simulations show that this restriction does not 
reduce the effectiveness of our approach while significantly reducing time 
complexity as compared to the existing approaches. Moreover, SSPF could 
significantly reduce the power usage of cables used in the network while 
guaranteeing a given threshold of MLU.  
In the second part of the thesis, we consider multiple paths routing, focusing on 
networks with bundled links. We design a fast heuristic, called Multiple Paths by 
Shortest Path First (MSPF), which aims to maximize the number of switched-off 
nodes and cables subject to satisfying MLU and end-to-end delay constraints. We 
have extensively evaluated the performance of MSPF on both real and synthetic 
topologies and traffic demands. Further, we have compared its performance against 
two state-of-the-art techniques: GreenTE, usable only when each link has one cable, 
and FGH, that supports bundled links but usable only for networks without MLU and 
path length constraints. 
In the last part of the thesis, we consider using 2DP to distribute the traffic demands. 
We address the problem of minimizing the power usage of networks that use 2DP. 
Specifically, we define Energy-Aware Two Disjoint Paths Routing (EAR-2DP) 
problem to maximally switch off redundant cables while ensuring the availability of 
at least 0QT1.0 fraction of all possible (sd, td) 2DPs with MLU no greater than a 
configured threshold. We first prove that EAR-2DP is NP-complete. Then, we design 
a fast heuristic, called Two Disjoint Paths by Shortest Path (2DP-SP) that considers 





the problem. We have extensively evaluated the performance of 2DP-SP on real 
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We are currently entering an era of increasing concern for environment in which 
Internet plays an important role both as a replacement for traveling and as a medium 
to convey environmental information. However, the Internet itself and its related 
information and communication technology (ICT) consume growing significant 
power, and start to have an impact on global warming. 
Today’s computer network infrastructures around the world consume non-negligible 
amount of power. For example, the power usage of the network infrastructures in 
Italy in 2006 exceeded 1.4 terawatt per hour (TWh), which is approximately 0.7% of 
the total power usage [1]. Other examples include Verizon, where in 2010, consumed 
10.24 TWh, and AT&T that recorded 11.14 TWh [2] power usage. British Telecom 
reported that the overall power consumption for its network and estate during the 
2008 financial year was 2.6 TWh, making it the biggest single energy consumer in 
the country [3]. In 2012, small network equipment in U.S. homes, i.e., modems, 
routers, and gateways, as shown in Table 1.1, consumed approximately 8.3 TWh of 
electricity, which resulted in 5 million metric tons of carbon dioxide emissions [4].  










Modems 5.7 50 40 2 
Gateways 7.9 69 42 2.9 
Routers 5.7 50 53 2.6 
Switches 1.9 17 1 0.1 
Access Points 2.6 23 2 0.1 
Optical Network 
Terminal 
16.2 142 6 0.8 
Total 144 8.3 





These power consumption figures are expected to increase further given that today’s 
networks are designed to support the maximum number of customers whilst meeting 
their Quality of Service (QoS) requirements with insignificant considerations for 
energy efficiency. These goals are usually achieved by building many redundant 
links and adequately over-provisioning and engineering links to ensure low delays, 
and to absorb any rise in traffic resulting from link failures or key events. For 
instance, high-end Internet Protocol (IP) routers use complex multi-rack architectures 
that are able to support increasing network functionalities and network traffic that 
increases 2.5 times every 18 months [5]. These highly engineered links, however, are 
usually underutilized. In fact, the average link utilization in backbone networks of 
large Internet Service Providers (ISPs) is estimated to be around 30%-40% [6].   
Figure 1.1 Greenhouse gas emission estimation according to GeSI [7] 
Thus, much like in other areas where energy efficiency is a concern, there are two 
main motivations that drive the quest for “green” networking: 1) the environmental 
factor that aims to reduce CO2 emission shown in Fig. 1.1; 2) the economic factor, 
the main incentive of each network operator, to counterbalance ever-increasing cost 
of power, as shown in Fig. 1.2, while keeping the network up and running at the 
desired service level. As shown in Fig. 1.1, the Global e-Sustainability Initiative 
(GeSI) reported that, by 2020, carbon footprint of networks and related 
infrastructures will generate nearly 350 Mtons of CO2 emissions, and wired network 
devices (e.g., routers, switches, etc.), and broadband access equipment are expected 























to reach 22% and 15%, respectively, of the overall network’s CO2 emissions [7]. Fig. 
1.2 shows Operating Expenses (OPEX) estimation related to power costs for the 
European Telco’s’ network infrastructures in the “Business-As-Usual (BAU)” and in 
the Eco-scenario [8], and cumulative savings between two scenarios [8, 9]. The rapid 
increase in energy price and awareness of greenhouse effect will eventually trigger 
more restrictive government policies on the energy footprint of the ICT sector, which 
in turn will stimulate demands for effective energy efficient network solutions [10]. 
Figure 1.2 Financial estimation of power consumption [8, 9] 
The described environmental and economic factors encourage telcos, ISPs and 
researchers to investigate possible power-aware networks that use green architectural 
solutions and protocols, and innovative equipment to reduce network’s power 
consumption. Among others, major ICT companies and research bodies have 
invested capital on developing more energy-sustainable data centers and network 
infrastructures [8]. In this context, designing an energy-aware network is a challenge, 
because it requires radical changes in the Internet design, as well as some of the user 
habits. However, the initiatives are imperative since the continuous growth of the 
Internet unsustainably increases its total power consumption. Although green 
networking research is still in its infancy, a number of interesting works have already 
been carried out; see Chapter 2 for their details.  
The current practice of over-provisioning network resources, coupled by significant 




traffic variations from peak to off-peak periods and development of green network 
devices, provide a unique opportunity for energy-aware network design. Traffic 
variation is strongly correlated with the time and location of users that use the 
networks. Specifically, fewer network accesses are expected at night (off-peak period) 
as compared to during the day (peak period) since more users would be using 
networks at work, and heavier traffic is generated in the city center by business 
entities at weekdays as compared to in suburban area with fewer network accesses 
from private places. The network usually provides over-provision resources, e.g., 
link capacity to avoid overload during peak hours [11]. Such practice is applied in 
today’s core networks and is currently favored by many ISPs as the preferred 
mechanism for QoS [12]. Specifically, one reason for over-provisioning is to 
minimize the chance of network congestion induced by traffic bursts, in addition to 
ensure its survival even after some failure of its devices and to maximize the 
performance experienced by the users, i.e., QoS.  
Intel Corporation has introduced the 0BASE-X concept [13], whereby line-cards are 
able to quickly switch from active mode, in which data can be transmitted rapidly, to 
idle mode to save power, and vice versa. The concept is effective in reducing power 
consumption of links with low utilization. As the power consumption of backbone 
routers and their line cards is essentially independent of link load [14], it is natural to 
set all under-utilized routers and line cards during off-peak periods into a sleep mode. 
However, current studies only concern on the switching off resources or adapting rate 
to reduce the power, and consider few on the performance of the network, such as 
path length, maximum link utilization (MLU) and reliability. Our work in this thesis 
considers the trade-off between the power consumption and the network performance 
requirements. 
1.1 Aim and Approach 
We consider the design of energy-aware traffic engineering (TE) in the core networks 
that support single path, multipath, and/or two disjoint path (2DP) routings. In 




general, we aim to reduce the power consumption of the whole network, rather than 
only a single device in the network, and propose three efficient TE techniques to 
balance the network’s power usage and performance, i.e., path length, MLU and 
reliability. More specifically, the aims of our works are as follows. 
Aim 1 – To propose a green routing algorithm that routes each traffic demand via a 
single path. In most router implementations, packets that belong to a particular 
Transmission Control Protocol (TCP) session are routed via a single path. Our 
proposed algorithm, called Single Path by Shortest Path First (SSPF), aims to switch 
off redundant cables as long as the remaining cables provide sufficient capacity to 
distribute traffic demands via single path while guaranteeing the MLU constraint.  
Aim 2 – To propose a green routing algorithm that routes each traffic demand via one 
or more paths, i.e., multiple paths routing. Multiple paths routing provides not only 
path diversity to allocate traffic flow, but also enhances the route reliability (RR). 
Our proposed algorithm, called Multiple Paths by Shortest Path First (MSPF), aims 
to switch off idle resources (routers and/or cables) to reduce the power consumption 
with two QoS requirements, i.e., path length and MLU. Using the same QoS 
requirements MSPF can save more power as compared to SSPF.   
Aim 3 – To propose a green routing algorithm that routes each traffic demand via 
two disjoint paths (2DP). As compared to the single or multiple non-disjoint paths 
routing, using 2DP makes failure much less likely, and improves the network 
throughput for many applications, such as survivable design of telecommunication 
networks and restorable/reliable routing. Our proposed approach, called Two Disjoint 
Paths by Shortest Path (2DP-SP), aims to switch off idle links and/or nodes under the 
MLU constraint while guaranteeing using a given fraction of available 2DP in the 
network. 
1.2 Contributions 
This thesis has the following four main contributions. 




1) It provides a survey of energy-aware TE. We have provided the survey of 
energy-aware TE, which describes the related work of energy-aware TE, and 
analyzes the existing works. 
2) It presents an optimization problem, called Single Path Energy-Aware Routing 
(SP-EAR), as linear programming formulation, and proposes a novel solution 
called SSPF, to power off redundant cables as long as the remaining cables 
provide sufficient capacity to satisfy traffic demands. We build on the work in 
[15]. However, it is important to note that our work is different to [15] in two 
significant aspects. First, unlike the method in [15] that allows multiple paths, 
SSPF routes each traffic demand using only a single path. Our extensive 
simulations show that this restriction does not reduce the effectiveness of SSPF 
while significantly reducing time complexity as compared to the approach in 
[15]. SSPF only takes 0.385 seconds, as compared to 79.6 seconds using FGH 
[15] to find redundant cables to switch-off in the Abilene topology, which 
translates to a saving of 50%, versus 46.3% produced by FGH, in energy 
consumption. Second, the method in [15], while reducing energy, does not set an 
upper bound on link utilization. In contrast, we include the MLU 0≤UT≤1.0 as a 
constraint in our model. In the thesis, we have proposed three versions of SSPF: 
SSPF-1, SSPF-2 and SSPF-R. SSPF-1 and SSPF-2 are exactly the same except 
for heuristic functions that are used to determine candidate cables to be powered 
off. Given that both SSPF-1 and SSPF-2 may result in a local minimum, we have 
proposed SSPF-R to overcome the local minimum and produce better results 
than SSPF-1 and SSPF-2; Chapter 3 compares the performance of these three 
versions. 
3) It presents an optimization problem, called Multiple Paths Energy-Aware 
Routing (MP-EAR) to maximally turn-off unnecessary nodes and cables in a 
network with bundled links, while satisfying two performance constraints: MLU 
and path length. More importantly, our problem generalizes the NP-hard 




problems in [15] and [16]. We design an efficient and effective heuristic solution, 
i.e., MSPF, to solve the generalized problem. Considering only switched off 
links, as compared to GreenTE [16], Chapter 4 shows that MSPF runs on 
average 99% faster while improving its power savings by 5% on tested 
topologies and traffic demands. In addition, MSPF requires only 0.35% of the 
run time of FGH, the fastest approach in [15], while yielding equivalent power 
savings. Further, we also evaluate MSPF using synthetic topologies in which 
routers and links can both be switched off. 
4) It proposes a new optimization problem, called Energy-Aware Two Disjoint 
Paths Routing (EAR-2DP), to maximally turn-off unnecessary network 
resources, while satisfying two performance constraints: MLU and the required 
fractions of using 2DPs. We formulate EAR-2DP in linear programming, and 
prove the problem NP-complete. To the best of our knowledge, EAR-2DP is the 
first problem that combines disjoint paths routing and energy-aware TE in a 
wired network. This problem is important for some widely used applications, 
such as Voice over IP (VoIP). In the thesis, we propose two novel algorithms, i.e., 
2DP-SP-1 and 2DP-SP-2 to solve EAR-2DP. 2DP-SP-1 (2DP-SP-2) prioritizes 
switching off links (nodes) to nodes (links). Both algorithms identify network 
links and/or nodes that can be powered-off under two constraints: the threshold 
of MLU and the lower bound fraction of routes that use 2DP. Further, both 
algorithms can be used for applications that require two link-disjoint paths 
(2DP-L) or two node-disjoint paths (2DP-N) routing. Our extensive experiments 
in Chapter 5 confirm the efficiency of both 2DP-SP-1 and 2DP-SP-2 and their 
impact on network performance, i.e., reliability and path length. For example, 
for GÉANT network, 2DP-SP-2 can obtain 58.27% power savings by switching 
off nodes and links. 
1.3 Thesis Organization 
This thesis is organized as follows. 




Chapter 2 describes the background and notations that are used in the thesis. The 
chapter discusses the related works, and describes a set of networks and traffic 
demands that are used in all experiments in the thesis. 
Chapter 3 discusses the SP-EAR routing problem, and provides the heuristics to 
solve the problem, i.e., SSPF. This chapter also analyzes the time complexity of 
different versions of SSPF, and presents our evaluation methodology and results. 
Chapter 4 proposes the MP-EAR routing problem, and designs a fast and efficient 
algorithm, i.e., MSPF. This chapter analyzes the running time complexity of MSPF, 
and evaluates the performance of MSPF using both real and synthetic topologies and 
traffic matrices. It also provides performance comparisons against GreenTE [16] and 
FGH [15]. 
Chapter 5 presents EAR-2DP routing problem and its NP-completeness proof. It also 
includes the solutions and evaluations for the problem. The chapter proposes two 
different approaches, i.e., 2DP-SP-1 and 2DP-SP-2, to solve EAR-2DP. Further, the 
chapter presents our simulation results to show the trade-off between power savings 
and route reliability when using several existing green routings. 







This chapter is divided into seven main sections. Section 2.1 describes network 
model and notations that are used throughout the thesis. Note that additional 
notations that are used only in specific chapters will be described in their 
corresponding chapters. Section 2.2 shows three path selection schemes in network 
routing. Section 2.3 gives an overview of Intra-domain TE, and introduces QoS 
issues in TE. Section 2.4 analyzes the green networking strategies, involving green 
networking architecture and green networking protocols. Section 2.5 focuses on the 
green routing in TE. This subsection reviews existing green routing algorithms in TE, 
and describes the practical implementation issues in green TE. Section 2.6 presents 
the network topologies and traffic matrices used in the thesis, and describes methods 
to calculate power saving in our works. Finally, Section 2.7 summarizes this chapter. 
2.1 Network Model and Notations 
We model an IP communication network as a weighted directed graph G(V, E) where 
V is the set of n nodes, and E is the set of m links. Fig. 2.1 shows an example 
network with n=6, m=10, V={0, 1, 2, …, 5}, E={(0,1), (0,2), (1,2), (1,3), (2,3), (2,4), 
(3,4), (3,5), (4,1), (4,5}. Each node v represents a router with power consumption pv, 
and a binary ONv=1(0) denotes an active (inactive) status for a router v. Similar to the 
number of lanes and the speed limit on a road, a network link, i.e., electrical cable or 
optical fiber, that connects two nodes is limited by how much data it can transfer per 
unit of time, commonly referred to as the bandwidth or capacity of a link. The 
capacity of a network link is generally represented by a data rate, such as 2.5 
Gigabits per second (Gbps) in a core network. Each link (i, j) between nodes i and j 
represents a communication channel with a limited capacity cij>0 and power 
consumption pij. In Fig. 2.1, we assume all links have the same capacity, i.e., cij=10 
Gbps for each (i, j)E.  




We consider line cards that have an active/idle toggling capability, and are connected 
by multiple physical cables. These cables form one logical bundled link [17] as 
standardized by the IEEE 802.1 AX [18]; the Medium Access Control layer treats 
each bundled link as a single link. Each link (i, j) consists of wij≥1 cables, each of 
which can be switched-off independently; we call wij the bundle size of link (i, j). In 
Fig. 2.2, the bundle size of link between Router A and Router B is wAB=3. 
Specifically, a cAB=30 Gbps link that consists of wAB=3 cables has 10 Gbps capacity 
on each of its cables. The multi-port line-cards offer three main benefits [14]. First, 
network operators can manually configure several Ethernet links into one logical link 
via link aggregation to enlarge link bandwidth when network traffic increases; thus it 
is easy to gradually increase/decrease link bandwidth to satisfy increasing/decreasing 
traffic during peak/off-peak periods. Second, bundled links use optical switches to 
provide terabits bandwidth at much lower power dissipation than electronic switches. 
Finally, multiple physical cables could help reduce single point of failure, enhancing 
the network resilience. Note that when wij=1, one link refers to one cable. Let nij≤wij 
be an integer that represents the total number of powered-on cables in (i, j), and 
ErE be a set of links in which each (i, j)Er has nij>0. Notice that link (i, j) is 






Figure 2.1 An example network G(V,E) 
Let D be a traffic matrix that contains a set of demands, and (sd, td, bd) denote a traffic 
demand d=1, 2, …, |D| between source node sdV and terminal node tdV, where bd 
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packets generated by different applications, e.g., surfing on the Internet or sending an 
email, from various source nodes to different destination nodes. We assume the 
network has sufficient resources, i.e., link capacities, to route all demands. For 
example, the network in Fig. 2.1 shows the routes of all seven demands in 
D={(0,1,1.5), (0,3,3.0), (0,5,3.0), (2,3,1.0), (2,4,1.0), (4,5,1.0), (3,5,6.0)}. As will be 
described in Section 2.5.4, traffic demand changes over time, and thus routing 
adjustment is performed periodically. 
Table 2.1 Summary of Notations 
Variable Description 
G(V, E), n=|V|, m=|E| Graph G with a set of nodes V and links E. 
D={(sd, td, bd), d=1,…, |D|} 
A set of Traffic Demand D; sd, td and bd are the source, 
destination and volume of demand d respectively.  
 cij The capacity of link (i, j). 
fij The total flow of link (i, j). 
uij The link utilization of link (i, j). 
UT The threshold of MLU 
rij The spare capacity of link (i, j). 
wij Bundle size of link (i, j). 
nij Powered-on cables in a link (i, j). 
pij Power consumption of a cable in a link (i, j). 
ONv 0 if node v is sleeping, 1 otherwise. 
pv Power consumption of node v. 
spdq The qth simple (sd, td) path. 
SPd={spdq , q=1,… |SPd|} A set of simple (sd, td) paths. 
MPd A set of routing (sd, td) paths. 
dpdl The lth two disjoint (sd, td) paths. 
DPd A set of two disjoint (sd, td) paths. 
L(spdq) The path length of path spdq. 
B(spdq) The minimum spare capacity of links on a path spdq. 
For each demand dD, let SPd be a set of candidate paths that can be used to route d. 
Specifically, SPd={spdq|all (sd, td) paths for d indexed by an integer q>0}. Let L(spdq) 




denote the length of path spdq that is computed by hop count. We assume paths in SPd 
are sorted in increasing path length, i.e., spd1 is the shortest path (SP) for demand d. 
As an example, for demand d=2 with s2=0, t2=3 and b2=3.0, there are three candidate 
paths in set SP2={sp21=(0,1,3), sp22=(0,2,3), sp23=(0,1,2,3)} with L(sp21)=L(sp22)=2, 
L(sp23)=3. Each traffic demand d can be routed via a single path, multiple non-disjoint 
paths, or 2DP; see Section 2.2 for their details. Single path routing routes each 
demand d via one spdqSPd; as discussed in Section 2.2.1, the selected path is 
preferably the shortest path to reduce end-to-end delay, i.e., select spdq that has 
sufficient capacity to route traffic volume bd with minimum L(spdq). On the other 
hand, multipath routing routes each demand d through one or more paths, denoted as 
MPd. Specifically, MPdSPd is a set of (sd, td) paths that are used to route demand d, 
i.e., MPd={spdq|one or more paths in SPd are used to route traffic demand d, 
q=1…|MPd| }. In multiple path routing, we compute the end-to-end path length 
L(MPd)=max{L(spdq)|spdqMPd}. Two (sd, td) paths are link-disjoint if they have no 
common links; we call such pair 2DP-L. Let DPd be a set of all possible 2DP-L for 
demand d, i.e., DPd={dpdl|all (sd, td) 2DP-L for d indexed by an integer number l>0}. 
Note that dpdl={spdx, spdy}, where spdx, spdy SPd have no common links. In Fig. 2.1, 
DP2={dp21={sp21, sp22}} since sp21 and sp22 contain no common links. Similar to 
2DP-L, we call two (sd, td) paths 2DP-N if they have no common nodes. Since sp21 
and sp22 contain no common nodes except the source and the destination nodes, 
dp21={sp21, sp22} is also 2DP-N.  
As defined in [19], a traffic flow, such as specific transport connection or a media 
stream, is a sequence of packets sent from a particular source to a particular unicast or 
multicast destination. Let fij be the total flow on (i, j). For example, Fig. 2.1 shows 
that the total flow on links (0,1) and (3,5) are f01=4.5 and f35=5.0. Note that we 
compute the total number of powered-on cables in link (i, j) as .  
The utilization of link (i, j), represented by uij, is defined as the ratio of used 
bandwidth to link capacity, i.e., uij=fij/cij. Further, the MLU of the network is 
/ ( / )ij ij ij ijn f c w   





computed by selecting the maximum value of uij among all link (i, j) in E, i.e., 
MLU=max{uij| (i, j)E}. The average MLU in backbone networks of large ISPs is 
estimated to be around 30-40% [36]. Let 0UT1.0 be the threshold of link utilization, 
i.e., uijUT, and rij be the remaining/spare capacity on link (i, j), computed as 
rij=(nij/wij)UTcijfij. Let B(spdq) be the spare capacity of any path spdqSPd, calculated 
by taking the smallest rij, for each link (i, j)spdq. Consider Fig. 2.1 with cij=10, wij=2 
and UT=0.5 as an example. A typical routing algorithm, i.e., 2DP routing, described in 
Chapter 5, without power saving, routes 7 traffic demands in D as shown in the Fig. 
2.1. For path sp21, f01=4.5 and f13=3, r01=UT*c01-f01= 0.5*10.0-4.5=0.5, r13=2, 
u01=f01/c01=4.5/10.0=0.45≤UT, and u13=0.3≤UT. Further, taking the minimum spare 
capacity of its two links, B(sp21)=0.5. Table 2.1 summarizes the notations.  
Figure 2.2 A bundled link with three cables 
2.2 Network Routing 
The main task of a communication network is to flow or route traffic from a source 
router to a destination router through their communicating links. To do that, we need 
to determine a route between the source router and the destination router using a 
routing protocol. The Open Shortest Path First (OSPF) [20] and Intermediate System 
to Intermediate System (IS-IS) [21] are currently two most widely used intra-domain 
routing protocols in the Internet. OSPF is a dynamic routing protocol that can 
quickly detect topological changes. Specifically, possibly due to router interface 
failures and/or link failures in the Autonomous System, OSPF can calculate a new 
loop-free path during a short convergent period [20]. IS-IS routing protocol, 
operating by reliably flooding link state information throughout routers within a 
network, is used in TCP/IP [21]. Note that, both OSPF and IS-IS use Dijkstra’s 




algorithm [22] for computing the best path through the network. However, besides 
best-effort paths, routing traffic in specific environment needs to consider different 
requirements, i.e., path length, load balancing, and reliability, and thus an efficient 
path selection scheme should optimize the three factors. The following subsections 
discuss three path selection schemes, i.e., single path, multiple paths, and disjoint 
paths. 
2.2.1 Single Path Routing 
There are three main advantages of using single path routing. Firstly, an end-to-end 
traffic in most applications in Internet, wireless networks, or overlay, in most cases is 
sent over a single path because splitting the traffic may cause packet reassembly 
problem at the receiver and thus is generally avoided. Secondly, throughput of the 
TCP can be affected significantly due to out of order packets [23]. For example, the 
Multiprotocol Label Switching (MPLS) is generally used with a working 
configuration that avoids splitting demands, and in most router implementations, 
packets that belong to a particular TCP session (i.e., going to a specific destination in 
terms of IP address of the end computer) are routed on a specific shortest-path (even 
if multiple shortest paths are available) [24]. Lastly, Proposition 4.1 in [24] shows 
that when the number of demands is much larger than the number of edges, which 
occurs in most practical cases, most demands can be routed through single paths.  
For the single path routing, it is important to route each demand via its shortest path 
to reduce end-to-end delay. Therefore, generating end-to-end shortest path, called 
single shortest path problem is fundamental to all routing problems in 
communication networks. Some practical implementation, such as Cisco, uses the 
value 1/cij as a link weight for each link (i, j), and the single shortest path problem is 
to generate a path with the minimum total weight. One can use Dijkstra’s algorithm 
to efficiently solve the single shortest path problem in O(n2). In recent years, several 
versions of Dijkstra’s algorithm have been suggested to reduce the time complexity 
for non-fully meshed networks to O(m+nlogn), making these versions of Dijkstra’s 




algorithm more suitable to generate the shortest paths in most communication 
networks [25]. The shortest path routing in large network requires fully automated 
routing protocols for two main reasons. Firstly, frequent manual set up of routing 
tables in large networks are difficult and time consuming, if feasible. Secondly, fast 
rerouting is required since network configuration may change, e.g., due to outages, 
during short periods. Therefore, the development of fast routing algorithms to 
compute single shortest path represents the top priority in the current networks.  
2.2.2 Multiple Paths Routing 
All paths between a given pair of source and destination nodes in multiple paths 
routing have at least one different link or node, and each of them must be loop-free 
[26]. As compared to a single path routing, multiple paths routing offers the 
following four benefits. Firstly, multiple paths routing can enhance end-to-end 
reliability by providing multiple alternative paths when network links and nodes fail. 
Secondly, multiple paths routing can satisfy the QoS requirements, e.g., MLU no 
larger than 40%, by distributing traffic flow via different paths. Thirdly, multiple 
paths routing can reduce the network congestion by splitting flow into multiple 
different paths during the peak time period. Finally, multiple paths routing is good 
for load balancing, which aims to optimize resource usage, maximize throughput, 
and avoid resource overload.  
In the thesis, we use multiple paths in Chapter 4 and Chapter 5. In practical 
implementation, we use k-shortest (sd, td) paths as candidate paths for a traffic 
demand d. Hoffman and Pavley [27], Bellman and Kalaba [28] and Sakarovitch [29] 
propose algorithms to find k shortest paths, each of which may contain loop. Yen [30] 
presents an efficient algorithm to rank k-shortest loopless (sd, td) paths in a network 
with the worst-case computational complexity of O(kn(m+nlogn)). The algorithm is 
desirable since upper bound time complexity increases linearly with the value of k.  
To deploy a traffic flow in a MPLS network, we often need to represent the flow as 
the union of paths from the source to the sink, such that each path is coupled with the 




amount of flow that it carries. In general, there may be many ways to represent a 
flow as a union of source-sink paths based on the different requirements. Firstly, 
although all these representations route the same flow, they may differ substantially 
in their path latency. Secondly, minimizing the number of paths for routing traffic is 
desirable for reducing resource consumption. Thus, multiple paths routing needs to 
consider possible requirements, referred to as limited demand split. The requirement 
of limited split of the demand volumes is to assure that the volumes are realized with 
a predetermined number of non-zero path-flows, e.g., equal split among k paths, use 
shorter paths first, or split flow arbitrary among k paths. 
2.2.3 Disjoint Paths Routing 
Multiple paths between a given pair of source and destination nodes in a network are 
called link disjoint if they have no common (i.e., overlapping) links, and node 
disjoint if, besides the source and destination nodes, they have no common nodes. As 
an example in Figure 2.1, 0-1-3-4-5 and 0-2-3-5 are two link disjoint paths (2DP-L), 
while 0-1-3-5 and 0-2-4-5 are two node disjoint paths (2DP-N).  
Multiple link-/node-disjoint paths routing could add more benefits to multipath 
routing since link-/node-disjoint paths routing can increase resiliency against 
link/node failures and throughput of network. Thus, the problem of finding disjoint 
paths in a network has been given much attention in the literature due to its 
theoretical as well as practical significance to many applications, such as survivable 
design of telecommunication networks and restorable/reliable routing. With the 
development of optical networks and development of MPLS or Generalized 
Multi-Protocol Label Switching networks, the disjoint paths problem is receiving 
renewed interest as fast restoration after a network failure is crucial in such kind of 
networks. In robust communication networks, a connection usually consists of 
2DP-L or 2DP-N: one active path, and one backup path. A service flow is redirected 
to the backup path if the active path fails.  




The problem of finding link/node disjoint paths can be viewed as a special case of the 
minimum cost flow problem as demonstrated in [31, 32]. In [31], Suurballe proposed 
an algorithm to find k link-disjoint paths with minimal total length using a path 
augmentation method. The basic idea of Suurballe’s algorithm is to find 2DP-L based 
on the shortest path and a shortest augmenting path. In [33], the algorithm in [31] is 
extended to the Suurballe-Tarjan (S-T) algorithm for finding 2DP-L from one source 
node to n destination nodes using only a single Dijkstra-like computation. To find n 
pairs of disjoint paths, the S-T algorithm requires O(mlog(1+m/n)n) time; where n is 
the number of destination nodes and m is the number of links. 
Building on the S-T algorithm, Kar et al. [34] and Kodialam et al. [35, 36] develop 
new algorithms to find 2DP that can serve as active and backup paths for routing that 
guarantees bandwidth. In [37], Liang extended the S-T algorithm to find 2DPs 
between a source and a destination node with the following performance constraints: 
network load and routing cost. Similar to multiple paths routing, there are three 
splitting methods to route traffic using 2DP: equal split among 2DP, use shorter path 
first, and split flow arbitrary among 2DP. The detail of using disjoint paths will be 
discussed in Chapter 5. 
2.3 Intra-domain Traffic Engineering 
2.3.1 Overview of TE 
Intra-domain networks are established and operated by ISPs that control the location 
of network routers and links. An ISP aims to move packets efficiently through its 
network, either for its owned general packets or packets in transit; see Fig. 2.3. TCP 
that guarantees reliable data connectivity requires network host to adjust its sending 
rate to the available bandwidth on the path from each source to destination, which in 
turn forces routers to compute new paths when network topology changes. 
Mechanisms using TCP can enhance network robustness but may sacrifice the 
network’s efficiency. For example, real-time applications, such as VoIP call, may use 





a route with high propagation delay even when a low-latency path is available. 
Further, a particular link in a network may be congested despite the presence of 
under-utilized links in other parts of the network. In this context, TE [38] is used to 
improve network performance, e.g., path delay, link utilization and reliability, and 
efficiently utilizes network resources. In other words, a major goal of TE is to 
facilitate efficient and reliable network operations while simultaneously optimizing 
network resource utilization and traffic performance.  
Figure 2.3 Intra-domain IP network 
The authors in [39] describe three main steps to TE: measure, model, and control.   
Measure: 
In the measure step, information related to network topology and traffic matrix is 
collected. The topology and configuration information are available from router 
configuration data (link capacity and Interior Gateway Protocol (IGP) parameters) 
and Simple Network Management Protocol (status of the network elements). A 
traffic matrix describes a network-wide total traffic volume carried within a domain. 
Each element of such a matrix, i.e., a traffic demand, describes a volume of traffic 
between every (sd, td) pair of ingress and egress points over a given time interval. 
Understanding the variability of Internet traffic in backbone networks is essential to 
better plan and manage existing networks, as well as to design next generation 
networks. For example, a wide variety of network design problems, i.e., routing 
protocols [15, 16, 40], load balancing schemes [41], IGP link weight setting 




algorithms [42, 43], reliability and failure analysis [44], and multiple paths routing 
[45] require a traffic matrix as input in order to carry out performance evaluation. 
Specifically, network operators require traffic matrices as inputs to apply the routing 
method under test, which can help determine the allocation of resulting loads on all 
network links.  
Model: 
In the modeling step, a model for estimating the flow allocations is built by 
configuring IGP parameters. In other words, TE needs to predict the traffic flow with 
network routing configuration. In current architecture of TE, routing model firstly 
computes the shortest path to route each traffic demand to ensure efficient and 
loopless routing, which generates a set of paths for each pair of routers. These paths 
can be combined with network topology information and the traffic matrix to 
estimate the fraction of traffic on each link for each demand.  
Control: 
In the control step, the operators reconfigure the network settings on routers using 
three sub-steps. First, the router renews its link-state database, and notifies new 
weight to other routers in a network when the weight changes. Second, each router 
updates its link-state database after receiving the new link-state advertisement from 
source router. Finally, each router computes the new shortest paths, and updates its 
routing table. Note that a service provider needs a human operator to oversee the 
reconfiguration process due to operation complexity of a large IP network. In 
particular, network operators can reconfigure static link weights according to the 
different applications.  
2.3.2 Quality of Service in TE 
Network QoS is based on the service level agreements (SLAs) between network 
customers and providers, which set the terms and conditions on behalf of both 
providers and customers for providing and requesting/accessing services, 




respectively. QoS guarantees provide new business opportunities while presenting 
new challenges for current networks. The guarantees are important for network with 
limited resources, e.g., link capacity. For example, real-time streaming 
multimedia applications, such as VoIP, online games and IP-TV, require fixed bit rate 
and are delay sensitive. Therefore, one needs to consider QoS requirements while 
optimizing network resources using TE. This thesis considers three types of QoS, i.e., 
network reliability, link utilization, and path length.  
Network reliability, defined as the ability of an IP network to recover quickly and 
smoothly from one or a series of failures or disruptions, is becoming increasingly 
important QoS requirement. Some major carriers, such as AT&T, BT and NTT, 
consider network reliability as one of the most important metrics while deploying 
communication services [46]. Some researchers [44, 47, 48] include network 
reliability in TE. Zhang et al. [47] integrate failure recovery with load balancing by 
rerouting some fraction of the traffic after a single edge failure. Reference [48] 
proposes an architecture that uses local rerouting to handle up to F link failures 
subject to link capacity constraints, while [44] uses end-to-end routing that does not 
require link state flooding and dynamic router reconfigurations. References [36, 49] 
generate link/node-disjoint paths subject to given QoS requirements, e.g., bandwidth 
and/or path delay. Their works produce primary and restoration paths that satisfy the 
QoS constraints; the link/node-disjoint paths routing are resilient to link or node 
failures. The authors of [50] include reliability as a metric in their 2DP computation. 
They present a problem, called multiple constrained link-disjoint path pair, to find 
link/node-disjoint paths in multiple dimensions, and prove the problem is 
NP-complete when multiple link metrics are used.  
To satisfy link utilization requirement, the authors of [41] propose a method to 
dynamically split traffic over multiple, not necessarily disjoint, paths. A load balancer 
[41] is used to split each (sd, td) traffic demand among its available paths with the 
objective of minimizing the MLU. The balancer selects the paths, starting from the 
shortest, to route the split traffic flows. In contrast, considering the network 




fault-tolerance, the authors of [51] propose to split and route flow evenly among 
multiple link-disjoint paths to provide higher bandwidth protection against component 
failures. Specifically, their work involves selecting working or active and protection 
or alternative paths from the set of disjoint paths that are pre-computed for each (sd, td) 
pair. However, reserving protection paths requires more resources, which incur low 
link utilization while does not address the case when working paths cannot not route 
split flow. Similar to the method in [51], the thesis considers equal-cost multipath 
(ECMP) [52] over 2DP to offer higher throughput and fault-tolerance. ECMP is a 
commonly deployed technique where routers keep track of all shortest paths, and 
evenly split traffic amongst them [53]. 
To preserve the interactivity of video applications, e.g., IP-TV and VoIP, data 
delivery with a low latency is required. However, the current Internet is not well 
equipped to support the delivery of delay-sensitive traffic for two reasons [54]. First, 
the research on setting end-to-end path delay constraint explicitly has not received 
enough attention, and the existing solutions are not practical. Second, transmissions 
are vulnerable to transient periods of congestion that cause temporary delays or 
losses, which degrade the quality of live audio or video streams. In [55], the authors 
construct a TE system based on minimum-delay routing. However, this work doesn’t 
give exact constraint on the path delay as in [56]. 
2.4 Green Networking 
The aim of green networking is to minimize network power consumption while 
maintaining the level of QoS, e.g., delay, bandwidth and reliability, required by 
applications. As discussed in Section 1.1, reducing power consumption has direct 
effect in reducing greenhouse gas emissions [57], a noble fight to preserve our 
environment. Reducing network energy, by using only required network resources at 
any time, is feasible since network operators commonly over-provision bandwidth 
and network traffic varies significantly between peak and off-peak periods. This 
section focuses on green networking architecture and protocols.  




2.4.1 Green Networking Architecture 
Green networking architecture design addresses the problem for deploying routers 
over a set of Point of Presence (PoP) to minimize network power usage [14]. 
Recently, two different approaches are proposed to build a green architecture: an 
incremental approach based on existing infrastructures [58], [59] [60] and a 
clean-slate approach that redesign a new architecture completely [61], [14], [62]. In 
[58], a centralized global management approach schedules resources on or off during 
low or peak periods, respectively, to maximize network power savings. The authors 
in [59] propose an activity/sleep model and use a simple opportunistic “wake on 
arrival” strategy as part of their routing protocol. A Markov model of a 
state-dependent service rate queue is used in [60] to evaluate the mean packet delay, 
the time spent in a power-saving low link data rate, and the oscillation of link data 
rates. For clean-slate approaches, the authors in [61] provide efficient architectures 
that combine optical transport and packet processing to balance the power 
consumption and network performance. The approach in [14] associates power 
consumption cost with multi-commodity flow under the performance and robustness 
constraints. A similar approach in [62] evaluates the tradeoff between power 
consumption and network performance, e.g., fault-tolerance. 
2.4.2 Green Networking Protocols 
There are three main directions to design new green protocols: virtualization, 
proportional computing and resource consolidation. Virtualization uses a set of 
mechanisms such that more than one service can be performed on the same network 
resources such as network routers and line cards. On the other hand, proportional 
computing calculates power usage of each device in proportion to the amount of 
work performed on it. Since our work in the thesis uses the resource consolidation 
technique, we refer interested readers to [63] and [64] for a detailed survey of the 
virtualization technique, and [65], [66] and [67] for discussion on proportional 
computing.  




Resource consolidation approach uses a subset of network resources to reallocate 
network traffics during off-peak period while guaranteeing the required level of 
performance. The approach sets unused resources into sleeping or standby states to 
reduce energy since devices in sleeping states use very low energy. The protocol 
configuration in [68] and [69] uses the consolidation approach in its energy 
management strategy, and integrates resource consolidation into its network 
management platforms. The platforms control all devices centrally, and change 
related configuration of devices, e.g., to change route settings, to switch between 
active/sleep modes. Some networks [70, 71] use a proxy, called Network 
Connectivity Proxy, to switch-on each sleeping device. The main objective of 
network connectivity proxy is to temporarily takeover the low-level network 
presence tasks, e.g., Address Resolution Protocol, for sleeping devices, and to power 
on the device when it is necessary. 
2.5 Green Traffic Engineering 
2.5.1 Motivation and Problem 
Current networks are typically over-provisioned, significantly exceeding their 
average utilization, to ensure low delays, redundancy and reliability during busy or 
rush hour load [20]. As described in [16], the average link utilization of Abilene, a 
large US education backbone, is only 2%, with MLU fluctuates between 10% and 
20%. This situation commonly emerges in large commercial networks. While the 
average link utilization is so low, network power consumption, without energy-aware 
routing, stays constant, wasting so much energy during off-peak periods. 
Green TE problem aims to switch off idle nodes and links in a network such that all 
traffic demand requirements are met and some network performance constraints, e.g., 
MLU and path delay, are satisfied. Green TE problem is a special case of the 
multi-commodity capacitated network design problem (MCND), a known 
NP-complete problem [72]. MCND’s reduction, from the Satisfiability problem, uses 




as many commodities as there are clauses; the authors in [73] present a reduction of 
the Satisfiability problem to the two-commodity integral flow in directed graphs 
(D2CIF). Several heuristics [74-76] and branch-and-cut methods [56, 77, 78] have 
been proposed to solve this problem. Reference [79] studies a 0-1 reformulation of 
MCND, and shows that extended linking inequalities, derived from variable 
disaggregation techniques, are equivalent to residual capacity inequalities. The 
authors of [79] provide a heuristic method that produces a lower bound for MCND 
with a value that is equivalent to one computed by a linear programming (LP). Note 
that their method can be used to generate the initial routes for energy aware routing 
as an alternative to the LP approach used in [15]. 
Green networking research was emanated from the seminal work of Gupta et al. [12]. 
The authors examined the power consumption of networking devices and discussed 
their impact on network protocols if they are put to sleep. They showed that packets 
routed through networks with coordinated sleeping, called the network-wide 
approach, require protocol changes, whilst those with uncoordinated sleeping, called 
the link layer approach, only require local information. In a subsequent work, Gupta 
et al. [80] explore this idea in a wired local area network setting. However, as argued 
in [16], this approach is not applicable to backbone networks that have short packet 
interval times. Nevertheless, their works [12, 80] have inspired recent research on 
conserving energy in networks. There has been a handful of works on green TE, 
some of which uses distributed optimization [81-87] while others utilize centralized 
optimization [15, 16, 40, 88-96]. 
2.5.2 Distributed Green TE 
Vasic et al. [81] present EATe, a technique that takes power consumption into 
account while achieving the same traffic rates between source and destination nodes 
as energy oblivious approaches. However, they assume fixed end-to-end paths, which 
make their approach non-flexible and hard to operate. The authors in [82] propose an 
energy-aware source routing protocol for a cognitive packet network. However, their 




method is usable only for smart packet networks [82]. The authors of [83] propose a 
distributed method that selectively switches off links in an IP-based network to save 
power. A distributed strategy, proposed in [84], generates an energy-aware network 
topology and weight metrics for each time period. In their design [84], the network 
control and management system is responsible for populating a historical demand 
matrix for each time period. In [85], the authors proposed REsPoNse by introducing 
a distributed low-complex on-line component on routers, which monitors the load 
state of links and immediately reacts to congestion situations. The solution that 
pre-computes on-demand paths, in addition to pre-computed always-on paths, is 
activated as soon as link congestion is detected. In [86], a distributed method based 
on an ant colony optimization is proposed, which exploits an ant colony-based 
self-adaptive power saving routing scheme. The scheme, referred as A-ESR, 
automatically aggregates the incoming flows on specific heavily loaded links and 
switches off the other lightly loaded links. However, A-ESR may not converge due to 
possible routing instabilities and their consequent packet losses. Coiro et al. [87] 
propose a distributed energy-aware TE, called DAISIES, for packet-switched 
connection-oriented network, e.g., an IP/MPLS network. The distributed method in 
[87] adopts a routing-based approach that searches the best path for each traffic 
demand; the actual link switch-off/on is a consequence of routing decisions. 
However, the authors [87] do not consider any QoS requirements. 
2.5.3 Centralized Green TE 
In [90], the authors propose a centralized algorithm that exploits the algebraic 
connectivity of a network to find the set of links that can be put into standby state, 
and thus generates an energy-aware network topology. Such topology-oriented 
solution is a planned operation, performed statically by a network administrator for 
each time period. Thus, when the algorithm incorrectly removes a sub-optimal link, it 
will never backtrack to correct its mistake for the period. Other centralized 
optimization solutions on energy-aware TE use shortest paths routing [15, 16, 40, 88, 




89, 91-93]. However, these studies do not consider links with bundled cables except 
[15]. Amaldi et al. [92] use SP routing with changing OSPF link weights. There are 
two heuristics proposed in [92]. The iterative greedy approach is used in the first 
searching method. The second one is based on a mixed integer linear programming 
(MILP) formulation and is composed of two phases. The first phase minimizes the 
power consumption by solving MILP formulation that assumes fully splitting routing. 
The second phase finds a set of OSPF links weights such that the traffic demand can 
be routed on the active (energy-aware) topology. Takeshita et al. [93] focus on the 
optimal solution of the green TE problem. This paper provides an approach to create 
all combinations of the network link topologies in order to find a topology with the 
minimum link set that satisfies bandwidth constraints under SP routing. However, 
though lower as compared with conventional solutions, its computation time 
exponentially increases with the number of network nodes, demonstrating that 
optimal solution of green TE is infeasible in practice. As an example, the authors [93] 
estimate the computation time to be about 106 and 1016 seconds for networks with 60 
and 100 links respectively. In [88], the authors formulate the problem of power 
consumption as multi-commodity minimum cost flow problems, and provide 
methods to switch off routers according to policies such as random, least link, 
least-flow and most-power. Their algorithms in [88], running on a centralized 
controller, select the minimum set of devices that must be switched on to meet 
current traffic demands. Further, they consider a scenario that reconfigures the 
network periodically, e.g., every 30 minutes, to match the daily traffic variation in 
current backbone networks. Note that fewer network reconfigurations reduce 
potential power saving but mitigate latencies incurred when changing power state. 
The authors of [88] consider different node types, i.e., access and backbone nodes. 
The approach in [89] uses shortest paths routing protocol to find network elements 
(routers and weighted links) that can be switched off to minimize the total power 
consumption while guaranteeing a given MLU constraint. For their power saving 
problem [91], the authors use an integrated IP layer strategy that is compatible with 
OSPF. Their approach aims to generate a subset of IP links to be powered off, when 




network traffic decreases, subject to satisfying a given link load constraint. 
The authors of [16] propose an intra-domain TE mechanism, called GreenTE, which 
maximizes the number of links that can be put into sleep to minimize power 
consumption under two performance constraints: MLU and packet delay. They 
modeled the problem as a mixed integer program and proposed a heuristic algorithm. 
For each demand d, their algorithm requires k-shortest (sd, td) paths as the input, and 
uses the AMPL/CPLEX solver [97] to generate routes for all traffic demands that use 
the minimum number of switch-on links/nodes, and hence minimizes power usage, 
subject to the given constraints. Note that the computational time of the algorithm 
increases significantly with increasing values of k. However, unlike our work and 
that in [15], GreenTE considers each link with only a single cable. Further, similar to 
[15], their model [16] may route a demand through multiple paths. 
Recent studies [15, 40, 94, 96] focus on centralized energy-aware routing with 
bundled links. Fisher et al. [15] consider each core router connected by multiple 
physical cables that form one logical bundled link, and propose to turn-off redundant 
cables. They propose three heuristics, which differ in their time complexity. However, 
these heuristics require using an LP solver (AMPL/CPLEX) a number of times, i.e., 
O(m2) to O(m3) times, where m is the number of links, and therefore is expensive. 
Further, their solution does not address two important issues. Specifically, their 
solution might re-route traffic demands through longer paths that incur delays beyond 
a tolerable limit, and it might push each link’s utilization above the acceptable upper 
limit. Note that in practice, link utilization is set below 50% to accommodate traffic 
shifts and increase network fault tolerance.  
The proposed minimization problem in [94] considers the power consumption of 
router processors and traffic load through routers. Specifically, the approach in [94] 
aims to switch off bundled links. However, since the authors of [94] consider 
backbone network scenario, their solution does not power off network routers. 
Further, they exclude MLU and path length constraints in the minimization problem.  




The same authors also propose an approach in [95] to switch off both nodes and links 
with MLU constraint. However, their solution excludes bundled links and path length 
constraint. The authors in [96] propose dynamic local heuristic threshold-based 
algorithms, called DLHT, to minimize the power consumption in networks with 
bundled links while reducing the overflow risk and burst traffic. Using a fixed 
utilization threshold for MLU and a fixed sub-link adding strategy, DLHT obtains a 
good tradeoff between power saving and overflow. However, this work ignores 
nodes’ power consumption, and excludes the path length constraint. 
2.5.4 General Green Routing Problems and Existing Solutions 
An informal description of the general energy-aware routing problem considered in 
the thesis is the following. Given: 1) a physical network topology that includes nodes 
and links, in which links have a known capacity; 2) the traffic demand exchanged by 
all source/destination node pairs at a given time; 3) the power consumption of each 
node and link, find the set of nodes and links that can be switched off so that the total 
power saving is maximized, subject to flow conservation and performance 
requirement, such as MLU, path delay and reliability constraints.  
There are some existing solutions [15, 16, 88, 89, 96] that are provided to solve the 
related green routing problems. This subsection discusses the similarities and 
differences among five existing green routing solutions related to my work, namely 
FGH [15], DLHT [96], GreenTE [16], OPT-V [88], and MILP-BA [89]. Specifically, 
the thesis considers four main properties: 1) bundled links, 2) QoS constraints, 3) 
types of routing path, and 4) path selection. The details of each property are as 
follows. 
1) Bundle Links 
An advantage of using bundled links is that they allow network operators to easily 
upgrade the capacity of their network, and thus support network resiliency in case of 
cable failures and congestion. However, during off-peak periods, where the full 




network capacity is not required, there is a clear incentive, in terms of energy cost 
reduction, to power off cables. Moreover, each cable is assumed to have the same 
bandwidth and reliability, meaning a larger bundle size increases link bandwidth as 
well as reliability. FGH and DLHT consider each link to have wij≥1 cable(s), and 
thus achieves the said benefits as compared to GreenTE, OPT-V, and MILP-BA, 
which use wij=1. In other words, when GreenTE, OPT-V, and MILP-BA switch off a 
link, the entire line-card would be put to sleep, and has less flexibility in rerouting 
traffic since it cannot switch off each cable in a link independently. The algorithms 
developed in the thesis consider green routing problems with bundled links.  
2) QoS Constraints 
GreenTE aim to route all demands while satisfying two QoS constraints, i.e., MLU 
and path hop counts. In contrast, FGH does not require any of the two constraints, 
and thus it excludes the link utilization constraint and sets UT=100%. Both OPT-V 
and MILP-BA consider only the link utilization constraint without the path delay 
constraint. As mentioned in Section 2.3.2, QoS requirements set the terms and 
conditions on behalf of both providers and customers for providing and 
requesting/accessing services, respectively. The algorithms proposed in the thesis 
considers different QoS requirements in green routing problems.  
3) Types of Routing Path 
Multipath routing provides additional resiliency by providing fast (or simultaneous) 
access to backup paths. GreenTE, FGH, and OPT-V allow each demand to be routed 
through multiple paths while MILP-BA restricts each demand through shortest paths. 
However, none of them uses single path routing and link/node disjoint paths. As 
mentioned in Section 2.2.1, the benefits of single path routing give motivation to 
develop the solution to solve green routing problems in the thesis. The use of disjoint 
paths in Section 5 of the thesis in routing further improves the network resiliency as 
compared to the multipath routing in the existing solutions.    




4) Path Selections 
FGH and GreenTE use a LP solver to generate paths for all demands after switching 
off cables/links, and therefore the algorithms cannot explicitly select more reliable 
paths for a set of demands. Consequently, both FGH and GreenTE cannot be used for 
applications that require paths with reliability constraints or other requirements such 
as single path routing or disjoint path routing. Further, the use of LP may lead the 
heuristic methods in FGH and GreenTE to local minima, preventing the algorithms 
from generating higher energy savings. The algorithms proposed in the thesis 
explicitly generate the best routes to maximize energy savings while satisfying their 
respective required constraints. In particular, each algorithm first generates k (sd, td) 
shortest paths for each demand d using Yen’s algorithm [30], which in turn is used to 
effectively selects the shortest (two link-disjoint) path (paths) that mimimize 
swicthed-on cables/nodes while satisfying link utilization and path delay constraints. 
As discussed, in essence, the algorithms proposed in the thesis improve the efficiency, 
effectiveness as well as the versatility of the existing green routing solutions. In 
particular, we avoid using LP in our algorithms such that they can produce higher 
energy savings as well as providing the ability to select only single path and disjoint 
paths in the routing; the SSPF and 2DP-SP algorithms in Chapter 3 and Chapter 5 use 
single paths and disjoint paths respectively. Further, all algorithms in the thesis 
consider links with multiple cables.   
2.5.5 Implementation Issues 
This thesis considers green routing algorithms that run on a logically centralized 
controller in the Network Operation Center (NOC). The NOC, among others, collects 
input information, e.g., network topology and traffic matrix, from routers, and uses 
the green routing algorithms to get new routing configurations, and disseminates the 
results to routers. Each router will switch on/off some line-cards or ports according 
to the green routing solutions and set up MPLS tunnels for data forwarding if needed. 
In the following, we briefly discuss three possible implementation issues. 




First, the controller rapidly collects information of network topology from each 
router which floods OSPF’s Link State Advertisements (LSAs) whenever link state 
of each router changes. For collection of traffic matrix, it is hard to directly measure 
real-time traffic in large networks. Thus, some studies, such as GreenTE [16], collect 
link load information from routers and compute the traffic matrix locally. When 
information that includes network topology and traffic matrix is collected, the 
controller announces the information via LSAs. 
Second, once its green routing algorithm generates outputs, the controller selects the 
subset of resources that must be powered on to meet the current traffic demand, and 
distributes this information to routers via TE Metric attribute [98]. To minimize 
packet loss during routing transition, the time to switch on/off routers or links should 
be minimized. In practice, such on/off ability requires hardware support, i.e., 
line-cards that can go into sleep or active state in milliseconds [59]. Each router 
should wait for all alternative paths to be completely configured before turning off 
any link. Further, the router should turn on the link immediately when it wakes up a 
line-card; it should not transfer the data immediately until both ends are ready. 
Consequently, running green routing too often will reduce the network’s 
responsiveness to traffic variation. We consider a deployment scenario that 
configures network only every 30 minutes since in current backbone networks there 
is insignificant traffic variation in less than 30 minutes duration [90]. 
Finally, data forwarding is an important task in green network routing. If green 
routing algorithms give a path that happens to be the shortest path, the traffic is 
simply transferred as native IP packets by OSPF; otherwise, Label Switching Path 
(LSP) is set up to let the non-shortest path to carry traffic through MPLS tunnels. 
2.6 Simulation Environments 
This section describes network topologies, traffic matrices, and power saving 
calculations used in simulations performed in Chapter 3 to Chapter 5.   




2.6.1 Network Topologies 
We consider two types of nodes in network: transit node and access node. Access 
nodes are source or destination nodes while transit nodes are neither sources nor 
destinations of traffic. Note that each access node also acts as a transit node to route 
multi-hop traffic demands. Further, a transit (access) node can (cannot) be 
switched-off. Simulations in Chapter 3 to 5 consider switching off only network links 
and/or both network links and nodes. For the former case, the simulations use 
networks containing only access nodes, shown in Table 2.2 and Table 2.3, while for 
the latter they utilize networks containing both access and transit nodes, shown in 
Table 2.4 and 2.5. For link capacity, like in a typical ISP network, we consider links 
between transit nodes have higher capacity (10Gbps) than those from access to 
transit nodes (2.5Gbps). In the thesis, we use four real topologies, i.e., Abilene [99], 
GÉANT [100], Sprint and AT&T [101], and three topologies from [15], i.e., 
F_Abilene, Wax50 and Hier50. Further, we use GT-ITM [102] to generate seven 
topologies; hereafter we call the ten non-real topologies as synthetic topologies.  
Table 2.2 shows four real topologies, i.e., Abilene [99], GÉANT [100], Sprint [101], 
and AT&T [101], which contain only access nodes. The table also shows each 
network usage, i.e., research or commercial, and its location, i.e., US or Europe. The 
Abilene network has 12 nodes and 30 links, while GÉANT network has 23 nodes and 
74 links. Rocketfuel [101] provides PoP-level topologies of commercial ISPs, such 
as Sprint and AT&T. Sprint network has 52 nodes and 168 links, while AT&T 
network has 115 nodes and 296 links. Table 2.3 summarizes seven synthetic, access 
nodes only, topologies with nodes ranging from 10 to 100 and links from 28 to 434. 
The F_Abilene in Table 2.3 that we obtain from [15] and the Abilene in Table 2.2 
that we obtain from [99] are different in their link connections and capacities; in the 
thesis we consider the former a synthetic topology. We obtain a two level hierarchical 
graph (Hier50), and the Waxman graph (Wax50) from [15]; they represent large 
topologies in our simulations. In the Waxman graph, the probability that two nodes 




are connected by a link decays exponentially by the distance between them. Further, 
we used GT-ITM [102] to generate three random graphs Geo10, Geo30, and Geo50 
that represent small, medium and large topologies respectively; Geo50 contains 50 
nodes and 434 links. We also used GT-ITM [102] to generate a large hierarchical 
graph (Hier100) that has 100 nodes and 286 links. Topologies in Table 2.2 are used 
for all simulations in Chapter 3 to 5, and those in Table 2.3 only for Chapter 3. 
Table 2.2 Real Network Topologies with only Access Nodes 
Network Usage Location Nodes Links 
Abilene Research US 12 30 
GÉANT Research Europe 23 74 
Sprint Commercial US 52 168 
AT&T Commercial US 115 296 
Table 2.3 Synthetic Network Topologies with only Access Nodes 
Name Type Nodes Edges Demands 
F_Abilene Backbone 39 28 253 
Hier50 Hierarchical 50 148 2450 
Wax50 Waxman 50 169 2450 
Hier100 Hierarchical 100 286 9900 
Geo10 Random 10 28 90 
Geo30 Random 30 136 870 
Geo50 Random 50 434 2450 
To evaluate the performance of green routings that switch-off both network node and 
link, i.e., algorithms in Chapter 4 and Chapter 5, we generate two types of synthetic 
topologies that contain both access and transit nodes. The first type of synthetic 
topologies shown in Table 2.4 is generated from the real topologies in Table 2.2. 
Each synthetic topology in Table 2.4 is generated by randomly selecting some nodes 
from its respective real topology in Table 2.2 as transit nodes, e.g., R_Abilene 
corresponds to Abilene, R_GÉANT to GÉANT and R_Sprint to Sprint. We use the 
topologies in Table 2.4 for algorithms in Chapter 5. Table 2.5 lists the second type of 
synthetic topologies that we generated using GT-ITM [102]; we use the topologies in 
Chapter 4. Each topology simulates a typical ISP network that uses bidirectional 
links; as a consequence, switching-off link (i, j) will switch-off its reverse link (j, i). 




As shown in Table 2.5, TS8_56 has 56 nodes that include 8 transit nodes while 
TS23_161 and TS40_280 have 23 transit nodes and 40 transit nodes respectively.  
Table 2.4 Real Network Topologies with Two Types of Nodes 
Network Type  Transit Nodes  Access Nodes Links 
R_Abilene Synthetic 2 10 30 
R_ GÉANT Synthetic 13 10 74 
R_Sprint Synthetic 26 26 168 
Table 2.5 Synthetic Network Topologies with Two Types of Nodes 
Network Type Transit Nodes Access Nodes Links 
TS8_56 Hierarchical 8 48 132 
TS23_161 Hierarchical 23 138 536 
TS40_280 Hierarchical 40 240 1988 
2.6.2 Traffic Matrices 
A traffic matrix can be generated directly from real measurement of the network 
traffic flow [103]. However, direct measurements need an additional infrastructure 
support, which require extra budget for expensive instrument to collect required data. 
Further, network carriers view their topologies and traffic matrices as proprietary 
[104], and thus very few real topologies and traffic data are available to the research 
community at large. Therefore, estimating an Internet traffic matrix has received 
considerable attention. In [101], the authors present measurement techniques to get 
high quality ISP maps, e.g., AT&T, Sprint, Telstra, while using as few measurements 
as possible. The authors in [104] and [105] make use of synthetically generated 
traffic matrices to evaluate the resulting performance of the scheme being designed. 
In the thesis, we use both real and synthetic traffic matrices. For example, we use real 
traffics when they are publicly available, i.e., traffic matrices for Abilene and 
GÉANT, for their respective real topologies in Table 2.2. Specifically, for Abilene, 
we use the 288 traffic matrices measured on September 5, 2004 for every five 
minutes for duration of 24 hours – all of which are provided by the authors of [99]. 
For GÉANT, its traffic matrices were collected on May 5, 2005 for every 15 minutes; 
we obtained the 24*4=96 traffic matrices from the authors of [100].  




For the remaining topologies in Table 2.3 to Table 2.5, we either use synthetic traffic 
matrices that we obtain from the authors in [15] or use GT-ITM [102] to generate 
synthetic traffic matrices; as shown in Table 2.3, the traffic demands for each 
topology range from 90 to 9900. Specifically, we used the traffics provided by the 
authors in [15] for the synthetic topologies F_Abilene, Hier50 and Wax50 in Table 
2.3. Then, we generate each synthetic traffic matrix following gravity model [106], 
entropy model [43], or uniform traffic pattern. Specifically, for Sprint and AT&T in 
Table 2.2, we randomly generated a traffic matrix using the gravity model, and scaled 
the traffic to obtain 10 different traffic matrices. The generated traffic matrices is 
such that when traffic is routed using the SP, the MLU of the topology is 10%, 20%, 
30%, …, 90%, 100%. In this thesis, we refer the traffic matrix that results in a MLU 
of X% using SP routing as SP(X%). For example, we refer the traffic matrix that 
results in a MLU of 30% using SP routing as MLU 30% under SP (SP(30%)), MLU 
of 50% as MLU 50% under SP (SP(50%)), etc. For each random graph and Hier100 
in Table 2.3, we consider traffic demands between each (sd, td) pair in the network; 
i.e., Hier100 with 100 nodes has 100*(100-1)=9900 traffic demands. Each traffic 
flow is generated using the classical entropy model for urban traffic, as described in 
[43]. The model computes each traffic flow bd=10*rn1*rn2, where rn1 and rn2 are 
two random numbers between 0 and 1; thus, 0≤bd≤10. Finally, for each synthetic 
network in Table 2.5, we consider a uniform traffic pattern in which each source 
access node sd transmits a randomly generated traffic flow 1bd100 Mbps to each 
terminal access node td. Therefore, there are (n-nc-1)*(n-nc-1)
 
traffic demands, where 
nc is the number of core nodes, e.g., TS8_56 has (56-8-1)*(56-8-1) = 2209. 
2.6.3 Power Saving Calculation 
The thesis uses two models of power saving (PS) calculations following the models 
in [15], [16], and [88]. Following FGH [15], power savings of bundled link networks, 
with bundle size wij≥1, is computed as: 
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Recall that nij is the number of powered-on cables in a link (i, j). Note that Equation 
(2.1) considers only switching off cables while routers are always switched-on. Since 
our work in Chapter 3 considers such model, we use Equation (2.1) in the chapter.  
When both nodes and cables can be switched-off, power saving should also include 
the power consumption of active nodes; therefore, for this case, PS is calculated as:  
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          (2.2) 
Recall that pij is the power consumption of each cable in a link (i, j), and pv is the 
power consumption of node v that has active/inactive status ONv. The power 
consumption of line-cards used in our simulations is specified in [117]. We assume 
that OC-192/STM-64 (10Gbps) line card is used for all links and thus the maximum 
delay of single-hop is around 200 ns [118]. Both works in [16] and [88] aim to 
maximally switch off links and nodes. Since a link only involves one cable, the 
works use Equation (2.2) with wij=1 and nij is set to either 1 (the link is powered on) 
or 0 (the link is powered-off); Chapter 5 in this thesis uses Equation (2.2) with such 
setting, while Chapter 4 sets integer variables nij≥0 and wij≥1. 
2.7 Summary 
This chapter covers related works for this thesis. Section 2.1 covers network model 
and notations, and provides an example to describe the related notations. Section 2.2 
discusses the network routing, i.e., single path routing, multiple paths routing and 
disjoint paths routing. Section 2.3 overviews intra-domain TE, including QoS in TE. 
Section 2.4 shows green networking strategies, which include architecture and 
protocol design. Section 2.5 gives the observation of green TE, and discusses the 
state-of-the-art centralized and distributed energy-aware routing algorithms. Section 




2.6 summarizes the simulation topologies and traffic matrix used in the thesis, and 
presents the calculation of power consumption in the thesis. In the following three 
chapters, we propose three network routing algorithms by path selection schemes 





Single Path Green Routing 
In this chapter, we propose an efficient approach - SSPF to power off redundant 
cables as long as the remaining cables provide sufficient capacity to route each 
demand via a single path. Specifically, we formulate an optimization problem to 
generate (i) a minimum set of powered on or active cables, and (ii) a set of single 
paths, constructed using only the set in (i), each of which is used to route a traffic 
demand in D, subject to a required MLU 0≤UT≤1.0. We propose three versions of 
SSPF: SSPF-1, SSPF-2 and SSPF-R. SSPF-1 and SSPF-2 are exactly the same 
except for heuristic functions that are used to determine candidate cables to be 
powered off. Since SSPF-1 and SSPF-2 may enter a local minimum, we have 
proposed SSPF-R to reduce the possibility of going into local minima to improve the 
performance of SSPF-1 and SSPF-2. Our work in this chapter has been published in 
[40]. 
The approach in this chapter builds on the work in [15]. However, our work is 
different to [15] in two significant aspects. First, unlike the method in [15] that 
allows multiple paths, our approach routes each traffic demand via only a single path. 
Our extensive simulations in Section 3.4 show that this restriction does not reduce 
the effectiveness of our approach. Second, the method in [15], while reducing energy, 
does not set an upper bound on link utilization. In contrast, as described in Section 
3.1, we include the MLU 0≤UT≤1.0 as a constraint in our model. Note that an ISP 
usually limits UT≤0.5 [16], and therefore our approach is more practical than that in 
[15]. Simulations in Section 3.4 show that our approach requires significantly less 
time complexity as compared to the approach in [15]. For the Abilene topology, our 
heuristic approach takes 0.385 seconds, as compared to 79.6 seconds using FGH [15], 
to find redundant cables to switch-off, which translates to a saving of 50%, versus 
46.3% produced by FGH, in power consumption.  




The layout of this chapter is as follows. Section 3.1 formulates the problem at hand. 
Section 3.2 describes three efficient heuristics to solve the proposed problem, and 
Section 3.3 analyzes the time complexity of SSPF-1, SSPF-2 and SSPF-R. Section 
3.4 presents our evaluation methodology and results. Finally, Section 3.5 concludes 
this chapter.  
3.1 Problem Statement 
Given G(V, E) and a traffic demand set D, where each demand is to be routed along a 
single path, the Single Path Energy-Aware Routing (SP-EAR) problem is to generate 
(i) the minimum number of powered on or active cables, and (ii) the set of paths that 
satisfies traffic demands D using only these powered on cables, subject to a required 
threshold of link utilization, i.e., 0≤UT≤1.0. Let 
 
be a binary variable that is set to 
1 (0) when a fraction of traffic flow bd for demand d is routed (not routed) through 
link (i, j), and . The optimization problem is formalized in the 
following Integer Linear Programming (ILP) formulation: 
Minimize   
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(3.4) 
The objective in the ILP is to minimize the number of powered-on cables, as per 
Equation (3.1). Constraint (3.2) ensures flow conservation, and requires each demand 












to be less than the capacity provided by active cables for a given link and a given link 
utilization threshold UT, and Equation (3.4) bounds the number of active cables to be 
less than the bundle size of each link.  
As mentioned in [15], the presented formulation is equivalent to the simple 
two-commodity integral flow in directed graphs (simple D2CIF) problem [73], which 
is NP complete. Therefore, in the following sections, we propose a number of 
heuristics to solve the ILP. 
3.2 Single Path by Shortest Path First 
This section describes our heuristic approach: SSPF. Subsection 3.2.1 describes two 
versions of SSPF: SSPF-1 and SSPF-2; subsection 3.2.2 describes its third version, 
SSPF-R. This section also provides an example to illustrate SSPF. 
3.2.1 SSPF 
Our greedy heuristic approach, SSPF in Fig. 3.1, produces a set of paths PD that can 
be used to route all demands in D through all powered on cables in link set Er, i.e., 
PD={MPd | dD}. SSPF uses Er and nij of each (i, j)Er to compute its power saving. 
In addition, SSPF creates a First-In-First-Out (FIFO) history log, Q, that stores the 
sequence of removed cables. Specifically, Q is a sequence of a pair ((i, j), nc) that 
denotes the number of switched off cables, nc, in (i, j). As described in Section 3.2.2, 
our SSPF-R algorithm needs the information in the set Q to avoid local minima. 
SSPF initializes Q= , Er=E, and fix((i, j))=false for each (i, j)E. Note that fix((i, 
j))=false means that it is still possible to turnoff one or more cables in (i, j) while 
satisfying all demands in D. Then, it executes the following three main steps. In Step 
1, SSPF uses each shortest path spd1 to route the traffic flow of each demand d; spd1 
can be computed using Dijkstra’s algorithm [22] and we assume unitary link delay, 
i.e., each path length is measured in hop count. We assume the network has sufficient 
link capacity to route all demands in D through their shortest paths. 







Q  , Er E, fix((i, j))  false for each (i, j)Er; //initialize the linkstatus 
1) For each demand dD do 
Generate shortest path spd1, and route its bd through spd1;  
Store spd1 into PD; 
End-For 
2) For each (i, j)Er do 
( )ij ij ij ijn f c w   
; 
If nij<wij then // there is unused cable 
If nij=0 then //no cable in the link is used 
Er  Er-{(i, j)}; // turn-off all cables in (i, j) 
Q  Q+{((i, j), wij-nij)};  // turn off nc=(wij-nij) cables in(i, j) 
End-For 
3) While |Er|>0 do 
Use argmax() or H-Select-e() to select a link (y, z)Er that has fix((y, z))=false; 
If GH-Flow(Er, (y, z))=true then 
Q  Q+{(y, z),1}  //Turn off one cable in (y, z) 
   nyz  nyz-1 
If nyz=0 then 
Er  Er-{(y, z)}; 
Set fix((i, j))  false (i, j)Er; // restart Step 3 
Else 
fix((i, j))  true; 
If fix((i, j))=true, for (i, j)Er then // check the status of each link in Er 
break; //End while loop       
End-While 
Delete all switched of cables in Q from their corresponding links in G. 
End  

Figure 3.1 Algorithm SSPF 
As an example, consider the network in Fig. 3.2 with a set D containing eight traffic 
demands 1 to 8, (0, 2, 4.2), (0, 5, 1.05), (0, 6, 0.95), (0, 7, 2.25), (0, 10, 8.5), (4, 5, 
3.35), (4, 6, 4.35), (10, 5, 1.55) respectively, with wij=2 and cij=10. Step 1 will 
generate eight (sd, td) paths for all demands in D, i.e., PD={MP1=((0, 2)), MP2=((0, 2), 
(2, 5)), MP3=((0, 3), (3, 6)), MP4=((0, 1), (1, 4), (4, 7)), MP5=((0, 8), (8, 9), (9, 10)), 
MP6=((4, 5)), MP7=((4, 6)), MP8=((10, 5))}. Figure 3.2 shows the total flow fij for 
each link (i, j); see the number without bracket for each link. 




In Step 2, SSPF first calculates the total number of cables for each link needed to 
route all demands in Step 1. Fig. 3.2 shows the total number of needed cables, nij, for 
each link (i, j); see each integer in bracket. As an example, for link (4, 6), f46=4.35, 
and n46 is calculated as =1; thus one cable in the link is unused. In 
essence, Step 2 aims to switch off the maximal number of unused cables from each 
link, whilst ensuring the remaining cables are capable of meeting all traffic demands. 
If nij=0, i.e., link (i, j) is never used, the link is removed from Er. As an example in 
Figure 3.2, the step removes link (9, 6) from Er. This step also stores the number of 
switched off cables nc>0 for each link (i, j), i.e., each pair ((i, j), nc), into Q; for the 
example in Fig. 3.2, Q=(((9, 6), 2), ((0, 3), 1), ((3, 6), 1), ((2, 5), 1), ((0, 1), 1),  ((1, 






Figure 3.2 An example network for SSPF 
In Step 3, SSPF iteratively selects a candidate link (i, j) from Er and aims to switch 
off one of its cables. For this step, SSPF considers two different functions to 
determine the candidate link. SSPF version 1, called SSPF-1, uses the argmax 
function from [15], while its version 2, called SSPF-2, uses our heuristic function, 
H-Select-e(); both versions are exactly the same except for the two functions. The 
argmax function selects a non-fixed link (i, j), i.e., fix((i, j))=false, that has the largest 
spare capacity rij while H-Select-e() selects a non-fixed (i, j) with the smallest 
average flow per demand, i.e., (i, j) with the smallest fij/ , where |D| is the total 
number of traffic demands that use link (i, j). The latter function assumes that 






























Status  true; // The status of function 
1) For each demand dD do 
If spd1MPd contains link (i, j) then 
rij  rij+bd , (i, j)spd1;  // returns the resource 
If (nij-1)=0 then // the path is disconnected when one cable in (i, j) is off 
Replace spd1 with a new (sd, td) shortest path for d on G(V, Er); 
Store spd1 into TP; //a new or original path spd1 after deleting a cable 
End-For 
2) For each TPdTP do 
//we need to consider the threshold of link utilization constraint UT 
If TPd has enough capacity to route bd for d then 
rij  rij-bd, (i, j)TPd;//update the remaining capacity for each link in TPd 
Replace spd1MPd with TPd; 
Else 
Generate the k-shortest (sd, td) paths SPd for demand d; 
For each spdq in SPd do// there are at most k different path spdq 
If spdq has enough capacity to route bd then 
rij  rij-bd, (i, j)spdq;  
Replace spd1MPd with spdq; 
Go to 2); 
End-For 
Status  false; // rerouting is not possible 
Go to 3); 
End-For 
3) Return Status; 
End 
demand with less flow is easier to re-route onto an alternative path. For Fig. 3.2, 
argmax will select link (0, 2) because it has the largest r02=(2/2)*1.0*10-5.25=4.75, 
and H-select-e() function will select link (0, 3) because it has the smallest fij/
=0.95/1. 
Figure 3.3 Function GH-Flow() 
Note that both functions may select a link that might lead to a local minimum. 
Therefore, we propose SSPF-R in Section 3.2.2 to heuristically restore all cables in a 
link and select a candidate cable in another link to avoid local minima. 
For each selected link (y, z), the algorithm uses our Greedy Heuristic function, 





GH-Flow() in Fig. 3.3, to check if deleting a cable is feasible, i.e., the remaining 
nyz-1 cables in (y, z) and all cables in the other links in Er can still meet the flow of all 
demands. The function re-routes all paths that use (y, z) to all possible paths. One 
cable in (y, z) will be switched off if re-routing is feasible, and a record, ((y, z), 1), is 
created and stored in Q, and each fix((i, j)) is reset to false for (i, j)Er. Any unused 
link (i, j), i.e., nij=0, is removed from Er. Further, this step ensures that the flow of 
each (sd, td) demand d is routed only through a single path spdq in G. Step 3 is 
repeated until it is not possible to turn off any remaining cable, i.e., fix((i, j))=true for 
all (i, j), and thus SSPF terminates after turning off all cables in Q from G. The 
details of GH-Flow() is described as follows.  
Step 1 of GH-Flow() finds each spd1, for dD, that contains the candidate link (i, j), 
and adds the capacity of each link in spd1 with the previously allocated bd for demand 
d. As an example, when (2, 5) is selected, sp21=((0, 2), (2, 5)) is affected and thus the 
value of r02 and r25 is increased by b2=1.05. If the path is disconnected when the 
cable is turned off, i.e., nij-1=0, the step generates a new sp21. Following the previous 
example, n25-1=0, i.e., the link cannot carry any traffic when its only cable is 
switched off. As the result, sp21=((0, 2), (2, 5)) is disconnected, and thus the step 
generates a new shortest path sp21=((0, 1), (1, 4), (4, 5)) for the affected demand 2. 
Step 1 stores either the original or new sp21 in a temporary path set TP; let us call 
each path in TP for demand d as TPd. Since removing the cable in (2, 5) only affects 
demand 2, TP={TP2}. 
In Step 2 of GH-Flow(), the function routes the flow of each affected demands in D 
through its corresponding paths in TP. Notice that the route of the flow from each 
unaffected demand remains unchanged. The function uses path TPdTP if it can be 
used to route demand d, and subtract the capacity of each link in the path by its flow, 
bd. Following the above example, traffic demand d=2 can be rerouted through a new 
path TP2=((0, 1), (1, 4), (4, 5)) and thus the step subtracts bd=1.05 from r01, r14, and 
r45. However, if any links in the shortest path cannot support the demand, the 
function generates k1 shortest paths for demand d; this can be carried out using 




Yen’s algorithm [30]. GH-Flow() aims to route the flow using the shortest possible 
path among the k paths. When there is more than one path with the same length, the 
function selects one randomly. If a flow in demand d can be routed using any of the 
k-shortest paths, we subtract the capacity of each link in the path by bd. However, if 
none of the path has sufficient capacity to route the flow, the function knows that the 
deleted cable needs be turned on to meet all demands in D. As an example, assume 
argmax selects (0, 3), which disconnects sp31=((0, 3), (3, 6)), and thus demand d=3 
selects new shortest path sp31=((0, 1), (1, 4), (4, 6)). Notice that demand d=3, with 
b3=0.95, cannot be rerouted through new sp31 since r46=5-4.35=0.65<0.95, and thus 
the step cannot switch off the cable in (0, 3). Function GH-Flow() returns false when 
at least one affected demand cannot be rerouted. Notice that the function does not 
roll-back the routes of any demands that have been successfully rerouted through 
their corresponding paths in TP to their original routes. As an alternative, the function 
may continue routing the flow of each remaining demand. Note that the running time 






Figure 3.4 SSPF-1 solution for the network in Figure 3.2 
As shown in Fig. 3.4, SSPF-1 generates a sequence of switched off cables Q=(((9, 6), 
2), ((0, 3), 1), ((3, 6), 1), ((2, 5), 1), ((0, 1), 1),  ((1, 4), 1), ((4, 7), 1), ((4, 5), 1), ((4, 
6), 1), ((2, 5), 1), ((0, 2), 1)), and a path set PD={MP1=((0, 2)), MP2=((0, 1), (1, 4), (4, 
5)), MP3=((0, 3), (3, 6)), MP4=((0, 1), (1, 4), (4, 7)), MP5=((0, 8), (8, 9),  (9, 10)), 
MP6=((4, 5)), MP7=((4, 6)), MP8=((10, 5))} to route the eight demands, where 



























switch off 12 cables of 28 total cables in the network, and thus saves 42.9% of power 
usage.  
3.2.2 SSPF-R 
We propose a heuristic algorithm called SSPF-R to improve the optimality of SSPF. 
Similar to FGH [15], either SSPF-1 or SSPF-2 may select a candidate link that leads 
to local minima. The authors of [15] proposed EGH and BGH to heuristically solve 
the problem. However, they showed that EGH and BGH do not improve FGH 
significantly whilst incurring a significantly higher time complexity, particularly for 
solving large networks, i.e., Wax50 and Hier50 in Table 2.3. Our efficient SSPF-R, 
shown in Fig. 3.5, greedily avoids local minima. The algorithm repeatedly assumes 
that the deleted cables, sequenced in Q, leads to a local minimum, and aims to 
correct the mistake by sequentially restoring each deletion in Q at a time, from the 
least recent deletion, while assuming that the remaining deleted cables were correct 
decisions that will lead to a global minimum. For each of constant number ≤|Q| 
iterations, Step 1 sets Er and Q
* as a copy of E and Q respectively. Note that in our 
simulation, outlined in Section 3.4, we set  to |Q|/2 since running SSPF-R is faster 
while producing the same results as compared to using =|Q|. Step 2 aims to correct 
each possible non-optimal cable deletion by sequentially restoring one cable in pair 
((a, b), nc)Q at a time while assuming that the remaining deleted cables in Q* were 
correct decisions, leading to a global minimum. If the link had no cable, i.e., 
disconnected, the step connects it back, i.e., includes it in Er. The step also initializes 
the status of all links, i.e., setting each fix((i, j))=false. As an example, recall that 
SSPF-1 in Section 3.2.1 generates Q=(((9, 6), 2), ((0, 3), 1), ((3, 6), 1), ((2, 5), 1), ((0, 
1), 1),  ((1, 4), 1), ((4, 7), 1), ((4, 5), 1), ((4, 6), 1), ((2, 5), 1), ((0, 2), 1)). Step 2 
sequentially attempts to restore one cable starting from pairs ((9, 6), 2) to ((2, 5), 1). 






Q* , Best_Q  Q; 
For x 1 to  do 
1) Q*  Q, Er  E; 
2) Remove xth pair ((a, b), nc) from Q, i.e., Q*  Q*-{(a, b), nc}; 
nab  nab+1; // add one cable to (a, b); 
If nab = 1then   //(a, b)was disconnected 
Er  Er+{(a, b)};  //add the link 
Set fix((i, j))  false (i, j)Er; 
3) While |Er| > 0 do 
Call argmax() or H-Select-e(G) to select a link (y, z) ≠(a, b) from Er;  
If GH-Flow(Er, (y, z))=true then 
Q*  Q*+{(y, z), 1}; 
nyz  nyz-1; // Remove one cable every time 
If nyz=0 then 
Er  Er-{(y, z)}; //delete the link 
Set fix((i, j))  false (i, j)Er; 
Else 
fix((y, z))  true; 
If (i, j)Er has fix((i, j))=true then 
break; //End while loop 
End-While 





Figure 3.5 Algorithm SSPF-R 
For each attempt to restore a cable in (a, b), Step 3 uses either argmax or H-Select-e() 
to select one cable from the candidate link (y, z)(a, b). Note that Step 3 in SSPF-R 
is similar to Step 3 in SSPF. If GH-Flow() function in Step 3 is able to re-route 
traffic flow from (y, z), the cable is deleted, and Step 3 is repeated using another 
candidate link (y, z)(a, b) until all remaining links in Er are checked, i.e., fix((i, 
j))=true for each link (i, j). Note that the status of link (y, z) is set to true if GH-Flow() 
fails to route affected traffic demands with one less cable in (y, z). Restoring a cable 
in (a, b) generates a better power saving if GH-Flow() could turn-off more than one 
cable while restoring one cable in (a, b). For this case, Step 4 updates Best_Q with 











Figure 3.6 SSPF-R solution based on Figure 3.4 
To illustrate SSPF-R, consider Fig. 3.4 that was generated by SSPF-1. Notice that 
SSPF-R finds that cable deletions in the sequence from ((9, 6), 2) to ((4, 5), 1) in Q 
are optimal and thus, the Best_Q equals Q. For ((4, 6), 1), Step 2 sets n46=1+1=2, and 
argmax in Step 3 selects (0, 3), which affect sp31=((0, 3), (3, 6)) that was generated in 
SSPF-1. Thus, GH-Flow() generates a new path sp31=((0, 1), (1, 4), (4, 6)) that has 
sufficient capacity to route demand 3. In another iteration, argmax generates link (3, 
6). However, since no route is affected by deleting one cable in (3, 6), GH-Flow() 
also returns true. Thus, SSPF-R is able to switch-off two cables, i.e., one in (0, 3) and 
another in (3, 6) when one cable in (4, 6) is restored, with a gain of one that further 
reduces the power saving result when using SSPF-1; see Fig. 3.4 versus Fig. 3.6. 
3.3 Time Complexity 
3.3.1 SSPF 
In Step 1, SSPF uses Dijkstra’s algorithm to generate all-pair shortest paths in O(n3), 
and route the flows in O(|D|*m=mn2). Note that n and m are the total number of 
nodes and links in G respectively, and |D|≤n(n-1) is the total number of traffic 
demands; thus Step 1 has a time complexity no more than O(mn2) since in general 
m≥n. Step 2 requires searching all links in G and therefore has time complexity of 



























each candidate link. On the other hand, Step 3 for SSPF-2 uses H-Select-e() that has 
O(|D|)=O(n2) time complexity. The GH-Flow() function has the worst case time 
complexity of O(n3(m+nlogn)); the detailed time complexity analysis of the function 
is provided below. Since Step 3 is repeated m times, it has complexity of O(m*(m + 
n3(m+nlogn)))=O(mn3(m+nlogn)) for SSPF-1, and O(m*(n2+n3(m+nlogn)))= 
O(mn3(m+nlogn)) for SSPF-2; both versions require the same time complexity. Thus, 
SSPF has worst case time complexity of O(n3+m+mn3(m+nlogn))=O(mn3(m+ 
nlogn)). 
The time complexity of function GH-Flow() is calculated as follows. The worst case 
of Step 1 requires running Dijkstra’s algorithm for all-pair (sd, td) shortest paths, and 
thus takes O(n3) time. However, our simulation in Section 3.4 shows that on average, 
each cable deletion affects only 2% of demands. In the worst case, Step 2 is repeated 
O(|D|=n2) time. However, as in Step 1, the loop in Step 2 is repeated only for 2% of 
demands, far less than the worst case. If path TPd has sufficient capacity to route the 
traffic demand then it only needs O(m) time to update flow of all links on the path, 
since it has at most m links. Otherwise, we use Yen’s algorithm to generate k-shortest 
paths for demand d, which has time complexity O(kn(m+nlogn)). The worst case 
scenario is when the feasible path is the last of the ordered k-shortest paths; this case 
requires O(km). Therefore this sub-step requires O(kn(m+nlogn)+km)=O(kn(m+ 
nlogn)), and the worst case time complexity of Step 2 is O(n2*kn(m+nlogn))= 
O(kn3(m+nlogn)). Note that we can consider k a constant since our simulation in 
Section 3.4 uses k10. Thus, GH-Flow() has the worst case time complexity of O(n3 
+ n3(m+nlogn))= O(n3(m+nlogn)). 
As reported in [15], FGH and its improved version – EGH and BGH need to call a 
LP solver up to O(m2) and O(m3) times respectively, thus the total time complexity of 
FGH is O(m2n3) since the time complexity of running LP is O(n3) [121]. In contrast, 
SSPF only uses GH-Flow(), which utilizes Dijkstra’s algorithm and Yen’s algorithm 
to generate (sd, td) shortest paths and k (sd, td)-shortest paths respectively for each 
traffic demand d. Thus, the time complexity of SSPF depends directly on the traffic 




matrix size |D|=O(n2). Our simulations in Section 3.4 show that SSPF runs 
significantly faster than FGH for various networks with up to 9900 traffic demands. 
3.3.2 SSPF-R 
The most time consuming step in SSPF-R is Step 3. As described in Section 3.3.1, 
argmax requires O(m) while H-Select-e() requires O(n2); here SSPF-R uses either 
function. Step 3 also takes O(n3(m+nlogn)); see its calculation in Section 3.3.1. This 
step is repeated O(m) times for each deleted cable, and SSPF-R considers  
consecutive cables. Thus, SSPF-R has computational time complexity of 
O(*m*(m+n3(m+nlogn))) when using argmax, and O(*m*(n2+n3(m+nlogn))) 
when using H-Select-e() functions. In either case, its complexity is 
O(mn3(m+nlogn))). Since ≤|Q|≤m, its worst case time complexity becomes 
O(m2n3(m+nlogn))). 
3.4 Evaluation 
In this section, we evaluate the performance of SSPF; namely, SSPF-1, SSPF-2, and 
SSPF-R. We first describe our experimental setup in Section 3.4.1. Then, in Section 
3.4.2, we evaluate the performance of SSPF, and its versions, using both synthetic 
and realistic topologies for MLU constraint UT=1.0. For this case, their performance 
is evaluated in terms of power saving and running time for wij=1 (Section 3.4.2.1) 
and for variable wij (Section 3.4.2.2). Further, we analyze the effects of switching off 
link on link utilization (Section 3.4.2.3), and on path length (Section 3.4.2.4). In 
Section 3.4.2, we also compare the performances of our algorithms against the 
state-of-the-art technique – FGH [15]. To further evaluate the performances of our 
algorithms, in Section 3.4.3, we evaluate them on networks with variable UT and 
bundle sizes. Finally, in Section 3.4.4, we use our techniques on the Abilene network 
with its 288 traffic demands over 24 hours period, each of which corresponds the 
traffic demand recorded at every five minutes; these datasets are obtained from [99].  





Table 2.3 summarizes the different network topologies used in our simulations, 
which includes the three topologies used in [15]; i.e., F_Abilene and two synthetic 
topologies - a two level hierarchical graph (Hier50), and the Waxman graph (Wax50). 
To further evaluate the performance of SSPF and FGH, we used GT-ITM [102] to 
generate three random graphs Geo10, Geo30, and Geo50, shown in Table 2.3, that 
represent small, medium and large topologies respectively; Geo50 contains 50 nodes 
and 434 links. To show the efficiency of the algorithm for the time period traffic, we 
evaluate the SSPF with Abilene, shown in Table 2.3. Further, we used the traffic 
matrices from [99], measured every five minutes over a 24 hours period. We used 
Abilene and their 288 different traffic demands in Section 3.4.4. 
Each link in the F_Abilene and Wax50 have capacity cij=10000 and cij=1000 
respectively, while the capacity of links in Hier50 is either 1000 or 200; we assume 
the same capacity unit (e.g., megabytes per second) for both link capacity and traffic 
demand. Each link in Abilene has either cij=9920 or cij=2480. For the three random 
topologies, each link has capacity cij=1000 and Hier100 has capacity cij=10000. 
We have implemented SSPF in Java 6. For FGH, we used its implementation 
provided by the authors of [15]. The authors of [15] ran FGH on a Window machine 
and used the AMPL/CPLEX to solve the LP in [15]. In our simulation, we replaced 
AMPL/CPLEX with a Linux-based GLPK [108]. Note that FGH’s running times 
reported in [15] are significantly slower as compared to those generated in our 
simulations. For example, the authors of [15] reported that FGH for Wax50 required 
up to 50±20 minutes while in our simulation, the algorithm took only 5±2 minutes. 
However, the power savings reported in [15] for FGH on the three topologies (i.e., 
Abilene, Wax50, and Hier50) are equivalent to our results; we used the results 
obtained in our simulations for the FGH’s running time and power saving. Using 
Equation (2.1), we compute the power saving as the ratio between total powered-off 
cables and all cables in the network. 




We ran all the algorithms on a Linux machine with Fedora 10 (2.6.x kernel), 1024 
MB memory and 28GB hard disk. For SSPF-1, SSPF-2 and SSPF-R, we set k=100, 
and SSPF-R uses the argmax function. We ran each algorithm five times, and 
calculated its average CPU time.  
Table 3.1 Power Saving for Various Networks with wij=1, UT=1.0 
Topology Power Saving (%) Running Time (Second) 
SSPF-1 SSPF-2 SSPF-R FGH SSPF-1 SSPF-2 SSPF-R FGH 
F_Abilene 50 46.3 51.2 46.3 0.385 0.392 2.036 79.6 
Hier50 37.8 37.2 37.8 37.2 3.591 4.394 41.3 313.7 
Wax50 56.8 60.4 63.3 53.3 2.969 5.723 163.28 359.3 
Geo10 53.6 53.6 57.1 46.4 0.143 0.144 0.252 1.1 
Geo30 72.1 72.8 73.5 69.9 0.564 1.310 18.225 85.7 
Geo50 86.4 85.9 86.6 84.8 2.875 17.872 490.3 1395.9 
Hier100 49.7 49.7 50.3 N/A 13.462 55.86 514.24 N/A 
3.4.2 Performance Evaluation for UT=1.0 
3.4.2.1 Power Savings and Running Times for wij=1 
Table 3.1 shows the power savings and running times for all versions of SSPF when 
each link has equal bundle size wij=1 and required link utilization UT=1.0. We see 
that all algorithms are able to save power ranging from 37.2% to 86.6%. SSPF-1 and 
SSPF-2 produce almost equivalent power savings for all tested networks. However, 
SSPF-1 runs faster than SSPF-2 since the latter uses H-Select-e(), which has a time 
complexity of O(|D|=n2), in contrast to the argmax function in SSPF-1 which takes 
O(m). As SSPF-2 may also produce better result for certain type of networks, e.g., 
Wax50, we suggest running both alternative algorithms and use their best results. 
However, when faster running time is important, SSPF-1 is the better alternative. 
Table 3.1 shows that SSPF-R always produces better power savings than SSPF-1 and 
SSPF-2. Since SSPF-R, as described in Section 3.2.2, runs either SSPF-1 or SSPF-2 
repeatedly and selects the best result from all possible outcomes, SSPF-R is 
guaranteed to always produce at least the power savings of SSPF-1 or SSPF-2. 
However, as a trade-off, the running time of SSPF-R is always slower than either 




SSPF-1 or SSPF-2.  
To further evaluate the efficiency and effectiveness of our SSPF, we have compared 
it with FGH [15]. FGH allows a demand to be routed through more than one path 
while SSPF restricts its routing through only a single path, allowing simpler routing 
protocol. As shown in Table 3.1, FGH, in most cases, produces inferior results 
compared to all versions of SSPF while using significantly more computational time. 
FGH produces power savings ranging from 1.9% to 25.3% worse than SSPF-1, and 
up to 28% worse than SSPF-2. Further, while producing better results, SSPF-1, 
SSPF-2, and SSPF-R take only, respectively, 0.21% to 13%, 0.49% to 13.09%, and 
2.54% to 35.1% running time of FGH. Note that FGH failed to produce a result, 
denoted as ‘N/A’, for Hier100 after running for three hours. 
To further evaluate the performances of our algorithms, we compare their results 
with the upper bound (UB) and lower bound (LB) of power savings. To generate the 
bounds, like in [15], we first consider the linear-programming version of our ILP 
problem stated in Equation (3.1) to (3.4), i.e., replace
( , ) iji j E
n
  in Equation (3.1) 
with
( , ) iji j E
f
  to minimize the total flow over all links. Then, we use GLPK [108] 
to obtain the minimum flow of each link while satisfying the constraints in Equation 
(3.2) to (3.4). To obtain a UB on the power saving, like in [15], we “round down” the 
number of cables for each link needed to carry the traffic obtained by the solution.  
For example, for f08=8.5 in Fig. 3.2, the upper bound of powered-off cables in e08 is
( ) 8.5 (10 2) 1ij ij ijf c w       . Note that as stated in [15], no flow assignment that 
satisfies all the demands can use fewer cables than those used in the upper bound. A 
lower bound is obtained similarly by “rounding up” the number of cables in each link, 
i.e., for the example, the lower bound of powered-off cables for e08 is
( ) 8.5 (10 2) 2ij ij ijf c w       .  




Figure 3.7 Power saving and running time of SSPF on F_Abilene 
Figure 3.8 Power saving and running time of SSPF on Hier50 
Figure 3.9 Power saving and running time of SSPF on Wax50 
As shown in Fig. 3.7 to 3.9, the power savings produced by our SSPF algorithms and 
















































































































































































SSPF-1 are between 3.7% at wij=10 and 20% at wij=1 off from the UB on Waxman 
network. Further, SSPF-1 could improve the power saving generated by LB between 
4.6% at wij=10 and 42% at wij=2 on Waxman network; for wij=1, LB could not 
power-off any cable. 
3.4.2.2 Power Savings and Running Times for Variable wij 
We further evaluated SSPF-1 using the F_Abilene, Hier50 and Wax50 topologies 
when their bundle size, wij, increases from 1 to 10. For Abilene, as shown in Fig. 3.7, 
the power savings produced by the algorithm increases sharply when wij increases 
from one to three; i.e., 50% to 82.1%. Similarly, for Hier50 and Wax50, increasing 
wij from 1 to 3 also significantly reduces the power consumption. As a comparison, 
the figure shows the results for FGH; as shown, SSPF-1 slightly outperforms FGH in 
term of power saving for all topologies. The result contradicts the intuition that the 
less restrictive problem (i.e., to allow demand routed through one or more paths, and 
hence more path selection flexibility) would lead to a better power saving. We 
believe SSPF produces better results because it is able to switch off cables in more 
optimal order than using the LP solver in FGH. Further, consistent with the reported 
running time in Section 3.4.2 for wij=1, Fig. 3.7, 3.8 and 3.9 show that SSPF-1 
requires significantly less CPU time than FGH for wij>1; i.e., on average 0.512 
seconds versus 62.99 seconds for Abilene, 2.068 versus 315.62 for Hier50, and 2.33 
versus 345.59 for Wax50.  
3.4.2.3 Effects on Link Utilization  
This section analyses the effects of using fewer cables, thus saving power, on the 
average Link Utilization (LU), for UT=1.0 and wij=1, calculated using the following 
Equation (3.5): 
                  
'
( , )
( ) ( (( ) ( ))) /ij ij ij iji j EAve LU f w n c m             (3.5) 
Note that m’ is the total number of powered-on links, (( ) ( ))ij ij ij ijf w n c  
is the link 




utilization of (i, j) that is ignored when nij=0 since the link is switched off when its 
cables are all off. Table 3.2 shows the MLU and average LU of the generated 
topology (after turning off cables) using SSPF and FGH; both approaches produce 
equivalent results. As a benchmark, we have compared the results with MLU and 
average LU, before turning off cables, when each traffic demand is routed through its 
SP. Table 3.2 shows that the SP routing using all cables in the F_Abilene, Hier50, and 
Wax50 results in MLU of 65.5%, 100%, and 92.9%, respectively; the MLU for the 
other networks is less than 30%. Further, the average LU using SP ranges from 0.9% 
to 24.1%; low average link utilization is expected during off-peak period, and in 
general, all algorithms achieve high percentage of power savings because the 
network has low link utilization. As shown in the table SSPF and FGH increase the 
MLU and average LU of the networks as compared to SP. The results are expected 
because when fewer cables are used to carry the same amount of flow, each cable 
carries more flow. However, we observe that it is possible to power-off higher 
percentage of cables in a network that has the higher average link utilization; see 
Wax50 and Geo10 with average LU of 24.1% and 0.9% (Table 3.2) but with power 
savings of 63.3% and 57.1% (Table 3.1), respectively. 
Table 3.2 MLU (%) and Average Link Utilization (%) when wij=1 and UT=1.0 
Network SSPF-1 SSPF-2 SSPF-R FGH SP 
MLU Ave MLU Ave MLU Ave MLU Ave MLU Ave 
F_Abilene 80.35 16.33 83.25 16.32 98.13 16.77 80.48 15.22 65.5 4.9 
Hier50 100 51.26 100 50.56 100 51.51 100 48.36 100 22.9 
Wax50 99.95 72.9 100 61.8 100 71.48 100 77.26 92.9 24.1 
Geo10 4.49 3.32 5.99 3.32 4.65 3.32 5.87 2.45 2.17 0.9 
Geo30 61.17 14.98 68.87 19.63 69.25 21.32 53.34 16.24 14.86 1.9 
Geo50 86.04 38.76 99.96 37.34 100 40.62 90.2 31.12 24.2 1.4 
Hier100 58.84 14.82 67.15 15.18 59.96 16.83 N/A N/A 26.25 2.9 
To further evaluate the effects of shutting down cables on the remaining link’s 
utilization, we show in Fig. 3.10 (Left), Fig. 3.11 (Left) and Fig. 3.12 (Left) the 
cumulative distribution function (CDF) of the link utilizations in F_Abilene, Wax50 
and Hier100 networks, respectively using SSPF-1, SSPF-2, SSPF-R, FGH and SP 




routings. The results for other topologies are similar and thus not shown here. All 
four power-saving routing algorithms increase link utilization as compared to using 
SP, but to no more than 0.85 and 0.6 for F_Abilene and Hier100 respectively; FGH 
cannot obtain any results in a reasonable time for Hier100, and thus Fig. 3.12 omits 
FGH. Among four algorithms, SSPF-2 and SSPF-R perform the best for F_Abilene 
and Hier100, respectively; for Wax50, they produce similar results. SSPF-2 increases 
the number of links with utilization above 0.4 from 3% to 14% as a tradeoff for 
reducing power by about 37% on F_Abilene; see Fig. 3.10 and Table 3.1. 
Figure 3.10 CDF of link utilization and path length on the F_Abilene 
Figure 3.11 CDF of link utilization and path length on the Wax50 
Similarly, for Hier100, SSPF-R increases the number of links with utilization above 
0.1 from 3% to 23% while reducing power usage using SP by 53%; see Fig. 3.12 and 





























































































































available link resources, i.e., for Wax50 as shown in Fig. 3.11, all power-saving 
routing algorithms, while reducing power usage by close to 60% (see Table 3.1), 
result in larger ratio of link utilizations as compared to SP. However, as will be 
discussed in Section 3.4.3, our SSPF approach allows different MLU settings, e.g., 
no more than 0.4 as the standard practice in ISP, while maximizing power savings. 
Figure 3.12 CDF of link utilization and path length on the Hier100 
3.4.2.4 Effects on Path Length 
Table 3.3 shows the effect of turning off cables, using SSPF and FGH, on the average 
path length L(MPd), for UT=1.0 and wij=1, calculated as follows,  
                    Ave(L(MPd))=( ( )dd D L MP )/|D|                (3.6) 
Note that L(MPd) is the length of the path used to route demand d, i.e., its hop counts. 
For FGH, as demands may be routed through multiple paths, we used the maximum 
path length. As shown in Table 3.3 turning off cables, either using SSPF or FGH, 
have a significant impact on the average path length; SSPF and FGH produced 
similar results. The results are expected since turning off cables forces some part of 
the traffic to be routed through longer (non-shortest) paths. Notice, however, that our 
simulation considers only hop counts as the path lengths, which do not reflect the 































































Fig. 3.10 (Right), Fig. 3.11(Right) and Fig. 3.12 (Right) show the CDF of the path 
lengths in F_Abilene, Wax50 and Hier100 networks using SSPF-1, SSPF-2, SSPF-R, 
FGH and SP routings, which evaluate the impact of power savings in path length. 
The results for other topologies are similar and thus not shown here. All 
power-saving routings produce similar results except FGH that cannot obtain the 
results in reasonable time for Hier100, and Fig. 3.12(Right) omits FGH. For 
F_Abilene, as shown in Fig. 3.10(Right), while decreasing power by 51.2%, the 
power saving routings, e.g., SSPF-R, reduces the percentage of routes that have delay 
of one hop from 37% using SP to 11%, and those with two hops from 74% using SP 
to 25%. Notice that the longest path using SP is five hops, while that using SSPF-R is 
8 hops, an increase of 60%. However, the longest path in SSPF-R is shorter than the 
network diameter of F_Abilene, i.e., 9 hops. As shown in Fig. 3.11(Right) and Fig. 
3.12(Right), the effects of shutting down cables on path length on Wax50 and 
Hier100 are similar to in F_Abilene in Fig. 3.10(Right). Further, similar to F_Abilene, 
the longest path of routes using SSPF-R for Wax50 and Hier100 is also shorter than 
the network diameter.   
Table 3.3 Average Path Length (hop) when wij=1 and UT=1.0 
Network SSPF-1 SSPF-2 SSPF-R FGH SP 
Abilene 4.37 4.32 4.53 4.42 2.05 
Hier50 4.83 4.71 4.9 4.92 3.17 
Wax50 4.16 4.23 4.3 4.26 2.2 
Geo10 1.92 1.92 1.97 1.89 1.18 
Geo30 5.5 5.5 5.61 5.47 1.36 
Geo50 7.4 7.36 7.4 7.35 1.0 
Hier100 13.83 13.72 13.83 N/A 5.81 
3.4.3 Power Savings for Different UT 
As discussed in the Section 3.4.2.3, SSPF affects link utilization as fewer links are 
used to carry traffic, In this section, we investigate the effect of using 10 different 
MLU bounds, i.e., UT between 0.1 and 1.0 – with 0.1 increments, on power savings 
achievable using our SSPF approach, for bundle size wij between 1 and 10 while 




running SSPF-R; we obtained similar results using SSPF-1 and SSPF-2. Table 3.4 
and 3.5 shows results for the F_Abilene and Hier100, respectively where UT_X 
denotes MLU bound X; e.g., UT_0.4 means UT=0.4, and ( , )
( )ij iji j END w n   be 
the total number of switched-off cables.  





UT_0.4 UT_0.5 UT_0.7 UT_0.9 
ND (%) ND (%) ND (%) ND (%) 
1 82 31 37.8 36 43.9 39 47.6 42 51.2 
2 164 103 62.8 111 67.7 115 70.1 116 70.7 
3 246 164 66.7 189 76.8 192 78 193 78.4 
4 328 244 74.3 253 77.1 270 82.3 275 83.2 
5 410 323 78.8 342 83.4 347 84.6 350 85.1 
6 492 395 80.3 409 83.5 425 86.3 429 87 
7 574 474 82.6 480 83.6 503 87.6 508 88.1 
8 656 556 84.8 557 84.9 580 88.4 584 88.9 
9 738 629 85.2 634 85.9 658 89.1 663 90 
10 820 709 86.5 711 86.7 716 87.3 740 90.5 





UT_0.2 UT_0.3 UT_0.4 UT_0.7 
ND (%) ND (%) ND (%) ND (%) 
1 286 117 40.9 124 43.4 133 46.5 143 50.3 
2 572 307 53.7 394 68.9 408 71 420 50.3 
3 858 589 68.7 593 69.1 686 79.8 701 73.4 
4 1144 871 76.1 876 76.6 880 83.8 981 81.7 
5 1430 1156 80.8 1156 80.8 1162 81.6 1260 85.8 
6 1716 1440 83.9 1441 84 1446 84.7 1541 88.1 
7 2002 1723 86 1722 86 1728 86.7 1827 89.8 
8 2288 2002 87.5 2004 87.6 2009 87.7 2096 91.3 
9 2574 2287 88.8 2292 89 2293 89 2378 91.6 
10 2860 2571 89.9 2574 90 2582 90.2 2658 92.4 
The results for other topologies have the similar trend when the bundle size increases 
from 1 to 10 under different UT, and thus not shown here. For F_Abilene, SSPF-R 
fails to save power with UT≤0.3; these results are also omitted. Further, for each 
algorithm, increasing UT from 0.5 to 0.6, or from 0.7 to 0.8, or from 0.9 to 1.0 does 
not affect power savings, and thus, Table 3.5 only shows the results for UT_0.4, 




UT_0.5, UT_0.7 and UT_0.9. For Hier100 network, SSPF-R fails to save power with 
UT≤0.1; thus we do not show its result in Table 3.5. Similar to the F_Abilene network, 
other than UT=0.2 and UT=0.3, increasing UT from 0.4 to 0.6, or from 0.7 to 1.0 does 
not affect power savings. To this end, Table 3.5 only shows the results for UT_0.2, 
UT_0.3, UT_0.4 and UT_0.7.  
As shown in Table 3.4 and 3.5, power savings increase, for each UT, when the bundle 
size increases from 1 to 10 since there are more idle cables. Notice that there is a 
large increase in power saving, i.e., by about 25% when the bundle size in F_Abilene 
is increased from 1 to 2. Similarly, a large increase in power saving also occurs in 
Hier100 when the bundle size increases from 1 to 4. As shown in Table 3.4, our 
SSPF approach is able to reduce power usage in Abilene between 37.8% and 86.5% 
when its bundle size is set between wij=1 and wij=10, respectively, even when each 
link utilization is set to no more than 40%, which is within the standard practice set 
by ISP [15]. Similarly, for MLU≤40%, SSPF-R is able to reduce the power 
expenditure of Hier100 by 46.5% to 90.2%, for bundle sizes between 1 and 10, 
respectively. For both F_Abilene and Hier100, relaxing the link utilization constraint 
to higher values allow our SSPF algorithm to find better alternative paths, and thus 
further reducing power usage. 
Tables 3.4 and 3.5 also show that for each bundle size, there is negligible effect from 
using different UT constraints on power saving. As an example, Table 3.5 shows that, 
for wij=1, using significantly more restrictive UT=0.2, as compared to UT=0.7, only 
slightly decreases power saving to 40.9% from 50.3%. This effect may be due to the 
low traffic levels. Recall that for Hier100, each traffic flow for demand d is 
computed as bd=10*rn1*rn2, where rn1 and rn2 are two random numbers between 0 
and 1; thus, 0≤bd≤10 is a small value as compared to the capacity of each link, i.e., 
cij=10000.  
To see the effect of traffic levels, i.e., different flow size in traffic demands, we 
generated five other traffic levels for Hier100 when wij=1. Specifically, we multiplied 




each bd used to generate Table 3.5 for wij=1 with five scaling factors: 0.5, 2, 3, 4, 5. 
Thus, the smallest scale, i.e., 0.5, sets 0≤bd≤5, while the largest, i.e., 5, generates 
0≤bd≤50; the former simulates lower traffic level while the latter assumes a more 
congested network as compared to the traffic level used in Table 3.5 with 0≤bd≤10. 
As expected, Fig. 3.13 shows that, for each constraint UT, SSPF-R produces higher 
power savings for lighter traffic flows, e.g., 51.2% for 0.5*bd versus 46.5% for bd 
with UT=0.6, and lower power savings in more congested networks, e.g., only 
switching-off 39.16% links for 3*bd. Further, consistent with our results in Table 3.4 
and 3.5, the figure shows that for each traffic level, UT does not significantly affect 
the power savings produced by SSPF-R, e.g., for 0.5*bd the savings increase only 
from 41.96% for UT=0.1 to 51.2% for UT=1.0. We observed that the different traffic 
levels only affect the feasibility of traffic routings. For example, there is no feasible 
routing for demands using 0≤bd≤50 (0≤bd≤20) with UT≤0.8 (UT≤0.3), i.e., the SP 
routing, described in Section 3.4.2.3, and SSPF-R fail to produce results due to 
insufficient link capacities for the given set of traffic demands. 
Figure 3.13 Impact of different traffic levels and UT on power saving in Hier100 
3.4.4 SSPF versus Optimal Solution 
Ideally, we aim to evaluate the effectiveness of our algorithms against an optimal 
solution (SP-OS) using the ILP, shown in Equation (3.1) to Equation (3.4), for the 
SP-EAR problem in term of power savings and running times. Unfortunately, due to 































could not generate SP-OS for the medium and large networks. As an alternative, we 
only use SP-OS for the small network in Fig. 2.1. For fair comparison against FGH, 
we set UT=100%, and wij=1 for each link (i, j); the results are shown in Table 3.6. 
Table 3.6 SSPF and FGH versus SP-OS for the Network in Fig. 2.1 
Mechanism PS (%) Time (second) 
SP-OS 50 2 
SSPF 40 0.034 
FGH 40 0.4 
From Table 3.6, we can find that SSPF performs the same as FGH in term of power 
saving, which is 20% lower than SP-OS. However, SP-OS runs 58.82 times slower 
than SSPF. Further, the 0.034 seconds running time of SSPF is only 8.5% of the time 
used by FGH. 
Figure 3.14 The potential power saving of SSPF on Abilene on Sept. 5, 2004 
3.4.5 Potential Power Savings on Abilene 
Fig. 3.14 shows the potential power savings on Abilene [99] using SSPF-1, SSPF-2, 
and SSPF-R. We ran each algorithm for 288 different traffic demands from [99]; each 
demand represents traffic traces recorded every five minutes over 24 hours on 
September 5, 2004. For this experiment, SSPF-1, SSPF-2, and SSPF-R each required 
on average 0.21, 0.24 and 0.547 CPU seconds, respectively, to produce results for 































produces the best power savings compared to SSPF-1 and SSPF-2. It is interesting to 
observe that SSPF-2 outperforms SSPF-1 from 0:00 through 11:00 hours and from 
about 22:30 through 24:00; at other times, SSPF-1 in most cases produced better 
results than SSPF-2. Further, power savings produced by SSPF-R are always the 
same for each of the 288 different traffic demands. As another comparison, the figure 
shows that FGH in all (most) cases perform worse than SSPF-R (either SSPF-1 or 
SSPF-2). 
3.5 Summary 
In this chapter, we have proposed an efficient and effective heuristic approach, SSPF, 
to minimize network power usage while satisfying all network traffic demands 
subject to a given MLU constraint. Our approach aims to switch off redundant cables 
in core routers using bundled links. However, unlike [15], our approach routes each 
traffic demand onto one single path, which simplifies routing. We have used the 
F_Abilene topology - with both real and synthetic traffic matrices and several larger 
randomly generated topologies - with synthetic traffic matrices to evaluate its 
performances. The simulation shows that our approach could potentially save up to 
56.7% of the power expenditure incurred by the Abilene topology, as per the 24 
hours traffic demands, measured every five minutes, obtained from [99]. Further, our 
heuristic significantly outperforms the approaches in [15], both in terms of their 
running times and power savings. We will investigate multiple paths green routing in 





Multi-path Green Routing 
In this chapter, we propose an efficient approach - MSPF to reduce the overall power 
consumption of the backbone network of ISPs. Specifically, MSPF guarantees that 
each link, considering only its powered on cables, has a pre-configured MLU 
threshold 0≤UT≤1.0. Further, MSPF allows each traffic demand to be routed through 
one or more paths but with path length no longer than a given constraint; i.e., either 
the network’s diameter or  times the hop count of its original shortest path, for a 
given delay multiplier 1.0≤≤2.0. In addition, MSPF considers the possibility of 
turning-off routers to further reduce power consumption. In other words, our approach 
aims to find the minimum set of operational devices, i.e., routers and cables, which 
can be used to route a given set of traffic demands while satisfying users’ MLU and 
path length constraints. Note that the preliminary version of MSPF that only considers 
switching off cables has been published in [45], and the extended version that 
considers switching off both nodes and cables has been published in [120].  
The problem in this chapter generalizes the NP-complete problem in [15] that 
excludes MLU and path length constraints. Our problem also extends the problem in 
[16] that sets each link to contain only one cable, i.e., wij=1. Unlike our MSPF, both 
solutions in [15] and [16] ignore the possibility of turning off routers to further reduce 
network power consumption. As shown in [88], routers/switches consume orders of 
magnitude more power. In this respect, switching off routers/switches is expected to 
further reduce network’s power consumption. Thus, considering all powered-on 
routers, for wij=1 and =2.0, our solution reduces to that in [16], and it becomes that 
in [15] if we ignore these two constraints for wij≥1. Simulations in Section 4.4 show 
that MSPF is more efficient and as effective, if not more, as compared to the solutions 
in [15] and [16] while capable of solving more general problems. Specifically, 
considering only switched off links, as compared to GreenTE [16], MSPF runs on 
average 99% faster while improving its power savings by 5% on tested topologies and 




traffic demands. In addition, MSPF requires only 0.35% of the run time of FGH, the 
fastest approach in [15], while yielding equivalent power savings.  
The layout of this chapter is as follows. Section 4.1 gives an overview of the problem 
and its linear programming formulation. Section 4.2 describes two version of MSPF: 
MSPF-LF and MSPF-NF, and Section 4.3 analyzes the running time complexity of 
MSPF. Section 4.4 evaluates the performance of MSPF using both real and synthetic 
topologies and traffic matrices. It also provides performance comparisons against 
GreenTE [16] and FGH [15]. Finally, Section 4.5 concludes the chapter.  
4.1 Problem Statement 
Given a network G(V, E) and a traffic demand set D, the Multiple Paths 
Energy-Aware Routing (MP-EAR) problem is to generate (i) the minimum number of 
powered on (or active) nodes and cables, and (ii) a set of multiple paths PD={MPd| 
d=1, 2, …, |D|} that can be used to route traffic of each demand dD while using only 
powered-on nodes and cables, subject to two constraints: (C1) the utilization of each 
link (i, j) is no larger than a given UT, i.e., uijUT, and (C2) the length of each path in 
MPd for demand d is no longer than a given constraint Ld, i.e., L(spdq)≤Ld, spdqMPd. 
In other words, the problem is to find as many nodes and cables that can be switched 
off while satisfying all traffic demands in D under constraints (C1) and (C2).  
The two constraints are used to ensure the solution, while minimizing power usage, 
does not affect the QoS requirements of customers. In particular, we note that the 
average link utilization in backbone networks of large ISPs is deliberately set to 
around 30-40% in order to guarantee QoS requirement [15]. For path length, we 
consider two path length constraints when routing each demand d with powered-off 
nodes and cables: (C2.1) each d must be routed through one or more paths with a 
bounded delay LdND, where ND is the diameter of original network (i.e., network 
with no switched-off cable), or (C2.2) each d must be routed through one of more 
paths with threshold delay Ldld, where ld is the length of the shortest path to route 
demand d in the original network, and 1.0 2.0 is a given delay multiplier.  




Let xdpbd denotes a continuous non-negative traffic allocated to path spdq, and 
 
be a binary variable that is set to 1 if link (i, j)spdq. Let fij be the total flow on link (i, 
j). For a switched-on node v and its every switched-on outgoing link (v, j), we 
compute its out-going flow and total capacity as  and 
respectively. The MP-EAR problem can be formulated as follows. 
Minimize:  
                                       (4.1) 
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(4.6) 
Equation (4.1) quantifies the total power consumed by all active cables and routers. 
Equation (4.2) is the standard flow conservation constraint that ensures no flow is 
lost, and ensures that the sum of the flows leaving the source, or entering the 
destination of demand d sums to bd. Equation (4.3) computes the total flow traversing 
each link while restricting it to within the link’s allowable capacity utilization, i.e., 
UT(nij/wij)cij. Note that, when nij=0, i.e., no cable in (i, j) is on, the flow through the 
link fij=0. Equation (4.4) limits the total traffic throughput of a node v to no larger 
than cv. With regards to constraint (4.5), node v can be shut down only when all 
cables of the node’s incident links are powered off, i.e., nij=0 for each link (i, j) 
connected to the node v. Lastly, constraint (4.6) ensures that the path length of 
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threshold Ld. The resulting formulation is the Multiple Constraints Path (MCP) 
problem that is NP-complete [110].  
4.2 Multiple Paths by Shortest Path First 
This section describes two versions of our heuristic, called MSPF, to solve the 
aforementioned NP-complete problem. The first version, MSPF-Link First 
(MSPF-LF), switches off as many cables as possible with the remaining cables used 
to route all traffic demands. Moreover, any nodes with their incident links switched 
off are also powered down. In contrast, the second version, MSPF-Node First 
(MSPF-NF), aims to switch off as many nodes as possible by deleting their incident 
links, and hence cables. In other words, the NF version prioritizes switching off nodes 
over links since the power consumption of a node is significantly larger than a link. 
4.2.1 MSPF-LF 
Fig. 4.1 describes the main steps of MSPF-LF; for a demand set D, let BD be a 
sequence of switched-off cables, VD be the set of switched-off nodes, and PD be the 
set of routing paths through the remaining routers and cables in the network. In Step 
1, Yen’s algorithm [30] is used to generate k shortest paths, SPd, for each demand d; 
each of which has delay L(spdq)≤Ld. In Step 2, we use function Distribute-Flow() to 
distribute the traffic flow in each demand d through one or more candidate paths in 
SPd. The function distributes the flow starting from the shortest candidate path. If the 
total traffic flow of d cannot be routed through the path, it uses the next shortest path 
in SPd to carry the remaining flow, and so forth, until the total flow is routed. The 
function returns false if the traffic volume of d cannot be routed through the candidate 
paths in SPd. Otherwise, it returns true and creates a set MPdSPd that contains all 
paths used to route demand d, and inserts the set in PD. Notice that in Step 2 the 
function would always return true since we assume that the original network has 
sufficient capacity to meet the given demands. In Step 3, we calculate the total flow fij 
for each link (i, j), and compute the remaining link capacity rij, which in turn is used 




MSPF-LF(G(V,E), D)  
OUTPUT: BD = (bij | all powered off cables in (i, j)E), VD={v | all powered off nodes 
in vV} and PD={MPd, dD} 
Begin 
1) For each demand dD do generate SPd; 
2) For each demand dD do Call Distribute-Flow(bd, SPd) 
If feasible then create a set MPd that contains all paths used to route demand d, 
and inserts the set into PD. 
3) For each link (i, j) do calculate rij, remove the maximum cables such that all flows 
are still satisfied and set fix((i, j))  false;  
4) Repeat 
a) Find a candidate edge (i, j)E, denoted as del_e, that has the largest remaining 
capacity per Equation (4.7), remove a cable in (i, j), i.e., nij=nij-1, and put the 
cable in BD. 
b) Call Reroute-Demand(del_e)  
(i) If feasible then go to Step 3. 
(ii) If not feasible then retain the deleted cable, remove it from BD, and set fix((i, 
j))true. 
        Until fix((i, j))=true for every (i, j)E. 
5) Remove each node v that is not connected to any powered-on cable from V and store 
it into VD. 
End 
to calculate the maximum number of redundant cables rij to shut down; rij is 
calculated using the following equation: 
                                         (4.7) 
Step 4 consists of two main sub-steps. In Step 4a), we repeatedly select a candidate 
cable in (i, j) to switch off; we target the cable whose link (i, j) has the largest 
remaining capacity rij. In Step 4b), we use the function Reroute-Demand(), described 
later, to reroute the flow of paths in MPd for each demand d that is affected by the 
removal of a cable in (i, j). If rerouting is possible, we delete the cable and put it in the 
set of powered off cables BD. Otherwise, we know that the cable must be switched on 
to ensure the feasibility of satisfying all demand flows; therefore, we set fix((i, 
j))=true. Steps 4a) and 4b) are repeated until each fix((i, j)) is true.  
Figure 4.1 Algorithm MSPF-LF 
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OUTPUT:  If it has feasible solution, return true, else return false. 
Begin 
For each dD do 
TPd= ; 
1) Move all paths in MPd that contain del_e into TPd; 
If all cables in link del_e are switched-off then  
SPd =SPd  - TPd; 
2) Set fij=fij-xdq and cij=cij+xdq, for each link (i, j)spdq and each path spdqTPd  
3) Call Distribute-Flow( , SPd); 
4) If the flow distribution is feasible then 
   Update MPd to include all paths used to route flow ; 
 Else 
          For each dD do 
         Retain the previous contents of SPd and MPd; 
         Retain the original value of each fij and cij on each path spdqTPd; 













Finally, Step 5 searches for nodes that are not connected to any powered-on cables. 
Each such node is turned off to reduce power, and inserted into VD. 
Figure 4.2 Function Reroute-Demand () 
As shown in Figure 4.2, Step 1 of Reroute-Demand() finds all paths in MPd for each 
d that contains the candidate link del_e, and put the affected paths in the temporary 
set TPd. If the bundle size of del_e is zero, each path spdqTPd that contains del_e is 
removed from SPd, i.e., SPd=SPd-TPd since the path is disconnected. Then, Step 2 
reverts previously allocated flow xdq to each spdqTPd by setting fij=fij-xdq and 
cij=cij+xdq for each (i, j)spdq. This step is needed because the function aims to 
redistribute the flow of each path in TPd. In Step 3, we use function Distribute-Flow() 
to distribute all the reverted traffic flows for demand d, i.e., , through 
the remaining candidate paths in SPd.  If this is not possible for any affected 









retains the original contents of sets SPd and MPd, and the flow and capacity of each 
link in the sets, and returns false. Otherwise, the step updates MPd to include all 
paths that are used to route the reverted flows. 
4.2.2 MSPF-NF 
We propose two versions of MSPF-NF algorithm: version 1 (MSPF-NF1) and its 
faster version 2 (MSPF-NF2). MSPF-NF1 converts the NP-complete ILP objective in 
(4.1) into its equivalent LP formulation, described later. On the other hand, 
MSPF-NF2 uses MSPF-LF; see Fig. 4.1. 
4.2.2.1 MSPF-NF1 
Using a similar idea outlined in [15], and retaining the same constraints in the 
original problem, i.e., (4.2), (4.3), (4.4), (4.5), and (4.6), we convert the MIP 
objective in (4.1) into a LP objective as follows: 
                 Minimize
  
                            (4.8)  
The new problem formulation, i.e., (4.8) is useful since the LP can be used to find a 
feasible distribution of flows. Specifically, we use the LP formulation to solve our 
problem as follows. First, given input D and G(V, E), we use an LP solver, e.g., 
CPLEX [97], to obtain the flow on each link and total flow through each node. Note 
that the solver will find a feasible solution because the original network has sufficient 
resources to distribute the flows in D. Second, after removing idle nodes and links 
from G, we find a candidate node v with the least flow fv from the remaining nodes in 
G. Next, we remove v and its incident links from G, and run the LP to check if the 
revised G has sufficient resources to distribute all flows in D. If the LP solver returns 
with a feasible solution, we remove the node and its incident links from G 
permanently. Otherwise, we restore v and its links and flag v as final. We repeat the 
third step until all nodes in G is marked final. Finally, we search for additional cables 
that can be turned off from the remaining links in G. For this last step, one can use 
( , ) iji j E
f
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FGH to solve the LP in (4.8) but ignoring the nodes and using (4.7) to compute each 
link’s spare capacity. 
4.2.2.2 MSPF-NF2 
MSPF-NF2 uses exactly the same algorithm as MSPF-LF, shown in Fig. 4.1, except 
for steps 3, 4 and 5. Step 3 of MSPF-NF2 calculates the total flow fv through the node 
vV, and set the status of all nodes, i.e., fix(v)=false. In contrast to finding a candidate 
link in MSPF-LF, in Step 4a), MSPF-NF2 chooses a candidate node that meets, in 
order, one or more of the following properties: (i) a node that is used least frequently 
in the initial SP routing to minimize the number of routing disruptions; (ii) a node 
with minimum degree so that switching off the node will affect fewer traffic demands, 
and (iii) a node with the least flow so that  its flow can be redistributed easily. Note 
that deleting a node includes removing its entire incident links, and hence all cables in 
the links. Step 4b) uses a slightly modified Reroute-Demand() function to check if it 
can produce a feasible solution using the network’s remaining nodes and cables. 
Specifically, the variable del_e in Step 1 is a set of incident links to the candidate 
node, which is used by the function in Step 4b) of Fig. 4.1. Thus, in this step, TPd 
contains every path in MPd that contains at least one link in del_e. If the function 
returns true, then the selected node and cables are removed permanently. Otherwise, it 
retains the selected nodes and their respective links. This process is repeated until all 
nodes are flagged true. While Step 5) in MSPF-LF checks for nodes, the step for 
MSPF-NF2 searches for links/cables that can be switched off; we use Step 4 of 
MSPF-LF for Step 5 of MSPF-NF2. Since MSPF-NF2 calculates the k-shortest path 
only once, and routes traffic demands using simple shortest path routing, this version 








4.3 Time Complexity 
4.3.1 Running Time of MSPF-LF 
For MSPF-LF, Yen’s algorithm [30], see Step 1, incurs O(kn(m+nlogn)) time. 
Amongst the k paths, we select only a path that meets the corresponding delay 
constraint Ld; this sub step requires O(m). Note that n and m are the total number of 
nodes and edges in G respectively. For each demand, function Distribute-Flow(), 
called in Step 2, takes O(km) time. Therefore, the time complexity of Step 2 is 
O(km|D|)= O(kmn2) because |D|n2; |D| is the total number of traffic demands. Step 3 
requires searching all links in G and therefore has a time complexity of O(m). For 
Step 4a), MSPF-LF uses Equation (4.7); it takes O(m) to select each candidate. Thus, 
for m links, this step has complexity O(m2). Step 4b) uses function 
Reroute-Demand() that incurs a bound of O(kmn2), described later. Repeating the 
step m times, in total MSPF-LF has a time complexity of O(kn(m+nlogn)+km2n2) = 
O(km2n2). 
Each MPd contains at most k paths, and checking for del_e in Step 1 of 
Reroute-Demand() requires O(m). Therefore, Step 1 of the function takes O(km) 
time. Similarly, Step 2 also takes O(km) time since in the worst case |TPd|=k and each 
spdqTPd contains at most m links. Step 3 is repeated at most |D| times, and thus the 
step requires O(kmn2) time, while Step 4 uses O(m) at maximum. Step 5 uses O(n) at 
maximum  to check all the nodes. Therefore, function Reroute-Demand() has a 
time complexity of O(kmn2). 
4.3.2 Running Time of MSPF-NF 
MSPF-NF1 needs to solve the LP in Equation (4.8) up to O(n) times to check for the 
feasibility of deleting each candidate node and its incident links. Further, the last step 
of the approach uses a method similar to FGH that runs the LP O(m2) times to 
switched off all possible cables from the remaining links. Thus, MSPF-NF1 runs LP 




solver O(n+m2) times. For MSPF-NF2, its time complexity analysis is close to 
MSPF-LF, except including the steps for checking all nodes. The new Step 4a) has 
time complexity of O(n2), and new Step 4b) costs O(kmn3). Since the last step is the 
same as Step 4 of MSPF-LF, which requires O(km2n2), the total complexity of 
MSPF-NF2 is O(kn(m+nlogn)+n2+2km2n2+kmn3)=O(2km2n2+kmn3)=O(km2n2+ 
kmn3)=O(km2n2), since m≤n2. 
4.4 Evaluation 
In this section, we evaluate the performance of both MSPF-LF and MSPF-NF on real 
and synthetic network topologies and traffic demands under various delay and link 
utilization constraints. To compare their performance against GreenTE [16], we set 
each link’s bundle size to wij=1. Similarly, we set =, and UT=100% to compare our 
algorithms against FGH [15]. Note that the power savings calculated in both GreenTE 
and FGH, as defined in [16] and [15] respectively, do not include the savings from 
turning-off unused nodes, i.e., nodes whose connected links/cables are powered-off. 
For fair comparisons, we have added a function in both GreenTE and FGH that finds 
all unused nodes and calculates additional power saving from switching-off nodes. 
4.4.1 Experiment Setup 
We investigate the average power saving when using MSPF over different network 
topologies and traffic matrices described in Section 2.5. As shown in Table 2.2 and 
Table 2.5, we consider four real topologies, i.e., Abilene [99], GÉANT [100] and two 
topologies from Rocketfuel [101], Sprint and AT&T, and three synthetic topologies, 
i.e., TS8_56, TS23_161 and TS40_280. For each real topology, we consider link (i, j) 
with bundle size wij ranging from 1 to 10 and the MLU UT50%. For each synthetic 
topology, we use a larger range of bundle sizes, with wij ranging from 1 to 30, but 
with the same MLU UT50%; the length of any routing path must be no longer than 
the diameter of the network. Our simulations were performed on a Linux PC with 
3.07GHz CPU and 8GB RAM. For GreenTE and FGH, we ran the source code 




provided by their respective authors, and the CPLEX [97] LP solver. We set k=100 
candidate shortest paths for both GreenTE and MSPF. 
4.4.2 Power Saving from Cables Only 
The experiments in this section use topologies in Table 2.2, each of which contains 
only access nodes that cannot be switched off [16]. Therefore, we use MSPF-LF, 
shown in Fig. 4.1, to only switch off cables. As we use the same power consumption, 
pij, for each cable in each link (i, j), a network’s power saving can be calculated using 
Equation (2.1). 
Let MND and M represent the power savings generated by MSPF when the delay 
constraints in (C2.1) and (C.2.2) are set to LdND and Ldld, respectively. Let M 
denote the power saving when the delay constraint is set to infinity; thus MMND and 
MM. For each network, we used the LP solution in [13] to find the minimum delay 
multiplier  that yields a feasible solution; Abilene, GÉANT, Sprint and AT&T 
require a minimum  of 1.5, 1.4, 1.5 and 1.5 respectively. We used the pre-computed 
 in MSPF to produce the power saving of a network. In other words, M1.5, M1.4, M1.5, 
M1.5 shown in Fig. 4.3, 4.4, 4.5 and 4.6 are the lower bound of power saving on the 
respective network produced by MSPF. 
4.4.2.1 Research Network – Abilene and GÉANT 
Fig. 4.3 shows the average power savings computed by (4.9) for the Abilene network 
over the 288 traffic matrices for wij= 1, 2, …, 10. For wij=1, MND=27% is better than 
M2.0=15% because, for each d, there are more paths with LdND than Ld2.0ld; thus 
MSPF can use more candidate paths for MND than for M2.0. The figure also shows that 
the average power savings increases sharply when the bundle size is incremented 
from 1 to 2, and 2 to 3 for both MND and M2.0. Notice that MSPF produces the best 
power saving MND=M2.0=84% for wij=10. The result is expected since more cables in 
one link give the algorithm more flexibility in switching-off cables in the link. 
Therefore, although link capacity remains the same, increasing its bundle size leads to 




















































larger power saving. The power savings M and M1.5 have the same trend as MND and 
M2.0 when the bundle size increases from 1 to 10. The figure shows that the power 
saving when there is no constraint on path length, M=46% is significantly larger than 
M2.0=8% for wij=1, but gradually decreases in significance as wij increases; eventually 
the power savings in two scenarios are similar when wij=10, i.e., at 86% and 84% 
respectively. 
Figure 4.3 Power saving of MSPF on Abilene 
Figure 4.4 Power saving of MSPF on GÉANT 
Fig. 4.4 presents the power saving of the GÉANT network averaged over the 96 
traffic matrices for wij= 1, 2, …, 10. For wij=1, like in the Abilene network, M2.0=34% 
is lower than MND=43% because the network contains fewer paths that has length 
Ld2.0ld than LdND; thus MSPF has a smaller search space on the former than the 
latter constraint. Notice the significant jump in power saving, i.e., MND=71% and 
M2.0=67%, when the bundle size is incremented to wij=2. Both MND and M2.0 reach 


















































their peak at 91% when the bundle size is wij=10. The gap between M and M1.5 is 
very large; in fact, it exceeds 50% for wij=1 but less than 5% for wij=10. 
4.4.2.2 Commercial Network – Sprint and AT&T 
Fig. 4.5 and Fig. 4.6 show the power savings of Sprint and AT&T for bundle sizes 
wij=1 to wij=10. For Sprint, MSPF considers the first 100 shortest paths to reroute 
each demand, i.e., k=100; we set k=20 for AT&T. As shown in Fig. 4.5 and Fig. 4.6, 
the power savings for Sprint and AT&T increase sharply as we increase the bundle 
size from 1 to 2; their peak occurs at wij=10. The explanation for these results is 
similar to the Abilene and GÉANT, i.e., more cables in one link lead to more 
feasibility in switching-off cables. For Sprint network, the upper bound M=42% is 
more than twice that of the lower bound M1.5=19%. For the AT&T network, the upper 
bound is very close to the lower bound, i.e., M=22% versus M1.5=19%. 
Figure 4.5 Power saving of MSPF on Sprint 
 
 
Figure 4.6 Power saving of MSPF on AT&T 




4.4.3 MSPF versus FGH and SSPF 
FGH aims to turn-off as many cables as possible to maximize power saving by 
running LP, while SSPF aims to switch off as many cables as possible to maximize 
power saving while restricting each demand to be routed via a single path with 
bounded link utilization. As mentioned in Section 4.2, while FGH guarantees 
sufficient powered on cables to support the given traffic demands, it does not 
guarantee an upper bound on the delay of each rerouted flow. Further, FGH may 
increase each link’s utilization above a threshold, which consequently may affect a 
network’s resilience against failures during peak hours. To compare the performance 
of MSPF against FGH in terms of power savings and running time, we consider wij=3, 
and set MSPF with UT=100% and =, i.e., a scenario where there is no upper limit 
on link utilization nor traffic delay; the results are outlined in Table 4.1. For MSPF 
against SSPF, we set wij=3, UT=50%, with = for MSPF since SSPF does not 
support bounded delay; the results are shown in Table 4.2. 
Table 4.1 Average Power Saving (%) & Running Time (Seconds)  
for UT=100% and = 
 Abilene GÉANT  Sprint AT&T 
MSPF 80 0.037 83.3 1.7 82.3 3.5 74.43 10.3 
FGH 78.9 1.29 86 63.9 82.1 1184.3 75 5319.7 
Table 4.2 Average Power Saving (%) & Running Time (Seconds)  
for UT=50% and = 
 Abilene GÉANT  Sprint AT&T 
MSPF 73.3 0.035 82.9 1.7 79.2 3.6 74.5 10.4 
SSPF 73.3 0.032 85.1 1.2 81.3 2.8 71.3 7.6 
From Table 4.1 and 4.2, we see that MSPF runs significantly faster than FGH while 
producing very competitive power savings on each of the four evaluated network 
topologies. Our MSPF requires only 0.73%, 2.68%, 0.3%, and 0.35% of the 
computation time of FGH for the Abilene, GÉANT, Sprint, and AT&T networks 
respectively. Notice that MSPF produces equivalent or better power savings for 
Abilene and Sprint than FGH. As compared to SSPF at UT=50%, MSPF produces 



























better power savings only on the largest topologies, i.e., AT&T, while obtaining 
slightly worse power savings on GÉANT and Sprint. Further, MSPF also requires 
slightly higher time complexity as compared to SSPF. However, as discussed in 
Section 4.4.5 later, by restricting each demand to only a single path, SSPF performs 
the worst, in terms of link utilization and path length, as compared to MSPF, GreenTE 
and FGH. 
4.4.4 MSPF versus GreenTE 
For GreenTE, the authors of [16] assume a hierarchical topology, which is typical of a 
Wide Area Network (WAN), where all links are bidirectional. This means each pair 
of directional links connecting nodes i and j, i.e., link (i, j) and (j, i), must be turned on 
or off together. Using this model, GreenTE aims to maximally switch off paired, 
directional links. Further, their model considers LdND or Ld2.0ld with wij=1; i.e., 
the model does not consider links with bundled cables. For fair comparison, we set the 
same values of UT, Ld, and wij for both GreenTE and MSPF. Let GND and G2.0 
represent the power saving produced by GreenTE when its delay constraint is set to 
the network diameter and twice of the shortest path, respectively. The results are 
shown in Fig. 4.7 to 4.10. 
Figure 4.7 Comparison of power saving on Abilene using MSPF and GreenTE 



























Figure 4.8 Comparison of power saving on GÉANT using MSPF and GreenTE  
Fig. 4.7 and 4.8 show a comparison of power saving with UT50% on Abilene and 
GÉANT over 24 hours. As shown in Fig. 4.7, for the Abilene network, MSPF is able 
to shut down more cables than GreenTE, resulting in power saving of almost 
MND=27%, which is a 7% improvement over GreenTE that has only GND=20%. For 
delay constraint (C2.2), MSPF consistently obtained M2.0=13.33%, better than 
GreenTE whose G2.0 ranges between 8% and 13.33%. In Fig. 4.8, for GÉANT, the 
average power saving of running MSPF is always larger than GreenTE with =2.0 
(G2.0M2.0), i.e., around 25%. In terms of running time, MSPF requires only about 2-3 
CPU seconds to produce its results, significantly faster than GreenTE, which required 
300 CPU seconds while producing results that incur higher power expenditure. 
Fig. 4.9 and 4.10 further compare the performance of MSPF against GreenTE for two 
large Rocketfuel topologies, Sprint and AT&T, using the traffic matrices generated as 
described in Section 2.6. As shown in Fig. 4.9, for UT70%, MSPF outperforms 
GreenTE, on average about 5% in terms of power saving for delay constraint (C2.1); 
see MND versus GND. Similarly, MSPF achieves power saving M2.0 on average 3% 
better than G2.0 generated by GreenTE. Notice that GreenTE produces the results for 
these large topologies in 300 seconds; CPLEX [97], as used in GreenTE, was unable 
to produce the optimal solution, and therefore, as suggested by the authors [16], we 
stopped CPLEX after it ran for 300 seconds. In contrast, our MSPF requires only 
approximately 10 seconds while producing better power savings for Sprint and 
AT&T’s networks. Fig. 4.9 and 4.10 also show that MSPF is more effective in 



















































reducing power as compared to GreenTE when MLU increases. Specifically, for 
Sprint with network diameter constraint, MSPF maintains power saving at 40% as 
compared to GreenTE whose power saving drops from 36% to only 5% when MLU 
reaches 70%. A similar situation occurs for AT&T (Figure 4.10) when MLU reaches 
45% (see M2.0 versus G2.0) and 70% (MND versus GND). However both algorithms fail 
to save power for Sprint network with MLU>80%; for AT&T, both fail when 
MLU>90% for ND and when MLU reaches 100% for the other constraint. 
Figure 4.9 Comparison of power saving on Sprint using MSPF and GreenTE  
Figure 4.10 Comparison of power saving on AT&T using MSPF and GreenTE  
4.4.5 MSPF versus Optimal Solution 
This section aims to evaluate the effectiveness of MSPF against the optimal solution 
(MP-OS) using the ILP in Equation (4.1) to Equation (4.6) for the MP-EAR problem 
in term of power savings and running times. Unfortunately, due to the exponential 




time complexity of the problem, as described in Section 3.2, we could not generate 
the optimal result for the medium and large networks. As an alternative, we use the 
ILP only on the small network in Fig. 2.1. For this case, we assume each demand d 
can be routed through its multiple paths, when such route exists in its original 
network, i.e., all links are switched-on. Further, we only consider switching off 
cables, i.e., all nodes are always on. Finally, for fair comparison with GreenTE, we 
set UT=50%, LdND for each demand d, and wij=1 for each link (i, j); Table 4.3 shows 
the results. 
Table 4.3 MSPF and GreenTE versus MP-OS on the Network in Fig. 2.1 
Mechanism PS (%) Time (second) 
MP-OS 30 2.43 
MSPF 30 0.025 
GreenTE 30 0.57 
 
From Table 4.3, we can find that MSPF and GreenTE obtain the same results as 
MS-OS in term of power savings. However, MSPF performs best on the running 
time, i.e., 0.025, which is only 4% and 1% of the running time of GreenTE and 
MP-OS, respectively. 
4.4.6 Effects on Link Utilization and Path Length 
Intuitively, MSPF, FGH, GreenTE and SSPF would affect the utilization of links as 
fewer links are used to carry traffic. Since part of the traffic is routed through 
non-shortest paths, all four algorithms may also increase the routing paths’ length as 
compared to SP routing. In this subsection, we evaluate the impact of the four green 
routing algorithms on link utilization and path length. In the evaluation, we set 
UT=100% and = in which MSPF, GreenTE and SSPF are expected to produce the 
largest power savings. Further, FGH can be used only using such settings. In this 
simulation, we consider GÉANT topology with its real traffic demands, and Sprint 
topology with synthetic traffic demands as described in Section 2.6. Note that the 





















































traffic demands in GÉANT are lighter than in Sprint. Since the results of the other two 
topologies are similar to these two topologies, they are not shown here. 
Figure 4.11 CDF of link utilization on GÉANT 
Figure 4.12 CDF of path length on GÉANT 
Fig. 4.11 and Fig. 4.12 show the CDF of link utilization and path length on GÉANT 
using MSPF, FGH, SSPF, GreenTE and SP routing; we use the results obtained using 
SP routing as the benchmark. As compared to GreenTE, MSPF has fewer links with 
link utilization below 10% in order to produce better power savings. However, each 
link’s utilization using GreenTE may reach 30%, larger than that using MSPF with a 
maximum of 20%. The MLU of MSPF is the same as SP routing; however MSPF 
only has 72% of links with uij≤10% as compared to 99% using SP routing. Among 
the four algorithms, FGH performs the worst; it only has 53% links with uij≤10%. 
Among the five algorithms, in term of link utilization, SSPF performs the worst; it has 
only 50% links with uij≤10% due to its single path routing requirement. In terms of 





















































path length, Fig. 4.12 shows that MSPF performs better than FGH and GreenTE 
because it produces routing with more paths with delay closer to the shortest path.  
We can see that the maximum path length using either MSPF or SP is 7 hops, versus 
8 hops for GreenTE and 9 hops for SSPF and FGH, respectively. 
Figure 4.13 CDF of link utilization on Sprint 
Figure 4.14 CDF of path length on Sprint 
In Fig. 4.13 and Fig. 4.14, we plot, respectively, the CDF of link utilization and path 
length for the Sprint topology. We also use the results obtained using SP routing as 
the benchmark. Fig. 4.13 shows that each link’s utilization using SP routing is less 
than 50%. Further, it shows that the utilization of each link using FGH and GreenTE 
never exceeds 70%, but they are worse than MSPF, which obtained uij≤60%. Notice 
that SSPF performs the worst since 32% of the links have utilization larger than 40% 
while SP, MSPF, FGH and GreenTE only recorded 7%, 12%, 13% and 21% 
respectively. Fig. 4.14 shows the comparison of path length among the four 




algorithms. SP achieves the best delay, with path length no longer than five hops, 
because it always selects the shortest path to route each demand. Among the other 
three schemes, MSPF and GreenTE are the closest to SP, with a maximum of seven 
hops, because they also aim to use the shortest path to route each demand, but they 
allow multiple paths when needed to reduce the total number of powered on 
links/cables. Using k=100 candidate shortest paths, both MSPF and GreenTE have 
sufficient number of alternative paths to route each demand. 
However, as shown in Fig. 4.14, 12% of the traffics in GreenTE have a path length 
longer than five hops as compared to only 2% in MSPF, which means more traffic 
demands are routed through longer paths in GreenTE. This is due to the use of the LP 
solver, which does not preferentially route traffic over shortest paths. FGH also uses 
LP to generate its routes, and thus cannot direct flows through possible shortest paths 
as is done in MSPF. SSPF distributes traffic via single paths, which results in longer 
paths. Consequently, the route lengths in FGH and SSPF reach up to nine hops, which 
is longer than that of SP and MSPF. 
4.4.7 Power Savings from Routers and Cables 
In this subsection, we consider two different node types: access and backbone. We 
evaluate MSPF_LF, MSPF_NF1 and MSPF_NF2 with three synthetic topologies in 
Table 2.5 for UT=50% and LdND. Similar to [88], we assume each cable in link (i, j) 
has the same power consumption pij=0.6kw and each node v consumes the same 
power pv=3kw. Thus, the power saving of the network is calculated as Equation (2.2). 
Fig. 4.15 and 4.16 show the power saving and the running times required to obtain the 
solution respectively. Since topology TS8_56 only has 8 backbone nodes out of 56 
total nodes, only a few of these nodes can be switched-off. Consequently, 
switching-off cables is more significant in reducing power than nodes, especially for 
wij=30. As a result, given that no more than one node can be switched off, running 
MSPF-NF1, MSPF-NF2 and MSPF-LF on the TS8_56 produce similar results. Thus, 
the three algorithms produce almost the same power savings, reaching 80% when 





















































wij=30; see Fig. 4.15. However, as shown in Fig. 4.16, the running time for 
MSPF-NF1 is significantly larger as compared to either MSPF-NF2 or MSPF-LF. 
MSPF-NF2 and MSPF-LF use less than one CPU second while MSPF-NF1 consumes 
145 seconds. This is attributed to the LP solver, which it uses to generate routes for 
traffic whenever it considers switching-off a node/cable. 
Figure 4.15 Power saving of MSPF on TS8_56 
Figure 4.16 Running time of MSPF on TS8_56 
Fig. 4.17 and Fig. 4.18 show the power saving and the CPU time, respectively, of 
MSPF-NF1, MSPF-NF2 and MSPF-LF, on TS23_161 topology that has 23 backbone 
nodes of 161 total nodes. Since more backbone nodes can be shut down comparing 
with TS8_56 and both MSPF-NF2 and MSPF-NF1 aim to switch-off all possible 
nodes first, the node-first approaches perform better than the link-first method, 
MSPF-LF; see Fig. 4.17. The three algorithms can save up to 80.2% of the power 
when wij=30. In terms of running time, as shown in Fig. 4.18, MSPF-NF2 runs almost 













































































as fast as MSPF-LF, faster than MSPF-NF1; the first two algorithms use less than one 
CPU minute while MSPF-NF1 requires up to 400 minutes (6 hours). For the largest 
topology, TS40_280, MSPF-NF1 could not generate results after running for more 
than 10 hours, and therefore we use only MSPF-NF2 and MSPF-LF. 
Figure 4.17 Power saving of MSPF on TS23_161 
Figure 4.18 Running time of MSPF on TS23_161 
Figure 4.19 Power saving of MSPF on TS40_280 




Fig. 4.19 shows that MSPF-NF2 saves more power as compared to MSPF-LF, 
increasing from 27.33% at wij=1 to 89.81% at wij=30 and from 20.35% at wij=1 to 
86.3% at wij=30 respectively in terms of computation time, both algorithms require 
about 35 minutes. 
4.5 Summary 
We have described an optimization problem to reduce the power usage of networks 
comprising of nodes and links with bundled cables. To reduce power consumption, 
our NP hard problem aims to maximally switch off unnecessary devices, i.e., nodes 
and cables, during off-peak periods such that the remaining powered on devices can 
route the given traffic demands. Further, each demand is only re-routed through one 
or more paths with length no longer than its given constraint, and each link’s 
utilization does not exceed a given threshold.  To this end, we have proposed three 
efficient and effective heuristic techniques. Through extensive simulations on both 
real and synthetic network topologies and traffic demands, we have shown their 
benefits in reducing power consumption, and their superiority against two 
state-of-the-art techniques, GreenTE [16] and FGH [15]. While our power saving 
solutions meet user requirements on path length and MLU, shutting down network 
cables and nodes may reduce reliability, which may affect some critical applications. 




Two-Disjoint-Path Green Routing 
In this chapter, we address two versions of an optimization problem, called 
Energy-Aware Two Disjoint Paths Routing (EAR-2DP). The problem is important in 
reducing power usage in networks that use either 2DP-L or 2DP-N routing to 
improve fault tolerance and/or bandwidth/throughput. EAR-2DP aims to maximize 
powering off nodes and/or links while ensuring (i) the network maintains at least 
0QTQmax fraction of all possible (sd, td) 2DPs and (ii) MLU is at most 0UT100%. 
Note that Qmax is the fraction of the total number of (sd, td) paths that have at least one 
2DP. 
The first version of EAR-2DP, called EAR-2DP-1, considers switching-off only 
network links. We formally prove that EAR-2DP-1 is NP-complete, and propose a 
novel algorithm - Two Disjoint Paths by Shortest Path version 1 (2DP-SP-1) to solve 
EAR-2DP-1. Our extensive experiments confirm the efficiency of 2DP-SP-1 and its 
impact on network performance, i.e., reliability and path length. Note that the 
preliminary version of 2DP-SP-1 has been published in [106]. Further, we have 
shown in [107] that switching-off redundant links/cables, to save energy, using 
several state-of-the-art green routing algorithms has significant negative effects on 
the network’s reliability.  
The second version of EAR-2DP, called EAR-2DP-2 aims to minimize the power 
consumption of network resources by switching off both unused nodes and links. We 
propose an approach, called Two Disjoint Paths by Shortest Path version 2 
(2DP-SP-2), to solve EAR-2DP-2. 2DP-SP-2 prioritizes switching off nodes to links 
since nodes consume an order of magnitude more power [88]. Our extensive 
simulation results show the advantage of using 2DP-SP-2. Note that the preliminary 
version of 2DP-SP-2 has been published in [111].  




The layout of this chapter is as follows. Section 5.1 shows the problem statement of 
EAR-2DP-1 and EAR-2DP-2, and presents the proof of NP-completeness for 
EAR-2DP-1. Section 5.2 describes 2DP-SP-1 to solve the EAR-2DP-1 problem, 
while Section 5.3 proposes 2DP-SP-2 that switches off both nodes and links to solve 
EAR-2DP-2 problem. Section 5.4 uses simulation to evaluate the two proposed 
algorithms, i.e., 2DP-SP-1 and 2DP-SP-2. Finally, Section 5.5 summarizes this 
chapter. 
5.1 Problem Statement 
In this section, we describe some notations specific to 2DP routing. Note that more 
general notations are described in Section 2.1.  
5.1.1 Notations  
Let Rβ be a possible set β that contains |D| number of (sd, td) single or multiple paths 
with sufficient capacity to route all demands in D, i.e., Rβ={ | SPd and/or
DPd that can be used to route, dD}. The set of all possible solutions to route all 
demands in D is denoted as R={Rβ | β=1, 2, …, |R|}. Let TPβRβ be the set of all
Rβ that include at least one dpdlDPd and M(R
β) be the fraction of (sd, td) pairs in R
β 
that are routed over 2DP, i.e., M(Rβ)=|TPβ|/|Rβ|. Finally, let S(Rβ) be the total number 
of links used in set Rβ and U(Rβ)=max{fij/cij|(i, j)R
β} be the MLU of Rβ.  
To illustrate the notations, consider the network in Fig. 2.1. The figure shows one 
possible set of flow, e.g., β=1, for demands in D using 2DP routing without power 
saving. Specifically, R1={ ={(0,1)}, ={(0,1,3), (0,2,3)}, ={(0,1,3,5), (0,2,4,5)}, 
={(2,3)}, ={(2,4)}, ={(2,4)}, ={(3,5), (3,4,5)}. Note that demands d=3 
and d=7 are the only other demands that can be routed through 2DP, and thus TP1={
, , } and M(R1)=|TP1|/|R1|= 3/7=0.427. Without power saving, i.e., all links 

































therefore can be switched-off to save energy. Finally, U(R1)=0.5 since R1 uses link 
(4,5) that has the maximum utilization of 0.5. The power saving PS=0 since SP 
routing without switching off any nodes and links 
5.1.2 EAR-2DP-1 Problem 
Consider a tuple (G, D, QT, UT), where G (V, E) is a network topology, D is a set of 
traffic demands, QT is a threshold that satisfies 0QTQmax, and UT is the MLU 
threshold. Here Qmax satisfies 0Qmax1.0 and is the fraction of (sd, td) pairs that have 
at least one 2DP-L, i.e., Qmax=max(|TP
β|)/| Rβ |=max{M(Rβ)}. Note that demands d=6 
and d=10 are the only other demands that can be routed through 2DP, and thus 
Qmax=3/10=0.3 in Fig. 2.1. Our Energy Aware Two Disjoint Paths Routing version 1 
(EAR-2DP-1) problem is defined as follows. 
EAR-2DP-1: Find a set of paths RminR that can be used to route all demands in D 
such that  
                S(Rmin)=min{S(R1), S(R2), …, S(Rβ), …, S(R|R|)}, RβR    (5.1) 
                      M(Rmin) ≥QT                                 (5.2) 
                      U(Rmin) ≤UT                                 (5.3) 
Equation (5.1) computes the solution, i.e., to find Rmin that contains the minimum 
number of total power-on links. Equation (5.2) states that the ratio of the total number 
of (sd, td) pairs that use 2DP for routing in R
min must be no less than a given threshold 
QT. Equation (5.3) ensures the MLU of links must be no greater than UT.  
5.1.3 NP-Completeness Proof of EAR-2DP-1 
To prove the NP-completeness of EAR-2DP-1, we first convert the problem into its 
equivalent decision problem, EAR-2DP-1’. 
Then, we show that the latter problem is NP-complete by reducing from the NP 
complete SUBSET-SUM problem [112].   




EAR-2DP-1 (G(V, E),D, QT, UT) 
Begin 
Set NL=|E|; 
While (EAR-2DP-1’ (G(V,E),D, QT, UT, NL) == YES) 
Rβ = EAR-2DP-1’ (G(V,E),D, QT, UT, NL);  




EAR-2DP-1’: Given (G, D, QT, UT, NL), where NL is a positive integer that denotes 
the total number of links, is there a set of paths Rβ that satisfies the following three 
conditions? 
                      S(Rβ) = NL                                  (5.4) 
                      M(Rβ) ≥QT                                  (5.5) 
                      U(Rβ) ≤ UT                                  (5.6) 
Note, functions S(.), M(.) and U(.) in Equation (5.4), (5.5) and (5.6) are the same 
functions as those used in Equation (5.1), (5.2) and (5.3), respectively. One can obtain 
the solution for EAR-2DP-1 from that of EAR-2DP-1’ in polynomial time using the 
pseudo code, as shown in Fig. 5.1. 
Figure 5.1 Algorithm to derive EAR-2DP-1 from EAR-2DP-1’ 
Starting with NL=|E|, the solution to EAR-2DP-1, i.e., Rmin=Rβ, is obtained by solving 
EAR-2DP-1’ repeatedly, for at most O(|E|) times; thus the conversion can be 
performed in polynomial time. Therefore, EAR-2DP-1 is at least as hard as 
EAR-2DP-1’, i.e., EAR-2DP-1≤pEAR-2DP-1’. On the other hand, if we can find the 
optimal solution for EAR-2DP-1, i.e., we obtain the minimum number of edges 
S(Rmin) in Equation (5.1), we can produce the solution for EAR-2DP-1’; we consider 
two possible cases: (i) NLS(Rmin), and (ii) NL<S(Rmin). For case (i), when 
NL=S(Rmin), EAR-2DP-1’ returns “YES”. On the other hand, although NL>S(Rmin) 
does not meet the condition in Equation (5.4), one can always include ∆S additional 
links (i, j)E and (i, j)∉Rmin such that NL=S(Rmin)+∆S. Note that the additional links 




do not affect traffic distribution in EAR-2DP-1. Thus, for case (i), EAR-2DP-1’ 
returns “YES”. For case (ii), EAR-2DP-1’ will output “NO” since S(Rmin) is the 
minimum number of edges for the constraint in Equation (5.4); one cannot delete ∆S 
links from Rmin to make NL=S(Rmin)-∆S while satisfying Equation (5.2), and thus 
Equation (5.5). Therefore, if EAR-2DP-1’ is NP-complete, EAR-2DP-1 is also 
NP-complete. Specifically, one can show the NP-completeness of EAR-2DP-1 by 
proving that EAR-2DP-1’ is NP-complete. We first show that EAR-2DP-1’ is in NP. 
Suppose we are given a graph G(V,E), QT, UT and NL. The certificate we choose is the 
routing RβR. The verification algorithm affirms that M(Rβ)≥QT and U(R
β)≥UT, and 
checks if the total number of edges that are used in Rβ, i.e., S(Rβ), is equal to NL. This 






Figure 5.2 An instance of EAR-2DP-1’ 
We prove that EAR-2DP-1’ is NP-complete by showing that SUBSET-SUM≤p 
EAR-2DP-1’. Given a set of n integers W={w1,w2,…,wn} and a positive integer t, the 
SUBSET-SUM, an NP-complete problem [112], is stated as follows:  






For the proof, we first construct an instance of EAR-2DP-1’ which, in turn, is used to 
reduce to the SUBSET-SUM problem. Then, we provide two lemmas to show that 
EAR-2DP-1’≤pSUBSET-SUM and SUBSET-SUM≤ pEAR-2DP-1’. 











Fig. 5.2 shows an instance of EAR-2DP-1’ for a topology G (V, E). In this instance, 
the graph G is separated into n sub-graph Gd (Vd, Ed), for each demand d and (sd, td) 
node pair, for d=1, …, n. In this instance, each Gd is assumed to have sufficient 
resource to route the flow of each demand d, UT=1.0 and QT=Qmax=1.0 (i.e., there are 
at least 2DP between each (sd, td). Let EL be the set of links connecting all adjacent 
sub-graphs Gd and Gd+1. We thus have E=E1E2…EnEL and 
E1E2…EnEL= , and V=V1V2…Vn. Each dpdl={spdx, spdy}DPd, for d=1, 
…, n, has L(spdx)+L(spdy) edges. We set yd=L(spdx)+L(spdy) if dpdl is used to route 
demand d; let Y={y1, y2, …, yn} be a set whose elements indicate the number of edges 






 .  
We reduce SUBSET-SUM into EAR-2DP-1’ as follows.   
                              w1 = y1                                             (5.7) 
                      wd = yd + yd-1, (d>1)                           (5.8) 





                          (5.9) 
Lemma 1. If the solution of the SUBSET-SUM problem exists, then the solution of 
EAR-2DP-1’ instance also exists. 
Proof.  If the solution to the SUBSET-SUM problem exists, a subset W’W is 
derived from two possible options: 
1) When n is odd: 
W’= {w1, w3, …, wn} 








    
2) When n is even: 
W’= {w2, w4, …, wn} 







    





Consequently, the solution of the EAR-2DP-1’ instance exists.                          
Q.E.D. 
Lemma 2. If the solution of the EAR-2DP-1’ instance exists, then the solution of 
SUBSET-SUM problem also exists. 
Proof. If we can find the solution Y={y1, …, yn} for an EAR-2DP-1’ instance, i.e., 
given an integer number NL, according to Equation (5.9),   






                       
 (5.10) 
From Equation (5.7) and (5.8), we get 
                              y1  =  w1                           (5.11) 
                            yd = wd - yd-1 (d>1)                     (5.12) 
Using Equation (5.10), (5.11) and (5.12), we have 
1) When n is odd: 
W’= {w1, w3, …, wn}W 








    
2) When n is even: 







    
Thus, the solution of SUBSET-SUM exists. 
Q.E.D.                                                    
Theorem 1. EAR-2DP-L problem is NP-complete. 




Proof.  Lemma 1 and 2 show that EAR-2DP-1’≤pSUBSET-SUM and 
SUBSET-SUM≤pEAR-2DP-1’, respectively. Since EAR-TDP-1≤pEAR-2DP-1’, as 
shown in Fig. 5.1, EAR-2DP-1 is also NP-complete. 
Q.E.D. 
5.1.4 EAR-2DP-2 Problem 
The EAR-2DP-1 is extended to EAR-2DP version 2 (EAR-2DP-2) problem that 
switch-off both nodes and links to further minimize the power consumption. 
EAR-2DP-2 is defined as follows. 
EAR-2DP-2: Find a set RminR that can be used to route all demands in D such that  
               S(Rmin) = min{pvV(R
β)+pijE(R
β)|RβR}              (5.13) 
                     M(Rmin) ≥ QT                              (5.14) 
                     U(Rmin) ≤ UT                              (5.15) 
Note that V(Rβ) and E(Rβ) are the number of power-on nodes and links in each RβR 
respectively. The term S(Rmin) represents the power consumption of all nodes and 
links in Rmin subject to constraints (5.14) and (5.15). Constraint (5.14) requires there 
to be at least QT fraction of routes in Rmin that include at least one 2DP-L, while 
constraint (5.15) ensures the link utilization of each link used in Rmin be no larger than 
UT. The EAR-2DP-2 problem is a variant of the multi-constrained path (MCP) 
problem since it aims to generate an optimal set of feasible routes Rmin subject to two 
constraints, i.e., (5.14) and (5.15). Since MCP with more than one constraint is known 
to be NP-complete [12], we conclude that EAR-2DP-2 is NP-complete. 
5.2 Switching off Links Only                                                                                                                      
In Section 5.2.1, we present an overview of our approach, called Two Disjoint Paths 
by Shortest Path version 1 (2DP-SP-1), to heuristically solve the EAR-2DP-1 
problem. Then, in Section 5.2.2, we describe 2DP-SP-1 for 2DP-L. We later show 






how to use the algorithm for 2DP-N in Section 5.2.3, and analyze the time complexity 
of 2DP-SP-1 in Section 5.2.4. The latter section also describes an alternative 
algorithm for 2DP-SP-1, called 2DP-SP-A, to reduce the time complexity of 
2DP-SP-1. 
5.2.1 2DP-SP-1 Algorithm 
Figure 5.3 A flow chart for the 2DP-SP-1 algorithm 
As shown in Fig. 5.3, 2DP-SP-1 algorithm is composed of five main steps. For each 
demand d, Step 1 comprises of two stages: i) Generate k shortest paths, i.e., SPd, and 
generate all possible 2DPs, and ii) Route its flow via paths in DPd and/or SPd. If 
demand d has at least one 2DP (i.e., |DPd|>0), its flow is routed via any one 
2DPDPd; otherwise if there is remaining flow or if there is no 2DP for the demand, 
route the remaining flow via one or more paths in SPd. Note that the routing in stage 
ii) is always feasible since the original network (before switching-off links for power 
saving) has sufficient capacity; Qmax is computed after the routing. In Step 2, 
2DP-SP-1 updates each link’s current flow and remaining capacity. Each link with 
fij=0, i.e., unused link, is switched off and deleted from Er that contains all 
switched-on links. Further, each link in Er is set as a ‘candidate’ link to be switched 
off. Next, in Step 3, the algorithm selects one candidate link (i, j)Er that has the 




2DP-SP-1(G(V,E), D, QT, UT)  
Begin 
Er = E; 
/*Step 1: Initialization */  
For each dD do 
(i)  Generate KSPd in G(V, E); 
 Call Find-2DP(G(V, E), d) to generate DPd; 
(ii)  Call 2DP-Routing(G(V, E), d) 
End-For 
/*Step 2: Link update*/ 
For each (i, j)Er  do   
If fij == 0 then  
 Er = Er – {(i, j)}; // switched off each unused link 
Else 
 rij = UT*cij – fij; // update remaining capacity of (i, j) 
End-For 
E’r = Er; //a set of candidate links to be switched-off 
/*Step 3: Choose a candidate link */ 
Select a link (i, j)E’r that has the maximum rij 
Er = Er – {(i, j)}; // switch off the candidate link 
E’r = E’r - {(i, j)};  //update the remaining candidate links 
/*Step 4: Find a set of affected demands D’ */ 
D’= ; 
For each route that contains the deleted link (i, j) do  
    D’=D’+{d}; 
End-For 
/*Step 5: Reroute each affected demand */ 
isFeasible = true; 
For each dD’ do  //check all affected demands 
If (2DP-Routing(G(V, Er), d) == false) then 
isFeasible = false; Er = Er + {(i, j)}; // switch on the candidate link 
If |E’r | >0 then  Go to Step 3; 
Else  Return (E-Er); //returns a set of switched-off links 
End-For 
If isFeasible == true then //all demands can be routed when (i,j) is off 





maximum rij, and switches it off. In Step 4 and 5, 2DP-SP inspects if all demands can 
be routed when the link is deleted. 
  
 
Figure 5.4 2DP-SP-1 algorithm for link-disjoint paths 




Find-2DP(G(V, Er), d) 
Begin 
l = 1; 
For each spdxKSPd do 
Generate G1(V, E1) from G(V, Er) by deleting all links in spdx; 
Generate k paths for (sd, td) from G1, and store in KSP’d; 
For spdyKSP’d do 
dpdl={spdx, spdy}; 
If dpdl∉DPd then 
    Store (spdx, spdy) into DPd; 
l++; 
End-For //for spdy 
End-For //for spdx 
Reorder dpdl in DPd in ascending order of path length; 
Return DPd. 
End 
Specifically, in Step 4, the algorithm finds all demands, called affected demands, 
whose routes are disconnected when the candidate link is off; i.e., the route contains 
the link. If any of the affected demands fails to be rerouted in Step 5, the candidate 
link must be switched-on, i.e., put it back to Er, and the algorithm repeats from Step 3 
when there is candidate link; otherwise, the algorithm repeats from Step 2. The steps 
are repeated until there is no link to be switched-off, and 2DP-SP returns a topology 
that comprises all switched-on links in Er; the total number of switched-off links, i.e., 
|E|-|Er|, gives the power saving.  The following Section 5.2.2 describes the details of 
the five steps. 
Figure 5.5 Function Find-2DP() 
5.2.2 2DP-SP-1 for Link Disjoint Paths 
As shown in Fig. 5.4, 2DP-SP-1 for 2DP-L has five main steps. Step 1 first generates 
a set of single paths and 2DPs for each demand dD, i.e., SPd and DPd. Then, it 
distributes the traffic of each d through the paths in DPd and/or SPd, and calculates 
Qmax. The next four steps (Step 2 ~ Step 5) aim to maximally switch off links, to 
maximize power saving; however, the remaining links in set Er should have sufficient 
capacity to route all traffic demands while satisfying the threshold 0≤QT≤Qmax and 




2DP-Routing(G(V, Er), d) 
Begin 
count = 0; 
If count<QT*|D| then  
If |DPd|>0 then           
If Use-2DP (d)==true then 
count++;  
Else If Use-Non-2DP(d, bd)==false then 
Return false; 
Else //if |DPd|==0 
If Use-Non-2DP(d, bd)==false then     
Return false; 
Else //if count> QT*|D| 
If Use-Non-2DP(d, bd)==false then 
Return false;  
End 
 
MLU constraints; initially Er is set to E, and 2DP-SP-1 produces all switched-off links 
from E-Er. 
Figure 5.6 Function 2DP-Routing() 
Step l first uses Yen’s algorithm [30] to generate k≥1 shortest paths, KSPd={spd1, spd2, 
…, spdk}SPd, for each demand d. For Fig. 2.1, Step 1 generates seven (sd, td) path 
sets, i.e., KSP1={sp11=(0,1)}, KSP2={sp21=(0,1,3), sp22=(0,2,3), sp23=(0,1,2,3)}, 
KSP3={sp31=(0,1,3,5), sp32=(0,2,3,5), sp33=(0,2,4,5), sp34=(0,1,2,3,5), sp35=(0,1,3,4,5), 
sp36=(0,2,3,4,5)}, KSP4={sp41=(2,3)}, KSP5={sp51=(2,4), sp52=(2,3,4)}, 
KSP6={sp61=(4,5)}, KSP7={sp71=(3,5), sp72= (3,4,5)}. Then, the step uses function 
Find-2DP(), shown in Fig. 5.5, to generate a set of all possible disjoint paths 
dpdl={spdx, spdy} for all spdx, spdyKSPd. Specifically, for each demand d, function 
Find-2DP() generates a graph G1(V, E1) by deleting all links in each spdxKSPd from 
G. Then, it uses Yen’s algorithm to generate k-shortest paths from G1(V, E1), and 
stores the paths in the set KSP’d. Finally, it generates dpdl={spdx, spdy} for each path 
spdyKSP’d that has no common links with spdx, and stores the pair in set DPd in 
increasing path length, i.e., max{L(spdx), L(spdy)}, order. For the example in Fig. 2.1, 
the function generates DP2={dp21={sp21,sp22}}, DP3={dp31={sp31,sp33}, 
dp32={sp31,sp36}, dp33={sp32,sp35}}, and DP7={dp71={sp71,sp72}}. Finally, Step 1 uses 




Use-2DP (d)  
Begin 
// Even flow distribution; Assume B(spdx) ≤ B(spdy) 
For each dpdl={spdx,spdy}DPd that does not contain switched-off links in E-Er do                       
If bd /2 ≤ B(spdx) then   
// Route flow bd/2 through spdy and spd  
Increase fij of each link (i, j) in  spdx and spdy  by bd/2;  
Insert spdy and spdx in ; 
  Return true;  
End for 
//Uneven flow distribution; distribute bd via dpdl={spdx, spdy} that does not contain 
//switched-off links in E-Er 
If  B(spdy)≥bd - B(spdx) then // bd≤B(spdx)+B(spdy) 
Increase fij of each link (i, j) in  spdx by B(spdx);  
Increase fij of each link (i, j) in  spdy  by bd - B(spdx); 
Insert spdy and spdx in ;  
Return true;  
Else // bd>B(spdx)+B(spdy) 
//Route the remaining flow via one or more paths in KSPd 
If Use-Non-2DP(d, bd – (B(spdx)+B(spdy)))== false then 
Return false 
Else // Use-Non-2DP() returns true 
Increase fij of each link (i, j) in  spdx by B(spdx); 
Increase fij of each link (i, j) in  spdy  by B(spdy); 









function 2DP-Routing(), shown in Fig. 5.6, to distribute the traffic of each demand d 
via paths in DPd and/or KSPd. 
Figure 5.7 Function Use-2DP() 
The 2DP-Routing(), when | DPd |>0, uses function Use-2DP(), shown in Fig. 5.7, to 
distribute the traffic of demand d through its 2DP; otherwise, it calls function 
Use-Non-2DP(), shown in Fig. 5.8, to distribute the traffic through one or more paths 
in its KSPd starting from the shortest path. Any generated routing path for each 
demand d is stored in when the functions return true. dR








      //Distribute traffic with multiple non-disjoint paths routing in ascending order 
For each spdqKSPd that does not contain switched-off links in E-Er do     
If b≤B(spdq) then       
Insert spdq in Temp_R; 
Increase fij of each link (i, j)spdq in Temp_R by b; 
Insert each path spdq in Temp_R into ; 
Return true; 
Else 
//Route B(spdq) flow of the traffic through spdq; 
Insert spdq in Temp_R; 
b = b - B(spdq); 
End-For 





Figure 5.8 Function Use-Non-2DP() 
For each demand d, function Use-2DP() aims to route bd evenly through any 
dpdl={spdx, spdy}, i.e., bd/2 in each path as used in ECMP [52], prioritizing the shorter 
2DP; we assume B(spdx)≤B(spdy). However, if the even flow distribution is not 
feasible, i.e., B(spdx)<bd/2, the function distributes the flow via the shortest 2DP, i.e., 
dpd1={spdx, spdy}. For this case, it allocates flow of size B(spdx) to spdx while the 
remaining flow, i.e., bd-B(spdx), is routed through spdy, if feasible. However, if spdy 
also has insufficient bandwidth, e.g., B(spdy)<bd-B(spdx), it calls function 
Use-Non-2DP() to route the remaining flow, i.e., bd-(B(spdy)+B(spdx)), through one or 
more paths in its KSPd. Note that Use-2DP() returns false when Use-Non-2DP() 
returns false, i.e., it fails to route the remaining flows through the paths in KSPd; for 
this case 2DP-Routing() will use function Use-Non-2DP() to route bd. As an example 
in Fig. 2.1, for demand 3, i.e., (0,3,3.0), B(sp31)=3.5>1.5=bd/2 and B(sp33)=5.0>1.5 
since r01=3.5 and r02=r23=5.0, thus sp31 and sp32 have enough capacity to route bd 
evenly. However, for (3,5,6.0) with dp71={sp71, sp72} and bd/2=3.0>B(sp72)=2.5, 




Use-2DP() allocates flow of size 2.5 to sp72, and routes the remaining flow bd-2.5=3.5 
through path sp71 since B(sp71)=3.5; thus the flow is allocated unevenly to dp71. 
For each demand d with |DPd|=0, 2DP-Routing() uses function Use-Non-2DP() to 
route bd via one or more paths starting from the shortest path in KSPd. If the first path 
does not have sufficient capacity, the function will route the remaining flow through 
the next available shortest path. The step is repeated until bd is completely routed, in 
which case the function returns true; else it returns false, in which case 
2DP-Routing() returns false since it fails to route all demands in D. When function 
2DP-Routing() returns true, i.e., the traffic volume bd has been successfully 
distributed, it updates  and the total flows on each link (i, j)Er, i.e., fij. When the 
function returns false, it will maintain the previous routing Rβ-1. Notice that, for Step 1 
in 2DP-SP-1 algorithm, we assume the network contains sufficient bandwidth to carry 
the traffic demands, and thus the function never returns false, i.e., R1 always exists. 
Further, for the step, we set QT=1.0 so that the function routes each demand through 
its 2DP whenever possible, and thus Qmax, the maximum ratio of the number of 
demands with |DPd|>0 over the total number of demands, is set to Qmax=count/|D|, 
where count is the number of traffic demands that use 2DP routing.  
From Step 2 to 5, 2DP-SP-1 uses the initial distribution of traffic using routing R1 and 
Qmax produced by Step 1 as input, and produces a set of switched-on links Er and 
routing Rβ of all demands in D, for β≥1. Specifically, Step 2 switches off each link 
that is not used to carry any traffic, i.e., each link with fij=0; otherwise, for all links 
with fij>0, it calculates the residual capacity rij=UT*cij–fij. For example, the step 
switches off links (1,2) and (4,1) since f12=f41= 0, and computes r24=0.5*10-2.5=2.5, 
etc. Then, the step uses a temporary set E’r to store candidate links, i.e., links to be 
switched-off; we initialize E’r=Er. Step 3 aims to remove a candidate link (i, j) with 
the largest residual capacity, e.g., (2,4) with r2,4=2.5, since rerouting its traffic is more 
probable, and updates E’r and Er. Step 4 finds each demand d whose routing uses 









Finally, Step 5 uses 2DP-Routing() to check if all affected demands in D’ can be 
rerouted through the remaining links in Er, while satisfying the following constraints: 
(i) at least QT*|D| demands are routed through their two disjoint paths, and (ii) each 
link utilization does not exceed UT. If the function returns true (feasible), then the 
algorithm repeats from Step 2. For Fig. 2.1, switching off link (2,4) disconnects 
dp31={sp31, sp33} since sp33 contains the link. Thus, the function replaces the 2DP 
with dp32={sp31, sp36} since the replacement meets traffics requirement and satisfies 













Figure 5.10 Running 2DP-SP-1 based on Fig. 2.1 with 2DP-N 
Note that when 2DP-Routing() returns true for all affected demands, the total flow in 
each affected link changes, and therefore Step 2 is used to update Er, and the 
remaining capacity of each link. The step also reinitializes Er’=Er before repeating 
Step 3 to 5 for each candidate link. If 2DP-Routing() fails, Step 5 switches on the 
candidate link (i, j), i.e., Er=Er+{( i, j)}, and repeats from Step 3 for the next candidate 
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switch off 3 links, i.e., (1,2), (2,4) and (4,1) since f12=f24=f41=0. Notice that demands 
2, 3 and 7 are routed through their 2DP, and each link utilization is no larger than 
UT=0.5.  
5.2.3 2DP-SP-1 for Node Disjoint Paths 
In general, a network contains fewer 2DP-N than 2DP-L since each 2DP-N is also a 
2DP-L, but not vice versa; thus using the latter for routing is more popular [14]. 
Further, using link-disjoint paths are much more energy efficient than node-disjoint 
paths [30]. However, 2DP-N is more resilient to failures than 2DP-L because they 
protect against both node and link failures. One can use 2DP-SP-1 for applications 
that require 2DP-N by considering only each 2DP-L, dpdl={spdx, spdy}, that is also a 
2DP-N. For demand 3 in Fig. 2.1, dp31={sp31, sp33} is also 2DP-N. Since, each set of 
2DP-N for each (sd, td) is a subset of its set of 2DP-L for each (sd, td), 2DP-SP-1 is 
expected to switch off fewer number of links for 2DP-N as compared to 2DP-L. As 
shown in Fig. 5.10, 2DP-SP-1 is able to switch off only two links, i.e., (1,2) and (4,1) 
since f12=f41=0, for 2DP-N as compared to three links for 2DP-L in Fig. 5.9. 
5.2.4 Time Complexity 
Yen’s algorithm [30], used in Step 1 of 2DP-SP-1, requires O(kn(m+nlogn)) time to 
generate k shortest paths in a network with m links and n nodes for each demand d. 
Function Find-2DP() requires O(k2n2logn) time for each demand d. Both function 
Use-2DP() and Use-Non-2DP() use, in the worst case, O(km) time to route the flow of 
each d through its 2DP or multiple paths, and  function 2DP-Routing() takes O(km). 
As Step 1 considers all demands in D, its time complexity is O(|D|(kn(m+nlogn)+ 
k2n2logn +km) )=O(|D|(knm+k2n2logn)). Step 2 takes O(m) time, and Step 3 requires 
O(1) since the candidate link can be found as part of Step 2. Step 4 takes at most 
O(|D|km) time, and Step 5 calls function 2DP-Routing() at most O(|D’|) times. Notice 
that, in the worst case, there can be up to (m(m-1)/2) candidate links since the set E’r 
is updated in Step 2. Therefore, Step 2 to 5 are repeated O(m2) times and in total have 






Er = E, Vr = V; 
1) Generate KSPd in G(V, E) for each demand d; 
2) Call 2DPNL-Routing(G(V, E), D, QT=1.0, KSP), and compute Qmax; 
3) For each vVr do 
    If fv == 0 then 
          Vr = Vr – {v}; // remove v 
          Er = Er – Ev; 
 End-For 
4) For each (i, j)Er  do 
If   fij == 0 && flag(i, j)==false then  
Er = Er – {(i, j)}; // remove (i, j) 
    Else 
 rij =U*cij – fij; // update the remaining capacity 
End-For 
Set flag(i, j)=false for each in (i, j) in Er; 
5) For each vVr in increasing order of |Ev|*(fv/cv) do 
    //routing D in G with one less node is feasible 
If (2DPNL-Routing(G(Vr–{v}, Er-Ev),D,QT, KSP) == true) then  
Vr = Vr – {v}; // remove v 
Er = Er – Ev; // remove connected links 
Go to 3); 
6) For each (i, j)Er in descending order of its rij do 
           //routing D in G with one less edge is feasible  
If (2DPNL-Routing(G(Vr, Er–{(i, j)}),D,QT, KSP) == true) then  
Er = Er – {(i, j)}; // remove (i, j) 
 Go to 4);     
 End-For 
Return E–Er & V–Vr 
End 
time complexity of  O(|D|km3). Thus, the time complexity of 2DP-SP-1 algorithm is 
O(|D|(knm+k2n2logn) + |D|km3) = O(|D|k2n2logn) + |D|km3). Note that |D|n2.   
To reduce the time complexity of 2DP-SP-1, we propose the following alternative 
algorithm, called 2DP-SP-A, which is different from 2DP-SP-1 only in the function 
Find-2DP(). Specifically, for 2DP-SP-A, we modify Find-2DP() such that it generates 
only one 2DP randomly instead of all possible 2DPs. The modification reduces the 
time complexity of the function to O(km); the time complexity of the other functions, 
i.e., Use-2DP(), Use-Non-2DP() and 2DP-Routing(), remain the same. Therefore, 
2DP-SP-A has a time complexity of O(|D|kn(m+nlogn)+m2(|D|km+m+1+|D|km))= 
O(|D|km3). As shown in Section 5.4.1.2, 2DP-SP-A significantly reduces the running 
time of 2DP-SP-1 but with lower power savings. 
Figure 5.11 Algorithm 2DP-SP-2 
 




5.3 Switching off both Nodes and Links 
In this section, we present our approach, Two Disjoint Paths by Shortest Path version 
2 (2DP-SP-2), shown in Fig. 5.11, to heuristically solve the EAR-2DP-2 problem. 
Initially, the set of remaining nodes Vr and links Er are V and E respectively; 
2DP-SP-2 produces V−Vr and E−Er as its outputs. We first describe 2DP-SP-2 for 
2DP-L, called 2DP-SP-2-L, in Section 5.3.1, and show how to use it for 2DP-N, 
called 2DP-SP-2-N, in Section 5.3.2. 
5.3.1 2DP-SP-2 for Link Disjoint Paths 
As shown in Fig. 5.11, 2DP-SP-2 for 2DP-L (2DP-SP-2-L) has six main steps. Step 1 
uses Yen’s algorithm [30] to generate k≥1 shortest paths, KSPd={spd1, spd2, …, spdk}, 
for each demand d; we assume each link has equal one unit delay, and thus each (sd, 
td) path length equals to its (sd, td) hop count. Note that for each demand d, we have 
KSPdSPd. Let KSP={KSPd | d=1,…,|D|} be the set of all k-shortest paths for all 
demands D. Step 2 uses function 2DPNL-Routing() to distribute the traffic of each 
demand dD through its candidate paths KSPd, and computes Qmax; we will describe 
the function and Qmax’s calculation later. Step 3 switches off each unused node v, i.e., 
each node with fv=0, and its incident links. Step 4 turns off each unused link (i, j) with 
variable flag(i, j)=false, i.e., each link with fij=0, and calculates the spare capacity 
rij=UT*cij –fij of each of other links. Specifically, flag(i, j)=true marks the links in the 
2DP, which cannot be switched off. Let Ev be the set of incident links to node vV. 
Step 5 aims to switch-off each node v, starting from v with fewer connected links |Ev| 
and lower link utilization (fv/cv); such node is used by fewer flows and thus rerouting 
the flows is more probable. If there exists a feasible Rβ without using v and its 
incident links in Ev, i.e., 2DPNL-Routing() returns true, the step switches off v and 
all links in Ev and repeats Step 3 updating flow of each affected node and edge; 
otherwise, Step 5 is repeated using the next candidate node. Step 6 aims to switch off 
each link (i, j) with the largest spare capacity since rerouting its traffic is more 
probable; this step uses function 2DPNL-Routing() to check if all traffic can be 




2DPNL-Routing(G(Vr, Er), D,QT, KSP) 
Begin 
Temp_TP= ; 
For each d D do 
/* Part 1 */ 
Call Find-2DP(G(Vr, Er), d) to generate DPd; 
/* Part 2 */                         
If |Temp_TP|<QT*|Rβ| then 
If |DPd|>0 then           
If Distribute-2DP (d)==true then 
Insert  into Temp_TP;  
Else If Use-Non-2DP(d)==false then 
Return false; 
Else //if |DPd|==0 
If Use-Non-2DP(d)==false then     
Return false; 
Else //Routing with multiple paths for energy saving 
If Use-Non-2DP(d)==false then 
Return false;  
End-For 










routed through remaining links in Er, while satisfying required constraints. The step is 
repeated for next candidate link if 2DPNL-Routing() fails to generate a feasible Rβ; 
otherwise, we repeat Step 4. 
Figure 5.12 Function 2DPNL-Routing() 
Function 2DPNL-Routing(), shown in Fig. 5.12, contains two parts. Part 1 uses 
function Find-2DP(), shown in Fig. 5.5, to generate all 2DP-Ls, dpdl={(spdx, spdy)| 
spdxKSPd}, for each demand d. Part 2 routes all traffic demands under the constraint 
QT. It uses a set Temp_TP, initially empty to stores dR
 for each demand d. If the 
requirement of QT is satisfied, i.e., |Temp_TP|≥QT*|R
β|, the remaining traffic demands 
can be routed through via any routes using function Use-Non-2DP() , shown in Fig. 
5.8. The function aims to distribute each demand (sd, td, bd) via its shortest (sd, td) 
path. However if the path does not have sufficient capacity, the function will route the 
remaining flow through the next available shortest path. The step is repeated until bd 
is completely routed and the function returns true; otherwise, it returns false and 




Distribute-2DP (KSPd , DPd, bd) 
Begin 
 //Distribute traffics with 2DP-N 
For each dpdl={spdx, spdy}DPd in increasing length order do                       
If bd ≤ B(spdx)+ B(spdy) then 
If bd ≤ B(spdx) then 
Increase fij of each link (i, j) in spdx by bd; 
Set flag(i, j)=true for each link (i, j) in spdy; 
Else 
Increase fij of each link (i, j) in spdx by B(spdx); 
Increase fij of each link (i, j) in spdx by bd–B(spdx); 
Insert spdy and spdx in ; 
Return true; 
End for  
Increase fij of each link (i, j) in spdxdpd1 by B(spdx);  
Increase fij of each link (i, j) in spdydpd1 by B(spdy); 
Insert spdy and spdx in ; 
Return Use-Non-2DP(KSPd, bd – B(spdx) – B(spdy)); 





2DPNL-Routing() returns false since it fails to route all demands in D. The benefit of 
using general multiple paths is using fewer links for routing a demand than using 
2DP-L. However, if |Temp_TP|<QT*|R
β| and at least one 2DP-L of demand d exists, 
i.e., |DPd|>0, Part 2 uses function Distribute-2DP(), described later, to distribute 
traffic volume of demand d via its dpdl and insert dR
 into Temp_TP. For each demand 
d, if |DPd|=0 or Distribute-2DP() returns false, 2DPNL-Routing() uses function 
Use-Non-2DP() to route bd via one or more paths starting from the shortest path in 
KSPd. Finally, if all traffic demands are allocated successfully and the requirement 
|Temp_TP|≥QT*|R
β| is satisfied, Temp_TP=TPβ and 2DPNL-Routing() returns true. 
When function 2DPNL-Routing() returns true, i.e., it has successfully routed all 
demands in D, it updates
dR
 for each demand d and the total flows on each link (i, 
j)Er, i.e., fij. When function returns false, it will maintain the previous routing R
β-1. 
Figure 5.13 Function Distribute-2DP() 
For each demand with |DPd|>0, Distribute-2DP(), shown in Fig. 5.13, routes traffic 
demand bd. The function aims to route the traffic d through its 2DP-L, i.e., (spdx, 
spdy)dpdl, and we assume B(spdx)≤B(spdy). If bd≤B(spdx) then it routes bd through 
only a single path spdx, and sets flag(i, j)=true for each (i, j) backup path spdy that can 
enhance routing reliability. This flow distribution is different than in [10] that splits 




flow equally. If B(spdx)≤bd≤ B(spdx)+B(spdy) then it routes the traffic volume B(spdx) 
via spdx, and routes volume bd-B(spdx) via spdy. Note that, B(spdq)=min{rij| (i, j)spdq}. 
However, if B(spdx)+B(spdy)<bd, it uses function Use-Non-2DP() to distribute the 
remaining flow, i.e., bd-(B(spdy)+B(spdx)). Note that Distribute-2DP() returns false 
when Use-Non-2DP() returns false, i.e., it fails to route the remaining flows through 
the paths in KSPd; for this case 2DPNL-Routing() will use function Use-Non-2DP() 
to route bd. Recall that Step 2 of 2DP-SP-2-L in Fig. 5.11 uses function 
2DPNL-Routing() to initialize the traffic distribution in the network. In this step, we 
set QT=1.0 so that the function routes each demand through its 2DP-L whenever 
possible, and thus Qmax is set |TP
1|/|D|, where TP1 includes all demands in D that are 
routed via 2DP-L routing in the original network. 
5.3.2 2DP-SP-2 for Node Disjoint Paths 
In general, a network contains fewer 2DP-Ns than 2DP-Ls since each 2DP-N is also a 
2DP-L, but not vice versa; thus using the latter for routing is more popular [31]. 
Further, using link-disjoint paths are much more energy efficient than node-disjoint 
paths [113]. However, 2DP-N is more resilient to failures than 2DP-L because they 
protect against both node and link failures. One can use 2DP-SP-2 for applications 
that require 2DP-N (2DP-SP-2-N) by considering only each 2DP-L, dpdl={spdx, spdy}, 
since each set of 2DP-N for each (sd, td) is a subset of its set of 2DP-L for each (sd, td). 
However, similar to 2DP-SP-1, 2DP-SP-2-N is expected to switch off less number of 
links than 2DP-SP-2-L due to fewer candidate 2DP-Ns. 
5.3.3 2DP-SP Implementation 
While the results shown in Section 5.4 show great opportunities to save power 
consumption in real networks, today’s technology may not fully support the selective 
shutdown of links required by 2DP-SP. Based on the discussion of implementation 
issues in Section 2.5.4, we describe the implementation of 2DP-SP as follows.  




For compatibility with existing protocols, we assume 2DP-SP is run in a centralized 
controller at the NOC. 2DP-SP also requires hardware support, i.e., line-cards that can 
go into sleep or active state in milliseconds [59]. To minimize packet loss during 
transitions, it is important that links are not powered off immediately due to buffered 
packets. In practice, we will need to wait for all alternative paths to be set up before 
shutting down links. 
The controller collects network information and traffic matrix from OSPF’s LSAs and 
Management Information Bases (MIB), i.e., MPLS’s SNMP counter.  We collect IP 
traffic statistics on all line-cards where NetFlow [114] is enabled. The collected 
information is then used by the controller when executing 2DP-SP. Specifically, the 
controller runs 2DP-SP to select the subset of resources that must be powered on to 
meet current traffic demands, and issues a control message containing a list of links to 
be powered off to routers; this operation can be achieved using an OSPF extension 
such as RFC 3630 [98]. The network configuration can be adjusted every 30 minutes, 
which is compatible with the slow and daily variation of traffic in current backbone 
networks. Note that fewer network reconfigurations reduce potential power saving but 
mitigate latencies incurred when changing power state. Similar to the model in [88], 
we assume that a network operator changes network configuration infrequently, i.e., 
only during the off-peak periods, to reduce the risk of network oscillations. 
Multipath forwarding is supported by commercial routers such as Juniper networks 
[115] and Cisco [116]. In 2DP-SP, data packets are forwarded along either OSPF 
paths or using MPLS tunnels (i.e., LSP). Specifically, if a 2DP-SP path is the shortest 
path, the traffic is simply transmitted as native IP packets as per OSPF; otherwise the 
traffic is carried using MPLS tunnels over the 2DP-SP path, with the traffic split as 
per ECMP [52]. 
5.4 Evaluation 
In this section, we evaluate the performance of two versions of 2DP-SP, i.e., both 
2DP-SP-1 and 2DP-SP-2. 




5.4.1 Experimental Simulation for 2DP-SP-1 
In this section, we provide detailed experimental findings and present numerical 
results to confirm the effectiveness of 2DP-SP-1. We evaluate 2DP-SP-1 and show 
that it can achieve considerable power savings in real networks with low impact on 
link utilization, path length, and RR. 
5.4.1.1 Experiment Setup 
We explore the power saving using 2DP-SP-1 for different network topologies and 
traffic matrices, shown in Section 2.6. We used Phase 1 of 2DP-SP-1 to obtain 
Qmax=83.3%, Qmax=100%, and Qmax=37.4% for Abilene, GÉANT, and Sprint, 
respectively. In other words, when all links are switched-on while using shortest path 
routing, there are only 83.3%, 100%, and 37.4% of demands in Abilene, GÉANT, and 
Sprint networks that can be routed through their 2DP, respectively. 
5.4.1.2 Power Saving 
Fig. 5.14(a) shows the power savings for the Abilene network using 2DP-SP-1 for 
2DP-L when we set UT from 0.1 to 1.0, and QT=Qmax=83.3%. Specifically, we aim to 
see the effect of link utilization constraint on power saving. Note, 2DP-SP-1 could not 
switch off any link for 2DP-L with UT≤0.2 for all traffic demands. For 2DP-L with 
UT=0.3, 2DP-SP-1 is able to switch off between 16.5% and 20% of the links except 
after time 16h due to insufficient network capacity during peak traffic flow; see Fig. 
5.14(a). Further, for UT≥0.5, 2DP-L distributes traffic flow through the same set of 
paths, and thus produces the same power savings. Fig. 5.14(b) compares the 
performance, in term of power saving, between 2DP-SP-1 for 2DP-L and 2DP-N, and 
2DP-SP-A for 2DP-L, i.e., 2DP-L-A, when we set UT=0.5 and QT=Qmax=83.3%; we 
do not show the results of 2DP-SP-A for 2DP-N since they are the same as those for 
2DP-L-A. The figure shows that 2DP-L obtains higher power savings than 2DP-N in 
the peak hours (19h~22h); 2DP-SP-A is the worst performer, producing on average 6% 





(a) Energy saving under 2DP-L 
  














































UT=0.5 2DP-L 2DP-N 2DP-L-A
less power saving than 2DP-L. However, as shown in Table 5.1, 2DP-SP-A runs 
significantly faster than 2DP-SP-1 on all networks, i.e., Abilene, GÉANT, and Sprint. 
Notice that the running times of 2DP-SP-1 for 2DP-L and 2DP-N are comparable 
across all three topologies. 2DP-SP-1 is significantly slower than 2DP-SP-A because 
it requires generating all possible 2DPs for each demand so that the demand can be 
routed equally on its two paths when possible to support ECMP routing. Specifically, 
2DP-SP-A does not support ECMP routing. 
Figure 5.14 Power saving on Abilene using 2DP-SP-1 and 2DP-SP-A 
Table 5.1 Average Running Time (Seconds) 
Network 2DP-L 2DP-N 2DP-L-A 
Abilene 5.83 4.91 0.081 
GÉANT 685.86 543.26 25.87 
Sprint 5436.23 5127.85 683.6 
Fig. 5.15(a) presents the power saving on GÉANT for 2DP-L when we set QT to its 
highest possible constraint, i.e., QT=Qmax=100%. Unlike for Abilene, 2DP-SP-1 is 
able to switch off 24.67% of links in the GÉANT for UT=0.1. 




   
(a) Energy saving under 2DP-L 
                                                   
 















































Figure 5.15 Power saving on GÉANT using 2DP-SP-1 and 2DP-SP-A 
In Fig. 5.15, our approach obtains the same power saving for UT=0.3 to UT=1.0, and 
thus we only show the results for UT≥0.3. Notice that, as described later in Section 
5.4.1.4, UT=0.2 and UT=0.3 produce the same power saving but incur different path 
length. Although the power saving curve fluctuates during the day due to traffic 
changes, it always remains around 20.27%~25.97%. As shown Fig. 5.15(b), 
2DP-SP-1 produces less power saving for 2DP-N as compared to for 2DP-L when we 
set UT=0.3 since 2DP-N has fewer 2DPs than 2DP-L as candidate paths. Although 
2DP-L-A runs faster than 2DP-L and 2DP-N, its power savings are lower than 2DP-L 
by up to 8% because 2DP-SP-A only generates one random 2DP.  
Fig. 5.16(a), (b) and (c) compare the power savings produced by 2DP-SP-1 for both 
2DP-L and 2DP-N, and 2DP-SP-A for 2DP-L on Sprint with traffic matrices 
SP(30%), SP(60%), and SP(80%) respectively with UT ranging from 0.1 to 1.0. Note 
that, in Fig. 5.16, 2DP-SP-1 produces the same set of routes for SP(10%), SP(20%) 
and SP(30%), and thus we only reported the result only for SP(30%); similarly for 













































































SP(40%) to SP(60%), and for SP(70%) to SP(80%). Further, 2DP-SP-1 failed to 
switch-off links for SP(90%) and SP(100%). 
 
Figure 5.16 Power saving on Sprint using 2DP-SP-1 and 2DP-SP-A 
As shown in Fig. 5.16(a), the power saving using 2DP-L increases from 17.26% to 
19.04% when UT increases from 0.3 to 0.5. The figure shows similar trend for 2DP-N 
but with less power savings, i.e., at 14.29% for UT=0.5. However, the power savings 
for both 2DP-L and 2DP-N are equal when UT>0.6. 2DP-SP-1 for 2DP-L produces 
better results since it can use more alternative 2DP-L as compared to 2DP-N. 












































































Although 2DP-SP-1 switches off more links than 2DP-SP-A, the latter runs 
significantly faster than the former. Notice that for heavier traffics, i.e., SP(60%) and 
SP(80%) versus SP(30%), both 2DP-SP-1 and 2DP-SP-A can switch-off links only 
for larger UT values, i.e., above 0.5 and 0.6 respectively. 
Figure 5.17 Power saving for different QT for three real topologies 
 
 





(a) Link utilization under 2DP-SP-1, 2DP-SP-A and SP 
 



























































5.4.1.3 Effects of Different QT on Power Saving 
In this subsection, we analyze the effects of different QT on power saving for UT=1.0. 
We do not show the results for 2DP-SP-1 for 2DP-N because the results show the 
same trend as for 2DP-L. As shown in Fig. 5.17(a), the power saving on the Abilene 
network is 46.38% when QT is set to 0% because both 2DP-L and 2DP-L-A can 
switch-off more links when demands are routed via multiple shortest paths, i.e., 
non-2DP. For QT≥13.3%, 2DP-L and 2DP-L-A produce power saving of only around 
20% and 17% respectively. 
Figure 5.18 CDF of link utilization and path length on Abilene 
Similarly, Fig. 5.17(b) and Fig. 5.17(c) show that the power saving of GÉANT and 
Sprint decreases from 52.7% to 23.26% and from 39.29% to 19.05% for 2DP-L when 
QT increases from 0% to 100% and from 0% to 37.4%, respectively. Notice that, after 
a sharp decline in power saving at QT=13.3%, QT=15%, and QT=8% for Abilene, 
GÉANT, and Sprint respectively, for both 2DP-L and 2DP-L-A, increasing QT does 




not significantly affect their power savings. Thus, networks that offer 2DP should use 
the algorithms with the highest QT, that is QT=Qmax, to optimize fault-tolerance that is 
important for real time applications such as video on demand and voice over Internet 
Protocol [1]. 
5.4.1.4 Link Utilization and Path Length 
In this subsection, we show the effect of switching off links on link utilization and 
path length using 2DP-SP-A for 2DP-L, i.e., 2DP-L-A, and 2DP-SP-1 for both 2DP-L 
and 2DP-N. As the benchmark, we use the link utilization and path length incurred by 
the SP. Fig. 5.18(a) shows the CDF of link utilization for the Abilene while setting 
UT≥0.5 for SP, 2DP-L-A, 2DP-L and 2DP-N. As shown in the figure, the link 
utilization for 2DP-L, 2DP-N and 2DP-L-A never exceeds 0.3, which is better as 
compared to SP that has 10% of links with utilization above 0.3. However, 80% of 
links in SP has utilization no more than 0.2, better as compared to the 2DP-L and 
2DP-N with only 30% and 2DP-L-A with 40%. The results show the benefit of our 
2DP-SP-1 since it also reduces energy; see Section 5.4.1.2. Notice that 2DP-L and 
2DP-N produce the same results because this case produces set of disjoint paths that 
are both link disjoint and node disjoint. Fig. 5.18(b) shows the CDF of path length for 
the four schemes. The figure shows that 2DP-L, 2DP-N and 2DP-L-A use paths that 
are longer as compared to SP. Our schemes trade off longer alternative paths for on 
average 20% power savings. However, like in SP, their paths are no longer than the 
network diameter of 6 hops. Notice that 2DP-L-A uses paths with slightly shorter 
length as compared to 2DP-L and 2DP-N that use paths with equal length because it 
switches off fewer links. 
As shown in Fig. 5.19(a) for GÉANT, 2DP-L, 2DP-N, 2DP-L-A and SP have the 
same CDF for their link utilization where all links have utilization no more than 0.1. 
However, 2DP-L, 2DP-N and 2DP-L-A are able to reduce energy, and therefore they 
are more favorable than SP. For delay, as shown in Fig. 5.19(b), more paths in SP 
have shorter length as compared to 2DP-N, 2DP-L and 2DP-L-A. 2DP-L-A is the 





(a) Link utilization under 2DP-SP, 2DP-SP-A and SP 
 


























































second best performer while 2DP-L is the worst but, as discussed in Section 5.4.1.2, it 
can save the largest amount of energy. However, all schemes use paths with length no 
more than the network diameter (6 hops). 
Figure 5.19 CDF of link utilization on Sprint on GÉANT 
Fig. 5.20 shows the CDF of link utilization for (a) SP(30%) with UT≥0.3, (b) SP(60%) 
with UT≥0.5, and (c) SP(80%) with UT≥0.6. The three figures consistently show that 
2DP-SP-1 for both 2DP-L and 2DP-N, and 2DP-SP-A for 2DP-L, i.e., 2DP-L-A have 
slightly worse results of CDF as compared to SP since they switched-off links that 
increase link utilization of the remaining links; as in other simulations, 2DP-L-A is 
the second best performer. Consistent with the results for Abilene and GÉANT, the 
CDF of path length for Sprint, shown in Fig. 5.21 (a), (b) and (c), confirms that 
2DP-L, 2DP-N and 2DP-L-A use longer paths to route demands to switch-off links. 
However, each path length is no longer than the network diameter (8 hops). 






























































































Figure 5.20 CDF of link utilization on Sprint 
5.4.1.5 Effect on Route Reliability 
In this sub-section, we evaluate the effect of power saving using 2DP-SP-1 for both 
2DP-L and 2DP-N, i.e., switching off links, on the reliability of each route used to 
transmit demand d; we call the reliability as RR. Note that, since 2DP-L-A has the 
same results on RR as compared to 2DP-L, we do not show its results. 































































































Figure 5.21 CDF of path length on Sprint 
Let link reliability, 0ij1.0, be the probability of link (i, j) being functional. In this 
experiment, we assume each link has the same ij=0.9. We consider each demand d to 
be routed in three different ways (a) via a single path, (b) via two-link disjoint paths, 
(c) via multiple non-disjoint paths. One can compute the reliability of route in (a) by 
multiplying the reliability ij of each link in the path. For (b), its reliability is 
analogous to a two parallel system [119]. Specifically, the reliability of routing a 
demand d via 2DP, each with reliability x and y is 1-(1-x)(1-y). Finally, we use 




CAREL [109] to compute the RR for each demand d that is routed via non-disjoint 
multiple paths, i.e., case (c).  
Table 5.2 Variation of RR on Abilene (UT=0.6, QT=83.3%) (%) 
2DP-SP-1 
+∆ -∆ ∆=0 
PS 
SP 2DP SP 2DP SP 2DP 
2DP-L 75.8 3 13.6 81.8 10.6 15.2 20 
2DP-N 75.8 0 13.6 84.9 10.6 15.1 20 
Table 5.3 Variation of RR on GÉANT (UT=0.3, QT=100%) (%) 
2DP-SP-1 
+∆ -∆ ∆=0 
PS 
SP 2DP SP 2DP SP 2DP 
2DP-L 94.2 0 5.8 76.8 0 23.2 1.6 
2DP-N 97.3 1.1 2.7 69.3 0 29.6 20.2 
We use the reliability of the SP routing as the benchmark. Table 5.2, 5.3, and 5.4 
show the RR produced by 2DP-L and 2DP-N as compared to SP. Specifically, “+∆” 
represents percentage of alternative paths produced by either 2DP-L or 2DP-N with 
reliability higher than SP or 2DP on the original network, i.e., without power savings. 
Similarly, “-∆” (“∆=0”) represents percentage of alternative paths produced by either 
2DP-L or 2DP-N with reliability lower (equal) than SP and 2DP routing without 
power savings on the original network. Note that “PS” in each table represents power 
savings for 2DP-L and 2DP-N. 
Table 5.4 Variation of RR on Sprint (UT=0.6, QT=37.4%) (%) 
2DP-SP-1 
+∆ -∆ ∆=0 
PS 
SP 2DP SP 2DP SP 2DP 
2DP-L 36.8 1.3 10.2 32.5 53 66.2 19.2 
2DP-N 36.9 1 9.5 28.6 53.6 70.4 16.7 
As shown in Table 5.2, for Abilene with UT=0.6 and QT=83.3%, 2DP-SP-1 produces 
75.76% of alternative paths for 2DP-L and 2DP-N with higher reliability as compared 
to their original SP routing, with only 13.64% having lower reliability. The reliability 
improvement is due to the use of 2DP-L as compared to only a single path in SP. Note 
that some alternative paths are less reliable since they use more links than the original 
paths. 


















































































Figure 5.22 CDF of RR gain using 2DP-SP-1 
In contrast, 3% (81%) of the generated paths for 2DP-L have lower (higher) reliability 
as compared to using 2DP-L routing on the original network; 15.2% of them have the 
same reliability since 2DP-SP-1 does not generate alternative paths, as shown in 
Table 5.2. The results for 2DP-N are similar. The lower RR is justifiable since 
2DP-SP-1 is able to switch off 20% of links, and thus is forced to find longer/less 
reliable alternative paths. For GÉANT, Table 5.3 shows 2DP-SP-1 for 2DP-L 
(2DP-N) is able to route 94.2% (97.3%) of all demands through paths with increased 
reliability as compared to using their original SP routing, with only 5.8% (2.7%) 


























































decreases in RR. The results are significant since 2DP-SP-1 increases the RR while 
reducing power saving by up to 21.6%. As expected, 2DP-N offers higher RR as 
compared to 2DP-L but with less power saving. However, similar to the results for 
Abilene, the generated alternative paths are less reliable as compared to their 
corresponding 2DP-L and 2DP-N paths on the original network. Table 5.4, for Sprint 
with UT=0.6 and QT=37.4%, also shows the merits of using 2DP-SP-1. Specifically, 
as compared to SP on network without power saving, 36.8% (36.9%) of total routes 
using 2DP-L (2DP-N) are more reliable as compared to their SP routings on original 
network. The Table shows that 2DP-SP-1 switch off up to 19.2% links to produce up 
to 32.5% paths with lower reliability as compared to 2DP routing on the original 
network.  
Figure 5.23 CDF of reliability loss using 2DP-SP-1 
To further evaluate the effect of switching off links on RR, in Fig 5.22 (Fig. 5.23) we 
plot the CDF of reliability gain (loss) of paths that increase (decrease) in reliability 




with respect to the reliability of shortest paths. Fig. 5.22(a), (b) and (c) present CDF 
of reliability gain (in percent) while using 2DP-L and 2DP-N for Abilene, GÉANT, 
and Sprint respectively. As shown in Fig. 5.22, almost 40% (5%) traffics for either 
2DP-L or 2DP-N have 5% (35%) increases in RR. Further, more than 50% (80%) of 
traffics in GÉANT (Sprint) increase their reliability by at least 15%, with maximum 
increase of 35% (50%). The results show the merits of using either 2DP-L or 2DP-N 
as compared to SP for applications that require higher path reliabilities. As shown in 
Fig. 5.23, although 2DP-SP-1 may generate routes with lower reliability as compared 
to using 2DP routing on the original networks, the reliability loss is less than 20%. 
Specifically, for Abilene and Sprint with 2DP-L (2DP-N), about 80% (70%) of paths 
decrease their reliability by 10%, with only 5% decrease their reliability by 20%. 
Notice that 2DP-SP-1 performs the best on GÉANT, with about 95% of paths lower 
their reliability by up to 10%. 
5.4.1.6 2DP-SP-1 versus Existing Green Routing Approaches 
In this subsection, we compare the performances of 2DP-SP-1 for 2DP-L, in terms of 
power saving and RR, against the existing state-of-the art green routing algorithms, 
i.e., FGH [15], GreenTE [16], MSPF [40], and SSPF [38]. Note that FGH, MSPF, and 
SSPF consider each network link contains one or more cables that can be switched-off 
independently. For fair comparison, we set each link to contain only one cable since 
GreenTE and 2DP-SP-1 do not support bundled links. Further, we set UT=100% since 
FGH does not support link utilization constraint. Finally, because FGH, GreenTE, 
MSPF, and SSPF do not support the constraint QT, we only use QT=Qmax for 
2DP-SP-1.  
Fig. 24, 25 and 26 show the power savings of five energy-aware routing approaches, 
i.e., FGH, GreenTE, SSPF, MSPF, and 2DP-SP-1, on Abilene, GÉANT and Sprint 
respectively. As shown in the figures, SSPF performs best on small and medium 
networks, while MSPF performs best on the largest network, i.e., Sprint, since large 
topologies provide sufficient candidate paths for multiple paths routing. Further, 











































































Abilene FGH GreenTE SSPF
MSPF 2DP-SP
2DP-SP-1 only obtains nearly half of the power saving of MSPF since the former 
requires constraint QT; 2DP-SP-1 produces the same power savings as compared to 
MSPF when we set QT=0. 
Figure 5.24 Comparison of power saving on Abilene 
Figure 5.25 Comparison of power savings on GÉANT 
Figure 5.26 Comparison of power savings on Sprint 
































In contrast, as shown in Fig. 27, 28 and 29, 2DP-SP-1 is the best performer in term of 
RR. Note that, CDF of average RR is calculated for the traffics over 24 hours for 
Abilene and GÉANT, and ten SP(X%) for Sprint. As shown in the figures, 94%, 37% 
and 52% (65%, 22% and 37%) of paths produced by 2DP-SP-1 (MSPF) for Abilene, 
GÉANT and Sprint have paths with reliability at least 0.8, 0.9, 0.8 respectively; in this 
category, MSPF is the second best performer. 
Figure 5.27 CDF of RR on Abilene 
The figures show that GreenTE, FGH and SSPF consistently perform among the 
worst on the three networks in terms of RR. Specifically, on Abilene, only 40% of its 
routes have reliability larger than 0.6, none of which has reliability above 0.8. Note 
that GreenTE and SSPF have the same worst CDF; FGH is slightly better. For 
GÉANT, FGH and SSPF are the worst and second worst, where 65.92% and 62.8% 
of traffics have reliability no higher than 60%. For Sprint, 67.72% and 69.92% of 
routes produced by FGH and GreenTE have reliability no larger than 60%. 2DP-SP-1 
outperforms MSPF because the former enforces each demand to be routed via 
possible disjoint paths, which has significantly higher RR as compared to the 
non-disjoint multiple paths used in the latter. Thus, one can expect that larger 
constraint QT will increase RR but reducing power saving because the constraint 
needs more switched-on links.  Consequently, one can set lower (higher) value of 
QT to achieve higher power savings (RR), which makes 2DP-SP-1 the most flexible 
approach among the evaluated algorithms.  




























































Figure 5.28 CDF of RR on GÉANT 
Figure 5.29 CDF of RR on Sprint 
5.4.1.7 2DP-SP-1 versus Optimal Solution 
Ideally, we aim to evaluate the effectiveness of our algorithms against the optimal 
solution for the EAR-2DP problem in term of power savings. Unfortunately, due to 
the exponential time complexity of the problem, as described in Section 3.2, we 
could not generate the optimal result for the simulated networks. As an alternative, 
we consider only two extreme cases of optimal solutions, i.e., for (i) QT=Qmax, and (ii) 
QT=0%. For case (i), we assume each demand d can be routed through its DPd, when 
such route exists in its original network, i.e., all links are switched-on; recall that 
Qmax is the fraction/percentage of demands that have 2DP routes in the original 
network. Consequently, this case considers only those Qmax*|D| demands. For this 
case, we adopt the LP formulation of [44]. Specifically, 




Minimize   
                                                      (5.16) 
Subject to 
                         (5.17) 
          
                          (5.18) 
Equation (5.16) is the objective of EAR-2DP for QT=Qmax representing the goal to 
minimize total number of powered-on links; xij=1 (xij=0) when link (i, j) is switched 
on (off). Equation (5.17) states flow conservation constraints for 2DP, which splits 
traffic volume equally on 2DP-L. The flow conservation constraint ensures that no 
flow is lost or created except at the source and destination. Note that each
 
 
is a binary value that is set to one when the flow of demand d 
is allocated to link (i, j). Equation (5.18) is a capacity constraint, which ensures that 
no link (i, j) carries more traffic flow than its available capacity, i.e., UT*cij. For 
extreme case (ii), i.e., QT=0%, the EAR-2DP reduces to the ILP formulation in [24]; 
for brevity, we do not reproduce the formulation. The formulations for case (i) and (ii) 
are solved using CPLEX [97].  
As shown in Table 5.5, we use four different networks for our comparisons; the 
column labeled “Network” shows the total number of links (m), demands (|D|), and 
Qmax of each network. We use the seven demands shown in Fig. 2.1, traffic matrix at 
time 24h for Abilene, traffic matrix at time 0h for GÉANT, and SP(30%) for Sprint. 
Each column marked “Traffic (%)” shows the percentage of traffic considered in both 
CPLEX and 2DP-SP-1; the demands are randomly selected, and for case (i) the 
percentage cannot be larger than its Qmax. Table 5.5 shows that, for smaller networks, 
i.e., Fig. 2.1 and Abilene, 2DP-SP-1 produces optimal results for case (i); in the 
column marked “Switched-off Links”, each number in the bracket is the optimal 
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result. Note, to ensure a fair comparison, we require 2DP-SP-1 to distribute each 
demand equally through its 2DP. For case (ii), 2DP-SP-1 also produces optimal result 
for Fig. 2.1, but only 12% off from optimal for Abilene. However, for the larger 
networks, i.e., GÉANT and Sprint, CPLEX [97] could not produce results for both 
cases even after running for more than 24 hours. Note that the authors in [45] could 
generate results using the ILP for case (ii) only when there are between 1% to 10% 
end-to-end traffic demands in their simulated networks. Therefore, for each of the two 
networks, we tested the effectiveness of 2DP-SP-1 using only 1% and 10% its total 
demands, i.e., 5 and 51, and 27 and 265 demands for GÉANT and Sprint, 
respectively. 
As shown in Table 5.5, CPLEX could generate result only for GÉANT (1%), in which 
2DP-SP-1 generates results that are off only by 6.7% and 9.7% off from optimal for 
case (i) and (ii) respectively. Further, 2DP-SP-1 requires only less than 0.25% of the 
running time of CPLEX. Finally, while CPLEX fails to produce results, 2DP-SP-1 
could save energy between 19.6% and 53% for case (i) and 39.3% and 60.1% for case 
(ii), while using CPU times between 8.2 and 748.6 seconds. 














Fig. 2.1 (m=10) 
|D|=7; Qmax=42.9% 
42.9 3 (3) 
 
0.01 (0.1)  100 3 (3) 0.01 (0.1) 
Abilene (m=30) 
|D|=132; Qmax=83.3% 
83.3 8 (8) 
 
0.38 (4.0) 100 15 (17) 0.52 (11.0) 
GÉANT (m=74) 
|D|=506; Qmax=100% 
1 28 (30) 0.46 (185.4) 1 56 (62) 1.85 (3741.9) 
10 20 (NA) 8.2 (>24h) 10 44 (NA) 10.6 (>24h) 
Sprint (m=168) 
|D|=2642; Qmax=37.4% 
1 89 (NA) 18.5 (>24h) 1 101(NA) 20.3 (>24h) 
10 33 (NA) 647.2 (>24h) 10 66 (NA) 748.6 (>24h) 
 




5.4.2 Evaluation for 2DP-SP-2 
5.4.2.1 Power Saving of Nodes and Links 
There are two types of nodes in the network: access nodes and transport nodes. 
Access nodes are sources and destinations of information and are connected to the 
ISP transport network while transport nodes are neither sources nor destinations of 
traffic. We assume that OC-192/STM-64 (10 Gbps) line card is used for all links and 
thus the maximum delay of single-hop is around 200 ns [118]. Similar to [88], we 
assume each cable in link (i, j) has the same power consumption pij=0.6kw and each 
node v consumes the same power pv=3kw. The PS of each network is calculated as 
Equation (2.2). 
Table 5.6 Power Saving by Shutting Down Nodes and Links 
Power Saving R_Abilene R_GÉANT R_Sprint 
Off Transit Nodes 1 7 7 
Off Links 7 40 87 
Power Saving 13.3% 39.7% 28.5% 
In this subsection, we use 2DP-SP-2 when both nodes and links can be powered off 
with R_Abilene, R_GÉANT and R_Sprint in Table 2.5. The power savings of these 
three topologies are shown in Table 5.6. We can find that running 2DP-SP-2 can 
switch off 1 node and 7 links on Abilene network, with power saving of up to 13.3%; 
for GÉANT, more than half of transit nodes (7/13) can be switched off, and the 
power saving reaches 39.7%; for Sprint, 7 transit nodes and 87 links can be powered 
off, achieving 28.5% power savings.  
5.4.2.2 Effects on Link Utilization and Path Length 
Intuitively, switching off nodes and links will affect the link utilization and maximum 
routing path length (MRPL) since fewer nodes and links are available to carry traffic. 
Fig. 5.30, 5.31 and 5.32 show the CDF of link utilization and path length for three 
topologies, i.e., R_Abilene, R_GÉANT and R_Sprint respectively, using 2DP-SP-2 




















































and two link disjoint paths on the original network with all switched on nodes and 
links, denoted by 2DP-SPF in the figures. .  
From Fig. 5.30 (top), we see that 61% of links using 2DP-SPF have utilization no 
larger than 0.1, which is better as compared to 0% using 2DP-SP-2. However, while 
saving 13.3% power usage, 2DP-SP-2 also generates 95% of links with utilization 
between 0.1 and 0.2, which is better than 2DP-SPF that generates only 32% of links 
with utilization in the range. Further, 2DP-SP-2 generates MLU of 0.3, which is better 
as compared to 2DP-SPF with MLU reaching 0.5. For path length, shown in Fig. 5.30 
(bottom), 5% of traffic demands have MRPL (7 hops) larger than the network 
diameter (6 hops) for 2DP-SP-2 while MRPL of all traffics for 2DP-SPF is no larger 
than network diameter. 
Figure 5.30 CDF of link utilization and path length on R_Abilene 
In Fig. 5.31 (top), due to off-peak period, 56% of links using 2DP-SPF have 
utilization no larger than 0.1, which is better than the result generated by 2DP-SP-2, 
only at 11%. Different from R_Abilene network, 2DP-SPF generates MLU value only 
at 0.8 on R_GÉANT network, which is better than 2DP-SP-2, up to 1.0.  














































































































Figure 5.32 CDF of link utilization and path length on R_Sprint 
As shown at Fig. 5.31 (bottom), for 2DP-SPF, 45% demands route its traffics through 
single hop paths, but only 9% demands use single hop routing for 2DP-SP-2. 




However, running 2DP-SPF and 2DP-SP-2 obtains the same MRPL, which is less 
than the network diameter, at six hops. 
For link utilization, Fig. 5.32 (top) shows that 2DP-SP-2 obtains 99% of links with 
utilization no larger than 0.8, which is only 6% higher than the value generated by 
2DP-SPF. For routing path length, the results of running 2DP-SP-2 and 2DP-SPF on 
Sprint network are more closer than above two networks because the topology is 
larger; hence there are more paths for each (sd, td) pair that have routing path length 
close to the shortest path. Further, running 2DP-SP-2 and 2DP-SPF obtains the same 
MRPL, which is equal to the network diameter (8 hops); see Fig. 5.32 (bottom). 
5.5 Summary 
In this chapter, we have presented a new energy-aware routing problem, EAR-2DP, 
and formally proved its NP-completeness. The two versions of the problem, 
EAR-2DP-1 and EAR-2DP-2, aim to reduce power expenditure by maximally 
switching off unnecessary nodes and/or links during off-peak periods such that the 
remaining powered on nodes and/or links are sufficient to route traffic demands 
subject to constraints on two parameters: link utilization and the minimum number of 
2DP used to route traffic demands. We have proposed efficient and effective heuristic 
techniques, 2DP-SP-1 and 2DP-SP-2, to solve the EAR-2DP-1 and EAR-2DP-2 
respectively, which are applicable for both 2DP-L and 2DP-N. Extensive simulations 
on both real and synthetic network topologies and traffic demands have shown their 
benefits in reducing power consumption while addressing critical network 







We have suggested three methods of energy-aware TE, i.e., SSPF, MSPF, and 
2DP-SP, to minimize the power usage of IP networks while satisfying their required 
quality of service. Each method solves an energy-aware TE problem. We have used 
linear programming formulation to describe each problem that considers networks 
with bundled links, i.e., wij≥1. Further, we have used both real and synthetic 
topologies and traffic demands to evaluate the effectiveness and efficiency of using 
our methods. 
Specifically, we have proposed the following three problems and their solutions. 
 We have proposed the single path green routing problem in which each traffic 
demand must be routed via a single path while guaranteeing MLU. We have 
proposed SSPF to address this problem. SSPF aims to switch off redundant 
cables in core routers using bundled links to reduce the power consumption 
significantly, while aiming to route each traffic demand via its feasible shortest 
path. 
 We have formulated a green routing problem to route each traffic demand using 
multiple paths that must satisfy path length and MLU constraints. Specifically, 
we set the path length not longer than twice the length of the shortest path, or the 
diameter of the original network. We have described MSPF to address the 
problem. Our simulations show the efficiency of MSPF on the power saving 
under the two constraints. 
 We have proposed a green routing problem, EAR-2DP, to route each traffic 
demand via its 2DP. The problem considers MLU and the fraction of using 2DP 
constraints. Furthermore, we have provided the NP-complete proof of the 




problem. We have described two versions of solution, i.e., 2DP-SP-1 and 
2DP-SP-2, to solve EAR-2DP. The solution provides a good trade-off between 
fault-tolerance and power consumption. Our simulation shows that 2DP-SP-1 
and 2DP-SP-2 are effective in reducing power usage.  
6.2 Future work 
The presented results are promising. However, further efforts on the software and 
hardware design on the network protocol implementation for the proposed 
techniques are still needed. In particular, network devices have to support stand-by 
modes and power-on primitives, and network protocols have to consider the variation 
in the structure of the network derived from variation of the powered on devices. In 
our future work, we will consider these open challenges. 
In Chapter 5, we have studied the impact of switching off cables using five recent 
energy-aware routing mechanisms, namely FGH [15], GreenTE [16], SSPF [40], 
MSPF [45], and 2DP-SP [106], on RR measure that computes the reliability of each 
selected path to route traffic in an event of link failures. The results in Section 5.4.1.6 
show the significant effects of the green algorithms on a network’s RR. We believe 
the results hold for other energy-aware routing algorithms, and thus it is imperative 
to incorporate reliability measures in green routing protocols. Furthermore, in the 
future, we will analyze the impact of green routing on terminal reliability (TR) - the 
probability of obtaining at least one source (sd) to terminal (td) operational path for 
each demand d. Note that TR gives the probability of using route restoration in case 
of link failures. We will discuss whether green routing algorithms significantly 
reduce a network's TR, and thus significantly reduce the possibility of any path 
restoration in the event of link failures. For our future work, we will propose the 
reliable energy-aware-routing (R-EAR) problem, which aims to switch-off as many 
cables as possible to maximally save energy while maintaining required levels of TR 
or RR and MLU of the network. Further, we will propose a reliable Green-Routing 
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