Identifying the arrival times of seismic P-phases plays a significant role in real-time seismic monitoring, which provides critical guidance for emergency response activities. While considerable research has been conducted on this topic, efficiently capturing the arrival times of seismic P-phases hidden within intensively distributed and noisy seismic waves, such as those generated by the aftershocks of destructive earthquakes, remains a real challenge since existing methods rely on laborious expert supervision. To this end, in this paper, we present a machine learning-enhanced framework, ML-Picker, for the automatic identification of seismic P-phase arrivals on continuous and massive waveforms. More specifically, ML-Picker consists of three modules, namely, Trigger, Classifier, and Refiner, and an ensemble learning strategy is exploited to integrate several machine learning classifiers. An evaluation of the aftershocks following the M8.0 Wenchuan earthquake demonstrates that ML-Picker can not only achieve the best identification performance but also identify 120% more seismic P-phase arrivals as complementary data. Meanwhile, experimental results also reveal both the applicability of different machine learning models for waveforms collected from different seismic stations and the regularities of seismic P-phase arrivals that might be neglected during manual inspection. These findings clearly validate the effectiveness, efficiency, flexibility and stability of ML-Picker. In particular, with the preliminary version of ML-Picker, we won the championship in the First Season and were the runner-up in the Finals of the 2017 International Aftershock Detection Contest hosted by the China Earthquake Administration, in which 1,143 teams participated from around the world.
. An overview of the ML-Picker framework, where the machine learning-assisted parts are highlighted with red lines. ML-Picker consists of three interactive function modules, namely, Trigger, Classifier, and Refiner. (a) With the continuous real-time waveform signals from individual stations as inputs, the Trigger module detects potential seismic P-phase arrival candidates with traditional methods, such as STA/LTA algorithms. (b) The Classifier module tries to introduce an effective discriminant model to evaluate the confidence level of each triggered P-phase candidate. With the features extracted from the waveforms near the potential arrivals, a number of distinct machine learning models are implemented to generate base model predictions. Then, a meta-model is used to integrate all these base predictions with an ensemble strategy and then output the final confidence level. (c) The Refiner module identifies the most accurate arrival times from among the highly confident seismic P-phase arrival candidates and rejects obvious outliers based on the Akaike information criterion (AIC) and the results from other stations. (d) A schematic diagram of the overall workflow in ML-Picker, where the blue and red bars indicate the thresholds of the confidence levels in the different modules and the width of the downward arrow indicates the number of identified arrivals technologies, such as support vector machines (SVMs), hidden Markov models (HMMs) and neural networks (NNs), have been proven to achieve a competitive accuracy in pattern recognition applications and have been successfully applied in many fields of seismology, including earthquake detection, classification, and seismic phase arrival picking [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Although the abovementioned machine learning-assisted methods can largely reduce labour costs, the accuracy, efficiency and stability of machine learning models cannot be fully guaranteed on continuous and massive waveforms, which restricts the application of machine learning technologies in real-time seismic P-phase arrival identification. More specifically, state-of-the-art studies in the literature focus on either identifying the time windows that contain earthquakes 13, 18, 19 , or the capacity to determine the accurate arrival time of a seismic P-phase within a given time window 20, 22 . Indeed, most of these investigations were based on a sliding window strategy, whereas few considered how to select the most appropriate time windows from real-time, continuous seismic waveform data as candidates for machine learning models. Unfortunately, the sliding window strategy requires extensive computational resources, preventing the deployment of sophisticated machine learning models on real-time seismic monitoring systems.
To this end, in this study, we present a machine learning-enhanced framework known as ML-Picker for identifying seismic P-phase arrivals in a more automatic and real-time manner. The basic idea is to first use traditional approaches, e.g., STA/LTA, which require fewer computational resources, to filter out most of the noise; then, machine learning models are used to identify seismic P-phase arrivals in the remaining time windows. We validated the proposed framework based on the aftershocks following the M8.0 Wenchuan earthquake by simulating a real-time seismic monitoring scenario with the continuous waveforms recorded at multiple seismic stations. The experimental results clearly demonstrate the effectiveness, efficiency, flexibility and stability of ML-Picker, as well as some interesting observations. In particular, with the preliminary version of ML-Picker 1 , we won the championship in the First Season and were the runner-up in the Finals of the 2017 International Aftershock Detection Contest 29 hosted by the China Earthquake Administration, in which 1,143 teams participated from around the world.
Framework
The proposed framework ML-Picker is designed in a modular manner and consists of three components, namely, the Trigger, Classifier, and Refiner modules, as shown in Figure 1 . More specifically, the Trigger module is designed to detect potential seismic P-phase arrival candidates and then filter out most noise with traditional methods, while the Classifier module introduces an effective machine learning model to evaluate the confidence level of each triggered P-phase candidate, and the Refiner module identifies the most accurate arrival time from among the highly confident seismic P-phase candidates and rejects obvious outliers. Indeed, these three function modules are interactive and can be implemented in parallel for real-time seismic monitoring.
To guarantee a suitable identification efficiency, in the Trigger module, we propose to leverage traditional methods by implementing a variant of the STA/LTA algorithm (e.g., the FilterPicker 11 algorithm) on the CFs of real-time waveform signals from individual stations. For every change in a CF that is beyond a pre-defined threshold, a potential seismic P-phase arrival candidate will be selected. Note that to capture as many seismic P-phase arrivals as possible, the threshold of the change in the CF should be relatively small.
However, in this situation, the number of false alarms will be relatively high. Therefore, we must further filter out positively labelled false candidates and identify seismic P-phase arrivals with a high confidence and reliability. In other words, once a potential arrival has been triggered, a time window of the waveforms near the arrival time will be conveyed to the Classifier module, which will effectively distinguish seismic P-phases from other signals (e.g., noise and seismic S-phases) with the features extracted within. In particular, to guarantee robustness, the Classifier module is also designed in a modular manner with ensemble learning 23 ; that is, a number of distinct base models (nine were used in our experiments) are implemented and integrated as a meta-model, which is also known as the stacking strategy 24 . Here, a greater number of seismic P-phase arrivals would obtain a higher score from the meta-model as the confidence level. The fundamental idea of ensemble learning is to construct a predictive model by integrating multiple machine learning models, thereby improving the prediction performance 23 . In the Classifier module, each base model (e.g., an SVM 25, 26 ) can be regarded as a theory for predicting the probability that one candidate is the true seismic P-phase arrival. However, in most cases, each individual theory contains certain biases that cause prediction errors; for example, SVMs with a linear kernel cannot process nonlinear feature components 26 . Therefore, the stacking strategy used in ML-Picker tries to minimize this error by reducing these biases with respect to the provided learning set. The central concept is that we can do better than simply list many "theories", which are consistent with the learning set, by constructing an optimal "theorist" that combines all those "theories" 24 . Specifically, in ML-Picker, for each candidate sample, the meta-model integrates the predictions from all base models by using a linear model (logistic regression 27 was employed in our experiments), which can weigh each base model with linear coefficients. Accordingly, the base models can be improved through independent adjustments, and the Classifier module itself can boast a better performance through the selection of preferred base models.
Although the above mentioned modules can identify seismic P-phase arrivals with a high confidence level, some avenues remain with which to improve the results. For example, STA/LTA algorithms are usually not sufficiently sensitive to identify exact arrival times. Moreover, while a seismic event could be intuitively monitored by utilizing multiple adjacent stations, other modules take advantage of waveform signals from only individual stations, and thus, some misleading results might be obtained. Therefore, in the final step, we introduce the Refiner module to filter out the outliers and select the most accurate seismic P-phase arrivals as outputs. Specifically, in this study, we first propose to use the Akaike information criterion (AIC) 28 to refine the arrival time of each candidate within a small time window near the original time point of each P-phase arrival. Then, for each identified seismic P-phase arrival, all other seismic stations that have also monitored the P-phase arrival are regarded as indicators with which to measure the multi-station-based confidence level. For example, we can reject the P-phase arrivals that are monitored by only one seismic station.
Results
Indeed, the proposed ML-Picker framework has achieved competitive performance with extensive experiments on a real-world aftershock data set, namely, the aftershocks of the M8.0 Wenchuan earthquake that occurred in Sichuan, China, on May 12, 2008; these data were provided by the Data Management Centre of the China National Seismic Network at the Institute of Geophysics, China Earthquake Administration (CEA). More specifically, 12,696 P-phase arrivals were manually picked by experts over a period of 28 days in August 2008 from waveforms recorded by 12 monitoring stations.
To comprehensively and intuitively evaluate the performance of ML-Picker, we applied the typical 4-fold cross-validation 30 procedure to the Wenchuan data set. More specifically, we employed the data in each week as the test data, while the data in the other three weeks were utilized as the training data in four rounds of testing. For each moment within the seismic sequence to be judged, a short time window is cut to extract features for subsequent machine learning-assisted classification. Additionally, the length of the cut window is adjustable according to the desired accuracy; for example, as shown in Figure 2 , we have a 5-second pre-window before the potential arrival as well as a 20-second post-window.
In the first set of validations, we attempted to evaluate the individual performance of the Classifier module in ML-Picker. To that end, we treated the aftershocks that were manually captured by experts as positive samples. Correspondingly, five times more negative samples were manually selected from the seismic sequences. The performances of the Classifier module are summarized in the top half of Table 1 , where the cross-validation results corresponding to different numbers of folds are illustrated separately. To produce a baseline with the same experimental settings for comparison, we also implemented another state-of-the-art machine learning-assisted approach, namely, ConvNetQuake 18 , which is a highly scalable and effective convolutional NN (CNN) for earthquake detection applications. The results clearly reveal that the Classifier module can achieve a competitive performance in distinguishing between the true and false samples of P-phase arrivals within the cut time windows and consistently outperforms ConvNetQuake in terms of the precision, recall and F-score, which comprehensively considers the precision and recall through their harmonic average. Indeed, with ensemble learning, our Classifier module can also achieve better performance than other state-of-the-art machine learning models that were selected as base models (see Table S4 in the Supplementary Information).
Furthermore, we validated the robustness of the Classifier module with respect to the length of the time window. Intuitively, a larger time window could provide more information that could improve the detection accuracy, while a shorter time window might conserve time, which is beneficial for emergency response efforts. Therefore, striking a balance between the effectiveness and the efficiency of our framework constitutes an important discussion topic. Accordingly, we repeated the above crossvalidation procedure for the Classifier module with different post-window lengths, i.e., 5, 10, 15 and 20 seconds. The performances are shown in the bottom half of Table 1 . Evidently, the performance of the Classifier module is relatively stable with different time window lengths, indicating that our framework is not sensitive to the length of the cut time window.
Next, we evaluated the overall performance of the complete ML-Picker framework. More specifically, the experiments were conducted on complete and continuous seismic waveforms to simulate a real-world application scenario. In particular, if the time difference between one estimated P-phase arrival and one expert-labelled arrival was shorter than 0.4 seconds, we treated the estimated arrival as "correct". In this way, we repeated the above two cross-validation experiments within the complete Table 1 . The precision-recall performance of the Classifier module. Here, "CVn" indicates the n-th fold of the cross-validation procedure, and the times in the brackets indicate the different post-window lengths for the validations.
ConvNetQuake
Classifier framework of ML-Picker (i.e., Trigger + Classifier + Refiner) and with a baseline that was modified from our framework by hiding the Classifier module (i.e., Trigger + Refiner). Indeed, the baseline could be regarded as a generalized version of the most widely used traditional approaches for identifying seismic P-phase arrivals. From the results summarized in Table 2 , we find that ML-Picker consistently outperforms the baseline with a significant margin (i.e., approximately 200 times) in terms of precision, although the Classifier module loses some performance in terms of recall. Indeed, by comprehensively considering the precision and recall (i.e., by considering the F-score), the effectiveness of the ML-Picker framework has been thoroughly validated.
In particular, compared with Table 1 , the performance shown in Table 2 seems worse. Moreover, several arrivals were captured by the ML-Picker framework with a high confidence level but were not labelled by the experts as aftershocks. This phenomenon may have two potential explanations. First, compared with a simple classification task in which samples are picked in advance within a given time window, in the validations on continuous seismic waveforms, sometimes ML-Picker captured one potential arrival, but it was beyond the pre-defined 0.4 second threshold; in this case, the real-time monitoring of continuously seismic waveforms could be much more difficult. Second, we neglected to consider that the manually labelled data set could contain some trivial omissions, leading to misjudgement. This issue will be discussed later in this article.
Finally, we attempted to validate the sensitivity of ML-Picker to the time difference. To that end, we evaluated different time difference boundaries to discriminate among the correct arrivals in the interval of [0 s, 1 s]. The performances of ML-Picker with different settings are shown in Figure 3 . Both the precision and the recall increase with increasing boundaries and tend to converge after 0.4 seconds, which means that the time differences between the identified P-phase arrivals and the expert-labelled arrivals are almost less than 0.4 seconds.
Based on the above results, both of the effectiveness and the efficiency of the ML-Picker framework have been validated. 
Discussion
As we have validated the effectiveness and efficiency of ML-Picker, we now verify additional characteristics of the ML-Picker framework to further ensure its applicability in real-world scenarios. Indeed, due to the differences among various geographical environments, the seismic waveforms recorded by different stations may contain different characteristics, even for the same earthquake. Therefore, we would like to investigate whether the ML-Picker framework can be reasonably applied for various types of seismic waveforms. The Classifier module of ML-Picker is intuitively designed in a modular manner with ensemble learning to guarantee the scalability of identification compared with individual machine learning models. To that end, we designed a case study on the Wenchuan data set. More specifically, for each monitoring station in the Wenchuan data set, we separately trained the model to estimate its personalized parameters, i.e., the weight for each base model selected during the ensemble learning process. Afterwards, we clustered 12 stations based on their personalized parameters, resulting in the 4 clusters shown in Figure 4 . Generally, the red cluster is located along the centre of the Longmenshan Fault, while the purple cluster is surrounded by mountains, the blue cluster lies along the edge of the mountain range and faults, and the yellow cluster is far from the faults and lies within the plain. Obviously, the clustering results as well as the personalized parameter settings are highly correlated with the geographical environment, which correspond to the different models selected in ML-Picker. For example, for the stations near the faults (i.e., the red cluster), the weights of RandomForest 31 , SVM-linear and Adaboost 32 are significantly higher than those of the other base models. For the stations throughout the mountains (i.e., the purple cluster and the blue cluster), RandomForest is the most prominent choice, while for the stations on the plain (i.e., the yellow cluster), the weights of the base models vary in a smaller range. Next, we will discuss a special issue observed in the previous validations. As mentioned above, for each experiment in the second validation, several arrivals were captured by the ML-Picker framework with a high confidence level but were not labelled by the experts as aftershocks. To ensure the applicability of ML-Picker, we have to check whether the technical framework needs further refinement or if the manually labelled data set contains some trivial omissions. Correspondingly, we randomly selected 1,000 samples (arrivals) with a higher confidence than the threshold from the seismic sequences. Then, an expert from the CEA was asked to review these samples with exceptional scrutiny and caution to reduce the false alarm rate. According to the results, 907 captured P-phases among the 1,000 random samples were judged as aftershocks, further validating the effectiveness of ML-Picker. However, 125.6% more P-phases than the expert-labelled data were ignored during the first round of labelling, which raises the new challenge for explaining the ignorance during manual inspection.
We first counted the average amplitude for each arrival and its time window, including a 5-second pre-window and a 30-second post-window. As shown in the first row of Figure 5 , the differences between the expert-labelled earthquakes and missing aftershocks have the potential to be dramatically significant. More specifically, among the expert-labelled earthquakes (the left figure in the first row), the waveforms exhibit violent fluctuations at approximately 15-25 seconds after the earthquakes. In contrast, at the corresponding periods in the missing aftershocks (the right figure in the first row), the waveforms are relatively stable with a lower signal-to-noise ratio (SNR). In these cases, the secondary phase arrivals, i.e., after 25 seconds, could be even more distinct, which suggests a long distance between the epicentre and monitoring stations (more examples are shown in Figure S2 in the Supplementary Information). A similar rule could also be revealed by the modelling process; we applied the recurrent attention (RA)-CNN model 33 to the spectral waterfalls of two kinds of seismic P-phase arrivals. As shown in the second row of Figure 5 , in which the attention mask covers the spectral waterfall, the waveforms near the peaks of S-phases, i.e., at approximately 15-25 seconds, should be especially investigated to discover missing aftershocks. According to these results, we conclude that regional earthquakes with insignificant waveforms around the peaks of S-phases can be easily ignored during manual labelling, especially when large earthquakes occur; furthermore, manual labelling can be an urgent yet laborious task for geophysical experts. Consequently, significant earthquakes may be identified first with the highest priority, while insignificant earthquakes may be ignored. This phenomenon is certainly reasonable: we always tend to finish the easiest questions in a quiz and leave the hardest questions for the end or even abandon them due to time limitations. At the same time, we also verify that ML-Picker could effectively assist experts in retrieving missing earthquakes, thereby diminishing the heavy burden of the labelling task.
In summary, with two layers of modular capabilities, i.e., the assembly of the Trigger, Classifier and Refiner modules and the design of the Classifier module with ensemble learning consisting of multiple machine learning techniques, the ML-Picker framework has been verified as a competitive solution for seismic monitoring applications due to its effectiveness and efficiency, as well as its flexibility and stability. Moreover, since ML-Picker can identify low-SNR earthquakes, the monitoring performance can be further refined with reduced manual burden.
Methods

Data Description
The data set employed for the validations consists of the aftershocks of the M8.0 Wenchuan earthquake that occurred in Sichuan, China, on May 12, 2008 ; all the aftershocks were recorded at 100 Hz on three channels corresponding to the three spatial dimensions, i.e., HHZ for the vertical channel, HHN for the north-south channel, and HHE for the east-west channel. We display a waveform on the HHZ channel as an example in Figure 2 (more examples are shown in Figure S1 in the Supplementary
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Information). To ensure the quality of the data, all the records were automatically checked to remove some erroneous fragments, which usually contain mechanical noise or even no signal at all. Accordingly, a total of 12,696 P-phase arrivals in the Wenchuan data set were labelled over a course of 4 weeks; 3,447, 3,442, 2,997 and 2,810 P-phase arrivals were picked in each successive week. Subsequently, to train and evaluate the Classifier module, we selected five times more negative samples from potential candidates located far away from the labelled arrivals (more than 0.4 seconds) that were previously picked by the Trigger module. These negative samples included all types of waveform signals, such as noise, inaccurate seismic P-phase arrivals, and seismic S-phase arrivals.
Technical Details of ML-Picker
As mentioned above, the ML-Picker framework contains three components, namely the Trigger, Classifier and Refiner modules. In the following sections, we will separately introduce their technical details.
• The Trigger module was implemented by FilterPicker 11 , a broadband phase picking algorithm that is loosely based on the short-term average/long-term average (STA/LTA) algorithm. The first step in FilterPicker is to perform multi-bandpass filtering on the signal. In the validations, we utilized three bands (2.5-5 Hz, 5-10 Hz, and 10-20 Hz) of waveform signals on channel HHZ. Then, a CF, which includes several parameters, namely, the triggering threshold S 1 , the time width Tup and the average threshold S 2 , was defined to monitor each time step to check for triggers or picks. At a certain moment t, if the function value of t exceeds S 1 and the average function value during the time window T up after t exceeds S 2 , the moment t will be recorded as a potential P-phase arrival. In the validations, the thresholds were set as S 1 = 6, S 2 = 2 and T up = 0.3 (seconds). Compared with the literature 11 , we selected smaller S 1 and S 2 values to ensure high recall values for the outputs.
• The Classifier module was implemented by using machine learning approaches in a modular manner with the stacking strategy. Then, 9 commonly used classifier models, namely, SVM-linear, SVM-poly 12 , Tree-gini, Tree-entropy 34 , K-nearest Neighbors (KNN), RandomForest 31 , Adaboost 32 , Logistic Regression 27 , and Gaussian Naive Bayes 35 , were intuitively selected as the base models. The complete training stage was designed as follows. First, all the training data were divided into 5 parts. Second, for each base model, we applied a 5-fold cross-validation procedure on all the labelled samples (including the expert-labelled positive samples and randomly selected negative samples in the first validation for the individual Classifier module, as mentioned in the Results section). Third, as each sample was assigned 9 judgements (i.e., by the 9 machine learning models mentioned above), logistic regression was performed to achieve the weights for each base model based on the judgements and corresponding labels. Finally, we trained the best solution of each base model on all the training data and then combined those solutions based on the weights achieved in the previous step. Evidently, the stacking strategy with a competitive and stable performance can benefit the Classifier module. In the validation stage, for each waveform window, the Classifier module outputs its confidence level score, and the windows with higher scores than the pre-defined threshold (set to 0.5) are regarded as potential seismic P-phase arrivals (the corresponding details for the parameter settings of each base model and the meta-model are provided in Table S1 in the Supplementary Information).
• The Refiner module contains two parts. The first part was implemented by using the Akaike information criterion (AIC) 28 to refine the time of each potential seismic P-phase arrival. Specifically, with the AIC, the waveform window can be divided into two different stationary segments, and the demarcation point represents the accurate arrival time. Thus, we applied the AIC to refine the arrival time within a short window of ±1 second around each estimated P-phase arrival. The second part attempts to reveal whether some arrivals are caused by the same aftershock. To that end, for any pair of arrivals, we checked whether their time difference was shorter than the maximal P-wave propagation time approximated as Distance/v p . Here, v p is set as 5.5km/s, which is less than the average P-wave velocity in Sichuan to tolerate some error. Additionally, to filter out the outliers, all P-phase arrivals that were recorded by only one monitoring station were removed.
Classification Features
Next, we summarize the features we utilized in the Classifier module. For different post-window lengths of 5-20 seconds, we extracted 679-715 different features (the details are summarized in Tables S2 and S3 in the Supplementary Information), which can be roughly divided into 4 kinds of features as follows:
• Amplitude Fluctuation. Considering the sharp fluctuations in the amplitudes of the P-phase arrivals, we selected 5-8 short time windows (according to post-window length) around the arrivals, and then filtered the waveforms on all the 3 channels with 2 bandwidths (2-10Hz and 10-20Hz) to compute 2 values, namely the mean value and the variance of amplitude. In summary, we contained 60-96 features for amplitude fluctuation.
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• Maximal Amplitude. Considering that the S-phase usually follows the P-phase with a maximal amplitude, especially on the horizontal channels. Thus, we summarized the maximal amplitude on all 3 channels, resulting in 3 features. Additionally, we computed the mean value and variance of the amplitude within a window of ±1 second around the maximal amplitude, on both the HHN (north-south) and the HHE (east-west) channels; consequently, we obtained additional 4 features. Moreover, the features were extracted with 2 bandwidths (2-10Hz and 10-20Hz), which results in a total of 14 features in total.
• Spectral Waterfall. Considering the importance of the spectral waterfall of waveform around the P-phase arrival, we selected a short window of ±1 second around each estimated arrival, and then divided it into 10 segments. For each segment, we filtered the waveform with 9 adjacent bandwidths lower than 50Hz to compute 2 values, namely the mean value and the variance of the amplitude. The features were extracted on all the 3 channels, which results in total of 540 features in total.
• Other Feature. In addition, some other features, such as the polarization and envelope slope of the arrivals, were extracted to enhance the classification. In total, 65 additional features were extracted, and more details about these features will be introduced in Supplementary Information.
Details for the Validations and Case Studies
• Evaluation Metrics. To evaluate the performance, we applied precision and recall as the metrics. The precision indicates the ratio of "correct" arrivals among all the estimated arrivals, while the recall indicates the ratio of "correct" arrivals captured among all the expert-labelled arrivals. The "F-score" is another metric of a=the testing accuracy that considers both"precision" and "recall" and can be computed through their harmonic average.
• Details for ConvNetQuake. We implemented the convolutional neural network (CNN), ConvNetQuake, with the same network architecture and parameter settings as the guide from Perol et al. 18 to trained and tested it on our data set.
• Clustering Details. To further discuss the flexibility and stability of ML-Picker, we clustered the monitoring stations based on their similar model selections for ensemble learning. For each monitoring station in the Wenchuan data set, we separately trained the model with the data from all four weeks to estimate the personalized parameters of each station as a 9-dimensional vector (the detailed personalized parameters for each station are shown in Table S5 in the Supplementary  Information) . Then, we divided all the 12 stations into 4 clusters by the K-means 36 method. It should be noted that the K-means algorithm could retrieve a biased model whose output could be severely affected by the initial centre of a cluster.
To address this problem, we repeated the clustering process a sufficient number of times to ensure the confidence for the clustering results, as shown in Figure 4 .
• RA-CNN Details. For the case study, to re-inspect the P-phase arrivals, we utilized the recurrent attention (RA)-CNN model 33 to train a classifier to differentiate the spectral waterfalls of expert-labelled and missing P-phase arrivals to discover their significant differences. The RA-CNN can find an attention region in the spectral waterfall to obtain better classification results than can be achieved with the full-size spectral waterfall. Compared with the original network, our RA-CNN consists of two stages. The inputs of the first stage are the full-size spectral waterfalls of the seismic waveforms, whereas the inputs of the second stage are the attention regions. More specifically, in different stages, spectral waterfalls were fed into three convolutional layers with depths of 16, 32, and 64; in the first stage, a region-based feature representation was extracted by an additional attention proposal network. Then, the results of both stages were evaluated to predict the probability scores by using one 128-unit fully connected layer and a softmax layer. The proposed RA-CNN was optimized for convergence by alternatively learning the softmax classification loss in each stage and a pairwise ranking loss across neighbouring stages. We used L2 regularization with normalization on each layer and used the Adam optimizer to train the network.
Limitation
In this study, we focus mainly on the task of seismic P-phase arrival identification. Indeed, ML-Picker is a general framework for identifying seismic phase arrivals and thus is also applicable for determining the arrival times of other seismic phases (e.g., seismic S-phases) through training the phase-specific Classifier module.
Programming Environment
Our programs were implemented in a Linux operating system with the standard packages available in Python 3.4.5. Specifically, we filtered waveforms with the scipy (0.19.1) package, ML-Picker was implemented with the sklearn (0.19.0) package, and all other computational processes and statistical analyses were implemented with the Numpy (1.13.3) package.
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Data Availability
The seismic data that support our findings in this study were provided by CEA 29 , as a part of the Aftershock Detection Artificial-Intelligence Contest 29 .
Code Availability
All codes of this project are available upon request. Table S3 . Detail Computation of Features for Classification. AN > 5 is the length of post-window in the windows conveyed from the Trigger module. The interval in the column titled by "time window", represents the selected short time windows for computation of specific feature, where the time point of arrival is tagged by 0, the negative number means the time length before the arrival and the positive number means the time length after the arrival. And, all computation processes in the last column operate on corresponding time windows, which have been normalized by Normalization function in Table S2 . Table S4 . The performance for all validations on the Classifier module on Wenchuan data set. The overall performances of the Classifier module are shown in the second row, titled by "overall". And we also display the performances of each base-model in the following rows. With respect to F-score, we can find that the overall Classifier module with Stacking strategy outperforms best in all four validations on Wenchuan data set. Figure S1 . Examples for waveform data in three channels.(a) A waveform example of a seismic phase. (b) A waveform example for one whole day.
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(a) Expert-labeled P-phases 
