The artificial neural network used in this study was that proposed Aimone et al. 2009 1 ; we modified this model to determine the relationship between rate remapping and neurogenesis.
Each event involves a new path for the rat in each environment, ensuring that the entire environment is explored. Figure S1 . Flowchart of the steps of the experiment.
Inputs to the Model

Motion of the rat
Originally, the path of the rat was simulated through a random walk at a momentum inspired by Brownian motion (see Supplementary Fig. S2a ). This type of motion is related to the interaction of molecules and the path they take, making it incongruent with the motion of a real rat. We therefore propose a new type of motion inspired by the head direction and the momentum of a rat (see equation (S1.1-4)) (see Supplementary U : Magnitude of the displacement that the rat will experience. a. Brownian motion of a particle. The dashed line is the interpreted path of the rat in a time window of 0.5 seconds. It can be observed that in this time window, the rat explores most of the open field, and the movements of the rat are incongruent with the type of motion that a rat exhibits. b. Motion of the rat in a time window of 5 seconds. It can be observed this motion is more realistic, including in terms of the direction and distance of motion. c. Representation of the proposed model.
The maximum angle that the rat's head can turn is 11.5 degrees, so in one time step, the rat's head can only rotate a small angle, and the maximum distance that the rat can move in a time step is 1 cm. This softens the path that the rat takes during the time that it is allowed to explore (see Supplementary Fig. S2c ). The path that the rat takes is generated using this method; each time the rat explores the environment, a new path is generated.
Entorhinal cortex activity generation
The experiment includes eight different environments that a "virtual rat" can explore. The environments consist of an open field of 1m 2 , and exploration is allowed within a time window of approximately one minute in every event. The model is exposed to the same environment ten times per day for a total of forty days. Each environment that the rat explores include its own sensorial stimuli.
The model receives two inputs: the spatial location of the rat and the stimulus that the rat receives. The spatial location in each time step was generated using the random motion previously proposed and entered into the mECs to calculate the activity of these cells. The response of each mEC was calculated with the following formulas: Here, x and y indicate the spatial position; 1 , 0 K is a random number with a normal distribution that has a mean of zero and a standard deviation of one; χ i is the relative dorsal-ventral axis position and ranges between 0 and 1; θ env is the grid orientation that this environment produces for all mECs (see Supplementary Fig. S3a left) ; θ χ is the grid orientation of the cell without the influence of the environment; θ i is the grid orientation of the cell; λ i is the grid size and ranges between 1.5 and 3 grids / metre (see Supplementary Fig. S3a centre and right); φ is the spatial offset (see Supplementary Fig. S3b The voltage of the mECs is calculated with the following formula: K is a random variable with a normal distribution that has a mean of zero and a standard deviation of one; V threshold is the voltage (relative to rest) above which the neuron fires; and dV dF is the change in the firing rate for each mV above the threshold.
The voltage of the lECs is calculated with the following formula:
In equation (S2.17), 1 , 0 K is a random variable with a normal distribution that has a mean of zero and a standard deviation of one; V Threshold is the voltage (relative to rest) above which the neuron fires; dV dF is the change in the firing rate for each mV above the threshold; F max is the maximum firing rate for the neuron; and t step is the magnitude of the time steps.
The voltage of each lEC was calculated in each environment and was held constant so that each cell would fire with a constant firing rate in each environment, meaning that the lECs do not exhibit a spatial response (see Supplementary Fig. S4 ).
Figure. S4. Overview of the rat inputs.
Firing pattern of a lEC. As illustrated, this cell fires with a constant firing rate in each environment.
The voltage of the cells that were different from the EC was calculated with the following formula: The neural network activity was calculated every 25 ms (time step of the model). The activity of each neuron in the GC layer was calculated for each time bin (see Supplementary Fig. S5a ). Figure S5 . Computing Activity. a. Activity of a granular cell in a time window of 1 minute with time steps of 25 milliseconds. For every time step, the voltage of the cell is calculated, and the activity of the cell is then obtained. It can be observed that the cells can fire one or two spikes per time step. This spike train is then used in the learning method to determine if the synaptic weights of this cell have to decrease or to grow. b. Firing rate of the granular cell layer in the same time window of 1 minute. This is the overall activity of the population of adult GCs in a network without neurogenesis. The mean firing rate of the layer was used to determine the winners of the competition between the synapses of the GCs.
Computing Activity
The activity of each cell in the model was calculated using the following algorithm: 1 In each time bin, the granular cells can fire zero, one or two times (with two times corresponding to a burst). In contrast, the cells outside the granular layer can fire only one time per time step (see Supplementary Fig.   S5a ).
Neurogenesis and Maturation
In the model, neurogenesis consists of adding ten newborn GCs to the layer every day. These new GCs have a probability of dying that varies with the activity of the cells. Each newborn GCs will experience a process of maturation, imitating that of a real GC, consisting of growth in terms of both the volume and dendritic tree, with the physiological parameters of each cell changing in this process. The physiological changes will cause the cells to undergo a change in excitability over time. 
Maturation of physiological parameters
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Vol is the estimated volume (arbitrary units).
mem R is the estimated membrane resistance (GΩ).
W τ is the estimated membrane time constant (ms) . dV dF is the change in firing rate for each mV above the threshold.
In Supplementary Fig. S6 , the values of all of the physiological parameters through time are graphed. 
Network Learning
For each familiar environment, GCs encode an experience through their firing rate 2, 3 , and in each event, the entire GC layer experiments in a learning process, similar to the stdp learning method. 
Encoding cell detection
To find the cells that encode each environment, the firing rate of each cell in the layer is calculated to distinguish between cells with low firing rates and those with high firing rates (see Supplementary Fig. S5b ).
To discriminate the cells that encode the environment, a threshold of one Hertz is used to filter out cells that play no role in a given environment.
Acquisition of place fields
To study the spatial encoding, an open field of 1m 2 which is considered an environment is partitioned into squares of 1 cm to distribute cellular activity in these.
Once the spikes are spatially distributed, a map of the firing rate is generated based on how many times the rat is situated at each position, representing the firing rate of each position in the environment. The firing rate maps are subjected to a Gaussian filter to soften the frequency map and reassembled into longer registers, producing firing rate maps, as shown in Supplementary Fig. S7 . Figure S7 . Firing map of an encoding cell. On this figure it is shown the firing rate map of an encoding cell on one environment. As it can be seen there are regions that the cell fire with its maximum firing rate and regions where fires with the minimum firing rate.
Detection of place fields
As a first step in the analysis of the place fields of the encoding cells, we proceeded to detect the place fields using an algorithm that we proposed. In this the firing rate maps are subject to a number of steps to detect regions of interest of the firing rate maps. These regions of interest are filtered depending on their area and shape and those that describe a circle are considered a place field.
Detection of regions (clusters of dots)
As we are working with images represented in a matrix, it is easy to segment each region based on the points comprising it (row, column; see Supplementary Fig. S8a) .
The algorithm consists of a section to determine whether a point belongs to a cluster of points referred to as an object, as shown in Supplementary Fig. S8b , where point A is at a distance inferior to a maximum distance defined by the user; in the figure, maximum distance MD=2, so these points belong to Object1. In the case of point B, if its Euclidean distance is greater than MD, it does not belong to Object1, and a new Object must then be created to include this item.
Supplementary Fig. S9 is a flowchart of the algorithm and shows all of the steps to detect all of the place fields of the cells. 
Detection and analysis of regions of interest
Through the process explained above, we have quantified the regions that constitute an image based on their corresponding spatial location and area (as we know how many points make up each region and the area of each point). Now, we must separate those regions that we consider too large or too small. The next step is to find regions that are significant based on our criteria (the place fields).
We considered the place fields as describing a Gaussian style (3D) whose base is (2D) described by a circle. To continue with the above considerations, we seek the ends of each region separately (see Supplementary   Fig. S8c ) and then draw an ellipse or a circle if possible to compare whether the ideal values of an area are close to the real values (those obtained from our model).
To illustrate the method, we will describe Supplementary Fig. S8d , where the area found in the simulation is represented in darker green. The most extreme points in the object in this case generate a circle, as shown in the figure on the right with a dashed line. The calculation of the real area of the object is also performed here, and this area is then compared with the area described by the dotted line circumference, as can be appreciated in the lower part of the Supplementary Fig. S8 ; the difference cannot be greater than 80 percent from the ideal value to be accepted as a place field. The opposite case is shown in Supplementary Fig. S8d . Despite the ends of the real object (marked with four pink circumferences), it forms a circle in the algorithm. As shown in the ideal area, the area does not meet the desired conditions. Finally, Supplementary Fig. S8f shows the conditions for acceptance for defining a place field.
Place field information extraction
Every time the virtual rat explores an environment, firing rate maps are generated, with one map being produced per cell with multiple place fields. From all of these results, a database is generated, and based Figure S10 . Firing rate of GC layer without neurogenesis. Firing rate activity of each neuron in the layer (blue) and the threshold used to identify the neurons that encode that environment (red). The sparse coding of the GC can be observed; a threshold was used to identify cells that showed a firing rate greater than the rest of the layer. 
Figure S12. Place Fields of one neurogenic neuron
Column a: Path of the rat of one event: row 1 is the environment 1; row 2 is the environment 2; row 3 is the environment 3 and row 4 is the environment 4. Column b: is the retrieval of the environment learned; row 1 is the environment 1; row 2 is the environment 2; row 3 is the environment 3 and row 4 is the environment 4. Column c: is the retrieval of the environment 1 after learning a new environment.
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