Trump caught in a difficult position between China and U.S. Congress
This week hasn't been great for U.S. President Donald Trump, given the information coming out of ongoing impeachment hearings, and it is about to get worse.
On November 20th, the U.S. House of Representatives passed the Hong Kong Human Rights and Democracy Act, a day after the Senate passed its version of the bill. The bill has already invited stern reprimand from the Chinese government, with the Foreign Ministry warning that "China will take strong opposing measures and the U.S. has to bear all the consequences." The bill is now on its way to Trump's desk for his signature.
The ball is in Trump's court right now. Only, he might not want to handle this particular ball. 
Abstract
News articles tend to be increasingly misleading nowadays, preventing readers from making subjective judgments towards certain events. While some machine learning approaches have been proposed to detect misleading news, most of them are black boxes that provide limited help for humans in decision making. In this paper, we present SirenLess, a visual analytical system for misleading news detection by linguistic features. The system features article explorer, a novel interactive tool that integrates news metadata and linguistic features to reveal semantic structures of news articles and facilitate textual analysis. We use SirenLess to analyze 18 news articles from different sources and summarize some helpful patterns for misleading news detection. A user study with journalism professionals and university students is conducted to confirm the usefulness and effectiveness of our system.
Introduction
With the commercialization and popularization of journalism, the authority and credibility of news articles are now being ques-tioned. It is not rare to see writers with ulterior intentions use certain tricks to entice their readers to think in a certain way [McM09] . However, it can be a difficult task for untrained read- Xumeng Chen, Leo Yu-Ho Lo, Huamin QuHong Kong University of Science and Technology / EuroVis 2020 ers to identify those latent intentions and stay alerted and objective while reading. Although heated discussions have occurred in academia concerning "fake news", "misinformation" and "clickbaiting" [BM18,AHK16,VRA18], there has not been any universal solution to the problem, and moreover, few visualization work has contributed to this field.
Much pioneer work has been carried out by NLP researchers on detecting fake news and misleading information. Popular solutions including TF-IDF using bi-gram frequency [LZ * 07], probabilistic context free gram-mars, or PCFGs) [FBC12] , and a combined feature union [CRC15] , mostly focus on automatic feature extraction and classification. While useful for massive information filtering, the high cost of manual labeling limits analyses to small samples. Also, owing to their black-box nature, machine learning approaches are deficient in human-readable evidence to support their judgment, thus provides limited help for people when it comes to individual cases.
The visualization approach can be a satisfactory solution to aid misinformation detection because it is human-friendly and selfevident. Nevertheless, because of the complexity of this problem and the lack of computational tools, few solutions have been proposed to address it visually, making it a no-man's land in visualization research.
In this paper, we present SirenLess, a news veracity assessment system focusing on linguistic cues. SirenLess automatically extract multiple linguistic features from a news article and encode them into visualization channels. In addition, it provides critical information such as news characters and topics and show their distribution in the article. The linguistic features are elaborately selected based on domain-specific analytical methods and state-of-art NLP techniques. We validate our methodology and SirenLess via an informal user study.
In summary, we contribute: (1) an integrative visualization design that could act as an entry point or hint for further visualization research on information veracity assessment. (2) A field study on current computer-based news analytical techniques.
(3) A case study reporting the patterns found by our methodology, and a user study demonstrating the effectiveness of this system. We plan to make SirenLess available as an open source resource for people's use, together with all samples cases in this paper for easy replication.
Related Work
Combating fake news and misinformation is a high priority work in every civilized society. Lazer et al.have written a good introduction to the nature and impact of fake news [LBB * 18]. The article suggests one technological solution that can help mediate the negative effect of fake news is to provide assistance tools to help individuals evaluate fake news.
One particularly dangerous kind of fake news is one intended to provoke emotions towards the news story [BM18] and lead to extremist behavior [AHK16] . In addressing this kind of malicious intent, rhetorical structure and discourse analysis are promising directions [CRC15] . The articles written with intent to have a distinguishable difference in rhetorical structure to truthful news [RL15] .
To bring readers into action, this kind of articles emotionally targets the readers and is termed âȂŸempathic mediaâȂŹ [BM18] . Outstandingly, the disinformation on vaccination is very effective on despairing parents who seek an explanation on the cause of their child's misfortune.
Significant efforts have been invested in analyzing the spread of fake news, trying to capture the pattern of the spread of misinformation and the factors contributing to it [VRA18] . Through analyzing social media platforms, fake news is well crafted to be novel, so that people are more likely to share or reply, further helping the spread of falsehood. However, once debunked, the spread is quickly halted.
Instead of looking into the transmission of fake news, analyzing the content of a news article itself can flag the malicious intent of the writer. Some experimental attempts on automated deception detection show promising results. Through syntactic stylometry analysis, Feng et al. demonstrated 80% to 90% accuracy on different product review datasets [FBC12] . In addition, the study conducted by Rubin and Lukoianova shows that deceptive stories are separable from truthful stories in the rhetorical structure feature space.
An alternative to automated detection of fake news is to equip human readers with the ability to evaluate the credibility of any fake news they encounter. Fact-checking websites such as FactCheck.org [Fac19] and PolitiFact [Pol19] verify claims made on news articles, while Ad Fontes Media rates different news sources based on their reliability and bias [Med19]. Going further, education is the most important and effective way to prevent any damage done by misinformation, a course offered by University of Washington is a very good example [BW17] .
This work resonates with the call for spotting disinformation from questionable news articles and by presenting the readers a stylometry analysis to debunk the polarization intent of the news writers.
Design Goals
The overarching goal of our work is to investigate any significant linguistic features of news articles to assist veracity assessment.
Our design was initially inspired by real-life experience and demands, which is further consolidated by Conroy et al.'s survey on automatic deception detection [CRC15] . To maximize the delivery of linguistic features out of news articles and at the same time, make the visual channels self-evident to common users, we formulate the following design goals. G1: Provide a quick overview of the language usage of news articles. According to the theories of fake news detection, subjective writers use their languages strategically to avoid being caught [FH13] . Through revealing the language usage of news articles, we vastly ease the procedure of finding out possible language leakages of untrustworthy news articles for common readers. We instantiated the theory by dividing it into four visualization tasks: visualizing discourse modes, sentiment, subjectivity and readability level. (T1, T2, T3, T4) G2: Present news meta data to help users grasp its semantic structure. The language usage information is considered to be secondary information, where plain text has been processed by NLP algorithms to extract these information. To help readers better grasp the semantic structure and writing strategies of news stories, additional meta data such as characters and keywords, should also be delivered to users as important reference [BVB09] .
G3: Let users gain direct access and reference to the article text. Studies have shown that a close reading of a script can enable deeper analysis of the context information [JFCS15, MLCM15, KBI * 17]. While a high-level, abstract visual summary can be useful in analyzing news articles, in the end, it is no more than an auxiliary means, the final comments should still be made by a reader based on the raw text.
Based on these design goals and currently available NLP techniques [LKH * 14, HM17, SWF * 17], we derived four main visualization tasks listed below.
T1: Reveal the sentiment and discourse mode distribution of the article. We visualize the sentiment and discourse mode associated with each sentence. An aggregated view is also provided for quick reference.
[G1]
T2: Identify the estimated subjectivity and readability level of the article. We chose the Flesch reading-ease test [Fle07] to evaluate the readability level in this task. We further elaborate the implementation of these tasks in the system design section.
System and Data

Data Processing
To make SirenLess a handy tool for end users, we established an automatic data processing pipeline to extract high-level semantics from plain text, which covers discourse mode, sentiment, readability, subjectivity, characters, and keywords analysis. On average, it takes 15-20 seconds for the pipeline to generate all required data from the raw text, while this figure may vary as the length of article varies.
Discourse mode analysis. In general text analysis, rhetorical modes are categorized into four types: narration, description, exposition and argument. This taxonomy is suitable for general purposes, but when the scope is narrowed down to news articles, a modified one can do better in describing the property of a sentence. Taking both general taxonomy and Tom Wolfe's theory [Wol72] into consideration, we decided to classify news discourse mode into five categories: (1) Narration: the most important part of storytelling, which is the author's interpretation of the story; (2) Argument: analysis and ideas of the author; (3) Quote: directly repeat the passage of a person; (4) Description: detailed depiction, aimed at rebuilding the original scene; and (5) Background: fact-checked background information aimed at helping readers understand the current story.
We finished the sentence classification task using the state-ofthe-art method [SWF * 17], which adopted a multi-label neural sequence labeling model for discourse mode identification. While our discourse mode taxonomy is slightly different from that in this paper, since the features to be learned by the neural network remain the same, we simply modify the output layer of the neural network, increasing the number of neurons from four to five. The model has an average F1-score of 0.7.
Analysis of other semantics. We employed gensim [RS11] , NLTK [LB02] , and SpaCy [LB02] , which are considered to be popular and robust APIs in natural language processing, to extract other semantics from the plain text. We adopted LDA model [LB02] to get possible topic descriptions of the article, where topics are represented as a sequence of keywords.
Training Data
We collected 312 news articles from multiple channels, including Fox News, ABC news, New York Times, the Economist and so on, to minimize the bias of training data. With reference to work from the Pew research center [MGKM14], we make a rough pre-filtering of articles to ensure the relatively even distribution of polarized and unpolarized news articles.
Visual Design
With the intention to make the interface self-evident and userfriendly, the final design is composed of three functional modules, each of which consists of several components. In this section, we will introduce the visual representations and user-interaction functionalities in detail, and discuss our considerations in making these design decisions.
Article Explorer Module
Article explorer (Fig 1, top-left) , which visualizes the distribution of discourse modes, sentiment and metadata in the news article, is the core of SirenLess. The integration of these linguistic features can evolve to high-level information, say critical sentences of the article, emotional tendency of the writer, and the like. A similar curve could be seen in Nam et al.'s work to visualize nonlinear narratives in movies [KBI * 17], while the use of visual channels are completely different, and we also label the occurrence of characters and topics in a novel way. The article explorer has three main features illustrated as follows.
Revealing Sentiment Distribution When analyzing the sentiment score of news articles, it is a notable problem that after being averaged, the sentiment score of articles tend to be close to zero and indistinguishable, which increases the difficulty of utilizing the sentiment as an indicator to detect misinformation. To handle this, we propose to visualize the distribution of sentiment of the whole article, where sentimental outliers could easily be perceived and call on the vigilance of users. We also provide an overall sentiment score in the article stats block.
Each sentence's corresponding sentiment score is associated with a float number between -1 and 1 to distinguish negative ones from positive. Through testing, we found sentences with extreme sentiment whose scores of absolute value greater than 0.5 could easily draw user's attention. It is worth mentioning that through associating sentiment with metadata(character and topics), users could gain insights into the standpoint of the article, i.e. the author's emotional tendency towards certain characters and topics, which is of great help in analyzing the article.
During our design process, we also considered a vertical layout for the panel to observe the metaphor of the article reading order from top to bottom. However, this design was voted down right away when the draft came out. The shape of computer screen restricts the space for a vertical layout, and a readable graph calls for scrolling, which outweigh the flaw of giving up the metaphor.
Revealing Discourse Mode Distribution
We choose color as the visual channel to identify different discourse modes. We carefully design the colorway so it conforms to color psychology and deliver proper implication. For the most common discourse mode narration, a low-saturation, skin-like color is assigned to help emphasize other colors. A noticeable reddish color is assigned to argument, for they tend to be subjective and suspicious. Purple is assigned to background information as purple represents wisdom. Finally, we choose green and sky-blue, two positive colors to encode description and quotes since the two discourse modes are considered to be safe and reliable.
Reveal Metadata of News Articles To better analyze an author's writing strategy, it is important to visualize any additional news metadata along the curve. In selecting metadata, we are inspired by the "5W&1H" theory which formulated "who, what, where, when, why and how" to be the six principal elements in journalistic writing [Sha15] . Among the six elements, "why" and "how" are considered to be high-level knowledge that can not be extract properly by computer. Marking the position of the appearance of "where" and "when" in the article gives limited help to the understanding of news, and at the same time, the overuse of markers will cause confusion to users. Therefore, we decided to visualize "who" and "what" on the article explorer, where "who" is specified as characters, and "what" is specified as keywords grouped by topics generated by the LDA model [RHNM09]. Users could visually understand how the writer arranges the appearance of news characters and key information strategically to attain his potential goals. Also, since we visualized the splitting of paragraphs, it is not hard to gain an overview of how metadata are distributed in difference paragraphs.
When designing the glyph of the markers, we choose circles to represent characters, with the metaphor of human head, and triangles to represent keywords. We use colors with diverse hues to identify different characters and topic groups. Moreover, to visualize the co-occurrence of characters and topics in the same sentence, the markers are designed to stack up vertically in the same sentence ( Figure 2 ). Users could easily figure out critical sentences in the article by looking at the height of the stack since higher stack means higher information density. This enables users to allocate their time wisely when reading the article. We also make filters for the markers to allow users to concentrated on data of interest, which also alleviates any possible problems of overwhelming visual channels. 
Article Stats Module
The article stats block aggregates highly summarized information for news articles, which helps users gain an overall insight into the article.
Sentiment and discourse mode stats. (Figure 3 ) The two radar charts are designed to work together with the article explorer. The latter could deliver sentence level information with the cost of relative weakness in revealing the overall situation and the previous one covers this perfectly. The stats view is also convenient for users who do not have the patience to look into the article explorer. 
Figure 3: Radar charts
Article stats (Fig 4) which includes Flesh-Kincaid readability grade and article subjectivity. The readability grade, proposed by Flesh et al. [Fle07] , reveals the difficulty level of an article by its vocabulary use. We include it as an index of detection since misleading news likes to be easy-to-read so it can spread faster throughout the general public [CRC15] . The article subjectivity is an experimental feature generated by cutting-edge NLP technology, which can serve as a reference to users.
Reader View Module
In addition to the relatively sophisticated visual panel on the left, the reader module is designed to take the right half of the interface, which aims to offer the most convenience to users. The reader module comprises a text-summary header, the original text of the news article and a word cloud. 
Trump caught in a difficult position between China and U.S. Congress
The ball is in Trump's court right now. Only, he might not want to handle this particular ball.
The China-U.S. trade war has rattled the world, leaving countries afraid of a worldwide recession. The phase one deal, if signed, is supposed to calm the market and restore some stability to our original design, while it was added later during our testing of the interface. It is specially designed for first-time users and inpatient users. First, it reduces the difficulty for first time users to understand the usage of the whole system since it serves as hint for them to understand the visualization. Second, such high level summary could give impatient users the most critical information they need. Participants in our user study have shown special interest in this part, especially for those without visualization background. The categorical summary text of an article is decided based on the scheme specified in Table 1 .
Original Text. ( Figure 5 ) To enable quick bidirectional reference between visual entities and the original text, we do not merely embed the plain text into the interface, but add selection and click events to them. When a user selects a sentence segment in the article explorer, its corresponding text will be highlighted on the right. This is especially beneficial for detailed analysis of articles. Ten of the protesters, the Associated Press reported, walked out together and were escorted to a police post outside the campus, while three were carried out on stretchers and four taken in wheelchairs.
Protesters use clothes and helmets to form "SOS" at Hong Kong Polytechnic University on Thursday.
It is unclear how many protesters are left behind. They are the holdouts from a much larger group that occupied the campus after battling police over the weekend with gasoline bombs and bows and arrows. Some 1,000 protesters have either surrendered or been stopped while trying to flee.
Hong Kong's largest political party on Thursday slammed the flareup in violence over the past week, urging some 4.1 million voters to use the ballot box this Sunday to reject the "black force" that has thrown the semiautonomous Chinese territory into unprecedented turmoil since June.
"The black force say they want to fight for freedom but now people cannot even express their views freely. We have even been stripped of our right to go to school and work," said Starry Lee, who heads Figure 6 ) Word cloud, as one of the most popular visualization tools at present, is known to be interesting and user-friendly, especially welcomed by users without visualization background. We provide a word cloud visualizing stemmed highfrequency words from the article to serve users' needs. 
Hong Kong standoff nearing end as more protesters surrender to police
Hong Kong standoff nearing end as more protesters surrender to police
The standoff between police and anti-government protesters inside Hong Kong Polytechnic University appeared to inch closer to an end Thursday as more than 20 demonstrators left their positions to surrender to authorities.
Ten of the protesters, the Associated Press reported, walked out together and were escorted to a police post outside the campus, while three were carried out on stretchers and four taken in wheelchairs.
"The black force say they want to fight for freedom but now people cannot even express their views freely. We have even been stripped of our right to go to school and work," said Starry Lee, who heads the Democratic Alliance for the Betterment and Progress of Hong Kong. 
Patterns of unreliable news
While one principle of our system design is to provide the most freedom for users to analyze news articles as the wish, we also provide some guiding visual patterns of unreliable news for users to choose from and build their own analyzing pipelines. To achieve this goal, we analyzed 8 misleading articles using our system. Results show that some linguistic features (sentiment distribution, article subjectivity, article readability) have strong indicative patterns on their own, and some work together to reveal certain patterns. We hereby summarize four patterns for singular features, and two for composite features.
Singular features
Sentiment distribution. Reliable news is supposed to be "calm", where the author keeps his/her position as a bystander [Mar13] . On the contrary, unreliable news tends to be emotional, which could exits in two forms: dominated by one polarity (Figure 7a, 7b, 7d ), or fluctuating between two polarities (Figure 7c ). Both can be commonly seen in news articles and clearly visualized by article explorer. For the first type, the writer uses most of sentences to narrates one side favorably or to give adverse comments. For the second type, the writer deliberately arrange two forces of confrontation, giving one side a positive slant, and the other negative.
Article subjectivity. Subjectivity is another strong indicator to show the reliability of news articles. Based on the algorithm we adopted, we empirically get the result that reliable articles could have a subjectivity score less than 0.2, while unreliable ones generally greater than that.
Readability grade. According to known theories in communication study, an article should be easy to understand if it wants to 
Jobs for life are a thing of the past.
A job for life is a thing of the past, for people of all ages -robots could replace you, or your whole industry could move overseas. The recent crises in the steel industries of Teesside and Port Talbot proved just how frightening this can be, not just for individual families, but entire regions.
We aspire to be a knowledge economy working at the top of the production chain. The government has lifted student number caps to create more university places. For those who prefer a work-based route to higher skills, there are new degree apprenticeships. This is great. It's essential that young people get the best possible preparation for adult life and the opportunity to embark on interesting and satisfying careers. But the number of 18-year-olds in the UK population is falling, and the Office for National Statistics predicts that more than a third of the UK workforce will be over 50 by 2020, so we also need to consider those already in the workplace.
Politicians are beginning to take notice. Labour leader Jeremy Corbyn has called for a National Education Service for learners at every stage of life, and the current government is considering whether the time is right to look again at "lifetime learning" support in its most recent budget.
As part of this support, politicians have promised that -in addition to the loans already available for further and higher education -it will introduce loans for level 3 to 6 training in further education, parttime second degrees in science, technology, engineering and maths (Stem) subjects, and postgraduate taught masters courses.
So why not introduce lifetime learning accounts for everyone? As with further and higher education As an individual, Trump has always been an unreliable peg for China hawks to hang their hopes on. He has absolutely zero interest in human rights and free speech. His own instincts are authoritarian, as he has repeatedly shown through his support for torture, pardons of war criminals, and attacks on the press. He is barely even able to pretend that he cares; he goes after China out of protectionist instincts, be popular [CRC15] . Similarly, unreliable news shows an easy-toread pattern with a Flesch-Kincaid readability grade greater than 0.3 in our study, which is approximately equivalent to the cognitive level of secondary and college level students. Reliable news's grades usually fall in the cognitive range of college and graduate levels.
Discourse mode distribution. While less obvious than the previous features, certain patterns exist in the discourse mode distribution. First, although not necessarily dominant, there are a considerable portion of arguments (Figure 7a, 7c ), while reliable news should be narrative without subjective judgments. Second, although background information is considered to be a signal of reliable news, sly writers may arrange descriptions strategically with arguments, with the intention of distorting facts with their personal opinions (Figure 7a ).
Composite features
Sentiment and characters. Misleading news tend to have strong preference towards certain characters (Figure 7a, 7b, 7c, 7d) , where characters are associated with emotional sentences. We can see a clear pattern by combining the person filter and sentiment distribution curve together. For example, in the article written by an U.S. writer talking about the relationship of U.S. and Chinese presidents concerning the issue of Hong Kong protesters (Figure 7c ), the U.S. president is associated with positive sentiment while the Chinese president is associated with negative ones.
Discourse mode and sentiment. Quotes have the effect of making an article look more trustworthy since it seems that the ideas come from tertiary sources rather than the author. However, so-phisticated writers selectively quote people's words, using others' mouth to convey their words. This phenomenon is easy to be ignored when reading plain text, while it can be seen clearly through visualization (Figure 9 ). Special attention should be called when there are a lot of quotes appearing in the article, with most of them associated with strong sentiment.
Evaluation
Journalism Scholar Review
Because of time limit, we invited one journalism professor to evaluate SirenLess through a questionnaire. After using our system, the professor gave an overall comment to it: "Meaningful and potentially useful tool for news/information analytics". He described the analytical features shown on the dashboard to be "clear and informative" from an expert's point of view. He affirmed the usefulness of linguistic features we adopt in our system: "The features of writing style, sentiment, and keywords, etc. can be relevant indicators of journalistic performance, depending on the usage context."
The professor mainly commented three use cases of our system. The first one is for academic research in media content analysis for media research companies and scholars: "The news analysis provided by the system can help readers/researchers to obtain a better understanding of the linguistic features of particular news pieces." The second one is for teaching and learning in journalism and public relations courses. The third is for news room practice, especially for editors. 
User Study
We conducted a preliminary user study among college students to evaluate our system and verify whether it can help them to identify the misleading intention of the news articles. Our experiment invited 9 participants including 4 undergraduate and 5 postgraduate students. Among all the participants, 4 of them have formal visualization training, while others do not.
In the study, we first give a tutorial to help the user to understand the interface. We explain to the participants on different views of the visualization system with the use of two news articles, one is a propaganda-like article, which has strong sentiment, another one is more like a weather report, which contrasts with the propaganda one. Once the participants picked up with the interface, we start to conduct the experiment. The experiment is in two steps, first is read first and review with the visualization system, second is viewing the visualization first then read under the help of the visualization system.
In the first step, we first let the participants read a selected article without the help of the visualization system and tell if the article has a bias toward a certain entity. Since the source of the articles is a strong indicator of the participants' judgment, we deliberately conceal it during the experiment. After recording their answers, we let the participants review the article in the visualization system. Only 2 out of 9 had successfully spotted the bias of the article without the help of visualization, they found that one of the paragraphs has a strong misleading intention and violate the facts they knew. After reviewed the article with the visualization system, 8 out of 9 had successfully spotted the bias. The remaining one only agreed the article is biased after we revealed the source of the article.
In the second step, we let the participants view the visualization system of another two selected articles before reading it. The selected articles are concerning the same event but from two different newspapers and have significantly different standpoints towards the event. Same as the first step, we conceal the source of the article and record their answer regarding the article bias and misleading intention. First, participants can only interact with the visualization and are not allowed to read any of the article text. In these 18 samples, 7 out of 18 stated as highly alerted about the article bias, 5 out of 18 stated as dubious and 6 stated the articles look like objective in the visualization. The participants then allowed to read the article text while using the visualization system. When cross verifying the article text with visualizations, the participants previously stated dubious about the articles found actual evidence in the text and confirmed their doubt. The participants previously stated the article as unbiased realized the text is positive towards one side and negative towards the opposite side. After viewing both visualizations and article text, the participants unanimously agreed the articles are biased.
After the experiment, participants reply to a questionnaire regarding the usefulness of the visualization system. For the article as a whole, 4 participants replied strong agreement on the tools in helping them to spot the intention of misleading in the articles, 3 replied agreement and 2 replied as neutral. For spotting the bias towards different entities or events in the articles, all participants replied with an agreement and 5 replied with a strong agreement.
The results are very encouraging. As we work towards an easyto-use system that common users can use and help the general public to realize the bias in the information they receive undoubtedly, we would test our system with a wider audience, especially with a higher variety in the education background.
Discussion
Lessons learned from usability study
The results of our user study indicate that our system has well accomplished our design goals. Also, the domain expert credit our work and see the potentiality of adopting it in research and teaching practice. But on the other hand, some limitations of our system are worth noticing.
Accuracy of feature extraction. Since our system highly relies on the accuracy of extracted data, although we have adopted the state-of-art method, there are some embarrassing scenarios where extracted features denies those suggested by human. This problem can be ameliorated by annotating a larger news corpus to improve the performance of NLP algorithms. Plus, it may be necessary to encode the uncertainty level and alert users of potential discrepancies.
Interaction and readability. Although there are many interactive designs in our system such as character/ topic filter and sentence highlighting, users still make further requests on the interactivity. We therefore outline two future work to improve the usability of our system: 1) Increase the functionality of the filter so the radar chart could change with it to reveal the related sentiment/ discourse mode distribution towards certain characters/ events. 2) Indicate the algorithm and calculation methods in layman terms.
Extending the system and supplement missing dimensions
SirenLess mainly rely on linguistic features as indicators for journalistic performance. While it is a good start for news analysis, it alone might not be sufficient for misleading news detection given that current outputs are more descriptive than conclusive. Suggested by domain experts, there are some possible directions for us to extend our system to better accomplish the goal of fake news detection.
The first one is to enable comparison by aggregating articles of the same topic. Currently, each news article is isolated and thus provides limited insights. We suspect it is necessary for the system to automatically collect news articles on the same topic from different resources and conduct batch analyses. This poses challenges on establishing an automatic data collection pipeline.
The second one is to integrate related external information such as comments and Wikipedia to enable fact check. Recent NLP researches have confirmed the viability of exploiting external resources [PSY * 19,CFWB17] for subject-area multiple-choice question answering. We may learn ideas from these NLP works and carefully devise visualizations for external information integration.
Generalization to other domains
Though the initial goal of the design of our system is news article analysis, we speculate that our system could be generalized to other genres, and would be especially useful for articles with clear pattern. One example is to help students analyze patterns of TOFEL writing samples. As a well-developed writing test with a huge sample pool, there are some patterns and templates for students to follow to get high grades. However, with English as their second language, it is hard for unexperienced students to grasp and understand those patterns. By providing sentence-level visual encoding of writing samples, students could quickly understand the writing style and linguistic features of sample articles.
Conclusion
In this work, we present SirenLess, an interactive tool to detect misleading news articles by their linguistic features, including discourse mode, sentiment, subjectivity, readability level and so on. We illustrate several examples of our system and summarize some patterns of misleading news articles. The findings accord with and further supplement the existing theories. We validate its usefulness through a user study and highlight its potential use cases in news research. In future work, we intend to extend the system by including more analysis dimensions. We also plan to evaluate the performance of our system on other text analysis tasks.
