Two mechanisms that play important roles in cell fate decisions are control of a "core transcriptional network" and repression of alternative transcriptional programs by antagonizing transcription factors. Whether these two mechanisms operate together is not known. Here we report that GATA-1, SCL, and Klf1 form an erythroid core transcriptional network by co-occupying >300 genes. Importantly, we find that PU.1, a negative regulator of terminal erythroid differentiation, is a highly integrated component of this network. GATA-1, SCL, and Klf1 act to promote, whereas PU.1 represses expression of many of the core network genes. PU.1 also represses the genes encoding GATA-1, SCL, Klf1, and important GATA-1 cofactors. Conversely, in addition to repressing PU.1 expression, GATA-1 also binds to and represses >100 PU.1 myelo-lymphoid gene targets in erythroid progenitors. Mathematical modeling further supports that this dual mechanism of repressing both the opposing upstream activator and its downstream targets provides a synergistic, robust mechanism for lineage specification. Taken together, these results amalgamate two key developmental principles, namely, regulation of a core transcriptional network and repression of an alternative transcriptional program, thereby enhancing our understanding of the mechanisms that establish cellular identity.
ChIP sequencing | erythropoiesis | cross antagonism A lthough cells have hundreds of transcriptional regulators, the function of only a few key factors has been proposed to be critical for establishing and/or maintaining cellular identity (1) . Studies in just a few cell types, particularly embryonic stem (ES) cells, support this concept (2, 3) . In ES cells, the "core pluripotency factors" Oct4, Nanog, and Sox2 co-occupy ∼300 genes that are enriched for developmental regulators and genes involved in self-renewal (2) . The gene network formed by these three core ES cell factors exhibits several types of regulatory circuitry including a multi-input motif and feed-forward loops (2, 3) . However, whether such a "core transcriptional network" exists in hematopoietic cells is not known.
GATA-1, SCL, and Klf1 are three essential erythroid promoting transcription factors that play critical roles in establishing erythroid identity through the up-regulation of erythroid-specific genes (4, 5) . GATA-1 regulates expression of some erythroidspecific genes, such as globin genes, in association with SCL (6) (7) (8) and Klf1 (9) (10) (11) . Recent studies of transcription factor occupancy in erythroid progenitors by chromatin immunoprecipitation and high-throughput sequencing (ChIP-Seq) revealed that GATA-1 bound regions are enriched for SCL binding elements (12, 13) , SCL bound regions are enriched for potential GATA-1 binding sites (14) , and Klf1 occupied regions are enriched for putative GATA-1 and SCL binding motifs (15) . Although there is evidence that these three factors cooperatively regulate certain erythroidspecific genes, whether they form a network with features similar to the ES cell core transcriptional network is not known.
Whereas GATA-1, SCL, and Klf1 are essential for erythroid development, the myelo-lymphoid promoting transcription factor, PU.1, is a negative regulator of terminal erythroid differentiation (16) (17) (18) (19) . Surprisingly, PU.1 was found to occupy more genes in erythroid progenitors than the three erythroid-promoting factors (20) . However, the extent of overlap between the genes bound by PU.1 and the three erythroid factors is not known.
In this study, we provide genomic evidence for the existence of a core erythroid network of >300 genes that are co-occupied and regulated by GATA-1, SCL, and Klf1. This network has characteristic features of core transcriptional networks, including a multi-input motif and feed-forward loops. Furthermore, we also find that PU.1 binds to and represses most of the genes in this network, indicating that PU.1 is a highly integrated negative regulator of the core erythroid network. Conversely, we also find that GATA-1 binds to and represses >100 PU.1 myelo-lymphoid gene targets in erythroid progenitors. Finally, mathematical modeling reveals that the dual mechanism used by both GATA-1 and PU.1 to repress an alternative lineage-specific transcriptional program provides a robust mechanism for lineage specification.
Results

GATA-1 Preferentially Binds
Distal to Genes. To begin to investigate the possible existence of a "core erythroid network," we carried out ChIP-Seq experiments on endogenous GATA-1 in normal, murine ES cell-derived erythroid progenitors (ES-EP) (21) in both proliferating and differentiating conditions. The following results indicate that our ChIP-Seq data are of high quality. Several well-established GATA-1 binding sites are found in the dataset, including binding sites in the β-globin locus control region (LCR) (Fig. S1C) . GATA-1 bound regions in both proliferating and differentiating conditions are highly enriched with a characteristic GATA-1 binding motif (Fig. S1D ), similar to that observed in recent studies (12, 13) . Using quantitative chromatin immunoprecipitation (qChIP) for GATA-1, we validated 100% (18/18) of the sites bound in both proliferating and differentiating conditions (Fig. S2) .
Several recent reports describe genome-wide occupancy of GATA-1 in several murine and human erythroid cell lines (12, 13, 22, 23) . Similar to these other reports, we find that GATA-1 most often binds distal to gene promoters; 80-90% of GATA-1 occupied sites are in intragenic or intergenic regions, and <20% of bound regions are within 2 kb of transcription start sites (TSS) (Fig. S1B) . However, in contrast to the results in one of the studies with murine erythroleukemia (MEL) cells (22) , we find that the number of sites occupied by GATA-1 increases during differentiation of erythroid progenitors, from 6,600 sites in proliferating progenitors to 10,600 sites in differentiating cells. In addition, we find that the magnitude of many GATA-1 ChIP-Seq peaks increases during differentiation at sites occupied in both proliferating and differentiating cells (Fig. S1 A and C) . These results provide unique genome-wide occupancy maps of GATA-1 in normal erythroid progenitors, in both proliferating and differentiating conditions.
Associating GATA-1 Occupancy with Gene Regulation. We next sought to understand the relationship between GATA-1 bound sites and genes. Because there is no well-established method for assigning transcription factor bound sites to genes (24, 25) , we tested four different criteria and found that assigning genes to GATA-1 peaks that lie within the region spanning −20 kb of TSS to +10 kb of transcription end site (TES) leads to a greater median gene expression change than assigning peaks to the closest gene (P value = 3.5 × 10 −2 ) (Fig. S3 ). The two other criteria, using smaller distances between the peak and TSS, did not improve upon this result (Fig. S3) . Using the −20 kb of TSS to +10 kb of TES assignment, we associated GATA-1 binding with 5,293 genes (combined total in proliferating and differentiating conditions), including many well-characterized GATA-1 target genes such as GATA-1, GATA-2, and FOG1 (SI Materials and Methods).
GATA-1, SCL, and Klf1 Form a Core Erythroid Network. To explore the existence of a core erythroid network, we generated gene assignments for SCL and Klf1 using recently published genomewide binding data for these two factors in fetal-liver erythroid progenitors (FL-EP) (14, 15) , using the same criterion (−20 kb TSS to +10 kb TES). We found that each factor binds to a large number of genes independent of the other two factors. GATA-1 binds 3,560 (490 + 1,810 + 1,260) genes independently, and SCL and Klf1 bind independently to 421 and 230 genes, respectively (Fig. 1A) . Importantly, however, the analysis revealed that 313 (263 + 8 + 42) genes were co-occupied by the three factors (P value <2.2 × 10 −16 ) (Fig. 1B) , which is strikingly similar to the number of genes that are co-occupied by the three core ES cell factors (353) (2) . Furthermore, there is a strong bias for the three erythroid factors to bind in close proximity (within 200 bp) to one another near these 313 genes (Fig. 1B ). This bias is significantly different from the pairwise peak distances computed for the genes bound by only two of the three factors (Fisher's exact test, P value <2.2 × 10 −16 ). This finding suggests that the three erythroid factors form a dense overlapping regulon and, more specifically, a multi-input motif, similar to the core networks described in ES, pancreatic, and liver cells (2, 3) . We also find that the genes co-occupied by GATA-1, SCL, and Klf1 exhibit the largest changes in gene expression during the differentiation of both ES-EP and MEL cells ( Fig. 1 C and D) . The expression change (a median of 1.2-fold) is significantly greater than the changes observed in genes either not occupied by any of the three factors (P value <3 × 10 −56 ) or occupied by other combinations of these factors (P values <3 × 10 −10 in comparisons to genes bound independently by each factor and between 0.08 and 2 × 10 −6 in comparisons to genes occupied by two of the three factors). Furthermore, we find that genes co-occupied by the three factors are preferentially enriched for loci that have been reported to associate and form transcription factories with either the α-or the β-globin loci in erythroid cells (26) (Fig. 1E) . In combination, these results suggest that genes bound by the three transcription factors may be enriched for genes involved in erythroid differentiation.
To test this possibility, we performed pathway analysis (Ingenuity Systems) to assess the biological functions of the genes (20) for genes occupied by the indicated combination of factors. (E) The fraction of genes with the indicated occupancy of the three erythroid factors that were found to be expressed and form transcription factories with either α-or β-globin loci in erythroid cells as identified in a recent study (26) .
bound by GATA-1, SCL, and Klf1. The analysis showed that these genes are indeed enriched for genes involved in development (P value = 3.24 × 10 −7
) and hematopoiesis (P value = 1.52 × 10 −6 ) ( Fig. 2A) . Moreover, comparison of the gene list with the Gene Ontology (GO) term Erythrocyte Differentiation (GO term 0030218) showed that the genes occupied by the three factors are enriched for erythroid-specific genes (binomial P value = 1.0 × 10
−5
). Consistent with these findings, we also find that these triply occupied genes are overrepresented (binomial P value <2.2 × 10 −16 ) in the group of genes that were previously found to be highly expressed in the erythroid lineage (27) . Three such genes are band 4.1 (Epb4.1), glycophorin C (Gypc), and aminolevulinic acid synthase 2 (Alas2) (Fig. 2 B-D) . These results indicate that the genes bound by GATA-1, SCL, and Klf1 constitute an erythroid core network.
As in the genes encoding the core ES cell factors, expression of the GATA-1 and SCL genes is subject to autoregulation (28, 29) . Although the GATA-1 and SCL proteins exhibit very similar binding patterns near the GATA-1, SCL, and Klf1 genes, only GATA-1 up-regulates expression of all three of these erythroid promoting factors, indicating that GATA-1 is upstream of SCL and Klf1 (Fig. S4) . This relationship is consistent with GATA-1 forming a coherent type I feed-forward loop with both SCL and Klf1 (Fig. S4F ), similar to that reported in the other core transcriptional networks (2, 3) . These findings may also help to explain the observation that overexpression of GATA-1 is sufficient to reprogram nonerythroid cells (30) (31) (32) , whereas, as far as we are aware, this property has not been attributed to SCL or Klf1.
PU.1 Is a Highly Integrated, Negative Regulator of the Core Erythroid
Network. In addition to interacting with SCL and Klf1, GATA-1 directly interacts with the myelo-lymphoid promoting factor PU.1 (16, 33, 34) . The interplay between PU.1 and GATA-1 has served as an important model for understanding the mechanisms underlying lineage specification (35) . Although PU.1 is essential for myeloid and B-cell development (36, 37) , it is also expressed in erythroid progenitors, where it plays an important role in regulating the terminal differentiation decision (18, 38) . PU.1 blocks erythroid differentiation by inhibiting GATA-1 transcriptional activity (39, 40) , as well as by directly regulating many genes in immature erythroid cells (20) . Unexpectedly, ChIP-Seq studies of PU.1 in erythroid progenitors revealed that PU.1 occupies many more sites in these cells than any of the three erythroid-promoting factors (20) . However, whether PU.1 affects erythroid differentiation by regulating the core erythroid network formed by the three erythroid factors is not known.
To test this possibility, we used our recently published ChIPSeq data for PU.1 in ES-EP (20) to interrogate PU.1 occupancy near the 313 genes bound by the three erythroid factors. Strikingly, we find that 75% (235/313) of these genes are occupied by PU.1 (Fig. 3A) . Using recently published data for GATA-1-(13, 23), SCL- (14), Klf1- (41), and PU.1-dependent (20) gene expression changes in erythroid progenitors, we investigated the response of the 235 genes to the four factors. Remarkably, we find that GATA-1, SCL, and Klf1 act to positively regulate expression of 68%, 67%, and 52% of these genes, respectively, whereas PU.1 represses expression of 72% of the genes (Fig.  3B ). For example, Alas2 and Epb4.1 are two erythroid-specific genes that are activated by the three erythroid factors and repressed by PU.1 ( Fig. 3 C and D) . These results reveal a unique feature of a core transcriptional network, namely that it can be subject to negative regulation by a transcription factor that promotes other closely related lineages.
PU.1 Directly Represses Expression of GATA-1, SCL, Klf1, and Important GATA-1 Cofactors. As mentioned, two features of the core erythroid network formed by GATA-1, SCL, and Klf1 are regulation of SCL and Klf1 by GATA-1 ( Fig. S4) and autoregulation of the GATA-1 and SCL genes (28, 29) . Therefore, it was of interest to determine whether PU.1, in addition to repressing many downstream targets of the three erythroid factors, also negatively regulates expression of the factors themselves. Indeed, we find that PU.1 binds in close proximity to the GATA-1, SCL, and Klf1 genes (Fig. S5 ). PU.1 represses expression of the three genes, albeit to a greater degree for GATA-1 and Klf1 than SCL ( Gfi-1b, and represses their expression (Fig. S6) . Thus, the negative effect of PU.1 on the erythroid core network extends to a group of factors that help drive the network.
GATA-1 Binds to and Represses Many PU.1 Myeloid-Lymphoid Gene
Targets in Erythroid Progenitors. We previously found that PU.1 occupies several myelo-lymphoid-specific genes in erythroid progenitors (20) . Given the mutual antagonism between PU.1 and GATA-1 (16, 33, 34) , one might predict that GATA-1 represses these gene targets in erythroid cells. Indeed, we find 151 myelo-lymphoid genes that are occupied by GATA-1 and PU.1 and that are positively regulated by PU.1 and repressed by GATA-1 (Fig. 3E ). For example, we find that GATA-1 binds in close proximity to and represses the myelo-lymphoid genes NFκB1 and the IFN-γ receptor 2 (Ifngr2), which are essential for immune cell function (Fig. 3 F and G) . Interestingly, a recent report demonstrated that during erythroid differentiation GATA-1 represses expression of PU.1 itself (42) . Taken together with all of the aforementioned effects of PU.1 on the erythroid core network, these results suggest that an important aspect of lineage specification is negative cross-regulation directed at both the downstream gene targets of the factors and the genes encoding the factors themselves.
Mathematical Modeling of the GATA-1 and PU.1 Transcriptional
Interaction. To better understand the consequences of this dual mechanism of repressing both the opposing upstream activator and its downstream targets, we developed a mathematical model (SI Materials and Methods) to describe the dynamics and steadystate expression profiles of GATA-1 and PU.1 target genes. . S7-S11 and Tables S1-S2 ). Whereas mutual inhibition between GATA-1 and PU.1 alone increases the G T /P T ratio (right corner of Fig. 4A ), the model behavior illustrates that mutual inhibition and repression of opposing downstream targets act synergistically (center top corner of Fig. 4A ) to maximize the G T /P T ratio. These results suggest that the dual mechanism identified here provides, in comparison with either cross-inhibition or target inhibition alone, more robust suppression of an alternative gene expression program during lineage specification.
Discussion
Work in a limited number of cell types suggests that one important aspect of cellular identity is determined by the concerted actions of a few key transcriptional regulators controlling a subset of genes referred to as a core transcriptional network (1) . In this study, we find that GATA-1, SCL, and Klf1, three essential erythroid transcription factors, form such a network in erythroid cells (Fig. 1) . Several characteristics of this network are highly reminiscent of the ES cell core network (2), including the existence of a multi-input motif formed by the three factors (Fig. 1B) , as well as coherent type I feed-forward loops (Fig. S4) . Because both inputs are required for optimal expression of the output signal, coherent type I feed-forward loops may be important for combinatorial transcriptional regulation (43) . Indeed, absence of SCL leads to a reduction in GATA-1 binding at some erythroid-specific genes that results in suboptimal expression of these genes (14) . Interestingly, in all cases studied thus far, the critical factors cooccupy ∼300 genes (2, 3) (Fig. 1A) . The fact that these factors often bind in close proximity to one another (2) (Fig. 1B) suggests that the cis-binding elements may have coevolved together. In addition to binding in close proximity, another feature shared by the core ES factors and the three erythroid factors is the ability to physically interact. Nanog and Oct4 interact with one another (44), whereas GATA-1 interacts with both SCL (6) and Klf1 (10). This observation raises an interesting question. Did the ability of these transcription factors to interact favor the evolution of cis-elements in close proximity or did the evolution of cis-binding sites facilitate the ability of these factors to interact? Phylogenetic analysis of the binding elements, along with studies of how the protein interaction interfaces evolved, could provide novel insights into the evolution of these core transcriptional networks. Interestingly, we also find that PU.1, a negative regulator of terminal erythroid differentiation, is a highly integrated component of the erythroid core network (Fig. 3A) . Furthermore, we show that, in addition to negatively regulating the expression of many erythroid core network genes, PU.1 also represses expression of GATA-1, SCL, and Klf1 themselves (Fig. S5) , as well as some key GATA-1 cofactors (Fig. S6) . In this way, PU.1 appears to antagonize both the erythroid-specific transcriptional and proteomic networks in erythroid progenitors. Importantly, we also find that GATA-1 represses many of the myelo-lymphoid downstream gene targets of PU.1 (Fig. 3C) , as well as the PU.1 gene itself (42) . Mathematical modeling reveals that this dual mechanism of repressing both the opposing upstream activator and its downstream targets provides for a robust method of silencing alternative gene expression programs (Fig. 4) . This result suggests that such a mechanism may be used by antagonizing transcription factors in other lineages.
The work reported in this study unifies two key concepts that are important for establishing cellular identity, namely the core transcriptional network and the mutual antagonism between master transcriptional regulators. Our findings demonstrate that a "core transcriptional network" can be subject to negative regulation by a master regulatory transcription factor from a closely related lineage. In the future, it will be important to determine whether the types of positive and negative effects on a core transcriptional network found here in the erythroid lineage are also present in other developmental systems.
Materials and Methods
Cell Culture Conditions. ES-EP were cultured as previously described (21) . Briefly, cells were grown in StemPro34 medium (Invitrogen) supplemented with 2 units/mL Epogen (Amgen), 40 ng/mL hIGF-1 (Sigma), 1 μM dexamethasone (Sigma), 100 ng/mL murine SCF (R&D Systems/Invitrogen), and 0.1% β-mercaptoethanol (Gibco) at 37°C in a humidified 10% CO 2 atmosphere. The cell concentration was maintained between 2 × 10 6 and 6 × 10 6 cells/mL by daily medium changes. ES-EP cells were differentiated for 24 h by culturing in StemPro34 media supplemented with 10 units/mL Epogen, 10 μg/mL insulin (Sigma), 3 μM mifepristone (Sigma), and 0.1% β-mercaptoethanol.
qChIP and ChIP-Seq. qChIP was performed as previously described (45) . Briefly, cross-linked chromatin from 2.5 × 10 6 cells was immunoprecipated with Protein A agarose beads (Roche), using 2 μg of HA (Y-11; Santa Cruz) or GATA-1 (46) antisera. Chromatin bound to beads was eluted with 1% SDS and 0.1 M NaCHO 3 and the eluate was incubated at 65°C overnight. Protein and RNA were digested with Proteinase K (Invitrogen) and RNase A (Roche) following the manufacturers' instructions and DNA was isolated using a PCR purification column (Qiagen). qPCR was performed using the primers indicated in Table S3 . All qChIP experiments were performed using two independent chromatin preparations.
ChIP-Seq samples were prepared similarly, using chromatin from 5 × 10 7 cells and immunoprecipitation with 40 μg of GATA-1 antiserum. ChIP-Seq was performed in duplicate, using two independent chromatin preparations. DNA was isolated before immunoprecipitation and used as an input control sample. DNA was isolated and libraries were prepared for sequencing as described previously (47) . Libraries were sequenced using an Illumina Analyzer GAII and processed with the Illumina ELAND pipeline. Uniquely mapped reads were aligned to the mouse genome (mm9 (B and C) GATA-1 target (G T ) and PU.1 target (P T ) gene expression levels, respectively, used to compute the G T /P T ratio. The highest G T /P T ratio observed in the top center corner of A is due to sustained elevated G T concentration with decreased P T concentration relative to all other corners.
CA154239 (to A.I.S.) and DK68634 (to E.H.B.) and National Eye Institute Grant EY012200 (to D.Z. reads were obtained for each of these two respective conditions. The program spp (1) was applied to call peaks, genomic regions of significant GATA-1 occupancy, by comparing reads from the immunoprecipitated (IP) sample to the corresponding input DNA sample. To estimate parameters for final peak calling, we initially called peaks for replicated data independently and then the combined data and calculated the overlaps of peaks from the combined reads with the union of peaks from two individual replicates. Afterward, we selected spp parameters to maximize the overlaps that also yield comparable peak numbers between proliferating and differentiating conditions. The final spp parameters were scored >8 and enrichment.lb >1, with the rest set to defaults, which resulted in 6,600 and 10,600 GATA-1 peaks in proliferating and differentiating ES-EP cells, respectively. For each GATA-1 peak we extracted a 500-bp sequence around the peak center (i.e., ±250 bp) and used it for de novo motif discovery by the MEME software (2). The known consensus GATA-1 binding motif was the top motif returned by MEME for both proliferating and differentiating conditions, and 95% andi 79% of peaks were found to contain the consensus motif, respectively.
To associate peaks with target genes, we tested several criteria, assigning genes with GATA-1 peaks from −2 kb, −10 kb, or −20 kb of transcription start sites (TSS) to +10 kb of transcription end sites (TES). In addition, we also tested assigning peaks to the closest gene. As a group, GATA-1 targets resulting from the first three criteria did not show significant differences of GATA-1-dependent gene expression except when they were compared with the last group on the basis of the nearest distance (Fig. S3) . Accordingly, we chose −20 kb of TSS to +10 kb of TES as the criterion for assigning a peak to a gene. The same criterion was used to assign ChIP-Seq peaks for PU.1, Klf1, and SCL to genes. Totals of 1,380 Klf1 peaks and 2,994 SCL peaks were collected from previous studies by Tallack et al. (3) and Kassouf et al. (4) performed with fetal-liver erythroid progenitors, and PU.1 peaks (16,241) were obtained from our previous ChIP-Seq analysis in ES-EP cells (5) . Gene targets were separated into groups on the basis of the co-occupancy pattern of these four transcription factors, and these groups were subjected to functional analysis with Ingenuity Pathway Analysis and DAVID GO analysis (6).
Gene Expression Analysis. Acquisition of gene expression data for proliferating and differentiating ES-EP and murine erythroleukemia (MEL) cells and fetal-liver erythroid progenitors from wild-type and PU.1 URE −/− was described previously (5) and can be accessed from the National Center for Biotechnology Information's Gene Expression Omnibus (GEO) database using accession no. GSE21953. Microarray data were normalized by the RMA method in the GeneSpring GX software. The log 2 transformed signal intensities were averaged for biological replicates and used for computing expression fold change. Heat maps were generated with the mean value of all time points for a given gene and assigned a color gradient for each time point by calculating the log 2 ratio of that time point to the mean expression value. GATA-1-dependent gene expression data were downloaded from the GEO database using accession no. GSE18042 (7) . After data normalization, the fold change in expression of a gene was calculated by comparing its expression value at 0 h with the average value of all other time points. Klf1-and SCL-dependent expression data were obtained from Hodge et al. (8) and the GEO database using accession no. GSE21877 (4), respectively. The signal intensities were log 2 transformed and quartile normalized. Fold changes in gene expression were determined with the limma algorithm (9) in the Bioconductor package.
e4c Interaction Data. A total of 551 and 273 e4C genomic clusters interacting with Hba and Hbb, respectively, and a total of 6,396 highly transcribed genes (by RNAPII-S5P occupancy) were obtained from Schoenfelder et al. (10) . Active Hba-and Hbbinteracting genes in erythroid cells were defined as transcribed genes within the e4C clusters, as described previously (10) . Overrepresentation of active e4C genes in different groups was calculated using the hypergeometric probability distribution.
Statistical Analysis. Wilcoxon signed rank tests were applied to compare differences in gene expression changes between any two groups of genes with designated patterns of transcriptional factor occupancy. A binomial test was applied to calculate the enrichment of genes occupied by three factors, respectively, in all genes from the mouse genome, erythroid-specific genes, and genes highly expressed in the erythroid lineage. All statistical analyses were carried out in the R language.
Mathematical Modeling. A system of four coupled nonlinear ordinary differential equations is used to model the GATA-1-PU.1 regulatory network:
The state variables of the preceding system of equations can be interpreted according to the following definitions: G, GATA-1 concentration; P, PU.1 concentration; G T , GATA-1 target concentration; and P T , PU.1 target concentration. The parameter values are labeled with subindexes a, activation; i, inhibition; d, degradation; r, regulator; t, target; s, stimulus. G s and P s are the GATA-1 and PU.1 stimulation rates; n is the Hill coefficient; k ar and k at are maximal activation rates; K ar , K at , K ir , and K it are halfmaximal concentrations for activation or inhibition as indicated by subscripts; and k d is the first-order degradation rate assumed to be equal for all species included in the model. To demonstrate the independence of the model from a particular choice of units for time and concentration, it is possible to introduce a change of variables that enables the expression of all parameter values as dimensionless quantities according to the Buckingham π-theorem (11). For example, time can be scaled by the degradation rate (which has units time
) rather than specifying an arbitrary scale. This process demonstrates the capacity to eliminate redundant dimensions from the parameter space of the model. We therefore derive a dimensionless form for the model of Eqs. S1-S4 in Eqs. S5-S8:
In the derivation of the dimensionless Eqs. S5-S8 the state variables and time from Eqs. S1-S4 have been scaled according to the following relationships:
The relationship between the parameter values of the dimensional and dimensionless forms of the model along with an associated set of base parameter values is presented in Table S1 . Selecting values for the dimensionless parameters induces the definition of an equivalence class of dimensional models that all exhibit similar qualitative behavior where the relationships among the dimensioned parameter values result in the corresponding values for the dimensionless parameters. Our numerical simulations of Eqs. S1-S4 are based upon a member of the equivalence class defined by the parameter values in Table  S1 . Note that the parameter values K ir and K it (equivalently λ r and λ t ) are modulated in numerical simulations to compare alternative network topologies (Table S2) .
Here we define the assumptions of the model with reference to variables and parameter values in Eqs. S1-S4. Identical assumptions apply to Eqs. S5-S8. To model the GATA-1/PU.1 regulatory network we assume that the network architecture for GATA-1 and its targets is symmetric to that for PU.1 and its targets. Somewhat more formally, there is a permutation symmetry among the state variables representing GATA-1 and PU.1 as well as GATA-1 targets and PU.1 targets as demonstrated by the invariance of the model under the set of transformations σ : fG ↔ P; G T ↔ P T ; G s ↔ P s g: We introduce asymmetry only in the upstream stimuli (e.g., erythropoietin and GM-CSF represented by the relative magnitudes and duration of G s and P s ). In Eqs. S1 and S2, G s and P s , respectively represent GATA-1 and PU.1 upstream stimulation rates. The second terms of Eqs. S1 and S2 consist of three components. The first is the maximal activation rate described by the parameter k ar . The second parts are Hill functions describing the autoregulation of GATA-1 and PU.1 with half-maximal activation constants K ar (12) . The corresponding Hill coefficients, n, in the base parameter set are >1 to represent the existence of multiple binding sites for GATA-1 and PU.1 in the upstream regulatory regions of the GATA-1 and PU.1 genes (13-15) . The third parts are Hill functions representing the mutual inhibition of PU.1 and GATA-1 on each other's gene expression with half-maximal inhibition constants K ir . Qualitatively identical results are obtained even if the Hill coefficients in the autoregulatory and cross-inhibition terms are independent for all combinations of Hill coefficients in the range we tested: n = 2, . . . , 6. The autoregulatory and cross-inhibition components of the second terms are multiplied by one another to represent their competition to control the synthesis rates of GATA-1 and PU.1. The final terms of Eqs. S1 and S2 represent first-order degradation processes with rates k d for both GATA-1 and PU.1. Eqs. S3 and S4 represent the dynamics of GATA-1 and PU.1 targets, respectively. The first term of Eq. S3 represents GATA-1-mediated activation of its targets with half-maximal activation constant K at , the second term is PU.1 inhibition of the expression of GATA-1 targets with half-maximal inhibition constant K it , and the third term is the first-order degradation with rate k d of the GATA-1 targets. We have assumed that GATA-1 and PU.1 serve as independent inputs to their respective target genes. The terms of Eq. S4 are analogous to those of Eq. S3 but describe the regulation of PU.1 targets. The overall form of Eqs. S1-S4 is similar to that proposed by Laslo et al. to model a different aspect of the hematopoietic gene regulatory network (16) . This system of equations is symmetric for GATA-1 and PU.1 and therefore the differential stimulus applied to favor GATA-1 and the erythroid cell fate over PU.1 and the myeloid cell fate in the test case shown in Fig. 4 would produce precisely the opposite result (i.e., PU.1-mediated myeloid lineage differentiation as opposed to GATA-1-mediated erythroid lineage differentiation were the stimuli magnitudes permuted).
Characterization of the Mathematical Model. To understand the function of the GATA-1-PU.1 network topology identified experimentally (Fig. S7D) we investigated the effects of continuous modulation of the network topology upon the cell fate determination specified by the ratio between the steady-state expression levels of GATA-1 and PU.1 target genes. The model was evaluated via numerical simulations in which GATA-1 receives an initial transient stimulus G S that is 10-fold higher than that applied to PU.1 (Figs. S8-S11 and Table S1 ). To produce the network topology shown in Fig. S7A given the system of Eqs. S1-S4 we require the parameters K ir and K it to take values that are high relative to the maximal protein concentrations. To modulate the network topology from that of ]. However, for clarity of presentation, on the x axis of Fig. 4 we transformed the K ir values using the following function f(K) = Max(K) − Min(K) − K j , where K represents the vector of K ir values K = {K j }, thus representing the antagonistic interaction strength. We transformed the K it values in the same way to represent antagonistic interaction strengths along the y axes of Fig. 4 . When K ir is high, the terms from Eqs. S1 and S2, respectively, are ≈ 1 and therefore neither GATA-1 nor PU.1 inhibits the expression of the other. As K ir decreases, the concentrations of GATA-1 and PU.1 play increasingly significant roles as inhibitors of the expression of the other and, in the case when either GATA-1 or PU.1 reaches extremely high levels, these terms approach zero. The network topology is similarly modulated from that of Fig. S7A to that of Fig. S7C by decreasing the value of the parameter K it . The network topology represented in Fig. S7D is produced when both K ir and K it take on low values relative to the maximal protein concentrations.
To characterize the dynamics of GATA-1-PU.1 regulation near each of the four corners of the K ir -K it parameter space represented in the xy plane of Fig. 4A we simulated Eqs. S1-S4 for four different combinations of K ir -K it parameter values described with their corresponding network topologies in Table S2 .
The dynamics for each parameter set listed in Table S2 are displayed in Figs. S8-S11. Note that when the mutual inhibition is low regardless of the state of inhibition of the downstream targets, the G T /P T ratio is low given the 10:1 G s /P s asymmetric input (Figs. S8 and S10 ). When the mutual inhibition is increased, the G T /P T ratio increases, even with relatively low inhibition of the downstream targets (Fig. S9) ; however, when inhibition of the downstream targets is increased following an increase in the mutual inhibition, the most significant increase in the G T /P T ratio occurs (Fig. S11 ). This result is consistent with the theoretically and experimentally corroborated conclusion stated in the main text that mutual inhibition and repression of downstream targets act synergistically to produce a high-fidelity mapping from upstream cell-fate determining signals to the cell fate specified by a particular downstream gene expression program. . qChIP validation of GATA-1 occupancy. qChIP was performed as described in SI Materials and Methods with chromatin from proliferating (A) and differentiating (B) ES-EP with primers described in Table S3 . Myogenin and β-HS2 served as negative and positive control loci, respectively. HA antibody was used as an isotype control. SDs were calculated from triplicate PCR reactions. Similar results were obtained with at least two independent chromatin preparations. Table S1 except for those that select the network topology K ir = 100, K it = 100. 
