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PREFACE
The control and analysis of thermoacoustic instabilities have been the topic chosen 
for my Ph.D. research. This dissertation presents some advancement in this field. 
In May of 1999, I started working in this area and right away caught my attention 
the possibilities that this field could offer for control applications. It also presented 
big challenges since this research field is usually adopted by graduate students with 
mechanical engineering background. In fact, control of thermoacoustic instabilities 
is a demanding field of work either for control or mechanical researchers since it 
requires the knowledge of both worlds. The control specialist needs to understand 
the physics behind the combustion process to be able to formulate viable control 
strategies for the system. On the other hand, the mechanical specialist needs to 
have a clear view of the control field and the general techniques based on abstract 
math to express the problem in a control framework.
Everything started from a collaboration with the Mechanical Engineering De­
partment at LSU. This Department already had a group of students working in 
this area, with a huge emphasis in experimental work rather than theoretical de­
velopment. The control strategies already applied for this group were very basic in 
terms of control complexity (phase-delay control), and a necessity of exploring more 
advanced techniques was evident.
By a lecture in Mechanical Department at LSU in November of 1999, I got in 
touch with the head of one of the research groups in the Thermo- and Aero- Dynam­
ics Department of ABB Alstom Power Technology Research Center. His research 
group was investigating applications of Hoo control in combustion chambers. A col­
laboration with this research center started in January of 2000. This collaboration
iii
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ended up with a research residency (May to August 2000), held at the Corporate 
Research Center of Alstom Power Ltd. (former ABB Alstom Power) in Baden, 
Switzerland. During this period of time, two active control strategies to suppress 
combustion instabilities were developed. These techniques were tested in a large-size 
gaseous fueled test-rig. First, a Unear model based on experimental measurements 
was developed. Hoc optimal control was used then in controllers synthesis. On the 
other hand, a controller whose parameters were optimized online was also investi­
gated. An evolution algorithm performed this optimization process. In lab testing, 
both strategies were capable of attenuate effectively the pressure pulsations.
During the fall of 2000, the collaboration with the Mechanical Department at 
LSU continued. Acoustic and fuel modulation control were successfully implemented 
in a liquid fueled swirl stabilized combustor. It is important to mention that there 
were big differences between this setup and the test-rig used in the Alstom Power 
Research Center. One of them was the type of fuel used in the chamber and the 
geometry of the combustor. So, they were two completely different systems in terms 
of control. First, the tests for fuel modulation with automotive fuel injectors were 
carried out. Time domain identification was used to derive a linear model of the 
combustor. Model-based LQG and H Loop-Shaping controllers were tested with 
good attenuation factors. However, these techniques did not show clear improve­
ments over classical phase-delay control. Next, acoustic control was investigated. 
This time, frequency domain techniques were used to develop the combustor model. 
LQG and 'H00 Loop-Shaping designs were tested again. Now, the improvements of 
the model-based techniques over a baseline phase-delay strategy were evident.
In summary, active control of thermoacoustic instabilities was successfully imple­
mented in gaseous and liquid fueled combustors. The control methodology involved
iv
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mainly two steps: combustor modeling and controller synthesis. Linear identifica­
tion techniques were used and they were able to capture the basics characteristic of 
the complex combustor system. So, optimal control strategies like LQG and Hoc de­
sign were able to suppress the pressure pulsations inside of the combustion chamber 
effectively.
On the other hand, during the controller synthesis it was noticed that optimal 
control strategies could lead to unstable controllers. This is obviously not desirable 
in practical applications like this one. However, unstable controllers can sometimes 
be avoided by changing the parameters of the control synthesis algorithm. This 
point brought our attention to find a control methodology that could overcome this 
problem (strong stabilization), especially in the case of Hoc design. Consequently, 
a new algorithm to design Hoc controllers with strong stabilization capabilities was 
introduced.
Early in the spring of 2001, a new control setup (fuel modulation case) was 
suggested for the test-rig in the Mechanical Department at LSU. The objective of 
this modification was to investigate the importance of the location of the control 
actuator in the effectiveness of the active control algorithm. Thus the fuel control 
actuator was now focused on the region of major heat-release in the flame front. A 
preliminary study was carried out with simple phase-delay control. It was shown 
that with this new setup a large pressure attenuation could be attained with just a 
small percentage of control fuel.
v
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NOMENCLATURE
ARX Auto Regression with eXtra inputs
ARMAX Auto Regression Moving Average with eXtra inputs
CO Carbon Monoxide
H(s) transfer function
H(u>) frequency response data
/„ n x n identity matrix
K  controller
Koa controller resulting from optimization
L combustion chamber length
LQG Linear Quadratic Gaussian
LFT Linear Fractional Transformation
LTI Linear Time Invariant
M  Mach number
NOx Nitrogen Oxides
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Suy cross-spectral density between u and y
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Ta air temperature
Tj flame temperature
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ABSTRACT
This dissertation presents some advances in active control of thermoacoustic insta­
bilities in combustion chambers. Large-size gaseous and liquid fueled swirl stabilized 
combustors were used during the studies. Active control was implemented using dif­
ferent types of actuators. Proportional (loudspeakers and fuel valves) and discrete 
actuators (open-close automotive fuel injectors) were investigated. Acoustic and 
fuel modulation control were successfully applied.
In large-scale combustors, flame stabilization techniques such as swirl add three 
dimensional characteristics to the flow. Moreover, the induced turbulence creates 
highly nonlinear interactions in the system. Thus, in order to capture these char­
acteristics nonlinear partial differential equations have to be used. Alternatively, 
the main dynamics of the combustion process can be modeled experimentally. This 
approach was chosen. Time and frequency domain linear identification techniques 
were used for this purpose. Several model-based control strategies such as LQG, 
Hoo Disturbance Rejection and Ti-oa Loop-Shaping techniques were tested experi­
mentally with success. A simple controller whose parameters were optimized on-line 
is also introduced. An evolution algorithm was developed to perform its parame­
ter optimization achieving good convergence to optimal values. The improvements 
with these proposed control techniques over classical phase-delay control are demon­
strated experimentally.
A new control configuration was suggested from heat-release visualizations of the 
flame. In this new configuration, control actuation is directly focused onto the main 
area of heat-release in the flame front. Consequently, a more efficient actuation is
xi
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achieved. It is shown that with just a small amount of modulated fuel, phase-delay 
control can substantially attenuate the pressure oscillations.
Finally, during the development of Hoo controllers, there were cases where the 
stability of the resulting controllers restricted the closed-loop performance. A control 
design strategy to solve the Hoo Strong Stabilization problem is then presented. 
The proposed design strategy pursues to overcome the conservativeness of existing 
formulations. Examples show its potential for future applications.
xii
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CHAPTER 1 
INTRODUCTION
The emission of pollutants is critical in modern combustion systems and strict reg­
ulations have been issued about this matter. The formation of pollutants such as 
NOx is largely dependent on the temperature profiles in the combustion process. 
On the other hand, it is desirable to operate the turbine at the highest permissible 
inlet temperature for high efficiency. Therefore, it is needed to have the highest 
allowable average temperature with the lowest possible maximum temperature, i.e. 
an homogeneous temperature distribution during combustion. For that purpose, a 
lean (in terms of stoichiometric balance) mixture between oxidizer (air) and fuel is 
required. However, a negative side effect is the increased combustion noise and the 
susceptibility to thermoacoustic combustion instabilities.
Thermoacoustic instabilities are created by interactions among fluctuations in 
acoustic pressure, velocity, heat release and the acoustic characteristics of the com­
bustor and air supply, which can couple together and act as resonators. The first 
one to recognize this mechanism was Lord Rayleigh [62]. He observed that the effect 
of heat addition on the acoustic waves depends on the phase relationship. Conse­
quently, if heat is added at the moment of highest pressure, the oscillations will be 
amplified. On the other hand, the oscillations will be damped if heat is added at 
the moment of lowest pressure or extracted at the moment of highest pressure.
Thermoacoustic instabilities in combustion chambers can lead to severe degrada­
tion of the combustion process, such as unacceptable noise pollution or even struc-
1
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tural damage due to high pressure pulsations. These matters have received much 
attention of the research community. However, the complexity of the combustion 
process and the lack of suitable actuators make it a challenging problem.
The theory of combustion instabilities combines three main phenomena: acoustic 
properties, combustion interactions, and Same behavior. As a result, the three char­
acteristics must be linked together in order to understand the origin of the instability 
coupling. Researchers have developed modeling techniques to describe the complex 
phenomena of thermoacoustic instabilities in simple setup systems. Culick in [17] 
reviewed the theoretical work in combustion instabilities applied to liquid-fueled 
propulsion systems. He explained the main mechanisms for combustion instabili­
ties in these systems. In [8], Bloxsidge et al. developed a theoretical linear model 
to determine the frequency and mode shape of the instability and validate it by 
comparison with experimental data. A nonlinear combustor model was derived by 
Dowling in [19], where the acoustic dynamics are assumed to behave linearly and 
the heat release presents a nonlinear behavior which essentially ’saturates’ according 
with the flow velocity. Similarly, Van Roon [73] derived a model based on acoustics 
coming from experimental measurements and on nonlinear burner and flame char­
acteristics (saturation-like). He found that the reactants mixture does not arrive 
at the flame front at one specific time but over a distributed range of time (delay 
modeled). Peracchio and Proscia [61] presented a model whose instability agent is 
a fluctuating equivalent ratio. The acoustic pressure oscillations create a  varying 
fuel/air ratio being delivered at the flame front which in return produces an oscil­
lating heat release. This assertion was later corroborated by Lieuwen et al. [44] 
through experimental investigation. Furthermore, it was shown that the dominant 
characteristic time associated with the instability mechanism is the convective time
2
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from the point of the formation of the reactive mixture to the point where it is 
actually burned at the flame. In addition, experimental work presented by Richards 
and Janus [64] showed that the nozzle reference velocity is an important factor in 
the development of instabilities. Emphasis has also been put in understanding the 
dynamic behavior of the flame since this is an important element in the instabil­
ity mechanism. Fleifil et al. [23] analyzed and modeled the behavior of a laminar 
premixed flame with a perforated plate as flame holder; similarly in [20] Dowling 
studied the dynamics of a premixed ducted flame burning in the wake of a bluff- 
body flame holder. Moreover, Klein et al. [39, 38] developed a new measurement 
technique to assess the flame characteristics where the flame is represented either 
as an autonomous source of sound or as an amplifier of sound in the combustion 
interactions.
Models of large-scale combustors are far from being fully developed. In order 
to model accurately these complex combustion systems, partial differential equa­
tions must be used to describe the dynamic interactions inside of the combustion 
chamber. Besides, it is not always practical to consider all the elements affecting 
the combustion process. Although, some simplifications in the dynamic equations 
could be applied, the resulting models still present high complexity. A research 
trend in modeling combustion instabilities looked to identify the combustion system 
experimentally as a network of acoustic elements. Hence, the acoustics, flame and 
burner dynamics are modeled based on acoustic properties using experimental data. 
However, these models structure have their roots in physical characteristics. Most of 
this work has been carried out by Paschereit, Schuermans, Polifke, Gstohl and Van 
Room [30, 55, 59, 68], in the Alstom Power Research Center (former ABB Alstom 
Power Technology Center). Similarly, in [49] Murray et al. presented a study in sys-
3
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tem identification for limit cycles systems with application to combustion processes; 
linear systems identification, time-delay estimation and describing function methods 
are employed in the modeling process. The combustor model structure is based on 
physical considerations. In this context, Smith et al. [70] addressed the problem of 
model validation of combustion models, and explained the necessity of new model 
validation techniques that takes into account nonlinear model perturbation and the 
effect of broad band disturbances.
In general there are two methods to attenuate combustion instabilities: passive 
and active control. Passive control involves redesigning the combustion chamber, 
including burner, fuel supply, etc., in such a way that the system as a whole provides 
enough damping to avoid the thermoacoustic interactions. Passive methods for con­
trolling combustion instabilities in dump combustors have been studied by Gutmark 
et al. [32]. Their application typically requires modifications to the fuel injection 
or combustor hardware to eliminate the source of the variation in the heat release 
or to increase the acoustic damping; they include baffles, resonators, and acoustic 
liners. However, implementation of these passive approaches could be costly and 
time consuming, and sometimes not very effective.
The study of active control methods started in early 1950s with an application 
to rocket motor instabilities. Since the 1980s, the interest has raised due to strict 
pollutants regulations and new actuators and sensors development. The active con­
trol strategies employed to dampen or eliminate thermoacoustic oscillations vary 
widely, both in terms of the theoretical basis for the control system, as well as the 
actual hardware used. They are described in two important review papers by Can- 
del [11] and McManus et al. [47]. In a recent paper [2], Annaswamy and Ghoniem 
reviewed the basic modeling techniques in combustion instabilities, as well as the
4
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main problems faced by active control strategies. Hendricks and Schadow in [35] 
presented a survey of the research carried out at the Office of Naval Research (ONR) 
and summarized the progress achieved in this field.
Active control can be divided in two main streams: acoustic and fuel modulation. 
In acoustic modulation, an acoustic driver is used to modulate the pressure field in­
side of the chamber and then modify the mixing pattern fuel-air before entering the 
flame front. Consequently, the heat released by the flame is altered and the coupling 
in the instability mechanism could be suppressed. Meanwhile, fuel modulation mod­
ifies the fuel flow stream directly into the burner, such that the heat release is not 
coupled with the acoustic characteristics of the chamber. Moreover, active control 
can be classified in two main strategies: open-loop and closed-loop.
In open-loop systems, the control action is independent of the combustor’s re­
sponse to the control input. Essentially, they provide a fixed stimulus to the com­
bustor in order to disrupt the instability mechanism. Usually, an oscillatory signal 
with a fixed amplitude and frequency is applied to the combustor by fuel or pres­
sure modulation. The effectiveness of this technique is very dependent on their 
calibration, which is a difficult task. Following this philosophy, acoustic and fuel 
forcing applied to a liquid incinerator has been reported by Gutmark et al. [33]. In 
[58], Paschereit et al. applied open-loop control to suppress symmetric and helical 
thermoacoustic instabilities in an experimental swirl-stabilized combustor. In the 
Mechanical Department at LSU, Stephens et al. [71] presented the use of open-loop 
control methodologies in a liquid fueled swirl combustor.
The basic idea of active control in a continuous-flow combustion system is that, 
by monitoring a representative signal of the instability coupling, appropriate acoustic 
or fuel forcing can be applied such that the instability is suppressed. The feedback
5
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signal is produced generally by a pressure transducer or by a heat-release sensor, 
which monitors one of these instability mechanisms at some position of the chamber. 
The basic control strategy is motivated by the Rayleigh’s Criterion, where the pres­
sure or heat release measurement is delayed and amplified (phase-delay control) by 
a specific amount, and fed back to the system by means of either a loudspeaker or a 
fuel valve. The attenuation factors obtained with phase-delay controi are moderate 
and sensitive to changes in the operating conditions of the combustor. Pioneering 
work is due to Bloxsidge et al. [9], who tested this technique and explained its 
success using theoretical relations. In the same line of work, Langhorne et al. [41] 
used measured transfer functions describing the flame’s response to predict the op­
timal tiine-delay that should be applied to the system. Gulati and Mani [31], and 
Paschereit et al. [56, 57] applied this kind of control using acoustic actuators in 
combustion test rigs. With respect to fuel modulation, Murugappan et al. [50] and 
Cohen et al. [15] presented applications of phase-delay control using fuel injectors 
as control actuators, the first one in a swirl stabilized combustor and the latter one 
in a lean, premixed combustor. A new approach was suggested by Neumeier and 
Zinn [52, 53, 54], an N-mode observer was used to track the frequency, amplitude 
and phase of the first N-unstable modes, the resulting decomposed signal was then 
delayed and amplified for feedback purpose. Applications of this technique to lean, 
premixed combustors have been reported by Sattinger et al.[66] and Hibshman et 
al. [36]. Another approach was taken by McManus et al. [48], he also investigated 
phase-delay control, but implemented a pulse-width modulation control scheme us­
ing an optical flame emission sensor to drive a control fuel injector. The algorithm 
was tested using a simple third-order combustor model, as well as experimentally.
6
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Research on model-based techniques for control of combustion instabilities be­
gan mainly in the 1990s. In [76], Yang et al. were the first research group to 
develop linear theory to study active control of longitudinal pressure oscillations in 
a combustion chamber. Their model was used to design a digital observer-based 
controller. The control strategy was tested only in simulation but it showed its 
potential to suppress combustion instabilities. Continuing this work, Fung et al. 
[26] used this model assuming the control actuator was spatially distributed. The 
feedback control is produced by the injection of secondary fuel into the chamber, 
and the mass flow rate of tliis injected fuel is modulated by a PI controller. Again, 
the effectiveness of this strategy was shown only by simulation. In [27], Fung and 
Yang added nonlinear characteristics to the model and showed the existence and 
stability of limit cycles by using the time averaging method. An optimization pro­
cess was suggested to select the gains of the PI controller. Recently, Krstic et al. 
[40] presented a self-tuning scheme for adapting the parameters of a PI controller 
applied to a nonlinear Culick-type [16] combustor model, a Lyapunov-based crite­
rion is used in order to regulate the nonlinear pressure oscillations. The algorithm 
was simulated with successful results. On the other hand, Annaswamy, Fleifil and 
Hathout et al. [3, 24, 25, 34] have developed a model based on linear acoustics and 
nonlinear flame dynamics for a simple premixed laminar combustor. Linearization 
was applied to the nonlinear model in order to design an LQG controller. This LQG 
controller showed to be effective for a large class of initial conditions. In addition, 
it was also proposed a nonlinear controller, where the LQG linear controller was 
connected in parallel with a neural network to compensate for uncertainties in the 
system. Experimental testing was carried out in a small size combustion test-rig in 
MIT.
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On the other hand, adaptive control has also been suggested as an alternative 
control strategy to suppress combustion instabilities. Evesque and Dowling in [22] 
proposed an adaptive controller based on an HR filter, where the coefficients were 
optimized by an LMS algorithm.
In [37], Hong et al. proposed for the first time the use of robust feedback the­
ory to the combustion instability problem. The control system was synthesized via 
structural singular values (^-technique) in the Tioo setting. However, the approach 
taken assumed that the nominal plant was expressed only by the acoustic dynamics 
and the flame characteristics were lumped in the feedback loop as an uncertainty 
block. This methods seems not to be the most appropriate since the flame char­
acteristics are very important in the actual combustion system. Contrary to this 
approach, Chu et al. [14] proposed the use of linearization to derive the combus­
tor linear dynamics from a nonlinear model for a premixed turbulent combustor. 
Finally, Tioo Loop Shaping control design was applied. The results presented are 
only simulations and none experimental implementation was reported. Recently, 
Annaswamy et al. [4] reported experimental results of Tioo controllers. However, 
the study was only carried out in a small combustor test-rig (lkW) with laminar 
flow.
It is important to point out that the Tioo based design was mainly tested in 
simulation so far and no experimental test in a large size combustor chamber have 
been reported to our knowledge. Furthermore, the question of how well a single 
controller could perform for a set of different operating conditions was still an open 
question until now. This issue is extremely important in active control of combustion 
systems, since it is alway desirable to have a single controller that could provide
8
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enough robustness to attenuate pressure oscillations for a wide range of operating 
conditions.
The rest of the dissertation is divided in 11 chapters. In Chapter 2, a brief 
overview of the basic principles of combustion chambers is presented. Chapter 3 
gives a description of the dynamics involved in the thermoacoustic instability mech­
anism. In Chapter 4, the sensors and actuators commonly used in active combustion 
control are presented. Chapter 5 introduces the concept of Riemann Invariants to 
characterize the acoustic properties of combustion chambers. A brief introduction 
to optimal control is presented in Chapter 6. In Chapter 7, the modeling and control 
design procedures for a gaseous fueled combustor are fully described. Similarly, the 
application to a liquid fueled combustor is presented in Chapter 8. In Chapter 9, the 
new accomplishments and perspectives of future work in the Mechanical Engineer­
ing Department at LSU are outlined. An alternative control design procedure for 
the Hoo strong stabilization problem is introduced in Chapter 10 and finally some 
concluding remarks are given in Chapter 11.
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CHAPTER 2
COMBUSTION CHAMBER BASICS
In this introductory chapter, the basic concepts surrounding combustion chambers 
are presented. Their role in gas turbines and their main operational features are 
introduced for a complete understanding of their complex dynamics. Most of the 
material presented in this chapter was summarized from the references [29, 42, 65].
2.1 Gas Turbines
A simple gas turbine is comprised of three main sections: a compressor, a com­
bustor chamber and a power turbine. The gas turbine operates on the principle of 
the Brayton cycle, where compressed air is mixed with fuel and burned under con­
stant pressure conditions. The resulting hot gas is then allowed to expand through 
a turbine to perform work.
The turbojet (turbines used in jet engines) uses a series of fan-like compressor 
blades to bring air into the engine and compress it. In this section, there are a 
series of rotor and stator blades. Rotor blades perform somewhat like propellers 
since they gather and push air backward into the engine. The stator blades serve 
to straighten the air flow as it passes from one set of rotor blades to the next. 
As the air continues to be forced further into the engine, it travels from the low- 
compression set of rotors and stators to the high-compression set. This last set puts 
what it might be the final squeeze of the air. The combustion chamber receives 
the high pressure air, and mixes fuel with it, and bums the mixture to increase its 
temperature. The resulting hot and very high-velocity gases strike the blades of
10
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Figure 2.1: GP7000 Turbofan Engine Developed by GE and P&W (h ttp :// 
www.pratt-whitney.com/3a/html/products.gp7000.html).
the turbine and causes it to spin rapidly. The turbine is mounted on a shaft which 
is connected to the compressor. Thus, the spinning is what causes the compressor 
sections to function. After passing the turbine blades, the hot and highly accelerated 
gases go into the engine’s exhaust section. The exhaust section of the jet engine 
is designed to give additional acceleration to the gases and thereby increase thrust. 
The exhaust section also serves to straighten the flow of the gases as they come 
from the turbine. Basically, the exhaust section is a cone mounted in the exhaust 
duct. This duct is also referred as the tailpipe. Figure 2.1 shows the turbofan engine 
GP7000, commonly used for propulsion systems, manufactured by GE and P&W.
Nowadays gas turbines have many applications: power generation, mechanical 
drives, propulsion systems, etc. Each application demands changes in the operating 
configuration of the turbine. However, the overall basic principles are still preserved.
11
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On the other hand, a gas turbine combustor has to satisfy some basic requirements 
related with its working operation:
•  High combustion efficiency (the fuel should be completely burned so that all 
its chemical energy is liberated as heat);
•  Wide stability limits (the flame should stay alight over a wide range of pressure 
and air/fuel ratios);
•  Low emissions of gaseous pollutant species;
•  Durability and
•  Maintainability.
CAN TUBOANNULAR ANNULAR
Figure 2.2: Three Main Combustor Types [42j.
In a gas turbine, the choice of a particular combustor type and layout is deter­
mined largely by the overall engine design and by the need to use the available space 
as effectively as possible. There are two basic types of combustors, tubular and an­
nular, see Figure 2.2. A tubular (or “can”) combustor is comprised of a cylindrical
12
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Figure 2.3: Multi-can Combustor Arrangement [42].
liner mounted concentrically inside a cylindrical casing. A multi-can combustor is 
shown in Figure 2.3. In an annular combustor, an annular liner is mounted con­
centrically inside an annular casing. In many ways, it is an ideal form of chamber, 
because its clean aerodynamics layout results in a compact unit of lower pressure 
loss than other combustor types. A compromise between these two extremes is 
the “tuboannular” or “can-annular” combustor, in which a number of equispaced 
tubular liners are placed within an annular air casing.
2.2 Stoichiometric Mixture
Although the combustion of a hydrocarbon fuel is an extremely complex process, 
it may be analyzed on the assumption that combustion can be fully described by a 
single global reaction in which fuel and air react at certain rate to form combustion 
products. In order to achieve complete combustion enough air must be provided 
to convert the fuel completely to carbon dioxide and water vapor. Stoichiometric 
mixtures, by definition, contain sufficient oxygen for complete combustion; thus, 
operation at the stoichiometric fuel/air ratio will release all the latent heat of the
13
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combustion fuel. If the fuel is burned at a numerically lower fuel/air ratio, the 
mixture is referred to as lean or weak. Combustion at a fuel/air ratio larger than the 
stoichiometric value implies a deficiency of oxygen, this case is called rich mixture. 
For rich mixtures, the combustion is incomplete and partially burned fuel will escape 
from the combustion zone. In the combustion field, it is common to express the 
mixture strength in terms of an equivalent ratio 0. The equivalent ratio is the 
actual fuel/air ratio divided by the corresponding stoichiometric ratio. Thus, for 
all fuels, 0 =  1 denotes a stoichiometric mixture. Furthermore, a value of 0 > 1 
indicates a rich mixture, meanwhile 0 <  1 denotes a lean mixture.
2.3 Swirl Stabilization
In combustion the term “stability” is often used rather to describe either the 
range of fuel/air ratios over which controlled combustion can be achieved, or as 
a measure of the maximum air velocity that the system can tolerate before the 
flame is extinct. Hence, the notion of “good stability performance”, applied to a 
combustor, could mean either that it is capable of burning over a wide range of 
mixture strengths or that its blowout velocity is high.
Figure 2.4: Flow Recirculation Induced by Swirl [42].
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The primary-zone airflow pattern in the burner influences considerably the sta­
bility properties of the flame. Many different types of airflow patterns are employed 
in practice, but one feature common to all is the creation of a toroidal reversal flow 
that entrains and recirculates a portion of the hot combustion products in order to 
mix with the incoming fuel and air. The property of having a flow recirculation in 
the primary zone is denoted as swirl stabilization. In burners that use fuel injectors 
the most effective way of achieving this effect is either by fitting a swirler (swirl 
vanes) in the dome around the injectors or supplying a tangential flow to the oxi­
dant. This type of recirculation pattern provides a better mixing than is normally 
obtained by other means, because swirl components produce high turbulence and 
rapid mixing rates. These characteristics of swirling burners are preferred to control 
the stability and intensity of combustion, and the size and shape of the flame region. 
For a review of the role of swirling flows in combustion refer to [72].
2.4 Types of Flames
Most fundamental studies of flame combustion are performed using gaseous or 
pre vaporized fuels. Moreover, although a flame can propagate through a static 
gas mixture, it is usual to stabilize the flame at a fixed point and supply it with 
a continuous flow of combustible mixture. Under these conditions, a flame can be 
divided into two main classes - premixed flames and diffusion flames - depending 
on whether the fuel and the air are mixed before combustion, or mixed by diffusion 
in the flame zone. Depending on the prevailing flow profile and velocity, both types 
of flame can be further classified as laminar or turbulent. Turbulence is of prime 
importance because most flowing fuel-air mixtures are turbulent and turbulence is 
known to enhance mixing and flame speeds considerably.
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In practical liquid-fueled systems, the fuel is injected into the reaction zone 
following the principle of diffusion flames. Here, the evaporation of the fuel droplets 
in the spray is of prime importance for homogeneous combustion. The overall rate 
of evaporation depends on the pressure, temperature and diameter and relative 
velocity of the drops.
16




First, an introduction to the driving mechanisms of thermoacoustical instabilities 
in combustion chambers is presented in this chapter. Next, the derivation of two 
analytical combustor models, previously presented in literature, is introduced for 
better understanding of the instability coupling in combustion systems.
3.1 Instability Mechanisms
What is a thermoacoustic instability? In a gas turbine, the combustion chamber 
receives the air flow coming from the compressor and increase its temperature by 
a combustion process. In the turbine, this process is carried out inside an inclos­
ing volume. This inclosing volume has inherited acoustic properties that depend 
mainly on temperature and boundary conditions. In addition, the dynamics of the 
combustion process depend on different parameters: mixing between fuel and ox­
idizer, chemical reactions and heat-transfer to the system and surroundings. All 
these phenomena have their own time and length scales associated with their intrin­
sic characteristics. Moreover, in large-scale combustors turbulence is introduced as 
a stabilization method of the flame; in some cases this turbulence creates periodic 
structures that liberate heat, vortex structures, with certain frequency associated. 
Thus, for some operating conditions of the combustor, the acoustic characteristics 
of the chamber can match the time-scales associated with the liberation of heat in
17





Figure 3.1: Thermoacoustic Instability Mechanism.
the flame front. As a result, a coupling could be generated between the pressure 
waves and the heat release properties, thermoacoustic instability. These two phe­
nomena interact and enhance mutually producing a feedback loop linking these two 
dynamics as shown in Figure 3.1. Consequently, strong pressure pulsations might 
develop inside of the combustor. However, the growth of these oscillations is limited 
since the fluctuations cannot increase infinitely due to the energy limitations in the 
combustor. This phenomena is usually related to nonlinear characteristics of the 
system (saturation-like). Thus, thermoacoustic instabilities are represented by a 
limit-cycle type of oscillations [19].
In liquid-fueled combustors extra parameters are also considered in the devel­
opment of combustion instabilities. In this type of combustors the fuel and air are 
mixed by diffusion in the burner. Thus the burning rate depends on the instan­
taneous vaporization rate of the fuel spray, which depends in turn on the droplet 
size distribution of the spray. Therefore, the convective time from the fuel nozzle to 
the flame front plays an important role in the instabilities appearance. Moreover, 
pulsations in the air or fuel supply can also trigger an instability [65].
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The first one to understand and explain this coupling phenomena in combustion 
processes was L. Rayleigh in [62]. He noticed that vibrations inside a cylinder can 
be maintained by heat when the resonating body is gaseous. “If heat be periodically 
communicated to, and abstracted from a mass of air vibrating, the effect produced 
will depend upon the phase of vibration at which the transfer of heat takes place. 
If heat be given to the air at the moment of the greatest condensation, or be taken 
from it at the moment of greatest rarefaction, the vibration is encouraged. On the 
other hand, if heat be given at the moment of greatest rarefaction, or abstracted at 
the moment of greatest condensation, the vibration is discouraged” . In addition due 
to this feedback loop, the frequency characteristics can be altered. So L. Rayleigh 
explained also the pitch behavior due to the instability coupling. “If the air be at its 
normal density at the moment when the transfer of heat takes place, the vibration is 
neither encouraged nor discouraged, but the pitch is altered. Thus the pitch is raised 
if heat be communicated to the air a quarter of period before the phase greatest 
condensation; and the pitch is lowered if the heat be communicated a quarter period 
after the phase of greatest condensation”. Consequently, the relative phase between 
the acoustic vibrations and the addition of heat can have two main effects:
•  Enhance or attenuate the oscillations and
•  Raise or lower the pitch.
Analytic modeling approaches have been developed to pursue a general under­
standing of combustion instabilities. However some assumptions have to be made 
in order to simplify the dynamics and be able to derive analytical representations 
of the combustion process. Nevertheless, these assumptions are not restrictive and 
allow to capture valuable insight about the driving mechanisms of the instabilities.
19
R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
Linear theory can determine the frequencies and the growth rate of the possible 
oscillations. Meanwhile, nonlinear analysis can determine its limiting amplitudes. 
The analytical models developed in literature represent the thermoacoustic insta­
bilities as a feedback cycle among linear dynamics, process delays and nonlinear 
characteristics. Mainly the linear dynamics represent the acoustic response of the 
chamber, the process delays are associated with convective delays in the flame front 
and the nonlinear characteristics are linked to the flame behavior [49].
3.2 Combustor Models
In large size combustors, flame stabilizing mechanisms such as swirl or bluff- 
body recirculation create turbulence in the reaction zone to enhance the mixing 
between reactants and improve the lean blow-out limits of the flame. Furthermore, 
the induced turbulence creates chaotic interactions in the flow which can only be 
tracked by nonlinear partial differential equations [18]. Therefore modeling these 
types of combustors is extremely complicated. On the other hand, understanding 
the dynamics of simple small size-combustors can give valuable insight about the 
instability coupling that can help to extend these notions to more complex systems.
To our understanding, only two analytical combustor models have been devel­
oped in literature to be used for control applications. These two models were derived 
by research groups in
•  MIT (USA) and
•  Cambridge (England).
These two models are based on small-size combustors with rather simple (compared 
to large-scale combustors) dynamics. Both models correspond to premixed combus­
tors and assume that the driving mechanism of instability is the coupling between
20
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the velocity fluctuations at the flame holder (u 'c ) and the heat release rate (g'G). 
However, the flame stabilization process and active control strategy are different 
for both models. The dynamics presented by these two models clearly are not as 
complicated as in large-scale combustors where flame stabilization mechanisms, like 
swirl, add three dimensional characteristics to the flow interactions. But the knowl­
edge that can be obtained by analyzing the instability mechanism, flame-acoustics 
interaction, is important. The derivation of these two models is given next.
The following assumptions are taken in order to obtain the combustor models:
•  One-dimensional flow, in the longitudinal direction of the combustor;
•  Inviscid flow, i.e. the duct has negligible dissipation effect on the acoustic 
waves;
• Negligible thermal conductivity to the surroundings;
•  Perfect gas and
•  Stationary flow
In order to keep a consistent notation, let (•) denote a mean component and (■)' a 
fluctuating component for the quantities considered in the next derivations.
3.2.1 Cambridge Combustor Model
The derivation of this model was carried out by Dowling, Chu and Glover in 
[14] and [20]. A premixed ducted flame, burning in the wake of a bluff-body flame- 
holder is considered as shown in Figure 3.2. The combustor consists mainly of two 
sections, upstream and downstream of the flame holder. For simplicity, the inlet 
is choked, so a constant mass flow rate is present at that point, and the end of 
the chamber is open. Thus, oncoming flow distorts the flame surface and thereby
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R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
choked inlet I
microphone
Figure 3.2: Cambridge Model: Combustor Setup.
alters the rate of combustion, while this unsteady heat release generates acoustic 
waves which reflect from the ends of the duct and disturb the flame in a cyclic 
process. Therefore the possibility of self-excited oscillations is present at certain 
flow conditions. The acoustic waves are assumed to behave linearly and the main 
nonlinearity is identified in the rate of heat release, which essentially 'saturates’ once 
the amplitude of the velocity fluctuation exceeds its mean. For control purpose, a 
fuel injector is assumed to provide an extra source of heat at the flame front (fuel 
modulation). The derivations for the acoustics and flame models are presented next.
3.2.1.1 Acoustic M odel
Consider Figure 3.2 and assume that the heat-release is spatially localized at 
x  = xq, in other words
g(x, t) =  qG +  ~  xc) (3.1)
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choked inlet
I
Figure 3.3: Cambridge Model: Acoustic Waves.
where qc denotes the heat release rate, b the radius of the shield and S(-) represents 
the Dirac delta function. Under this assumption, it can be proved [3] that the mean 
variables are essentially constant over the length of the combustor except for a step 
change at x c ■ Note that this discontinuous behavior at xg can be represented by 
a normal shock relation. Hence, for flow through a normal shock with no direction 
and area change, the equations of conservation of mass, momentum and energy can 
be combined with the perfect gas equation.
pou2 — p\U\ =  0 (3.2)
P2 + piu\ -  pi — piuf = 0 (3.3)
( ^ U2 - Pi“ i) +  \ p ' ui {ul  ~ u i) =  ^  (3.4)
where p stands for the density, 7  for the ratio of specific heat capacities (property of
the fuel), p for the pressure, u for the velocity of the flow, T  for the temperature and
the sub-indexes 1 and 2  stand for the conditions x  = Xq and z  =  x J  respectively.
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Next, assume that the pressure perturbations are the summation of two acoustics 
waves, Riemann Invariants, downstream (0 <  x < xg) and upstream (xc  < x < x i)  
of the combustion zone respectively, with their phase referenced at x  =  xg as shown 
in Figure 3.3. An analytical explanation for this assumption will be given in Chapter 
5. Hence, let for the upstream region
p(x, t) =  Pi +  f ( t ~ X- , y )  +  9 ( t  +  r — y - )  (3.5)V C\  +  U \ J  \  C\ — U \ J
u(x ,t)= U i +  zrzr I f  ( t - X_ J_C)  -  g ( t  + z■— t t - ) ]  (3.6)
P \C \  L \  c i  + u\J  \  c i  -  uiJi
p{x, t ) =  pi +  4  [ /  ( t  ~  - ■ ? )  +  3 ( t  +  t — “ 11 (3.7)q  L V ci +  u \ J  \  ci — Ui /J
and downstream (neglecting the influence of the entropy)
p(x.t) = p2 +  h i t  — _ -G)  +  j  ( t  +  _— ~r-] (3-8)
\  Cj +  U2 J  \  Co — Uo /
U( ^ )  = a0 + J - U / ' t - i Z i c ' )  -  + (3.9)
'  P2C2 L V C2 +  U 2 /  V Cl — t i l y j
By the two boundary conditions: chocked inlet (at x = 0 constant mass-flow rate,




M  = - .  c2 =  (3.12)
c p
On the other hand, the pressure sensor is assumed to be located at x =  xre/  down­
stream of the flame burner. Thus, from (3.8) the pressure signal at this location can
be calculated
Pref{t) =P2 + h(t -  T*f ) +  j ( t  + lief) (3-13)
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where
h X r e f  ~  X G
r Sf  C2 + U 2 
i x r e f  %G
r e f ~  C2 - U 2
Also, the velocity at the flame holder uq is an important factor related to the flame 
dynamics. Furthermore, it will be the feedback mechanism for the instability as will 
be seen later. So, it is calculated from (3.6)
uG{t) = «i +  -Jrr [/(«) -  g{t)] 
P lCl
(3.14)
Thus substituting back into equations (3.2), (3.3) and (3.4), a transfer function 
representation can be obtained for p'ref  and uG in tenns of q'G
' /
G(s)
= X - Y
. H{s) \
,-n/s
, - T D a





Pref{s ) 0 e~Tr,'!* -  e-^D-Tict)s G(s)
. UC{$)
1 ( l-Mlc-TT,3 _





- 1 + ( 2  -  if )  -  m  ( 1 -  g )  i + a j ,  ]
W  +  w f  -  |w ? (  1 -  AM ( f  -  1) Sf1? ?  +
[l +  ( 2  -  g )  +  Mf ( l  -  £ ) ]
[ t t A  +  a t  _  i Ju ? ( 1  +  M , )  @  -  L )] _  | m , m 2
Finally, denote the overall acoustics model as Taccmstic, be.
Pref{s)
U g ( s )
=  Tracoustic ' Qa{s) (3 .16 )
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3.2.1.2 F lam e D ynam ics
The concept of a time-invariant turbulent flame speed is used to develop a kine­
matic model of the flame response to flow disturbances. This model applies to the 
case where oncoming flow is related to the heat release rate at any time instant. 
Moreover, the heat release rate is assumed to be proportional to the flame surface. 
First, the flow inside the combustor is considered axisymmetric and combustion as­
sumed to begin on a surface G(x,r,t)  = 0  whose axial position at radius r  is given 








Figure 3.4: Cambridge Model: Flame Interaction.
In this way, the flame initiation surface is given by G{x, r,t) = x  — £(r, f). This 
surface is assumed to propagate normal to itself at constant speed Su, relative to 
the unburnt fluid. In other words, the surface G(x, r.t) = 0 moves in the direction 
of its normal n  with speed u  • n — Su, where u  =  (u, v) is the unbumt fluid particle
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velocity and n  points downstream. This is equivalent to saying
DG dG . „ , n
~ D t= ~ m +{}1~ S u n ) ' VG  = 0
where D /D t  represents the convected derivative with velocity u — Sun. Note that 
rewriting n  =  V G /|V G |, the familiar G-equation [46] is obtained
dG
dt +  u • VG = SU|VG|




When the density change across the initiation surface G (x,r,t)  is negligible, the 
particle velocity in last equation is given by that in the oncoming flow (u .v ) = 
(uG, 0), where uG denote the velocity at the flame holder. So, we have
-  = uG - S u 1+' f (3.18)
For simplicity the oncoming velocity is assumed to depend only on time, uG =  uG(t).
Hence, given uG at any time the flame location £(r, t) can be obtained solving
(3.18). Now, once £(r, t) is known, the instantaneous flame surface area A(t) can be
computed from __
fbA(t) =  J  27rr^ 14- dr (3.19)
where b and a are the chamber and flame holder radius respectively. Finally, the 
heat-release rate qG in the flame spreading region is taken proportional to the in­
stantaneous flame surface with certain time delay tj
qG _  A(t -  Tf )
9c
T r  =  0.4—
Ul (3 .20 )
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where ry is chosen experimentally according to [19]. Consequently, the set of equa­
tions (3.18), (3.19) and (3.20) represents the nonlinear mapping from uq to qG 
under axisymmetric flow assumption. In fact, this set of equations can be linearized 
around certain operating point to obtain a transfer function that describes the flame 
dynamics.
Thus, in order to obtain the linear flame dynamics, (3.18) is linearized around 
the working point (uG, §£) and (3.19) around (A  As a result, the next two
equations are derived for the oscillating components
Therefore by combining (3.21) and (3.22) a relation between A' and uG is derived, 
which is finally used with (3.20) to construct a mapping between cfG and u'G
3.2.1.3 Control Model
A fuel injector is used in this model for control. This actuator is modeled as 
an external source of heat release c[c  at the flame front. In this setup, the fuel 
injector is assumed to have a linear and continuous response, which in fact is not 




Qg{s ) _ qc 2 ^
U g ( s ) u G s £ n ( 6  +  c t ) [
a _  6 e- ‘n - +  b— ±  ( i  _  e-*n A  e- /  * =  Tflame(s) 
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modeled as a second order transfer function
j ,  _  Qc(s)   kae _ _ _ _ _ _ _ _ _ _ _ _ _
“  V,(,) ~  (1 M )W  + 2(C/o/.)» +  1 ( '
where v'c represents its injector input voltage, ka is a calibration constant, £ is 
the damping coefficient, uia is the bandwidth and ra the associated time delay. 
Hence, using the acoustic model (3.16), flame dynamics (3.23) and the fuel-injector 
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Figure 3.5: Camdrigde Model: Control Feedback Configuration
3.2.2 MET Combustor Model
This model was derived by Annaswamy, Fleifil, Ghoneim, Ghoniem and Hathout 
in [3, 23, 24]. A laminar premixed combustor is assumed where the flame is sta­
bilized by a perforated plate as shown in Figure 3.6. Active control is applied by 
a loudspeaker flush-mounted on the wall of the combustor shield upstream of the
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flame. The acoustics are governed by the combustor geometry, boundary conditions, 
and thermal properties of the working medium. Meanwhile, the heat release dynam­
ics are governed by the perturbations in the flow field around the flame surface, the 





Figure 3.6: MIT Model: Combustor Setup.
3.2.2.1 Acoustic M odel
For reactive-gas dynamics, the conservation equations can be stated under the 
assumptions given earlier
f in  f i ( n n \
(3.25)dp | d{up) Qdt dx  
du du dp
' ’ a  + +  &  =  0
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where p is the pressure, u the velocity of the flow, p the density, 7  the ratio of 
specific heat capacities and q the heat-release rate per unit volume. Now, assuming 
that the quantities in equations (3.25), (3.26) and (3.27) can be separated in mean 
(•) and fluctuating (•)' components
p(x,t) = p(x) + p'{x,t)
p( 1 , t) = p{x) + p'{x, t) (3.28)
u(x, t) = u(x) +  1/ ( 1 , t)
q{x,t) = q{x) + q'{x,t)
The next equations are derived for the fluctuating components
dp' du1 dp/ dp , du ,
a r  +  ' ' & + “ & + & “ + & ' ’ - °
du' du' _du , du , dp' n
p'm + p u f c  + " d i 11 + W  + &  ( 3  29)
dr/ _du' du , dp , dp' , . , ,
a r  +  7 P‘ & + 7 5 ? + & “ + i i & = h _ 1 ) '7 (3'30)
In addition, assume again that the heat released by the flame is localized at x  =  xq . 
in other words
q'(x,t) = ^ . 6 ( x - x G) (3.31)
So, under this assumption the mean variables are essentially constant over the length 
of the combustor except for a step change at xg, meanwhile the derivatives will be
of the order of M 2. Therefore for low-Mach-number flows these derivatives can be
neglected. Thus substituting in equation (3.31) and manipulating equations (3.29) 
and (3.30), it is obtained
gV + 1a » -c ^ ]g P . + 2 s ^ g -  =  ( ' | , ~ 1 )
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From last equation p' can be solved in terms of q^, and finally from (5.9) u' can be
obtained from the computed p'. Note that (3.32) describes a second order hyperbolic 
partial differential equation whose solution is in nature infinite dimensional. So, 
an approximated solution is used, for this reason Galerkin method [51] is applied. 
This method is commonly employed to study combustion instability problems, for 
instance see [16]. Hence, assume the following solution to (3.32)
Here 'I'(x) is chosen to satisfy the boundary conditions. In this case, from Figure 3.6, 
the boundary conditions are ^ ( x i , t ) =  0  and =  0  (close-open condition).
Therefore, the basis functions {^i(x )} are of the form
where ki and <pi represents the wave numbers and the spatial mode shapes. Moreover, 
the following relations hold
p'(x,f) =  p 5 > i(* )A i(t) = p'Fr (x)A(f) (3.33)
i=i
where
= [0 i(x) — -0 /v(ar)]
AT = [A1(t)---A N(t)]
ipi{x) =  sin (kiX +  (pi)
ki =  —  + (i -  IJttI t =  1,2, . . . ,  iV (3.34)
<j>i —m: Vn > 0, i > 1
In fact, from the definition of {^i(x )}, they satisfy
(3.35)
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where
K  =
Thus, substitute equation (3.33) in (3.32)
A + [u2 -  a2! ^  A + 2 u ^ - A  = S i
dx2 dx pnti2
kN
\ , t, d 5 { x - x c )- j fS(x  -  xc) + ufc(t) s -----
(3.36)
and by multiplying 'P and integrating with respect to x from 0  to x ,̂, the next 
relation is derived
( x l  r  d P 'i /7' . r XL d 'V Tf XL r t T  ,  V r  9  f*L r “  ' P  ,  » „  -  f*L ,  (ttt , :/  *P\P dxA 4- [u — c l I <P , rfxA +  2u /  'P—— dxA =
jo Jo ax- Jo ax
( 7 - 1 )
p ir b 2
^  I  $ 5 ( 1  — xG) dx + uq'G(t) f  vpd<Hz X°'>dx 
dt Jo Jo ax
Ti =  [ XL <pip Tdx 
Jo
/•xtr ,  =  /  ' p ^ d x
Jo ax




A( t )+2 u r r lr 2A(0 - [ t 22 - c 2]A:2A(t) =  ^ - ^ r r l
p irb r *(*o) ^ ( < )  + S* '(io)< lo(0
(3.39)
Note that equation (3.39) represents a linear mapping from the perturbation of 
heat-release rate c[G to the amplitudes of the acoustics modes (Aj(t)}. Once A(£) 
is given, the pressure fluctuation can be computed from (3.33) since {0 ,(£)} axe 
already known. Finally, the pressure measurement is taken downstream of the flame
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at certain location x =  xref, so
P r e f i t )  =  P ' i X r e f ,  t )  = p ^ T( l re/)A(t) (3.40)
On the other hand, based on pf and qfG a relation can be derived to the velocity of 
the flow at the flame holder uG by (3.29)
“ o ( 0  = ~~~f~(xc )K ~ 2K(t) -  V ( x c ) A ( t ) + < 7 7
7  ax 7  7  pTTb-





P r e f i t )
u'G ( t )
-T i In
— T 2 On
p ^ T(xref) 0  
















=  a  ■
l cMT 
7  dx
- - * T{xc)
7









2 o r r 1r 2
(c2 - u 2 ) K 2 
7 - 1 ,
P7T&2 r r l*(*c)
(3.44)
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Figure 3.7: MIT Model: Flame Interaction.
3.2.2.2 Flame Dynamics
The flame dynamics are obtained under the following assumptions
• The flame is a thin interface separating reactants and products;
•  The flame moves at a constant velocity with respect to the reactants in the 
direction normal to its surface;
• The effects of expansion and vorticity generation across the flame front on the 
flow are negligible;
•  The flow field and the flame wrinkling are axisymmetric; and
• The flame is insensitive to pressure perturbations.
With these assumptions, the previous derivation for the Cambridge Flame Model 
holds. However, the flame shape is different in this setup as shown in Figure 3.7; 
due to a different stabilization mechanism of the flame (perforated plate). Thus the 
flame initiation surface is given by G(x,r,t) =  x  — £(r, t), recall equation (3.17)
(3 .45 )
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where (u , v) are the axial and radial velocity components, 5U is the laminar burning 
velocity, and £ is the axial flame location. Similarly, the heat release rate qc is 
expressed proportional to the flame area
Qg =  puSuAhrA (3.46)
where pu is the mixture density, A/ir is the heat of reaction per unit mass of the 
mixture, and A is the flame area. Now the instantaneous flame area is given by
'i=2* fr\ r ( § ) ‘fr <x47>
where 6 is the flame base radius. Assuming no change of density across G{x,r,t),
the oncoming flow is given by (u,v) =  (ug, 0 ), where ug denotes the flow velocity
at the flame holder. Linearizing equation (3.45), and assuming that Su «  tic, the 
flame is nearly parallel to the streamlines and the oscillating components are small 
compared to the mean values, hence it is obtained
dt - u c + Su&r (3.48)
and
f b  Q p '  rb
A' = 2ir T— dr = 2n £'(r, t)dr (3.49)
Jo dr Jo
with boundary conditions
£'(M ) =  0 Vt
£'(r,0) =  0 Vr (3.50)
. Substituting (3.48) and (3.49) in (3.46) leads to the next result
ic  = v J Q +
=  v { S u ? ( 0 , t )  + lruc(t)} (3.51)
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where 77 =  2irpuSuA hr. Next, solving equation (3.48) directly (Laplace Method [51]) 
by using the previous boundary conditions (3.50), the next relation is obtained
£'(r, 0 =  [ u'g(t )cIt  (3.52)





Since the effect of high frequency on the flame dynamics is negligible [23], u'G(t) is 
assumed to vary slowly, therefore
£'(r, t) = [  u'g{t )cIt % ^ u'G (3 .5 3 )
J t - t r
Consequently, by equations (3.49) and (3.46), it is deduced that
<7c(<) = T1 JQ t)dr «  ^ ' ( 0 , t) (3.54)
Substituting in equation (3.51), the flame model can be expressed in terms of q'G
and u'G
b
<7c +  Y ' f c  =  v ' c  {3-55)
So, the linear transfer function representing the flame model is given by
Qg(s) _ 7rpuSuA/lr5
tfe w  =  ■ <3-56>
3.2.2.3 Control Configuration
Finally the combustor feedback control system, see Figure 3.6, uses a loudspeaker 
upstream of the flame holder for active control. Now, the acoustics dynamics (3.42)
and flame interactions (3.56) can be linked together with the loudspeaker charac­
teristics to describe the closed-loop control system as shown in Figure 3.8.
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Neglecting magnetic inductance, the response of the loudspeaker is assumed to 
be linear. In general, it can be represented by a second order system:
I? ©2
<  = m J + b l S + k , <  (357)
where m/, and fcj represents the mass, friction and stiffness properties, respectively, 
of the loudspeaker, ka the calibration gain, ra the associated process delay, v'a the 
diaphragm velocity and v'c the applied voltage. Consequently, two extra terms in 
the right-hand side of equations (3.29) and (3.30) arise when the acoustic impact 
of the loudspeaker is modeled. Thus two source terms are added to the momentum 
and energy equations and hence the acoustic dynamics are altered. Therefore, the 









Figure 3.8: MIT Model: Control Feedback Configuration
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CHAPTER 4
SENSORS AND ACTUATORS FOR 
COMBUSTION CONTROL
A review of the most common sensors and actuators used in the control of thermoa­
coustic instabilities is presented in this chapter. Their basic principles, limitations 
and advantages are described.
The principle behind active control is to make use of sensors and actuators to dis­
rupt the coherence that brought the instability coupling. Thus, sensors are used to 
measure representative signals of the instability mechanism, and according to these 
signals actuators modify the pressure field or the heat release pattern. Nowadays in 
large-scale gas turbines, passive techniques are preferred to damp thermoacoustical 
instabilities. Thus acoustic resonators are tuned to match the unstable frequencies 
seen during the normal operating conditions of the turbine. Active control is still 
not considered a viable solution in large-scale systems; mainly because of the lack of 
long-lasting sensors and actuators that could stand the harsh conditions presented 
in the interior of gas turbines. Therefore, the development of suitable sensors and 
actuators is a limiting factor in the success of combustion active control. Neverthe­
less, new technologies are emerging constantly, so robust and long-lasting sensors 
and actuators that could stand the demand of high performance turbines are just 
some steps away.
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4.1 Sensors
According to the Rayleigh Criterion [62], the triggering factor in combustion 
instabilities is the coupling between acoustic waves and heat-release pattern. In 
addition, the velocity of the flow at burner, that is related to the pressure oscillations, 
has also been considered as another possible agent causing the instabilities. Hence, 
the following quantities are important factors in the development of combustion 
instabilities:
•  Pressure,
•  Heat-Release and
• Flow Velocity.
Consequently, a description of the instability can be obtained by sensing the previous 
signals.
4.1.1 Pressure Sensors
Pressure sensors are employed to measure the acoustic field inside of the combus­
tion chamber; this measurement is usually preferred for feedback control purposes 
due to the reliability of the sensors. There are two main types of pressure sensors 
used in control applications:
•  Microphones: these devices have large bandwidth and high sensitivity. They 
can measure a wide variety of frequency components with high accuracy. How­
ever, they are not designed for harsh working conditions.
•  Pressure Transducers: these transducers are especially designed for combus­
tion control; so they are internally water-cooled to stand the high temperatures
40
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Figure 4.1: KISTLER Water Cooled Transducer (http://www.kistler.com/ 
combustion_randd_highprec_water. htm).
inside of the combustion chamber. Their sensitivity is not as good as the mi­
crophone’s but they still provide enough bandwidth to capture low and high 
frequency instabilities. Figure 4.1 shows a water-cooled pressure transducer 
manufactured by KISTLER.
4.1.2 Heat-Release Sensors
The heat-released by the flame has been recognized as an important instability 
agent in combustors. However, there is no method to measure this quantity directly; 
its estimation is based on readings of chemical radicals liberated by the flame, like 
CH and OH. So, two basic sensors are commonly used:
•  O H -transducer: it captures the liberation of the OH-radical based on the 
emission of light at certain frequency bandwidth. These sensors are especially 
designed to be mounted along the walls of the combustor chamber, so they are 
water-cooled for proper operation. The measurement of this sensor is localized, 
in other words, the reading is done just over certain area window (the surface 
of the sensor).
•  C H -Photodiode: this sensor measures the emission of CH by reading a par­
ticular light wavelength that this radical emits. Compared with the measure­
ment of the OH-transducer, this sensor measures in a global scale. Unfortu­
nately, this kind of sensor is not designed to be placed in the combustor, it
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cannot resist high temperatures. So it is located at certain distance of the 
combustion chamber and it should have a clear visual path to the flame by a 
window in the combustor chamber.
4.1.3 Flow Velocity Sensors
Before the reaction zone, the velocity of the flow is related to the pressure waves 
in the chamber. In addition, oscillations on the oncoming flow to the flame front 
causes perturbations on the heat-release. Thus a measurement of this quantity will 
give a good indication of the instability coupling. The sensor used for this purpose 
is the anemometer. The working principle of this sensor is based on the cooling 
effect of a flow on a heated body. The anemometer measures velocity at a point 
(one-dimensional) and provides continuous velocity time series. Nevertheless, the 
sensor-probe can be configurated in such a way that two or three dimensional veloc­
ity components are measured. The disadvantage of this sensor is that it is not pretty 
robust and cannot be located near the reaction zone. More advanced measurement 
techniques for three-dimensional flow velocity, like PIV (particle imaging velocime- 
try) and PDPA (phase doppler particle anemometry), are available, however they 
are only applied for diagnostics purpose since the measurement cannot be processed 
in real time.
4.2 Actuators
Actuators are the most limiting factor in the development of active control strate­
gies. Their objective is to modify certain property of the thermoacoustic coupling 
in such a way that the instability loop is disrupted. According to the quantity that 
they modify in the chamber, they can be divided into two main categories:
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•  Acoustic Modulation and
•  Fuel Modulation.








Figure 4.2: Diagram of Control with Acoustic Actuator
The objective of acoustic modulation is to alter the pressure field in such a way 
that the mixture fuel-air is modulated before entering the reaction zone in the flame 
front. Therefore, the heat-release is affected and the instability coupling could be 
broken. Generally the instability frequencies are in the range 50 to 400Hz, thus 
standard low-frequency loudspeakers can be used as actuators for this task. A nice 
feature of loudspeakers is that they have a fairly linear response neglecting the effects 
of magnetic inductance. So they can be modeled by a simple second order transfer 
function (as shown in the previous chapter).
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Figure 4.3: Diagram of Control with Fuel Actuator
Loudspeakers present two main disadvantages: the space required which is cru­
cial in modern combustors and the necessity of cooling mechanisms during normal 
combustor operation. However, their linear response makes them suitable to explore 
initially new control strategies in test-rigs. The combustor diagram with acoustic 
control is shown in Figure 4.2.
4.2.2 Fuel Modulation Control
The idea behind fuel modulation is to oscillate part of the fuel stream to the 
reaction zone, so that the burning rate at the flame front is altered, hence the char­
acteristics of the heat release can be decoupled from the pressure waves oscillations. 
The combustor interactions with fuel modulation control are depicted in Figure 4.3.
Now, the modulation of the fuel can be achieved basically with two types of 
actuators:
•  Open-Closed Valve (Automotive Fuel Injector) or
•  Proportional Valve (DDV Moog Valve).
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Figure 4.4: BOSCH Fuel Injector (http://www.boschusa.com/Business/ Au­
tomotive/ Gasoline/InjectorEV 14/).
4.2.2.1 Fuel Injector
All commercial fuel injectors are designed mainly for automotive design and 
none for combustion control. So, their response obeys to the requirements given by 
the automobile industry. Consequently, fuel injectors do not have a proportional 
response, their response is just fully open or fully closed (discrete). Therefore the 
fuel injectors have only two control parameters to adjust: frequency and duty-cycle.
Fuel injectors have certain characteristics that make them attractive for combus­
tion control. Since they are originally designed to work in cars, they are particularly 
suited to run in liquid-fueled combustors. Moreover, they provide a fairly large fre­
quency response (roughly 50 to 700Hz) compared to proportional valves. However, 
their response is dependent also on the duty-cycle; the frequency bandwidth changes 
according with the duty-cycle. Thus the best response is generally given from a 30 
to 75 % duty-cycle [1]. A widely used automotive fuel injector produced by BOSCH 
is shown in Figure 4.4.
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H(-)
Figure 4.5: Nonlinear Dynamics of Fuel Injector
The dynamics of a fuel injector can be modeled by a second order transfer func­
tion in series with a nonlinear block. The nonlinear behavior of the fuel injectors 
can be characterized by a relay-type nonlinearity, i.e., above certain threshold volt­
age the fuel injector is completely open, below it the injector is closed. Thus a 
representation of this nonlinearity can be given by
H(v) =
1 V >  v th 
0  v < vth
where is a specified threshold voltage. The linear dynamics can be modeled by 
a second order transfer function between the voltage applied vc and the heat release 
produced qc
k e~TaS
qc =  ( l /u a)2s2 + 2(<;/uJa)s + l Vc (4,1)
where ka is a calibration constant, (  the damping coefficient, uia the bandwidth and 
ra the associated time delay. So, the complete nonlinear model for the fuel injector 
is described in Figure 4.5.
4.2.2.2 Proportional Valves
Proportional valves for combustion control have many advantages, they can mod­
ulate continuously the fuel into the burner and the space that they require is usually 
small, so there is no problem locating them inside of the combustor. However, the 
main problem with proportional valves is its frequency response limitation. In gen­
eral, these valves cannot go higher than 200Hz, which is very restricting since in
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(Shown 90* turned)
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Figure 4.6: Moog DDV Schematic (http://www.moog.com/imc/literature 
/hydraulic/d633and4.pdf).
some cases the instability frequencies are located around 200 to 350Hz. Thus, these 
valves cannot respond adequately for these cases. Moreover, these valves are ex­
tremely costly and their life-span is also limited.
The only company that manufactures these valves is the Moog Corporation in 
Germany. This company has two kinds of valves available: Servo-valves and DDV 
(direct driven valves). The servo-valve is generally slower than the DDV, since the 
first one has an intrinsic control loop to position the piston cylinder. The DDV 
operation is relatively simple: a linear force motor is the driving mechanism of 
the valve; the armature of the motor is connected to the spool (piston cylinder); 
depending on the polarity of the input current the armature/spool is driven either 
side. The schematic of the DDV is shown in Figure 4.6. On the other hand, the 
Moog company has already a complete system set for active combustion control. 
However, this control set uses only simple phase-delay control.
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CHAPTER 5 
ACOUSTIC PROPERTIES OF 
COMBUSTION CHAMBERS
The objective of this chapter is to introduce the notion of the Riemann Invariants 
to characterize the acoustic properties of the combustion chamber. This charac­
terization is essential in the development of the experimental combustor model in 
Chapter 7. Using this concept, the pressure and velocity fluctuations are represented 
by two-waves traveling along the combustion chamber. The characteristics of the 
Riemann Invariants are obtained from solving the Euler equations describing the 
conservation, momentum and energy relations inside of the chamber. A detailed 
derivation of this concept is presented in this chapter.
5.1 Basic Assumptions
The acoustic dynamics inside the combustor shield are complex and basically 
governed by the Euler (conservation) equations. These equations describe the rela­
tions among quantities as pressure, density, velocity and energy. In order to simplify 
the acoustic derivation, the following assumptions were made:
•  Isentropic and homentropic flow: the assumption of homentropic flow 
has two underlying assumptions, the entropy of each particle remains constant 
and the entropy is the same for each particle. The first condition, isentropy, is 
violated in a gas turbine, because the flame adds heat to the fluid. However, 
if the flame front is treated as a discontinuity, the flow in front of and behind
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the flame may be considered to be isentropic. Homentropy is equivalent to a 
uniform temperature distribution on both sides of the flame. This is not true, 
but for premixed, turbulent flame the temperature differences are sufficiently 
low.
•  Perfect Gas: the pressure in a gas turbine combustion chamber is significantly 
higher than atmospheric, ranging from 15 to 30 bar, but still low enough to 
maintain the relation for a perfect gas as a good approximation for the state 
equation.
•  One dimensional flow: there is no reason to assume that the flow is strongly 
rotational in front of the burners. In annular combustion chambers the burn­
ers are configured with an alternative positive and negative sense of rotation, 
creating a nearly irrotational flow in the chamber. This assumption means 
that acoustic perturbations are planar waves. The wave front (defined as a 
surface at which all points have the same amplitude and phase of the acoustic 
pressure and velocity) is a plane normal to the direction of wave propagation.
• Negligible viscosity and heat conduction: laminar viscosity and heat 
conduction can be neglected, simply because the turbulent exchange of heat 
and momentum is several orders of magnitude larger.
• Negligible body forces: gravity forces are small enough to be neglected.
•  No interaction with boundaries: the combustion chamber is assumed to 
be rigid walled, therefore there is no interaction between structural and fluidic 
oscillations.
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5.2 Acoustic Dynamics
With the assumptions given in the last section, the Euler equations can be 




du du dp _.
p rn + ,m Tx + T x =(' ( 5 ' 2 )
dp du dp .
a +7^’& + “ &  =  h “ 1),  ̂ (5-3)
where p is the pressure, u the velocity of the flow, p the density, 7  the ratio of 
specific heat capacities and q the heat-release rate per unit volume. Since only one 
dimensional flow is assumed, the coordinate x is related to the axial displacement 
along the combustion chamber. On the other hand, assume that the gases on both
sides of the combustor behave as perfect gases, and the quantities in equations (5.1),
(5.2) and (5.3) can be separated in mean (•) and fluctuating (•)' components
p(x, t) = p(x) + p’{x, t)
p{x, t) = p{x) + p'(x, t) (5.4)
u(x, t) = u(x) -I- u'(x, t)
q{x, t) = q(x) +  q \x , t)
To have a tractable problem, assume that the perturbation components are small 
variations about the mean flow. Next, substitute (5.4) into equations (5.1), (5.2) 
and (5.3) to get
d f/ d{u + u'){p + (f) 
dt dx
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Expanding the terms inside of the brackets and neglecting second order terms, two 
sets of equations are obtained. First, for mean values
du dp
__du dp
'm&  + s = 0
_du _dp
7P& + “ s = <7  - l)q
and then for the fluctuations
dp' _du’ dpf dp , du ,
aT + p &  + +  a £ “ +  & p “ °
du1 du' _du , _du . dp'
,’ar + 'ra& +',&“ +“&', + & =0 <5-5)
d p '  d u '  d u  . d p  ,  _ d p '  ,  .
a +1p& +7ai',+ a;“ +“& =(7- 1)'!
Now, also assume that the heat released by the flame is spatially localized at a 
specific point in the flame front x = xc, in other words
q’(x,t) = ^ - 6 ( x - x G) (5.6)
where c[q denotes the heat release rate, b the radius of the shield and S(-) represents 
the Dirac delta function. Under this assumption, it can be proved [3] that the mean 
variables are essentially constant over the length of the combustor except for a step 
change at x  =  xg, meanwhile the derivatives will be of the order of M 2 =  u2/c 2. 
Therefore for low-Mach-number flows these derivatives can be neglected. Also, for 
this condition the effect of step change in the pressure is negligible compared to the
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change in the mean velocity or mean density. So, the set of equations (5.5) can be 
simplified as





a r  + ' , &  + u a ? - °
_du' __du' dp!
p aT + fm~ a i+ d i  = a
dp' -du' _dp' ( 7 - 1 )  1 U\x/ \
m  + rp  a* + “ &  “  -  Za^
It is important to mention that (5.9) has a discontinuity at x  = xq, s o  the solutions 
to the set of linear partial differential equations at x = xg  must be treated as a 
limit case. Finally, equations (5.8) and (5.9) are combined together to obtain a 
single partial differential equation relating p' to q'G. Now, differentiate equation
(5.9) with respect to t to obtain
<9V _ d V  (7 - 1) ^
dt2 +  l p dxdt + u dxdt ~  nt? dt ‘Cc)
Next, differentiate equation (5.9) with respect to x
cPp' _&2u' _&1p' _  ( 7  — 1 ) , dS(x — xg)
dtdx <P dx2 + “ dx2 irbr dx
(5.10)
Multiply last equation by u and add to (5.10)
dV  n-d^p' _2 dPp1 -2 
~ d P  +  d t d x  +  U d x 2 +  C
_d2u’ 
3dxdt








Take now equation (5.8) and differentiate it with respect to x
dPp' _of2u'  d^u'
dx2 + p d td i + pu'd ^ '~
Substitute the last equation in (5.11) and group terms to get
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Thus, equation (5.12) describes a second order hyperbolic partial differential equa­
tion whose solution is in nature infinite dimensional.
5.3 Riemann Invariants
Now, only the homogeneous part of equation (5.12) will be analyzed
ay , , _9,ay ay
ap- +  l“ ‘ - 5 l a ?  +  2fiS & = 0  (513)
Last equation can be factored as
( I +(r:+c)̂ ) ( | - (5“a)s ) ,’'=0 (514)
This one dimensional homogeneous differential equation with constant coefficients 
can be solved using the method of d’Alembert [51]. According to d’Alembert, a new 
coordinate system is introduced
1
£ =  t —   xc + u
q = t -1----  — x  (5.15)
c — u
So, instead of solving for pf(x,t), the solution is give for p'(£, q). Rewriting the 
derivatives in terms of £ and q gives
dp' _  dp'd^ dp' &q _  dp' dp'
dt d£ dt + dq dt d ^ ^ d q
cPp' _  3 V  d V  dPpf
W  ~  ~ d ? + d (&  + &q2
dp' dp! — 1 dp! 1
dx d^ c + u dq c — u
a y  = a y  /  - 1  \ 2 a2?' 2  a y  /  1 \ 2
dx2 d ?  \ c - l -u y  d£dqc? — u2 dq2 \c  — u )
d2p' _  a y  - i  a2?/ m  a y  1
dxdt dq2 c + u d£dq c2 — u2 +  dq2 c — u
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Substituting these equations into equation (5.13) yields
-  m = °  <518>
This means that ^  is independent of £. Therefore, is just a function of 77
%  =  G ' { t]) (5.19)
dr]
where G* denotes an unknown function of 77. After integrating equation (5.19) a 
solution for p(£, 77) is obtained
?(£> t?) =  G{rj) +  F(£) (5.20)
Note that the constant of integration may depend on £, therefore a function F(£) is 
used as constant of integration. Hence, the homogeneous solution to (5.12) is given
by
p '(i. t) =  F  (( -  +  C ( l  +  (5.21)
where the so called Riemann Invariants F  and G are arbitrary functions of their 
arguments. Looking at the arguments it can be seen that F represents a disturbance 
traveling downstream and G a disturbance going upstream in the flow. In a similar 
way the wave equation for u'(x, t) can be solved. Replacing the Riemann Invariants 
by new ones which only differ by the constant factor pc, the pressure and velocity 
fluctuations can be written as
p'{x,t) = pc f i t - ,. . + 0  * +(1 + M) c j  * V { l - M ) c  
(1  +  M )c) ~ 9 ( t +  (1  -  M)c
(5.22)
Although, it would not be completely correct physically, we could consider the 
Riemann Invariants as two waves going in opposite directions. Apart from the pc
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factor, the acoustic pressure is found by adding both waves and the acoustic velocity 
by subtracting the waves. These easy transitions between the Riemann Invariants 
and the fluctuating pressure and velocity are very useful in practice.
On the other hand, if time dependence is assumed to be of the exponential form 
e*"4, then equation (5.22) becomes
p'(x, t)
pc
= f Qexp iui ( t -  —— I + goexp iu  ( t +  —— )
V (i +  iV/)c; . V  ( i - iV / )  c )
(5.24)
where fo and go are the Fourier transforms of the Riemann Invariants at location 
x =  0. Using the wave number defined as an^ ^x- = yrff the pressure
and the velocity can be written as:
p/(X’ ^  + ^oe.M-fcI-x)
(5.25)
pc
v!(x,t) =  j 0e*ut- k~ x) -  gdei(w‘- fc' - x)
The values of / 0 and g0 can be found if the boundary conditions are known. Note 
that in these equations:
f {x , t )  =  / 0e,M- fc' +x)
g(x,t) = goel{ut- k*-x) 




=  [foe-ikl+x + goe-ik*-x\ e k 
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with
I j  =  f o e - ik l+ x >
gj = gQe~lk*-x> (5.30)
Hence, it can be concluded that for a fixed time, the difference between the Riemann 
Invariants at two different axial locations is just a phase shift.
In the case of an unstable condition of the combustion chamber, the pressure 
oscillations present a periodic behavior (limit-cycle oscillation). Therefore, the prop­
erties presented for the Riemann Invariants can be applied to obtain the /  and g 
waves from pressure measurements; this method is called Multi-Microphone Method 
[59, 6 8 ].
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CHAPTER 6 
OPTIMAL CONTROL
In this chapter a brief overview of optimal control theory is presented. First, the ba­
sic modern control concepts are introduced. Guidelines for robust and performance 
control design are outlined, as well as Linear Fractional Transformation benchmark 
for control synthesis. In addition, controller reduction by Balance Truncation is 
also summarized. Finally, optimal control designs such as LQG and Hoo are briefly 
introduced. This chapter was constructed using the following references [43, 80].
6.1 Control Basics
A finite dimensional linear time invariant system can be represented by the 
following linear constant coefficient differential equations:
x =  Ax +  B u , x(to) =
y = Cx + Du (6.1)
where x{t) € K n, u(t) € K m, y(t) € TV, and the A,B,C and D are real constant 
matrices. The corresponding transfer function from u to y is defined as
r ( s )  =  G(s)U(s)
where Y(s)  and U{s) are the Laplace transformation of y(t) and u(t) respectively, 
and
G(s) = C {sl -  A)~lB + D (6.2)
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D efinition 6.1 The dynamical system (6.1) is said to be stable i f  all the eigenvalues
of A are in the open left half plane; that is, ReX(A) < 0
Controllability and observability are two important concepts for modern control, 
each of them represents physical capabilities of our system which can be linked to 
the state-space representation.
D efinition 6.2 The dynamical system (6.1) is said to be controllable if, for any
initial state x(0 ) =  xq, ty > 0  and final state £[, there exists an input u(-) such that
the solution of (6.1) satisfies x(ti) =  xy.
This concept, when the system is stable, can be related to the existence of a positive 
definite solution of following Lyapunov equation
AP  +  PA t + B B t =  0, P > 0 (6.4)
where P is called controllability Gramian.
D efinition 6.3 The dynamical system (6.1) is said to be observable if, for any 
ty > 0 , the initial state i ( 0 ) =  Xq can be determined from the time history of the 
input u(t) and the output y(t) in the interval [0 , ty\.
Similarly, observability, when A is stable, is achieved if and only if there exists Q > 0  
such that
At Q +  QA + CTC = 0 (6.5)
where Q is called observability Gramian.
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Assume that G(s) is a real rational transfer matrix that is proper. Then a 





is called a realization of C(s). Note that G(s) can have many different realizations 
which can be obtained through a coordinate transformation x  — T x
G(s) =
* *
T A T '1 T B
C T -i D
where T  is a square nonsingular matrix with compatible dimensions. Of especial
interest is a realization that has the smallest dimension possible, which is called
“minimal realization” . This kind of realization is related to the characteristics of 
the system.
D efinition 6.4 A state-space description (A, B , C, D) ofG(s) is said to be minimal 
realization of G(s) if  and only i f  the system is both controllable and observable.
6.2 LQG Control Technique
Suppose that the plant model is given by
x  =  Ax + Bu + Tw
y =  Cx + Du + v (6 .6 )
where w(t) and v{t) represent probabilistic knowledge about the plant disturbances, 
and T is a constant matrix. The disturbances w and v are assumed to be zero mean 
Gaussian white noises with covariance matrices:
E{u;(f)u/r (f)} = Qn > 0 (6 .7 )
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E{u(ffyr (t)} =  Rn > 0  (6 .8 )
and uncorrelated
E{v(t)wT(t 4- r)} =  0 Vt, t  (6.9)
where E{-} is the probabilistic expectation operator.
The Linear Quadratic Gaussian (LQG) control problem is then defined as to
devise a control law that minimizes the cost function:
J  =  E { /  [xTQx + u t R u ] d£ j  (6.10)
for the plant given in (6 .6 ). Using the separation principle the LQG control problem
can be decomposed into two subproblems:
• Application of the standard deterministic LQR (Linear Quadratic Regulator) 
control problem
min J  [xTQx + uT Rii^dt (6 .1 1 )
whose solution is a state feedback control law.
• Obtaining of an optimal estimate x of states x minimizing
E |(x  — x)r (x — x ) | (6.12)
using the Kalman filter theory.
Hence, the control design requires to specify the parameters Q and R related to the 
LQR problem, and Qn and Rn parameters needed to compute the optimal Kalman 
estimator.
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6.3 Transfer Function Norms
In general, the main goal of a control system is to guarantee certain performance 
specifications while keeping internal stability. This performance can be translated by 
means of looking at characteristics of the controlled system. One way to ‘measure’ 
this performance is by using a norm of the feedback system. The norm election 
obviously depends on each particular situation, since each norm represents different 
physical properties. In this way, the Lv norm of a transfer function G(s) is defined 
as
l|C||a =  \ j ^  J_^trace{G'{ju)G{juj)}cLj (6.13)
This norm is usually associated with ’’energy” according to Parseval’s Theorem. On 
the other hand, a different measure for a transfer function G{s) is in terms of the 
L0c norm
||G||oo =  sup<r{GO'u;)} (6.14)
u/
This norm can be interpreted for a scalar transfer function G as the distance in the 
complex plane from the origin to the farthest point on the Nyquist plot of G , in 
other words, the peak value on the Bode magnitude plot. Similarly, the norm 
has another interpretation
IIGIIL =  SUP y = Guû O Jo U U Clt
i.e. it is the maximum amplification factor for signals with finite energy.
6.4 Model Reduction
Suppose that G(s) =
B
D
is a stable and minimal realization. Let P  and Q
denote the controllability and observability Gramians (6.4) and (6.5) respectively.
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A balance realization of G(s) is a realization such that both P  and Q are equal 
and diagonal. This can be achieved through a similarity transformation T  that is 
constructed using the eigenvectors of the product PQ. Moreover, it can be proved 
that the new Gramians P  and Q have the following structure
P  =  Q  =
0 2 1 s'
V
where the decreasingly ordered numbers, > a2 > ■ • • > cr^ > 0 , are called the 
Hankel singular values of the system, and denotes their multiplicity. After the 
system is balanced the Hankel singular values can characterize the weight of each 
state in the system. Following this idea, by comparing among the singular values 
some states could be disregarded without affecting the overall characteristics of the 
system.




A n A 12 B\
A21 Ao2 B>
Ci c2 D
is a balanced realization with Gramian E =  diag(Ei, Eo)
E i =  d ia g {c i lsi, a 2ls2, ■ • - ^ rISr)
So — diag((Tr+iISr+l, 0V4-2/ j ,+2, • • •, )
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and
<7l >  <72 >  • • • >  Ot >  <7r + 1 >  CTt+2 >  • • • >  <Tjv





is balanced and stable. Furthermore,
||G(s) — Gr(s ) | | 00 < 2(<xr+i +  a r+ 2 +  H &n )
So, according with this theorem a good approximation in the frequency domain can 
be obtained if some singular values are small enough to be neglected.
6.5 Performance Specifications
U?2W  i
Figure 6.1: Performance Feedback Configuration.
Given any control system, the first step in the control synthesis is to identify the 
performance requirements that are going to be imposed on the controlled system. 
Consider for example Figure 6.1, the performance can be translated to minimizing
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■0 -
Figure 6.2: Multiplicative Uncertainty Description
the impact of the disturbances u/t and u;o on the output, where IV, and Wd are 
transfer functions that stress the frequency content of the disturbances. In addition, 
Wu is commonly used to reflect some restrictions on the control or actuator signals, 
and IV- reflects the requirements on the shape of the closed-loop system. Thus, an 
optimal controller K(s)  minimizes, in some sense, the transfer function from the 
disturbances ^ ‘] to the outputs j . Now, a “measure’ for this transfer function 
must be chosen. Usually, the || • ||oo gives a good physical interpretation since it is 
linked to frequency domain specifications.
Moreover, if our model presents differences or errors due to simplifications or 
assumptions in the mathematical modeling, an uncertainty description could be 
chosen to represent this fact. This uncertainty description depends entirely on the 
designer experience and description of unmodeled dynamics. Commonly, a way 
to describe the ‘size’ of the uncertainty A is by the || • norm. The following 
uncertainty descriptions are usually used
Additive P = Pq + A
Multiplicative P  =  Pq(I + A) (6.15)
Coprime Factor P =  (N  +- A,v)(A/ + Aa/)~\  Po =  1VM-1
where P is the true plant, P0 the nominal plant, A modeling errors, and N  and 
M  stable transfer functions. Take for example Figure 6.2, this representation is
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p —
Figure 6.3: Small-Gain Theorem Configuration
chosen in case of actuator errors, neglected high-frequency dynamics and uncertain 
right-half-plane poles. This kind of uncertainty representation is linked to controller 
synthesis by the so called ‘Small Gain Theorem’.
T heorem  6.2 Suppose that P(s) is a real rational stable transfer function and let 
7  > 0. Then the interconnected system shown in Figure 6.3 is internally stable for 
all real-rational stable A(s) with
1. || A (loo <  I / 7  if  and only if\\P\\oo < 7
2. || A||oo < 1 / 7  if and only if \\P\\oo < 7
Therefore, if P(s), in Figure 6.3, represents the interconnection between plant and 
controller, a controller designed to maximize uncertainty or perturbation tolerance 
while keeping stability, robust stability, has to minimize ||P||oo- If in addition to 
robust stability, performance specifications are included in the design strategy (i.e. 
robust performance is required), a more involving controller is needed. One of the 
available design techniques to track this kind of problems is p. — synthesis, which is 
based on minimizing an upper bound of the robust performance criterion.
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6.6 Linear-Fractional-Transformation Framework
In general, robust performance and robust stability criteria can be treated in an 
unified framework using the Linear-Fractional-Transformation (LFT) description. It 
can be shown that any interconnected system may be rearranged to fit the general 
framework in Figure 6.4, where the interconnection system G has the form
G u(s) Gn{s) Giz(s)
Goi(s) Co2 (s) Gozis)
G3l(s) <J32(s) <J33(s)
Thus, the closed-Iop system is an LFT on the perturbation and the controller given 
by
= ^ u(G, A) , K) uj
where and represent lower and upper LFT. Denote this closed-loop transfer 
function as Tzu =  T tl{Jri{G, K), A). So from Figure 6.4, TJ^P, A) is the transfor­
mation obtained by closing the upper loop, similarly Fi(P, K) is the transformation 
obtained by closing the lower loop.
6.7 H o o  Design
Suppose that the LFT interconnection system characterizing the disturbances 
and control signals be given in Figure 6.4, the goal of the Hoo optimal control is to 
obtain a stabilizing controller K(s)  such that
nun HTVurlloo 
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w
Figure 6.4: General LFT Framework
where Tzw represents the closed-loop transfer function from disturbances to weighted 
output signals. Next, the main steps to design an H& controller are outlined:
1. Identify control objective: Performance or Robust stability;
2. Select weighting functions;
3. Obtain LFT representation of the system;
4. Compute optimal controller;
5. Apply model reduction to the resulting controller, if it is necessary (Balance 
Truncation).
R em ark  6.1 The computation of the H0„ optimal controllers can be done using 
MATLAB (p.-Analysis and Synthesis Toolbox [5]). Thus, the computation process 
can be completely automatized since from the LFT representation the optimal con­
troller can be obtained using just one MATLAB command, hinfsyn. This command 
(hinfsyn ) uses the formulae described in the Doyle et al. [21] paper for the solution 
to the optimal Hoo control design problem, see also [80].
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6.8 H o o  Loop Shaping Technique
This design technique incorporates the classical loop-shaping methods to obtain 
performance/robust stability tradeoffs, and a particular Hoo optimization problem 
to guarantee closed-loop stability and a level of robustness at all frequencies. The 
design methodology uses only basic concepts of loop-shaping methods, commonly 
used in classical frequency based designs like lead-lag controllers, and a robust sta­
bilization controller for a normalized, coprime factor perturbed system is used to 
construct the final controller.
It is important to mention that this approach in contrast to the classical loop- 
shaping method is done without explicit regard for the nominal plant phase infor­
mation. That is, closed-loop stability requirements are disregarded at this stage. 
Therefore, the design procedure is both simple and systematic and only assumes 
knowledge of elementary loop-shaping principles on the part of the designer.
The basic assumption of this procedure is that the open-loop plant is a coprime 





( /  +  PK) - i I P (6.16)
by the ‘Small Gain’ theorem. So, define the parameter bopt as the inverse of the 
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1. Loop-shaping: the frequency response of the open-loop plant is shaped using 
a compensator W(s)  to give the desired open-loop shape. The nominal plant 
P(s) and the shaping compensator W  are combined to form the shaped plant 
Ps, where P3 = P W . It is assumed that there is no pole-zero cancellation of 
unstable modes of P.
2. Synthesize a stabilizing controller /<’0O(s) for Pa, through solving
K P --
1 /bopt =  min
A
I
( I  +  P aK ) - 1 I  Ps
3. Check the resulting parameter 6^ ,  if bopt 1 then return to (1 ) and adjust 
W(s).
4. The final feedback controller K(s)  is then constructed by combining the Hoo 
controller K oo  and the shaping compensator W  such that
K  =  KooYV
5. If it is necessary apply model reduction (Balance Truncation) to the resulting 
controller K.
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CHAPTER 7 
ACTIVE CONTROL OF A 
GASEOUS-FUELED COMBUSTOR
Figure 7.1: Alstom Power Research Center.
The results presented in this chapter are part of a collaboration with the Alstom 
Power Research Center in Baden, Switzerland. This collaboration started in January 
of 2000 and successfully ended with a 3 months summer residency from May to 
August of 2000. During this time, the basic acoustic modeling techniques developed 
in [30, 59, 6 8 ] were used to derive an experimental approximation of the combustor 
test-rig. Two approaches were developed for active control:
•  Hoo model-based control and
• Controllers based on Evolution optimization.
Both approaches were capable to attenuate the pressure pulsations in the test-rig 
by using proportional fuel modulation.
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R em ark  7.1 Due to regulations o f Alstom Power Ltd. no specific reference to work­
ing conditions of the combustor test-rig can be made in the dissertation. Moreover, it 
is not possible to show explicitly the frequency content of measured signals. There­
fore, all the plots showing frequency information were normalized by a constant 
factor uq.
7.1 Experimental Test-Rig
The experimental set-up, shown in Figure 7.2, is an atmospheric test-rig that 
consists of a plenum and a circular chambers located upstream and downstream of 
the burner respectively. The plenum chamber contains perforated plates to reduce 
the turbulence level of the flow. The circular combustion chamber is composed of 
an air-cooled double wall quartz glass to provide full visual access to the flame. The 
exhaust system is an air-cooled tube with the same cross-section as the combustion 
chamber to avoid acoustic reflections and area discontinuities. The exit of the ex­
haust has a variable geometry that can be set from (almost) fully reflecting to an 
acoustic absorption of 60%.
Figure 7.2: Alstom Power Experimental Test Rig.
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A swirl stabilized premixed burner is used during the experiments. The flame 
was stabilized in a recirculation region near the burner outlet. The burner was 
operated at atmospheric conditions. Controlled excitation of the burner flow was 
accomplished by four loudspeakers mounted with radial symmetry in the cham­
ber. This type of forcing was applied only during modeling the downstream of 
the burner. Pressure fluctuations were measured using Briiel & Kjaer water-cooled 
pressure transducers.
In turbines, the space is usually limited; thus acoustic control is not a very 
practical control strategy due to the large space that loudspeakers require. On 
the other hand, fuel valves are usually small and they can easily be fitted inside 
of the turbine. Consequently, fuel modulation control is more appropriate for real 
applications. Hence, fuel modulation was the strategy chosen for active control. 
For this purpose, two direct driven solenoid valves, Moog-DDV valves, were selected 
as control actuators. These fuel valves have linear responses according with the 
voltages applied to their terminals. In the burner, the fuel distribution tubes were 
divided into two sections, the bottom part was kept constant and the upper part 
was modulated using the fuel valves. The solenoid valves were configurated such 
that without control the valves were at their mean aperture. Thus, the control 
modulation was achieved around a  mean fuel flow. This configuration proved to give 
enough control authority to suppress the combustion instability and did not change 
the operating condition since the mean value of the modulated control signal was 
zero. The control strategies were implemented using the dSpace system ‘DS1103’, 
which contains a DSP data-acquisition board with analog inputs/outputs. This 
system contains a direct interface with MATLAB/Simulink that lets the user design 
control systems using block diagram descriptions.
72
R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
7.2 Experimental Combustor M odel
A brief description of the methodology to obtain the experimental combustor 
model is presented. This model is based on frequency domain identification and 
captures the linear dynamics of the combustor for a given operating condition of the 
chamber. Moreover, it is assumed that the main characteristics (pressure, velocity, 
density and heat release) of the combustor fluctuate around a mean value. So, 
the experimental model represents the dynamics of the fluctuation components in 
the system. Generally, the linearity assumption will not hold for the system under 
consideration, especially at the operating conditions were high amplitude oscillations 
occur and strong non-linear effects are present. The linearized model is nevertheless 
useful for controller synthesis, because a controller that stabilizes the linearized 
model will also stabilize the non-linear model near the linearization point; under the 
assumption that the model is continuous and continuously differentiable. Moreover, 
if the controller suppresses the pulsations to sufficiently low levels, the model will 




Figure 7.3: Baseline Pressure Measurement.
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For the identification process, a baseline working condition (A, Vb, V , Ta and 
T/) of the combustion chamber was chosen such that the thermoacoustic instability 
was dominant in the pressure field. Thus, for the baseline condition the instabil­
ity frequency was located at uj/ ujq ~  0.205, where ljq represents the normalizing 
frequency used throughout this chapter. The spectral density plot of the pressure 
measurement for the baseline condition is shown in Figure 7.3.
7.2.1 Identification Technique
The identification strategy used flow excitation during the combustion process 
with pure frequency tones. For this purpose, pressure and fuel modulation were 
applied in sequence. The forcing acoustical signal was driven by water cooled loud­
speakers situated downstream of the burner. Meanwhile, the fuel was modulated 
by two proportional valves that modify the flow pattern into the burner. In Figure 
7.4, the experimental combustion test-rig is shown. The voltage signal to the fuel 
valves (Moog) could not be arbitrarily large. In fact, it is limited between —1.8V 
and +1.8V, which corresponds to the case where the valve is completely closed and 
completely open respectively.
In order to apply the frequency domain identification technique it is assumed 
that the acoustic field in the downstream of the combustion zone can be described 
by the 1-D convective wave equation. This enables to express the acoustic field in 
the combustion chamber by Riemann Invariants (refer to Chapter 5 for a detailed 
explanation). The Riemann Invariants can be considered as waves ( /  and g) prop­
agating in opposite axial direction. The acoustic pressure p' is proportional to the 
sum of both waves while the acoustic velocity u' is given by the difference between
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Figure 7.4: Combustor Test Setup.
these two waves:
p \t)  = pc{f +  g) 
u'(t) = ( f - g )
where p and c represent mean density and velocity of sound respectively. The entire 
thermoacoustic system can now be described by applying two boundary conditions 
and two source terms to the 1-D wave equation.
Boundary conditions:
•  Upstream (Hup): The upstream boundary condition includes the flame dynam­
ics and reflection coefficient of the burner and plenum.
•  Downstream (Hdown)'- the boundary reflection dynamics at the chamber exit. 
Source Terms:
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•  Control Actuator (Hmoog): acoustic properties of the control actuators (fuel 
Moog valves) and their influence on the combustion process.
•  Flame (Hsmirce): acoustic noise generated by the flame.
The basic idea of this proposed identification process is to identify the above- 
mentioned boundary conditions and sources. Of particular interest is to capture 
the dynamics of the control actuators and verify that they provide enough control 
authority at the instability frequency. Thus, the acoustic waves traveling down­
stream and upstream of the combustor were extracted from the pressure signal first. 
Hence, the method called Multi-Microphone (an extension to the Two-Microphone) 
was used [68]. This method uses the pressure signal given by five microphones sit­
uated downstream to determine the Riemann Invariants precisely at one reference 
location. This reference location will be used later as feedback signal during the 
control process.
7.2.2 Acoustic Blocks Identification
Next, the method to obtain the 4 blocks Hupi Hdown, Hmoog and Hamirce describing 
the combustor is outlined.
1. Downstream Model (//joum), see Figure 7.5,
•  The variable geometry at the exhaust is set to fully reflecting.
• The fuel is modulated sequentially with pure tones using the Moog valves.
•  At each forcing frequency the pressure Fourier coefficients are calculated 
for each microphone location.
•  The /  and g waves are computed at each frequency using the Multi- 
Microphone method.
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Figure 7.5: Downstream Interaction and Modeling.
• Thus, collecting the data at all the forcing frequencies, the experimental 
frequency response of the downstream dynamics is constructed by Hdown =
g/ f -
• Finally, a real rational transfer function Hdown(s) is fitted to Hdown-
2. Upstream Model (Hup), see Figure 7.6,
•  The variable geometry at the exhaust is now set to maximum absorption. 
This is to ensure low acoustic pressure levels and thus linear behavior of 
the system.
• Now, the pressure field is modulated upstream with pure tones by down­
stream loudspeakers.
•  At each forcing frequency the pressure Fourier coefficients are calculated 
for each microphone location.
•  The /  and g waves are computed at each frequency using the Multi- 
Microphone method.
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Figure 7.6: Upstream Modeling.
• Again, collecting the data at all forcing frequencies, the experimental fre­
quency response of the upstream block is obtained from Hup =  f / g.
•  A real rational transfer function H up(s)  is fitted to H up.
3. Control Actuator (Hmoog), see Figure 7.7,
• The variable geometry is set to maximum absorption.
• Using the data acquired during the fuel modulation stage, the correspond­
ing Riemann Invariants /  and g are extracted.
•  The output response of the control actuator is computed by hmoog = 
f  — Hup9 at each forcing frequency.
•  Given the input forcing signal u, the frequency response of the control 
actuator is constructed by Hmoog =  fi7noo9/'ti.
•  A real rational transfer function Hmoog(s) is fitted to Hmoog-
4. Flame Model (H f [ame), see Figure 7.8,
• The variable geometry is set to maximum absorption.
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Figure 7.7: Upstream Control Actuator Interaction.
source
up
Figure 7.8: Upstream Flame Interaction.
•  Take the pressure measurement without forcing.
• Transform the microphone signals from time domain to frequency domain 
(Fourier Transform).
• Calculate /  and g from microphone data using the Multi Microphone 
Method.
• Calculate the flame acoustic characteristics by hf[ame = f  — Hupg.
•  Since this block is modeled as a sound source, it is assumed that its input 
w is white noise. So, finally fit a real rational transfer function Hsource{s) 
to the frequency data HSOUrce =  h/iame/w.
Note that the upstream interaction is quite complex since it consists of 3 blocks 
as shown in Figure 7.9. Thus, it is necessary to follow the procedure in the correct 
sequence to obtain the correct overall model. Moreover, it is intended to control the
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Figure 7.9: Upstream Interactions.
combustor using fuel flow modulation, so of particular interest is to obtain the right 
description for the solenoid fuel valves.
The extraction of the Riemann-Invariants from the pressure measurements was 
completely automatized in the test-rig. For this purpose, a master program coded 
in LabView first generated all the signals needed in the initial part of identification 
strategy, and then processed the measurements to obtain the frequency characteris­
tics of the Riemann-Invariants using the Multi-Microphone Method [68]. The rest of 
the processing was carried out in MATLAB. The signal processing and p-synthesis 
toolboxes were used [5]. The final transfer function fittings were computed by using 
the commands fitsys and invfreqs which use a least-square approximation.
Finally, using the relation between the Riemann Invariant waves /  and g and 
the pressure fluctuations at some fixed axial point
p'{t) = pc(f +  g)
the final model describing the complete combustor process from the input control 
voltage to the microphone measurements is given in Figure 7.10. Clearly from the 
model, the objective of the controller is to attenuate the effects of the disturbance, 
flame acoustic dynamics, on the system.
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Figure 7.10: Combustor Experimental Model.
7.3 Open-Loop Experimental Model Analysis
Now, the experimental model obtained through the identification process is re­
viewed. Each block of the model is analyzed independently, as well as the overall 
open-loop system. Hence, a clear picture of the instability mechanism could be 
drawn.
7.3.1 Downstream Interaction
The downstream dynamics of the combustion chamber are modeled by Hdown• It 
mainly represents the acoustic reflection characteristics of the Riemann Invariants 
due to the boundary conditions in the chamber. The identified block Hdown is a 6th 
order stable and non-minimum phase transfer function. The frequency response of 
Hdown is shown in Figure 7.11. The frequency gain is almost constant for ui/ uJq < 
0.205, but beyond that frequency it is decaying continuously. Hence, the /  wave is 
almost perfectly reflected in the interval 0 <  uj/ ujq < 0.205.
-0.1644(s -  1.447)(s -  0.2944)(s2 +  0.03392s +  0.04509) 
Hdownis) -  +  o 4571. +  0 084 57)(s2 +  0.03556s +  0.04449)
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(s2 -  0.4368s +  0.5549)
’ (s2 +  0.4022s +  0.5423)
where s =  s/a;q.
7.3.2 Upstream Interaction
The block Hup represents the dynamics of the combustion chamber upstream 
of the reference position. It contains the acoustic burner dynamics due to the 
reflection of the Riemann Invariants, wave propagation and interaction with the 
combustion process. Hup is an Sth order transfer function with stable and non­
minimum phase characteristics. In Figure 7.12, the frequency response is plotted. 
From this plot, the response is almost flat for u/ujq < 0.20. Hence, the g wave is 
reflected constantly into /  with certain attenuation factor in the range 0 < u/uJq < 
0.20. Above that frequency range, there are three peaks in descending magnitude at 
ui/uio ~  0.21, 0.24 and 0.80. Moreover, in the frequency range 0.20 < oj/ujq < 0.25 
there is an amplification factor. Note that the frequency response is decaying slowly 
in the high frequency range (u i/u io  > 1.2).
—0.36259(s -  0.3602)(s +  0.4925)(s2 +  0.04713s + 0.03387)
“p(s ) “  ( |2 +  0.02812s +  0.04346)(s2 + 0.4069s +  0.08826)
(s2 +  0.03674s + 0.05057) (s2 -  0.6811s +  0.5111)
‘ (s2 +  0.3566s -I- 0.6485)(s2 +  0.04443s -I- 0.05441)
7.3.3 Control Actuator
The control actuator modulates the fuel flow into the burner affecting the heat 
release fluctuations and consequently modifying the pressure field. Thus, the block 
Hmoog represents the mapping from the fuel valves input voltage to the pressure 
measurement. Hmoog is an 8th order stable and non-minimum phase system. The 
frequency response of this block is shown in Figure 7.13. From this plot it is evident
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that the control actuator has a limited working range, roughly from 0 < ui/uio < 0.35. 
However, the instability frequency is located roughly at u>/uj0 ~  0.205. Therefore, 
it is clear that the control actuator can provide enough control authority at this 
frequency to suppress the instability. Note that in this working range, there are 
three resonant peaks u>/ui0 a  0.1, 0.17 and 0.21.
—0.0023903(5 -  5.331)(5 -  0.1571)(s2 +  0.05491s +  0.01558) 
nwoĝ  ~  (s2 +  0.0424s +  0.007558)(52 +  0.03568s +  0.02032)
(s2 -  0.1364s +  0.0419)(52 -  0.211s +  0.181)
‘ (52 +  0.07795s +  0.09263) (s2 +  0.05564s +  0.04459)
7.3.4 Flame Source
Finally, the property of the flame to act as a source of sound is modeled by the 
block HSource' Furthermore, it contains all the acoustic interactions of the turbulent 
flow due to the swirl stabilization process. / /dOTtrcc is a 10th order stable and minimum 
phase transfer function. From the frequency response in Figure 7.14, the flame 
response has two resonant peaks, one at approximately ui/u0 ~  0.22 and the largest 
at uj/uo ss 0.24.
0.028279(s +  0.09691)(52 +  0.26925 +  0.04425)
scmrce(s) -  ^  + . +  Q 13)(J2 +  0.056965 +  0.0338)
(52 +  0.048245 +  0.04123)(52 +  0.015655 +  0.04817)(52 +  0.6895 +  0.5027)
‘ (52 +  0.010655 +  0.04658)(52 +  0.029465 +  0.05775)(52 +  0.3095 +  0.2062
7.3.5 Open Loop Model
Now, the open-loop transfer functions will be analyzed. From the experimental 
model description, see Figure 7.10, the combustor system could be considered with 
two inputs: the disturbance w coming from the flame dynamics and the control 
actuator signal u, and one output measurement p': the pressure transducer. So,
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Figure 7.12: Upstream Block Frequency Response.
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two open-loop models could be identified Pi (disturbance w to pressure p') and P2 
(control signal u to pressure p'):
After substituting the realizations for wn, Hup, //moog and Hjiame into equa­
tions (7.1) and (7.2) the transfer functions for Pi and P2 were obtained. Pi is a 
stable and minimum-phase system, meanwhile, P2 is a stable but non-minimum
imaginary axis, which represent the instability dynamics. Now, the frequency re­
sponses for both systems Pi and P2 are shown in Figures 7.15 and 7.16 respectively. 
From the frequency response, it is clear the peak due to the thermoacoustic instabil­
ity, related to the lightly damped complex poles, located at u//u/0 a  0.205. Thus, the
In addition, Pi has a small bump in the frequency response at lj/ ujq ~  0.24 due to 
the flame response. Similarly, P2 has also a small bump but at uj/ ljq «  0.15 due 
to the actuator dynamics. Note also that the frequency response of P2, shown in 
Figure 7.16, has a large roll-off in phase mainly due to time-delays associated with 
the actuation of the control fuel and the combustion process.
Finally, since the flame also acts as a source of sound, this represents a continuous 
excitation to the system, as shown in Figure 7.10. The experimental model with 
this self-excitation was simulated with no control signal u =  0, see Figure 7.17. It 
is important to mention that the pressure trace obtained from simulation resembles 




phase system. They both have a lightly damped complex pair of poles close to the
objective of the control strategy is to give enough damping to suppress this peak.
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Figure 7.14: Flame Block Frequency Response.
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Figure 7.16: Open-Loop Block P> (control signal-to-pressure) Frequency Re­
sponse.
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Figure 7.17: Simulation of Experimental Open-Loop Model (disturbance-to- 
pressure).
However, some mismatching could be due to nonlinear dynamics presented in the 
combustor which are disregarded in the proposed model.
7.4 Controller Synthesis
Woo design was chosen as control strategy since this technique has a desired fre­
quency domain interpretation by minimizing the peak amplitude in the frequency 
response. Two control techniques were investigated: Woo Disturbance Rejection 
design and Woo Loop-Shaping technique [80]. First, a controller achieving the max­
imum attenuation in the frequency response peak was sought, so Woo Disturbance 
Rejection design was used. On the other hand, a controller that could achieve good 
performance and also maintain some robustness properties was investigated, thus 
Woo Loop-Shaping technique was applied.
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In order to avoid numerical problems during the computation of the Hoo con­
trollers, the scale factor pc, see Figure 7.10, was removed from the experimental 
model during the control design. Therefore, the final controllers were rescaled by 
this factor.





Figure 7.18: Setup for Hoo Optimization.
From the model description in Figure 7.10, the objective of the controller is to 
minimize the effect of the noise coming from the flame into the combustor chamber, a 
disturbance rejection problem. In addition, there is also a requirement in the control 
signal since a saturation is limiting the actuator effect. Therefore, it is important 
to reduce the magnitude of the main harmonic peak, but keeping the control signal 
inside the saturation limits. In summary, all this requirements can be translated 
by solving a weighted Hoc problem as shown in Figure 7.18 where the objective is 
to design a controller u =  K y  so that the Hoo norm from w to j^‘] is minimized. 
Wz and Wu represent the pressure output and control signal weighting functions
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0.082816(s +  4.4)2(s +  0.01)2 
(s + 0.32)2(s +  0.16)2 
25(5+1.6)
(s +  6)
Their frequency responses are shown in Figure 7.20.
It is easy to see that the system shown in Figure 7.18 can be written in a 
general LFT form as in Figure 7.19. Thus, the generalized plant G for the LFT 
interconnection can be calculated from Figure 7.18
(7.3)
“
W  T Hr ' : J  Llsource W , T  H m o a g
G  = 0 w u
T  H source T H m a0g
where
T  = 1 + Hdoum (7.4)
1 Hdawn HUp
So, the control objective can be stated as
7opf =  „ TOfl . ||"Fru;||ooK stabuizxTig
where Tzw denotes the transfer matrix from w to z. Note that the space of search for 
the optimal Hoo controller is the space of controllers that stabilize the closed-loop
90











Figure 7.20: Weighting Functions of Hoo Optimization: W, (Top) and Wu 
(Bottom).
interconnection. There is no particular restriction on the stability of the controller 
itself. So, during the Hoo control synthesis, it was found that the resulting controller 
was unstable. Obviously, this kind of controllers are not suitable in our application, 
due mainly to the high sensitivity and lack of robustness. Moreover, there is a 
saturation restriction on the control signal, so the tendency for the closed-loop 
system to go unstable is pretty high. This last statement was corroborated during 
simulation. Therefore a way to avoid this problem was investigated.
During the bisection algorithm used for the Hoo optimization, it was noticed that 
after each iteration the pole with the largest real part of the resulting controller was 
moving continuously to the right-half-plane. Therefore, there was a limiting bound 
7stab le  >  lo p t  > 0 such that the closed-loop H o o  norm was less than stable and the 
corresponding controller K  was still stable. So, there was a limitation in the per­
formance that could be achieved if a stable controller was required. In addition,
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Figure 7.22: Frequency Responses for Open and Closed Loop with Hoc Dis­
turbance Rejection Controller.
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it was also noticed that this limiting value stable > 0 could be changed according 
with the weighting functions Wz and Wu. After the computation of the final Hoo 
controller, balance truncation method was applied to disregard states without sig­
nificant weight in the frequency response. The frequency response of the resulting 
Hoo Disturbance Rejection controller is presented in Figure 7.21. In addition, the 
closed-loop and open-loop bode plots are shown in Figure 7.22. It is clear that the 
control feedback loop is able to reduce the peak in the pressure frequency response 
effectively. Note that this kind of controller does not have any robustness properties 
inherited from the controller synthesis.
7.4.2 H oo  Loop Shaping Technique
The Hoc Loop Shaping technique cannot handle direct constraints and distur­
bance descriptions as in the previous formulation. Therefore, the model of the noise 
coming from the flame HSOur<x was not actually used in the designing stage and 
the control signal restriction had to be checked experimentally after the design was 
complete. From the experimental combustor representation (7.10), the equivalent 
open-loop plant is given by
n u  Id" Hjoum
r  —  n moag—— j z  —
I  Tl up** down
Now, the idea is to shape the open-loop in a certain way such that the objectives 
can be satisfied. In a general setting, in order to have a good frequency peak 
attenuation the controller must have enough control authority at that frequency. 
On the other hand, there is a hard limitation coming from the control saturation. 
So, the frequency gain at the main harmonic has to be limited to certain value. 
In addition to this, the actuator has a limited working frequency range. All these
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Figure 7.23: Loop-Shaping Compensator W.
specifications were translated into the weighting function
0.015088(s +  0.0018)
~  (s +  0.16)(s2 +  0.384s -i- 0.1024)(s2 +  0.48s +  0.16)
Its frequency response is shown in Figure 7.23. The corresponding optimal controller 
was obtained. Next, balance truncation was used to reduce the order of the resulting 
controller. The frequency response of the final Woo Loop-Shaping controller is shown 
in Figure 7.24. In Figure 7.25, a comparison between the closed and open loop 
frequency responses is presented.
The computation of the Woo controllers was carried out in MATLAB by using 
the ji-synthesis and control toolboxes [5, 28]. Hence, the commands h in fsyn  and 
ncfsyn  were applied to synthesize the Woo Disturbance Rejection and Woo Loop- 
Shaping controllers respectively. On the other hand, the commands balreal and 
modred were used to perform the balance truncation approximations.
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normalized frequency
Figure 7.24: Frequency Response for Hoo Loop-Shaping Optimal Controller.










Figure 7.25: Frequency Responses for Open and Closed Loop with Hoo Loop- 
Shaping Controller.
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7.5 Optimization Using Evolution Algorithm
7.5.1 Motivation
The combustor chamber is a very complex system and presents changes in its 
dynamics according with the working conditions. For an unstable point, the dy­
namics inside of the chamber are highly nonlinear [73] and extremely difficult to 
describe accurately. However, for low amplitudes (stable conditions) the system is 
approximately linear [30]. Nevertheless, for a specific working condition a linear 
approximation can be very useful. Hence, a controller like Hoo could be computed 
for this particular condition.
In a real combustor the operating conditions are varied continuously, thus it is 
necessary to obtain a whole set of models to derive the corresponding controllers. 
This procedure although effective, requires much engineering work. Thus, it is 
appealing to have a controller that could adapt to any given working condition. This 
motivates the idea of having a controller whose parameters could be adjusted on-line 
through an optimization process of some defined performance index. Consequently, 
the main advantage is that no-knowledge from the combustor is needed a priori. On 
the other hand, one restriction is the complexity of the proposed controller, since 
the number of control parameters will dictate the speed of the optimization process. 
Therefore, a controller with a few parameters, like first or second order compensator, 
is always preferred.
From previous published work [9, 31, 41], it is known that the basic controller 
that can stabilize the pressure pulsations inside the combustor is a simple phase- 
delay controller. Even though the performance achieved is not the best, a reasonable 
attenuation factor can be obtained. So, this simple phase-delay controller was taken
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as a starting point. Thus, the control had only two parameters to adjust: ko (gain) 
and r  (delay)
Now, a performance index must be chosen that reflects the pressure changes over 
some given time. Thus, a measure of power was selected
where p'(-) is the pressure fluctuation measurement, £, is the starting time of evalu­
ation and T  is the evaluation period. Lab tests showed that the variance of the cost 
function decays exponentially with T. However, some operating conditions needed 
longer evaluation times to obtain an acceptable level of the variance of the cost
ance was found for values of T  between 5 to 7 seconds. This observation brought to 
us two important points:
1. The performance index is corrupted by turbulence noise, and
2. The convergence speed of the optimization algorithm is limited by the long 
evaluation process.
From the results obtained from simulation, the optimization process presents a con­
vex shape but with a repetitive pattern as shown in Figure 7.26. Moreover, this 
result was verified through testings in the combustor test-rig. Therefore, the exis­
tence of a minimum for the pair of parameters was ensured. Now, it remains to 
choose an appropriate optimization technique, several strategies were explored at 
this stage. In order to benchmark the different strategies, the thermoacoustic model 
of the combustor shown in (7.10) was used. The steepest descent and Lagrangian in­
terpolation [67] were tested in simulation with moderate results, for some iterations
K  = kQ • e~ST
Cost Function (7.5)
function. A compromise between reasonable evaluation time and acceptable vari-
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«•*
Figure 7.26: Gain-Delay Performance Index Surface.
the algorithms never converged to the optimum value. Nevertheless, an experimen­
tal test was performed and it corroborated the previous results, the convergence 
ratio was poor. A good explanation for this failure resides in the former observa­
tion made about the performance index, for the same pair (fc0, r) evaluated at two 
different instants the performance index might change roughly 10% or more. This 
property of the system makes it difficult to establish a decreasing pattern for the 
parameters that leads to lack of convergence.
In order to solve this problem a change of perspective was needed since any of 
the well-known optimization techniques could not deal with noisy signals. Thus, the 
focus changed to a less mathematical optimization but more intuitive idea. In this 
way, evolution strategies came as a perfect choice due to their strong adaptation 
capabilities, see [67].
7.5.2 Evolution Algorithm
So far, Evolution has been responsible for developing optimal or at least very 
good structures in nature. In evolution, the mechanism of variation is the occurrence
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of random exchanges, even “errors” , in the transfer of genetic information from 
one generation to the next. Evolution as an optimization strategy has intrigued 
researchers since the 50’s and 60’s. Early work in this field is due to Box [10], 
Pask [60] and Schumer [69]. However, one of the main contributions came later by 
Rechenberg. In his book [63], he examined the analogy between natural evolution 
and technical optimization and presented a scheme for multimembered evolution.
Consider a function that has to be optimized with m inputs and one output. 
The output of this function is referred as its fitness. The idea is now to adjust the 
input parameters in order to find an optimum in the fitness. One combination of m 
input parameters is called an individual. A group of n individuals is a population. 
The idea is to start with a randomly selected initial population (mutation), creating 
a group of children out of their parents. The fitness of the children is now evaluated 
and compared with their parent’s fitness, and the best of both are selected to be the 
next generation of parents. This procedure will go on until an optimum is found, or 
a given termination criterion is fulfilled.
Following these ideas, the following evolution algorithm was adopted in the op­
timization process
1. Initialize parameters of the evolution algorithm.
2. Select initial population (this can be a random selection, a guess or a results 
of a previous experiment).
3. Check if the conditions for termination of algorithm are satisfied: optimality, 
max. #  of iterations or no-progress
• YES : Set the best values obtained during the optimization process.
• NO : Continue with Evolution Alg.
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4. Adjust step (mutation range) according with progress achieved.
5. Create children from parents set.
(a) Check mutation factor.
(b) Determine new step.
(c) Generate children by adding a random perturbation of variance ’step’ to
(d) Check that children satisfy the parameters bounds.
6. Evaluate children fitness.
7. Compares children and parents performance, keep the best of both.
8. Compute progress velocity according with #  of children better than parents.
9. Select the best solutions to judge optimality.
10. Go back to 3.
In order to judge the capabilities of this algorithm to deal with cost functions cor­
rupted by noise, a test was carried out using a well-defined convex function with a 
global minimum, see Figure 7.27. An initial set of values was given by © and after 200 
iterations the best solutions were plotted *. This example shows how the evolution 
strategy is capable of dealing effectively with noise during the optimization.
7.5.3 Controller Structure
Motivated by the idea that a simple lead filter plus a delay term could add 
enough damping to suppress the pressure pulsations, a rather simple controller was 
tested:
parents.
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Figure 7.27: Evolution Algorithm Optimization with Noisy Cost Function.
where the parameters a and 6 were chosen to give a fixed damping factor at the
instability frequency, Ar0 and r  were tuned manually online and uic was chosen to
filter high frequency noise, u)c 500 Hz. Surprisingly, this simple idea gave very 
good results achieving a good suppression in the pressure pulsations of the test-rig.
On the other hand, this controller structure has only 4 parameters, so this makes 
it a good candidate for an online optimization since the complexity of the controller 
is limited. Moreover, if a closed interval of variation could be derived for each 
parameter the space of search would be largely reduced. Nevertheless, the final 
controller prototype has an extra zero and pole in order to have two more degrees 
of freedom
rs-f S/ Ql +  1 S/ fl2 +  1 1 t-7 -.sK  Is) =  k0 — --- ------- ------ - e ----------• —---   (7./)
sjb\  +  1 s/62 +  1 s/u,'c +  1
where corresponding bounds were set to each parameter.
101
R e p ro d u c e d  with p e rm iss ion  of  th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
7.5.4 Optimization of Controller Parameters by Evolution
The evolution algorithm outlined earlier was used to tune the parameters of (7 .7 ) 
online. A master-program was coded as an m-files in MATLAB and it was in charge 
of running the evolution strategy and to establish the communication directly with 
a DSP board which is in charge of running the controller online. Thus, the controller 
parameters were updated from MATLAB by direct access to the DSP.
On the other hand, to have some flexibility in the controllers, several controller 
structures were implemented on the DSP board
K(s) = ko e~ST ■ 15/wc+l
K(s) = kQ5/01 + I 15/61 + 1 5/+C+I
K(s) u 5/ai + l . r ~ ar 1— *0 s/6i + l 5/u/c+l
K(s) =  ko 5/ai + l 5/02+1 I5/61 + I 5/62 + I 5 / UJc +1
K(s) = ko 5/01+I 5/61 + I
5/02 + 1 r~ST 
5/62+1 6
where (fc0 ,r,ai ,  bi,a2,b2) defines the overall set of parameters. The parameter u c 
was always set to a fixed value during the optimization process. Therefore, a 2  to 6  
parameters optimization scheme could be chosen depending on the controller proto­
type. The choice of the number of parameters will generally be a trade-off between 
increased pressure reduction and increased convergence time for the controllers.
During the optimization some parameter combinations might be proposed that 
actually increase the pressure pulsations. This is of course very unfavorable in prac­
tical applications. For this reason, an intermediate evaluation of the cost function 
was introduced to speed up the convergence time of the algorithm. The underly­
ing idea is that it is more important to have high accuracy during the evaluation
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of a good parameter combination than a bad combination. Consequently, the cost 
function is evaluated twice: if the evaluation over a short period of time indicates 
pulsations higher than the no-control case, evaluation is stopped and a penalty on 
the fitness is imposed. If the first evaluation indicates pulsations lower than with­
out control, the evaluation continues and the total cost function is returned as the 
fitness.
Generally, the pulsations levels are not the only parameters to be monitored.
It might be possible that a certain combination of parameters could reduce the 
pressure oscillations but could also increase the emissions levels, like CO and NOx. 
Obviously, this is not desirable in a combustion chamber. However, the flexibility 
of the genetic algorithm allows to specify bounds to the emissions levels. If the 
emissions are higher than certain threshold, a penalty is given to the cost function. 
This last feature was noticed after tests, but it could not be actually implemented. 
So it could be the objective of future work, since this problem is critical due to the 
strict emissions regulations.
7.6 Active Control Implementation
The controllers were implemented in the test-rig using the dSpace system ‘DS1103’, 
which contains a DSP data acquisition board with 20 analog inputs and 10 outputs. 
This system has a direct interface with MATLAB/Simulink which facilitates the 
implementation of controllers using Simulink block diagrams. The sampling rate 
was specified at 12kHz, enough to capture the dynamics of the chaotic pressure 
measurement.
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7.6.1 Active Control Performance Index
During the modeling stage, only the acoustic response of the combustor is con­
sidered. Consequently, the controller must be judged according with its capability 
to reduce pressure pulsations or noise in general inside of the chamber. So, the 
following two indices N R R  (Noise Reduction Ratio) and PA  (Peak Attenuation) 
are used to measure the controller performance
Pressure powerm
N R R  = 10 • log10
PA = 20 • log
Pressure power0f j
Pon(w)
d B  (7.9)
10
max ̂
u; d B  (7.10)
xP o //M .
where u> represents frequency, p(-) Fourier Transform of the pressure measurement 
p(t), the sub indices “on” and “o / / ” indicate tests with controllers on and off 
respectively, and
Pressure power(.) =  |p(.)(u/)|2
with N  denoting the number of samples in the pressure trace. It is important 
to notice that the definition of decibels (dB) is consistent with notation used in 
acoustics for sound power level [6].
Now, the actual computation of these two indices was carried out in MATLAB. 
Thus, measurements were recorded with and without control using the dSpace sys­
tem and the final processing was computed in MATLAB. The signal processing 
toolbox was employed and the command psd was used to calculate the spectral 
density estimation of the pressure measurements.
7.6.2 Simulation
In order to obtain an estimation of the controller performance in the real combus­
tor, closed-loop simulation was carried out using the experimental approximations,
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Figure 7.28: Combustor Closed-loop Simulation Model.
see Figure 7.28. The performance of the controllers previously computed with re­
spect to the performance indices is summarized in Table 7.1. It is clear that Hoc 
Disturbance Rejection and Hoo Loop-Shaping controllers can achieve good attenua­
tion factors at least during simulation. So, the next step was to test these controllers 
in the combustor test-rig to corroborate the performance.
Table 7.1: Simulation Results.
C ontroller T ype PA  N R R
(dB) (dB)
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7.6.3 Test-Rig Results
Next, the controllers obtained through Hoo optimization were tested in the ex­
perimental rig described earlier. In addition, the controllers optimized through the 
evolution algorithm, from now on referred as Evolution controllers, were also tested. 
Phase-delay control was used as baseline control strategy to judge the performance 
improvements with model-based and evolution controllers. The roots of phase-delay 
control strategy come from the Rayleigh-Criterion; thus fuel was modulated out-of- 
phase from the pressure measurement in order to disrupt the instability coupling. 
The phase-delay controller had the structure
K(s) =  k0e~aT (7.11)
where the parameters kQ and r  were updated manually during the experiment to 
obtain maximum suppression in the pressure pulsations.
The first test involved analyzing the response for each of the control strategies:
•  Phase-Delay Control,
•  Hoc Disturbance Rejection,
• Hoc Loop-Shaping, and
• Evolution Controllers
For this purpose, the same operating condition observed during modeling was achieved 
Hence, without control the instability frequency was located at uj/ uiq = 0.2054 and 
the amplitude of the pressure pulsations was about 2% the mean pressure. In the 
experimental testing, after the control was switched on the combustor was let reach 
a steady state response for about 30s. The response was then visualized using a
106
R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .
Table 7.2: Comparison between Baseline Controller, Model-Based and Evolu­
tion Controllers.
C ontro ller T ype PA N R R
(dB) (dB)
Phase-Delay -2.20 -2.69
Hoo Disturbance Rejection -19.79 -8.36
Hoo Loop-Shaping -19.42 -10.20
Evolution 2 param. -18.00 -6.90
Evolution 4 param. -18.70 -6.80
Evolution 5 param. -26.20 -13.40
Evolution 6 param. -26.70 -13.00
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spectrum analyzer. The control was switched off and on again to check that the 
overall effect could be repeated. Next, experimental data was recorded with and 
without control for 15s, i.e. 180,000 samples. However, in order to facilitate the 
computation of the performance indices PA and NRR, only 216 samples (i.e. 5.4s) 
were used. Nevertheless, this amount of samples is representative according with the 
time-scale associated with the instability. The results of this test are summarized in 
Table 7.2. From the table, it is clear that the proposed model-based and evolution 
controllers performed much better than simple phase-delay control. The evolution 
optimization was able to reach sets of parameters that led to large reduction of the 
pressure pulsations, even more than the model-based controllers in the case of 5 and 
6-parameters controllers. The experimental responses for some of these controllers 
are plotted in Figures 7.29, 7.30, 7.31, 7.32 and 7.33.
During testing, a small delay-factor was added to the Hoo Disturbance Rejection 
controller to maximize the pressure attenuation; so the frequency phase-variation of 
the controller was slightly adjusted. Consequently, this controller did not provide 
enough robustness to correct possible uncertainty during modeling. On the other 
hand, the Hoo Loop-Shaping controller did not need any adjustment.
The structure of the resulting controllers coming from the evolution optimization 
for the 5 and 6-parameters cases is shown
K ,  ff) -  a 1 ■■ 1 0 -  (S/0.2645 4- 1)(S/0.1047 + 1)
11 U (S/0.5402+ 1)(S/0.5284+1)(S/1.2000+1)
and
K  -  I as v (S/0.1100 + 1)(S/0.1399+1)
f t x iu (|/o.5262 + l)(S/0.3782 + 1)(J/1.2000 + 1)
where s =  s/ ujq. Essentially, from the pole-zero location of both controllers Kcoiutums 
and fCevolutions, ft is clear they work as lead compensators. So they are providing
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Figure 7.30: Test of Hoo Disturbance Rejection Controller.
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damping around the instability frequency. In Figure 7.34, the frequency responses 
of the Ha, Disturbance Rejection and Hoo Loop-Shaping are compared with the 
resulting controllers coming from the evolution optimization for the cases 5 and 6 
parameters. From this plot, it is clear that all the controllers have a good agreement 
in magnitude and phase around the instability frequency uj/ ujq — 0.205; explaining 
why the success of the evolution controllers.
Now, it was decided to investigate the robustness properties of the model-based 
controllers. For this purpose, a set of different operating conditions for the combus­
tion chamber were used to test the controllers. First, the Hoo Disturbance Rejection 
controller was set, including the delay factor added previously, and the parameters 
of the combustor were varied: A, V  and Ta. Four operating conditions were recorded. 
Again, measurements with and without control were acquired. The processing of the 
pressure measurements was carried out in MATLAB. The results are presented in 
Table 7.3. For each condition, the location of the pressure peak and the amplitude 
of the pressure pulsations changed. Therefore, a range of conditions starting from 
low to high pressure pulsations (stable to unstable) were tested. In Figures 7.35, 
7.36 and 7.37, the responses for conditions I, II and IV are plotted.
Similarly, the Hoo Loop-Shaping controller was tested thoroughly. Now, a set 
of 6 different working conditions was examined. Again, the model-based controller 
showed good robustness for changes in the chamber operating conditions, see Table 
7.3. In Figures 7.38, 7.39 and 7.40, the experimental responses are presented for 
conditions II, III and IV.
Note that for different working conditions, the peak frequency did not change 
in a  big range for the no-control case. This explains why both model-based Hoo 
controllers were able to have a good performance for a wide range of operating
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Figure 7.31: Test of Hoo Loop-Shaping Controller.
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Figure 7.32: Test of Evolution Controller: 5-parameters.
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Figure 7.33: Test of Evolution Controller: 6-parameters.
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Figure 7.34: Frequency Response of Resulting Controllers.
112





















I Off-Controi 1 
1 —  On-Con trot j
...........................................................
0 0 1 0 2 0 3 0.4 OS 0 6 
frtquoncy (normalnd)
07 06 09 1
Contro*-Off





Figure 7.36: Test of Hoo Disturbance Rejection Controller: Condition II.
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conditions. At these different working points, the basic dynamics did not change 
much, only the intensity levels. Therefore, for unstable conditions (high pressure 
oscillations), the active-control strategy was able to reduce effectively the pressure 
pulsations. However, for the stable conditions, the control modulation had almost 
no effect in the pressure field. It was noticed that even though good attenuation for 
the pressure pulsations can be achieved for different conditions, the pollutant levels 
could raise for some operating conditions, especially the levels of UHC and CO. 
Meanwhile, the NOx level was almost always below the no-control level. The raise 
of UHC levels suggest that incomplete combustion was taking place inside of the 
chamber. On the other hand, it was not possible to identify a trend or pattern for 
this problem, or a relation between the working condition and the pollutants level. 
Clearly, this stands as the main drawback of the formulation since in order to 
incorporate this parameter, a model describing the behavior of the pollutants must 
be derived, which is a very complicated task. However, there were some conditions 
where the UHC and CO were almost zero for the Hoc controllers.
114






0.7 0.8 0 902 0 3 0.4
dm*(»*c)Dm* (S*C)












Figure 7.38: Test of Hoo Loop-Shaping Controller: Condition II.
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Figure 7.40: Test of Hoo Loop-Shaping Controller: Condition IV.
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Table 7.3: Test of Model-Based Controllers for Different Working Conditions.
C ontrol-O ff C ontrol-O n
C ontro ller T ype PA N R R P eak M ax. Peak M ax
freq. am p. freq. am p.
(dB) (dB) {u>/uJo) (P/P) {uj/ uJo) (P/P)
Hoo Dist. Reject, cond. I 2.16 0.59 0.16 0.0031 0.15 0.0034
Hoc Dist. Reject, cond. II -7.78 -3.36 0.18 0.0176 0.18 0.0219
Hoo Dist. Reject, cond. Ill -21.88 -10.95 0.20 0.0385 0.17 0.0279
Hoc Dist. Reject, cond. IV -20.00 -12.00 0.20 0.0398 0.17 0.0140
Hoc Loop-Shaping cond. I -17.30 -11.40 0.20 0.0421 0.05 0.0270
Hoc Loop-Shaping cond. II -3.32 -0.60 0.25 0.0109 0.26 0.0094
Hoo Loop-Shaping cond. Ill -8.08 -6.56 0.20 0.0373 0.18 0.0192
Hoo Loop-Shaping cond. IV -24.96 -16.17 0.21 0.0478 0.18 0.0135
Hoo Loop-Shaping cond. V -18.63 -13.28 0.21 0.0412 0.18 0.0134
Hoo Loop-Shaping cond. VI -19.44 -14.10 0.21 0.0372 0.21 0.0130
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CHAPTER 8 
ACTIVE CONTROL OF A 
LIQUID-FUELED COMBUSTOR
The work described in this chapter was carried out in the Mechanical Engineer­
ing Department at LSU. In this department, extensive experimental work have 
been carried for many years pursuing to understand the mechanisms and driving 
effects of thermoacoustic instabilities in test-rigs. Simple control strategies such as 
phase-delay control have been tested with success. However, the simplicity of these 
techniques makes them very sensitive to variations in the operating conditions. As 
a result, the performance of more advanced control techniques was not clear. In 
addition, compared to our previous application (Chapter 7) the combustor test-rig 
is now liquid fueled. The objective of this work was then to expand our previ­
ous work in this area. Identification techniques were proposed for modeling the 
combustor and different control actuators were also tested. LQG and H 00 Loop- 
Shaping controllers were derived from the experimental models and implemented in 
the combustor achieving good attenuation factors for the pressure oscillations.
8.1 Experimental Setup
Active control tests were performed on a 125kW swirl-stabilized spray combus­
tor. The combustor facility consists of two sections: the settling chamber and the 
combustion chamber. Two concentric pipes serve as the primary and secondary air 
settling chambers as shown in Figure 8.1. Each settling chamber has an array of
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Figure 8.1: Experimental Test-Rig at Mechanical Department at LSU.
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eight loudspeakers (Sanming 75A) that are mounted at equal polar angles about the 
chamber’s circumference. The primary and secondary air from the settling cham­
bers are accelerated into the combustion chamber through concentric large area 
ratio nozzles. Swirl vanes having a 45° co-swirl orientation are placed at the exit 
of the nozzles. Uniformly located between the coaxial air jets are eight pressure-fed 
atomizers. Four of the eight fuel sprays are operated at a constant fuel-rate and the 
other four are modulated using automotive-type fuel injectors.
The combustion chamber has a diameter of 5.5in and a length of 22in. The exit of 
the combustion chamber was unrestricted. In addition, the chamber was artificially 
cooled by using water. High frequency response pressure transducers (Kistler 6061B 
and 7061B) placed along the length of the combustion chamber wall were used to 
monitor the instability. A pressure sensor located at a distance of x/L=0.2 from 
the dump plane provided the feedback signal for the control implementation. The 
pressure signal was sampled at a rate of 10kHz and then processed using a dSPACE 
‘DS1103’ PPC Control Board. The control algorithms were implemented in discrete 
time using MATLAB/Simulink programs in conjunction with the dSPACE software.
8.2 Fuel M odulation
First, control using fuel modulation was investigated. In this setup, four mod­
ulated fuel sprays were used for control purpose. So, the controller received the 
signal coming from the pressure transducer and processed it to produce the control 
signal for the automotive fuel-injectors. However, fuel injectors are not proportional 
actuators, i.e. they cannot open or close proportionally to the signal applied to 
their terminals. These actuators are just fully open or fully closed. If the control 
signal to the injectors is below certain threshold voltage (~  11.8V) the injectors are
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closed. Similarly, if the input signal is above the threshold, the injectors are fully 
open. Therefore, it was decided to send a discrete signal to the injectors OV or 12V 
to close or open the valves respectively. Note that there are only two parameters 
that can be selected in the response of these actuators: frequency and duty cycle. 
However, by previous work by Allgood [l], the fuel injectors have a limited working 
response since the frequency bandwidth changes dramatically according with the 
duty cycle. Thus, the best response is achieved for a 25 to 75% duty cycle.
At this stage, only linear control theory was intended to be applied for the 
controller derivation and clearly this type of control actuators are adding a nonlinear 
behavior into the system. The approach taken was to apply a sign nonlinearity at 
the output of the controller producing then a discrete signal for the fuel injectors. 
Note that due to this sign nonlinearity, the injectors driving signal is pulse-width 
modulated according to the continuous time controller; the width of the pulses 
will depend on the zero-crossing of the control signal. This fact will compensate 
somewhat the nonlinear response of the actuators. However, the response of the 
linear controllers to this type of nonlinearity is not known,
8.2.1 Operating Condition
In the initial stage of the test, an operating condition that clearly presented a 
thermoacoustical instability in the combustor was selected. The amount of fuel into 
the chamber was set constant to 4.5gph. Therefore, the fuel through the four con­
stant nozzles was fixed to 2.5gph and the modulated fuel-stream was set to 2.0gph. 
Now, the primary air flow was varied from 12 to 30cfm and the secondary was varied 
from 30 to lOOcfrn in order to find an operating condition that showed an instabil­
ity. Thus, the chosen working condition is presented in Table 8.1. At this working
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Figure 8.2: Fuel Modulation Identification Technique.
condition, the instability peak was dominant over the background turbulence in the 
chamber and it was at 280Hz.
Table 8.1: Parameters of Baseline Condition in the Fuel Modulation Test
Fuel-Flow Rate Q prim ary Q  secondary Pressure
4.5gph 22cfm 60cfm atmospheric
8.2.2 Time-Domain Modeling
The first step towards the controller synthesis was to derive a model of the 
combustor that captured the basic interactions inside of the chamber. Thus, the 
objective of modeling is only control design. As a result, the combustor model 
should present the main dynamics from the control actuator signal to the pressure 
measurement. In the identification approach, band-limited (0 to 1kHz) white noise 
w was sent into the system and the pressure measurement was recorded as shown 
in Figure 8.2. As explained earlier, a sign nonlinearity was used to modulate the 
driving signal to the fuel injectors. Therefore, the actual signal going into the fuel 
injectors, v, is white noise, w, passed through a sign nonlinearity.
Frequency domain identification was disregarded due to the harmonics that the 
nonlinearities of the system are adding into the measurements. Thus, it was decided
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to pursue the identification of the combustor in time domain using the input-output 
pair (v,p). The data was collected by the dSpace system ‘DS1103’ at a sampling
rate of 10kHz. 215 input-output samples («  3.3s) were used in the identification
scheme. This amount of data is representative considering the time-scales related 
to the instability frequency. Four parametric model structures were considered
•  ARX (Least-Square Approximation)
A(z- l )y[n] =  B(z~l)u[n — k\ +  e[n] (8.1)
•  ARM AX (Least-Square Approximation)
A(2- l )y[n] =  6 (2 - I )u[n -  k\ + C (z- l )e[n] (8.2)
•  State-Space (Sub-Space Method)
x[n +  1] =  Ax[n] 4- Bu[n]
y[n] = Cx[n] 4- Du[n\ 4- v[n] (8.3)
where
A(z~l) =  l4 -a iz - 1 4 h a^z~ N
B(z L) =  bo + b\z 1 4- • • • 4- b\iZ ,Vf 
C(z~l) = Co4-Ciz"l 4 h cPz~p
(A, B ,C , D) are real matrices, and {aj, bi, ĉ } are real coefiicients. Six models in 
discrete time were derived using the experimental data (v,p). For this purpose, 
the identification toolbox of MATLAB was used. The commands arx, armax and 
nAsid computed the approximations from the experimental data pair using the ARX,
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ARMAX and State-Space structures respectively. In each case, the parameters of
each model structure were chosen to optimize the fitting to the input-output pair. 
These models were further transformed to continuous time by bilinear transforma­
tion with ‘prewarping’ at 280Hz (instability frequency). This transformation was 
carried out using the command d2cm from the control toolbox of MATLAB. The 
six models in continuous time Gi, Go, (73, G4 , G$ and G$ are presented next
—0.00070426(s -  2 x 104)4(s 4- 1150)(s2 -I- 1192s + 1.678 x 107)
l(s) _  (s 4- 9.239 x 104)(s +  2 x 104)3(s +  1916)(s2 4- 787.2s +  2.769 x 106)
(s2 +  1791s 4- 2.335 x 108)(s2 4- 7059s +  6.847 x 108)
’ (s2 -I- 8600s 4- 1.807 x 108)(s2 +  1.58 x 104s 4- 9.469 x 108)
(s2 4- 1.321 x 104s 4- 1.146 x 1010)
' (s2 -I- 7.297 x 104s 4- 2.66 x 109)
—0.00042916(s 4- 1922)(s 4- 2 x 104)5(s -  2 x 104)4 
2(S) ”  (s 4- 9.277 x 104)(s +  1918)(s2 + 786.8s 4- 2.767 x 106)
1
' (s2 4- 8598s 4- 1.806 x 108)(s2 4- 1.58 x 104s 4- 9.469 x 108)
1
’ (s2 4- 7.27 x 104s -I- 2.652 x 109)
(8.4)
(8.5)
1.7178 x 10-5(s -  2 x 104)(s -  2114)(s -  1134)
3{S) (s 4- 39.3)(s2 -  4.834s 4- 3.13 x 106) [ }
-9.8703 x 10-5(s -  2 x 104)(s -  2187)(s -  171.8)
“  (s -  21.51)(s2 +  56.8s +  3.13 x 106)
(s2 -I-614.4s +  1.175 x 107)
' (s2 +  2882s -I- 3.395 x 107) ’
-0.00021209(s -  7.877 x 104)(s +  2 x  104)(s +  8953) (s -  1637)
5(S) “  (s +  9.77 x 104)(s +  16.82)(s2 -I- 27.28s 4- 3.144 x 106)
(s2 -  1427s 4- 8.229 x 106)(s2 -  3.612 x 104s 4- 8.746 x 108)
' (s2 4- 9071s 4- 7.753 x 107)(s2 4- 2.09 x 104s 4- 1.051 x 109) ( }
—1.6035e -  05(s -  2 x 104)(s -  2694)(s2 -  303.5s 4- 6.57 x 106)
”  (s 4- 1.149 x 104)(s 4- 18.34)(s2 4- 10.94s 4- 3.138 x 106)
(s2 4- 5.553 x 104s +  1.326 x 1010)
’ (s2 4- 4.42 x 104s 4- 1.159 x 109) 8̂'9^
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The frequency responses for these models are shown in Figures 8.3 and 8.4. Note 
that all the six models present similar characteristics around the instability frequency 
280Hz.
8.2.3 Controller Synthesis
LQG and Hoc Loop-Shaping controllers were derived for the six models obtained 
early. The following parameters for the LQG synthesis were chosen Q = 1 x 103, 
R  =  1, Qn =  10 and Rn =  10. The synthesis was completed by using the commands 
Iqr and kalman from the control toolbox [28] of MATLAB. During the LQG design 
some of the resulting controllers were unstable. So, the parameters of this design 
technique ( Q ,  R , Q n , R n )  were varied to obtain stable controllers, but in the cases of 
models 2 and 3 this was not possible. As a result, the controllers corresponding to 
these models were discarded. The frequency responses of the resulting controllers for 
LQG design are shown in Figure 8.5. Similarly, Ti<x Loop-Shaping was also applied. 
The weighting function
928532.3821 (s + 0.6283)
~  {s + 188.5)(s2 + 351.9s + 3.095 x 106)
was used in the shaping of the open loop plant. Its frequency response is plotted in 
Figure 8.6. This weighting function stresses the importance of the control authority 
at the instability frequency 280Hz. The command ncfsyn  from the fi-synthesis 
toolbox [5] of MATLAB was used to compute the optimal H <*, Loop-Shaping con­
trollers. In Figure 8.7, the resulting controllers from the synthesis process are shown.
The facilitate the implementation of the controllers, model reduction by balance 
truncation was applied to the LQG and 'H.aa Loop-Shaping controller [80]. Thus, 
states that were not relevant in the shape of the frequency response were disregarded. 
The commands balreal and modred were employed for this purpose [28].
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Figure 8.4: Models Obtained Through Fuel Modulation: 4, 5 and 6.
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Figure 8.5: LQG Controllers for Fuel Modulation Test.
8.2.4 Controller Implementation
Now, the controllers derived were tested in the experimental rig. The controllers 
were implemented in the dSpace system ‘DS1103’ through a Simulink/MATLAB 
interface. Manually delays were added to the controllers to compensate any uncer­
tainties coming from modeling; the phase roll-off was adjusted. On one hand, the 
LQG controllers synthesized from models 4, 5 and 6 did not attenuate the pressure 
oscillations even with the addition of the delay term. Meanwhile, the LQG con­
troller for model 1 needed a delay adjustment of 0.5ms to improve its performance. 
On the other hand, all the Hoo Loop-Shaping controllers produced good pressure 
attenuation. However, the controllers for models 1, 2, 4 and 5 needed a  delay ad­
justment of 1.2ms, 1.2ms, 1.9ms and 0.95ms respectively. Note that the controllers 
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Figure 8.7: Woo Loop-Shaping Controllers for Fuel Modulation Test.
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In addition, phase-delay control was tested as baseline control strategy. This 
controller was implemented using a band-pass filter from 80 to 500Hz in series with 
a gain and a delay factor. The band-pass filter was added to remove any low and 
high frequency noise coming in the pressure measurement. The delay and gain were 
manually adjusted until maximum suppression was achieved, the optimum delay was 
obtained at 0.6ms. In order to judge the response of the controllers, the performance 
indices PA (7.10) and NRR (7.9) previously defined in Chapter 7 were used. 215 
samples («  3.3s) of the pressure measurement were employed in the computation of 
PA and NRR. This pressure measurement is representative of the system, according 
with the time-scale associated with the instability. The processing of the data was 
carried out in MATLAB using the signal processing toolbox. A summary of the test 
results is presented in Table 8.2. Surprisingly, the phase-delay control performed 
almost as good as the LQG and Hoo Loop-Shaping controllers. The experimental 
responses of the combustor with phase-delay, LQG and Hoo Loop-Shaping controllers 
are shown in Figures 8.8, 8.9 and 8.10.
R em ark  8.1 A natural question arose, why the phase-delay controller performed 
almost equally well as the model-based controllers. I f the frequency response of the 
successful model-based controllers (with the provided delay adjustment) is compared 
with the phase-delay control, see Figure 8.11, it is clear that all the controllers have a 
similar phase value and roll-off around the instability frequency 280Hz. Now, since 
there is no proportional gain adjustment due to the type of control actuator used 
(fuel-injector), it can be argued that only the filtering and phase shift capabilities of 
the controllers are being applied.
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Figure 8.8: Experimental Pressure Spectra and Time TYaces for Open-loop 
and Phase Delay Control in Fuel Modulation Test.
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Figure 8.9: Experimental Pressure Spectra and Time Traces for Open-loop 
and LQG Control (Model 1) in Fuel Modulation Test.
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Figure 8.10: Experimental Pressure Spectra and Time Traces for Open-loop 
















Figure 8.11: Resulting Controllers for Fuel Modulation Test after Delay Ad­
justment.
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Table 8.2: Table Summary of Controllers Performance Using Fuel Modulation 
Control






Hoo Loop-Shaping-1 -17.57 -9.59
Hoc Loop-Shaping-2 -2 2 .0 2 -13.00
Hoo Loop-Shaping-3 -23.18 -14.43
Hoo Loop-Shaping-4 -2 1 .2 2 -13.50
Hoo Loop-Shaping-5 -19.47 -13.11
Hoo Loop-Shaping-6 -29.77 -19.24
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Figure 8.12: Combustor with Acoustic Control (Mechanical Department at 
LSU).
8.3 Acoustic Control
In our previous experiments, control using fuel modulation did not show any sub­
stantial difference between model-based controllers and phase-delay control. One 
possible explanation is the lack of proportional actuation by the fuel injectors. 
Therefore, it was decided to investigate active control using loudspeakers. These 
actuators present a proportional response to their input voltage. Thus, a conclusion 
could be drawn about the performance of fuel injectors as actuators in active control. 
Moreover, the performance of model-based controllers over phase-delay could also 
be fairly analyzed. In this new setup, the loudspeakers in the settling chamber of 
the combustor were used as control actuators as shown in Figure 8.12. The control 
signal coming from the dSpace board was first amplified by four 250 watt audio 
amplifiers (Radio Shack MPA-250) and then sent to the control loudspeakers. The
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level of acoustic forcing was a function of the controller gain and the level of pressure
oscillations. However, the audio amplifiers had a limitation of 0.6V input magni­
tude. At all forcing levels, there was no noticeable effect on the flame structure due 
to acoustic forcing.
Figure 8.13: Pressure Spectra and Time Trace for the Open-loop Baseline Case 
{Q prim ary =  24cflU, Qsecondary ~  lOOcfm).
The primary and secondary air flowrates were varied from 12 to 30cfm and 
30 to lOOcfm respectively to determine the behavior of the instability. The fuel 
flowrate was maintained at 5gph throughout the testing. The combustor exhib­
ited one dominant instability mode whose frequency changed with the air flowrates. 
This dominant mode varied with the secondary air flowrate roughly in the interval 
of 250 to 300Hz. The air flowrates chosen in this study were 24cfm for the primary 
air {Qprimary) and lOOcfm for the secondary air {Qsecondary)- see Table 8.3.1. This 
particular flow condition was chosen since it presented a clear dominant instability 
frequency. A sample time trace and power spectral density of the pressure fluctu­
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baseline condition occurred at a frequency of 250Hz with the presence of a noticeable 
second harmonic at 500Hz. A low-frequency component in the pressure fluctuations 
is also noted in Figure 8.13. The origin of this low-frequency mode could not be 
exactly determined. Nevertheless, from the observations made in the test-rig, it was 
clear that this was not a Lean-Blow-Out effect. The levels of oscillations within 
the combustor were of the order of 2% of the mean (atmospheric) pressure for the 
baseline condition.
Table 8.3: Parameters of Baseline Condition in the Acoustic Modulation Test.
Fuel-Flow Rate Q  primary Q  secondary Pressure
5.0gph 24cfm lOOcfm atmospheric
Acoustic forcing was used to identify the dynamics of the system from which 
experimental models were derived. Based on these models, feedback controllers 
were developed and implemented using the loudspeakers as control actuators.
8.3.2 Acoustic Modeling
Overall the combustor is modeled as a network of acoustic elements. Two strate­
gies for acoustic forcing were explored and accordingly two combustor models were 
derived as shown in Figure 8.14. In this picture, up and ua represent the control 
signals sent to the loudspeakers driving the primary and secondary air-streams re­
spectively, upj denotes the control signal applied to both channels simultaneously, 
w represents white noise and p is the pressure measurement. In Figure 8.14, only 
the input and output signals are shown and the details of the complex thermo- 
acoustic processes inside the combustor are not explicitly represented; rather, their
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Figure 8.14: Combustor Model Structure (a) 2 Control Channels and (b) 1 
Control Channel.
effects are represented by the transfer functions as Hprimary, Hsecondary or Hprimaec. 
In the open-loop case (us =  Up =  0 and ups =  0 in Figure 8.14), the model pro­
posed is based on the assumption that the flame behaves as a noise source [39]. 
Consequently, the combustor is represented as a stochastic system. Hence, for this 
condition the combustor dynamics are presented as a continuous excitation source 
modeled as colored white noise. Due to this continuous excitation to the system, 
this block model was artificially assumed to be driven by a  white noise source w. 
Thus in order to obtain this model, the pressure signal was recorded without control 
actuation applied to the combustor. A pressure trace of 215 samples was taken at 
a sampling rate of 1 0kHz by the dSpace system. Note that this sampling rate is 
fast enough to capture the dynamics of the combustion instability (250Hz). The 
processing of the measurement was carried out in MATLAB by using the signal 
processing and p-synthesis toolboxes [5]. The pressure data was transformed to
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the frequency domain to obtain Hopmioopi^) by the command psd. The experimen­
tal frequency data is shown in Figure 8.15. From this plot, the instability frequency 
is located around 250Hz. So, a model only in the interval 0 to 1kHz was chosen. 
Next, the command f i ts y s  was applied to fit the magnitude of the frequency data 
with a stable transfer function Hopmioopis). During the fitting process, the phase 
information was discarded since this block is assumed to be driven by a white noise 
source. A 12^ order transfer function was needed to accurately fit the data.
From the description of the test-rig, there are two control channels. The acoustic 
forcing of the primary and secondary airflows was achieved by a set of 8  loudspeak­
ers in each channel. Thus, the identification of the combustor response to these 
actuators was now pursued. In the identification method, band-limited white noise 
(0 to 1kHz) was applied to the speakers and the corresponding pressure signal was 
recorded. To avoid clipping of the acoustic amplifiers, the level of the white noise 
was limited to 0.6V in magnitude. In addition, due to the continuous excitation 
coming from the flame interactions, the pressure signal must be correlated with the 
identification input signal to be able to extract the response of the combustor to 
this test signal. Thus, the experimental frequency response H(ui) was computed by
^ (tj) =  S M  (8' 10)
where Suy(uj) and Suu(u) denote the input-output cross-spectral density and the 
input auto-correlation respectively in frequency domain. The function csd from 
the signal processing toolbox was employed. The next step is to fit a rational 
transfer function H(s) to this frequency data This fitting is again computed
by the command f itsy s , or alternatively could be done by using invfreqs. It 
is of particular interest to fit the frequency response data with a stable transfer 
function since this will simplify the control design and help to simulate the combustor
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model accurately. In fact, the commands fi ts y s  and invfreqs  allow to restrict the 
fitting process to stable transfer functions. It is important to mention that this 
representation from control signal-to-pressure measurement contains information 
about the actuator response (loudspeakers), heat-release and pressure dynamics to 
control excitations. However, they are lumped in just one transfer function block.
Two identification strategies were taken. In the first one (cf. Figure 8.14a), 
each control channel was identified separately. So, the experimental frequency re­
sponse corresponding to the mapping primary speakers to pressure measurement 
was computed as Hprimary (u). Similarly, another mapping from the secondary con­
trol speakers to the pressure measurement was derived as Hsecondary (v)- Therefore, 
two pressure traces were recorded: one with excitation in the primary speakers and 
another one with excitation in the secondary speakers. 215 samples at 10kHz were 
acquired in each case. Next, the identification method outlined earlier was applied 
to compute the experimental frequency responses. The corresponding frequency 
data for these two mappings Hprimary{^) and Hsecondary^) are plotted in Figures 
8.16 and 8.17. Note that from the phase plot of Hsecondary^ ) , there was a large 
time-lag associated with the secondary forcing.
In the second approach (cf. Figure 8.14b), the same white noise signal was 
applied simultaneously to both primary and secondary speakers. Consequently, only 
one response Hprimscc{u) from the control speakers to the pressure measurement was 
obtained. Thus, in this case just one pressure measurement was needed; again 2 15 
samples of the pressure signal were used in the identification process. In Figure 8.18, 
the frequency response of Hprimsec{u) is shown. Note that the time-lag associated 
with the secondary forcing was still present in the frequency response.
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Figure 8.16: Experimental Frequency Response of Primary Control Speakers 
Channel Hprimaryi,'  ̂) ■
139
R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .






300 400 500100 200 700 600 900 1000
Figure 8.17: Experimental Frequency Response of Secondary Control Speakers
C h a n n e l  accondury( ^ ) *
1
}




f-2 0 0 0
1-3000
-4000
100 200 300 400 500 600 700 800 900 1000
frequency (Hz)
Figure 8.18: Experimental Frequency Response of Control Speakers Channel
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The next step in the modeling process was to fit a rational transfer function to 
the frequency response data for each case (fi ts y s  or invfreqs). All the data sets 
were SISO, thus the models were realized by a least square fit to the frequency data. 
A problem arose during the fitting process where the approximations to some of the 
data sets were unstable. To alleviate this problem, a weighting function was chosen 
W (u/) such that
1 100 Hz < w < 300 Hz
W{uj) =  ■
0  elsewhere
to stress the relevance of the fitting in this working range and neglect the sudden 
changes in phase at high frequency. Therefore, each transfer function was an ac­
curate description of the system in just the interval 100 Hz < w < 300 Hz. The 
resulting model for Hprimary(s), plotted in Figure 8.19, was an l l t/l order stable and 
proper transfer function with non-minimum-phase zeros:
M  —0.65404(s +  1.549 x 104 )(s2 +  511.7s +  1.507 x 106)
pHmary{S) -  ^  +  gg6^  +  x +  2.()56 X  106
(s2 -  189.2s +  2.195 x 106 )(s2 -I- 112.7s +  2.927 x 106)(s2 -I- 394.9s +  1.805 x 107)
’ (s2 + 45.16s +  2.387 x 106)(s2 +  451.1s +  2.808 x 106)(s2 +  406.6s +  1.689 x 107)
(s2 -  65.69s +  3.821 x 107)
' (s2 +  40.68s +  3.733 x 107) ( '
The fitting of Hsecondary^) was more complicated, mainly due to time-lag presented 
in the frequency response. The final representation for HaeCmdary{s), shown in Figure 
8.20, was a strictly proper transfer function with 15 stable poles and 9 non-minimum 
phase zeros:
-8.673246 x 10I8(s +  2496)(s2 -  0.1699s +  5.324 x 105) 
secondary\S) -  ^  +  g 7 0  3 ) ^ 2  +  23.29s +  5.225 x 105)(s2 +  105.5s +  1.987 X  106)
(s2 +  95.25s +  2.058 x 106)(s2 -  22.79s +  2.419 x 106)(s2 +  131.9s +  2.695 x 106)
‘ (s2 +  82.48s +  2.223 x 106)(s2 +  40.58s +  2.436 x 106)(s2 -I- 654.8s +  2.626 x 106)
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' (s2 +  56.49s +  2.658 x 106)(s2 +  16.18s +  1.304 x 107) 8̂‘12^
Finally, the model for the combined speakers response H prim sec{u)  was obtained. 
The resulting approximation for H p rim scc (s), plotted in Figure 8.21, was a 14t/l order 
stable and proper realization with non-minimum phase zeros:
—0.54483(s2 +  62.46s +  4.759 x 105)(s2 +  415.5s +  1.601 x 106)
prim sec(S) -  ^  +  g g  g ^  +  g  m  x  +  +  ]_ g4 x  ^
(s2 -  197.7s +  2.204 x 106 )(s2 +  31.46s +  2.372 x 106)(s2 +  3.359s +  2.699 x 106)
' (s2 +  46.62s +  2.307 x 106)(s2 +  19.42s +  2.398 x 106)(s2 -I- 32.76s -I- 2.522 x 106)
(s2 +  29.66s +  3.75 x 106)(s2 +  5.241s +  6.114 x 106)
(s2 +  35.55s +  3.79 x 106 )(s2 +  6.569s -I- 6.112 x 106)
8.3.3 Controller Synthesis
(8.13)
LQG and ?<«, Loop-Shaping design were applied to the combustor models: 
Hprimary(s), tfjecomiary(s) and //primjec(s). From the description of the combustor 
model (7.10), the control formulation can be considered as an output disturbance 
attenuation problem. It is well known that the optimal controller tends to invert 
the dynamics of the plant, but the three models given in (8.11),(8.12) and (8.13) are 
non-minimum phase. In addition, in the case of / / ^ ^ ^ ^ ( s )  this transfer function 
is strictly proper. Consequently, it is expected that the controllers derived from 
LQG and Hoo Loop-Shaping designs perform some kind of approximate inversion 
in a limited frequency range. However, special care was taken to obtain stable con­
trollers for each design technique. As in the fuel modulation case, the synthesis of 
the model-based controllers was carried out by using the commands Iqr, kalman 
and ncfsyn  from MATLAB [28, 5].
The LQG controllers were designed based on the following design parameters: 
Q =  1 x 103, R  =  1 , Qn = 10 and Rn = 1 0 . These set of parameters produced
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Figure 8.19: Comparison between Fitted TVansfer Function Hpnmaryls) and 
Experimental Data Hprimary{v).
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Figure 8.20: Comparison between Fitted Transfer Function Hsecondary{s) and 
Experimental Data Hsecondary& ).
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stable controllers for each model. The frequency responses of resulting controllers 
are plotted in Figure 8.22.
In the Hoo Loop-Shaping design, the weighting function
3947841.7604(s +  0.6283)
^  ~  {s + 314.2) (s2 +  3016s +  6.317 x 106)
was used to stress the importance of the attenuation at the instability frequency 
250Hz. Its frequency response is plotted in Figure 8.23. Now, the Bode plots of the 
resulting controllers are shown in Figure 8.24.
From the frequency responses of Figures 8.22 and 8.24, it is evident that the 
optimal controllers are doing approximate inversions of the corresponding plants, 
roughly in the frequency range 200 to 300Hz. Now, denote K^mary, Ksecondary and 
K prim sec  the controllers designed using the models //primary, Hsecondary and K p rm 3cc  
respectively. Thus, the closed-loop transfer functions (cf. Figure 7.10) from w to p 
are given by
rr Hopen-loop to 1IN
tpk* -  t t h  j? T j f  k   ^ -i4'i T IIprimaryprimary > nsecondary1*secondary
rp _   Hypen-loop /o ir \
 ̂primaec “  , . rr rs \O.LO)
1 i 11 primsec ** primsec
for separate and combined primary and secondary forcing respectively. In Figure 
8.25, The frequency responses for these closed-loop transfer functions are shown for 
the LQG controllers. Similarly, the responses with the Hoo Loop-Shaping controllers 
are presented in Figure 8.26. Note how the attenuation in the peak frequency are 
not substantial since the controllers are restricted to be stable.
On the other hand, in order to facilitate the controller implementation, the order 
of the controllers was limited to be 10t/l order for all the strategies. For this purpose, 
balance truncation [80] was applied such that the shape of the frequency response
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Figure 8.22: LQG Controllers Frequency Response.
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Figure 8.24: Hoo Loop-Shaping Controllers Frequency Response.
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Figure 8.26: Closed Loop Transfer Functions for Hoo Loop-Shaping Con­
trollers.
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was not significantly altered (balreal and modred). In addition, the continuous­
time controllers were transformed to discrete by ‘bilinear transformation’ with ‘pre­
warping’ at 250Hz and a sampling frequency of 10kHz (c2d command from control 
toolbox of MATLAB), and they were implemented by the dSPACE data-acquisition 
system.
8.3.4 Control Implementation
During the experimental testing of the control strategies, after active control w as 
switched on the combustor w as let reach a steady state response. The response w as 
then visualized using a spectrum analyzer. The control w as switched off and on 
again to check that the overall control effect could be repeated.
8.3.4.1 Phase Delay Control




Figure 8.27: Simulation Block of Phase-Delay Control with Experimental 
Block.
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In the experimental implementation of phase-delay control, a band-pass filter was 
used to reject noise coming from low and high frequency components. The compu­
tation of the band-pass filter was separated into a low-pass butterworth filter with 
cut-off frequency of 500Hz and a high-pass butterworth filter with cut-off frequency 
of 80Hz. Since these two cut-off frequencies are close to each other, there is some 
phase shift at the instability frequency («  250Hz) coming from the filtering process. 
In order to validate the accuracy of the experimental combustor model shown in 
Figure 7.10, simulation was performed to determine the effect of phase-delay con­
trol in the modeled pressure measurement. The simulation block diagram, presented 
in Figure 8.27, was implemented and numerically simulated in MATLAB/Simulink. 
To be able to compare the simulations with the experimental response, the same 
band-pass filter was used in the simulation control block. The simulation as well as 
the experimental testing was carried out by choosing independent delay factors for 
primary and secondary control channels as shown in Figure 8.27.
The relative phases and gains between the pressure oscillations and the primary, 
rp and fcp, and secondary, r , and ks, air forcings were varied to find the optimum 
delays for maximum attenuation of the instability. Figures 8.28 and 8.29 show 
surface plots of the attenuation/amplification of the peak and power (evaluated in 
the interval 0-lkHz) of the pressure oscillations as functions of the forcing delays. 
The values in the plots are normalized by the maximum dB amplification. Thus, 
positive values represent amplification with a maximum value of 1 and negative 
values are indicative of attenuation of the instability. Control of the instability 
was seen to be less sensitive to secondary air forcing, and the majority of phases 
resulted in an amplification of the instability. The simulation of the experimental 
combustor model showed a great success in predicting the qualitative trend for
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Figure 8.28: (a) Experimental and (b) Simulated Peak Amplifica­








Figure 8.29: (a) Experimental and (b) Simulated Power Amplifica­
tion/Reduction as a Function of Primary and Secondary Forcing Delay.
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phase-delay control as seen in Figures 8.28 and 8.29. In both the simulations and 
experiments, the maximum reduction of the instability was found to occur at a 
primary and secondary phase delay of 0° relative to the instability. Thus, the phase 
shift provided by the band-pass filter was optimum.
Figure 8.30 presents a plot of the experimental pressure spectra and time traces 
for the open-loop and optimal delay conditions. The open-loop condition corre­
sponds to no acoustic forcing with the secondary fuel stream being modulated in 
an open-loop fashion at a fixed frequency of 400Hz. The fuel modulation remained 
constant at this condition during all tests and was not used to control the instability. 
Figure 8.30 shows that phase-delay control reduced both the peak and power of the 
pressure oscillations by approximately 3 dB.
8.3.4.2 Experimental M odel-Based Controllers
In addition to the phase-delay control tests, controllers based on the LQG and 
Hoo loop-shaping control techniques were tested. As mentioned earlier in the pa­
per, system identification procedures were used to develop experimental models of 
the combustor for the cases of primary (//primary (s))i secondary {H3econdary(s))  and 
combined primary/secondary (Hprimsec{s))  forcing. For each of these three models, 
controllers were designed using the techniques outlined early. During the experi­
mental testing, delays for the primary and secondary control signals were adjusted 
to obtain maximum attenuation of the pressure oscillations and compensate for 
any uncertainty coming from the modeling. The performance indices PA (7.10) 
and NRR (7.9) are employed to analyze the performance of each control strategy. 
Thus, the experimental response were recorded with and without control for 5s, 
i.e. 50,000 samples. However, the computation of the performance indices PA and
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NRR required only 215 samples (i.e. 3.3s). Note that this amount of samples is 
representative according with the time-scale associated with the instability. The 
command psd from the signal processing toolbox of MATLAB was used to com­
pute the spectral density approximations. Table 8.4 summarizes the results obtained 
during experimental testing.
In the case of the LQG design, experiments showed that the best results were 
obtained when one controller designed from a combined primary/secondary model 
was used. Figure 8.31 shows the pressure spectra and time trace obtained from 
experiments when the LQG controller was applied. Both the fundamental (250Hz) 
and the second harmonic were reduced by about 10 dB and 14 dB respectively 
during the experimental test. The total power of the pressure oscillations was also 
reduced by 7 dB. This was substantially more than the phase-delay control, which 
at best resulted in 3 dB peak and power attenuation.
Control using the loop-shaping technique was also implemented in the com­
bustor. Using separate controllers for the primary and secondary air forcing, the 
experiments showed 11 dB peak attenuation and 8  dB power attenuation. The pres­
sure data for this control case is shown in Figure 8.32. Note that applying control 
resulted in the peak instability being distributed between multiple frequencies all 
centered about the original instability frequency.
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Figure 8.30: Pressure Spectra and Time Traces for Open-loop and Phase Delay 











Figure 8.31: Experimental Pressure Spectra and Time Traces for Open-loop 
and LQG Control.
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Figure 8.32: Experimental Pressure Spectra and Time Traces for Open-loop 
and Hoo Loop-Shaping Control.
Table 8.4: Table Summary of Controllers Performance Using Acoustic Control.
C ontro ller T ype PA N R R
(dB) (dB)
Phase-Delay -3 -3
LQG -1 0 -7
Hoo Loop-Shaping -1 1 -8
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CHAPTER 9 
ONGOING RESEARCH WORK
The recent advances in control of thermoacoustical instabilities in liquid fueled com­
bustors are introduced in this chapter. The collaboration with researchers from 
the Mechanical Engineering Department at LSU has continued through the spring 
of 2001. Recently some alternative combustor configurations and fuel modulation 
schemes have been suggested.
9.1 Heat Release Visualizations
As explained in Chapter 8 , four constant fuel sprays are alternated with four 
modulated at the burner. These fuel streams are then mixed with the primary and 
secondary swirling air flows to generate the reactants mixture going to the flame. 
In this configuration, the modulated fuel sprays are used for control purpose. One 
disadvantage of this configuration is that the modulated fuel is actually affected 
by the mixing process produced by the primary and secondary swirling air flows. 
Consequently the control modulation is damped in this process. Moreover, it was 
not known if the modulated fuel was reaching the zone of maximum heat release in 
the flame front.
In order to answer some of the previous questions and to have a better visual­
ization of the flame dynamics, a new combustor chamber was machined. This new 
chamber has a square shape and provide lateral quartz windows for a complete visu­
alization of the combustion process, see Figure 9.1. Therefore, advanced diagnostic
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techniques to measure three-dimensional velocity profiles, such as PIV and PDPA, 
and heat release patterns, visualization of CH emissions, can be applied.
In early work by Allgood [1], he performed semi-quantitative measurements of 
the heat release by visualizing the CH chemiluminescent emissions at 430nm wave­
length in the combustor. The images were acquired using a Princeton Instruments 
512x512 ICCD camera with an Electrophysics UV lens and a 430nm bandpass filter 
(DIOP). A pressure transducer provided a measurement of the pressure fluctua­
tions. He computed the spatial variations of the Rayleigh Integral, which is the 
integration over time of the product of the pressure and heat release fluctuations. 
Figure 9.2 shows the distribution of the Rayleigh Integral for an unstable condition 
of the combustor. Due to symmetry of the flame front, only one side (3in x 3in) 
of the combustion chamber is being shown. Locations having positive values (red) 
indicate that the pressure and heat release fluctuations are in phase and thus the 
instability is being amplified. Similarly, locations associated with negative values 
(blue) indicate regions of attenuation (out of phase). Thus from Figure 9.2, im­
portant conclusions can be drawn: amplification of the instability occurred along 
the centerline of the combustor where strong heat release fluctuations were present, 
damping of the instability occurred in the outer portions of the flame where the 
heat release oscillations were not as strong.
9.2 Modified Control Configuration
As a result, by these heat-release visualizations it is evident that the control 
fuel must reach this middle zone of the combustor in order to have a more efficient 
actuation. Moreover, this control fuel has to be applied in such a way that it 
can overcome the recirculation zone induced by the swirl dynamics and it can also
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Figure 9.1: Test-Rig with Square Chamber, Mechanical Department a t LSU.
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Figure 9.2: Rayleigh Index for Unstable Condition.
maintain its modulation properties. Therefore, parameters such as droplet size and 
fuel pressure must be chosen carefully. In this way, it was suggested to add an 
extra fuel line just for control purpose in the centerline of the combustor as shown 
in Figure 9.3. A fuel injector was used in order to modulate this fuel stream line. 
Thus a control nozzle was mounted on top of the swirl vanes corresponding to the 
primary air flow. Intuitively, the primary air-flow rate should have an important 
role in the effectiveness of the control, since higher or lower rates can rise or squeeze 
the flame shape respectively.
This modification was carried out and an initial study of active control with 
phase-delay control was performed. Thus, the control improvements with this new 
combustor setup could be judged. First, an operating condition that presented a 
clear instability was obtained. Table 9.1 shows the chosen operating condition. The 
instability frequency was located at 242Hz. In Figure 9.4, the frequency content of 
the pressure signal at this operating condition is shown. The baseline fuel-flow rate
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Figure 9.3: Experimental Test-Rig with New Control Configuration, Mechan­
ical Department at LSU.
was set to 2.7gph, where l.Ogph was injected constantly and 1.7gph were modulated 
at 600Hz (much larger than the instability frequency).
Phase-delay control was then implemented. The structure of this simple con­
troller was given by
K ( s ) = e - TSHband. paaa(s) (9.1)
where //femd-pasa is a butterworth band-pass filter with passing band 80Hz to 500Hz. 
The delay parameter, r , was tuned manually to obtain the largest suppression in 
the instability. The signal of the controller was sent to a sign-type of nonlinearity
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Table 9.1: Operating Condition for Initial Study (New Control Setup).
Fuel-Flow Rate
Baseline Control Q  primary Qsecor.dary Pressure
2.7gph 0.2gph 24cfm 157cfm atmospheric
-1 0
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Figure 9.4: Spectra of Pressure Measurement without Control.
in order to provide a discrete signal to the control fuel injector. The optimum 
delay was found at 2ms. The pressure measurement was recorded with and without 
control. During testing, active control was switched on and off for a few times in 
order to check that the overall attenuation effect could be repeated. 2 15 samples 
at 10kHz were acquired with and without control to judge the response. Active 
control produced a peak attenuation (PA) of 13.21dB and a noise reduction (NRR) 
of 5.80dB with just 7% of control fuel. The response with and without control is 
shown in Figure 9.5.
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Figure 9.5: Pressure Measurement with Phase-Delay Control.
During the experimental test, it was noticed that the primary air-flow rate, 
Qprimary, had a big impact in the combustor response with control. If Qprimary was 
changed in a span of 2 cfm down the operating condition, the control effectiveness 
was drastically diminished. This behavior corroborated the previous comment about 
the effect of the primary air-flow rate in the control behavior.
The results obtained with this new setup are very encouraging and proved that 
with just a small amount of control fuel the instability could be suppressed. As a 
result, the location of the modulated fuel stream is a critical factor in the control 
scheme. Now, a question naturally arises, could model-based control techniques 
improve the performance of phase-delay control in this new setup ? The question 
has not been answered yet, so this is the objective of future research work in the 
Mechanical Department at LSU. Moreover, automotive fuel injectors have been used 
for fuel modulation so far. Thus a continuous variation of the control fuel has 
not been directly investigated. So the response of model-based controllers with a 
proportional fuel valve as actuator is also an open question. However the cost of
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these fuel valves makes them a rather difficult option for control. Nevertheless, this 
option is actively pursued at the Mechanical Department.
9.3 N ew  Research Trends
Now, part of the fuel stream is modulated by four fuel injectors at the burner.
This modulation could be set fixed or variable according with the control scheme.
However, in the new control setup, the control fuel was injected only by the centerline 
fuel injector. So, during experiments the four fuel injectors were modulated con­
stantly at 600Hz. Although, this frequency is larger than the instability frequency 
(«  242Hz), it is not possible to establish if this modulation can affect directly or 
indirectly the control stream. Consequently, it was suggested to by-pass these in­
jectors. Thus, the eight fuel streams in the burner could run constantly without 
modulation.
So far only linear identification techniques have been used during modeling. 
Consequently, the identification of the nonlinear interactions in the system come 
as a natural extension of our previous work. Thus, a better understanding of the 
combustor dynamics could be achieved and even nonlinear control strategies could 
be suggested. The basic idea in this process is to be able to record measurements of 
the instability mechanisms such as pressure and heat release for stable and unstable 
conditions. Obviously, these two conditions should correspond to the same operating 
point (air/fuel ratio) of the chamber. For this purpose, it was suggested to change 
the boundary condition at the exit of the chamber. A stainless steel plate with a 
smaller diameter than the exit area was mounted on top of the combustor chamber to 
partially reflect the acoustic field and then modify the exit boundary condition. This 
modification was tested in the experimental rig with excellent results. An operating
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condition of the chamber was selected such that a clear instability was presented. 
Thus, the fuel stream was set to 3.0gph, Qpnmary =  20cfm and Qsecondary =  140cfm. 
The instability was presented at «  240Hz. So, without the exit plate an unstable 
condition of the chamber was seen. Once the plate was mounted the strong pressure 
oscillations completely disappeared. The pressure measurement was recorded for 
these two conditions. 216 samples at 20kHz were acquired by the DSP board. Figure 
9.6 presents the pressure spectra for both conditions. It is clear how the exit plate 
completely attenuate the pressure oscillations. Now, the next step in this work is to 
propose the structure of a nonlinear combustor model. Moreover, an identification 
scheme based on the stable and unstable measurements must be carefully planned. 




Figure 9.6: Spectra of Pressure Measurement with and without Exit Plate.
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CHAPTER 10 
H o c  STRONG STABILIZATION
An alternative design algorithm for the Hoa Strong Stabilization control problem is 
introduced in this chapter. The proposed approach pursues to overcome the conser­
vativeness of previous formulations presented in literature. Numerical examples are 
given to show the effectiveness of the design algorithm.
10.1 M otivation
Most standard optimal control problems are formulated by minimizing some 
performance indices or cost functions while keeping the stability of the closed-loop 
systems. Little attention has been paid towards the stability of the resulting con­
trollers themselves. This is at least partially because the stability constraints on 
the controllers are very hard to reflect on the cost functions. On the other hand, 
the issue of controller stability is of a big concern in the real world implementa­
tions of optimal control since unstable controllers are highly sensitive, and in case of 
sensor-faults and plant uncertainties/nonlinearities, the response is unpredictable.
It is known from [74, 77] that a necessary and sufficient condition for the exis­
tence of a stable stabilizing controller for a given plant is the so-called parity in­
terlacing property (p.i.p.). Consequently, a rational plant P  is strongly stabilizable 
(i.e., stabilizable by a stable controller) if and only if its number of unstable poles 
(counted according with their McMillan degrees) between every pair of right-half 
plane blocking zeros is even.
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Since the Hoo controller is in general not unique, it is reasonable to expect 
that even if the Hoo central controller is unstable, there might still be a stable 
controller that could satisfy the Hoo norm bound if the p.i.p. condition is satisfied. 
In [13, 78, 79], an approach for designing such high order stable Hoo controller has 
been suggested based on the parameterization of all suboptimal Hoo controllers. 
This approach converts conservatively the stable Hoo controller design problem into 
another 2-block standard Hoo problem. Hence, the existence of a solution to the 
two-block Hoo problem assures the existence of a strong stabilizing Hoo controller. 
However, there is no guarantee in general for the existence of a solution to this 
alternative 2 -block problem because of the significant conservativeness introduced 
in this conversion process. In addition, the order of the resulting controller may be 
twice as high as the order of the central controller.
10.2 H o o  Suboptimal Parameterization
Assume that the generalized plant G is given by:
A Bi Bo
G = Cx Dn Di 2
c2 D21 D22
with some suitable assumptions. The following are two standard Hoo control prob­
lems:
•  Optimal Hoo control: find all internally stabilizing controllers K(s) such that 
H^i (G , K ) Hoo is minimized.
•  Suboptimal Hoc control: given 7  > 0, find all internally stabilizing controllers 
K(s),  if there is any, such that ||T\ (G, K ) 11̂  < 7 .
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It should be noted that the optimal Hoo controller is not unique for MIMO systems. 
Obviously, this is also true for the suboptimal case. In general, solving the opti­
mal Hoo control problem is numerically and theoretically complicated. Thus from 
now on, the focus will be on the Hoo suboptimal problem ( 7  > 7 opt)- Moreover, 
it has been proved by Doyle et al. [21], that all controllers K(s)  satisfying the 
suboptimal restriction can be parameterized by Q G R.H0 0 , IIQIloo < 7  such that 
K  = ^ (Moo ,Q)
* -
A B i b2 r -1
M n M i  2
—
C i D n D 12 —
M 21 M 22
1
D 21 b 22
( 10.2 )
where Moo is constructed from the solutions of two Riccati equations [21, 80]. In 
the case of Q = 0, the solution, K  = Mu,  is called the central controller. Note that 
the central controller could be unstable since there is no guarantee that Moo is itself 
stable even though the closed-loop stability is maintained.
10.3 H o o  Strong Stabilization Problem
For practical considerations, it is always desirable to have stable controllers in 
closed-loop control. Hence, a strong stabilization problem is to design a controller 
K  6  'R.Hoo such that the closed-loop is internally stabilized and some performance 
specifications are satisfied. Consequently, combining the Hoc suboptimal design 
with the strong stabilization requirement the following problem is formulated
•  Hoo Strong Stabilization: given 7  >  0, find a stabilizing controller K  G 'R.Hoo 
such that ||^j (G, K) Hoo < 7 .
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It can be seen from the parameterization of the all suboptimal Hoo controllers that 
to find a stable stabilizing K , it is enough to find a Q e  'R.Hoo with | |Q | |o o  <  7  such 
that Q stabilizes Moo. It is not hard to see that this can be achieved if and only if 
Q stabilizes M22. This gives the next result [78, 79].
Lem m a 10.1 Assume that a solution to the suboptimal Hoo control problem exists 
for a given 7  > 0, i.e. 3Moo such that \\Fi (G, K) ||oo < 7  and K = !Fi{Moo,Q) 
where Q € R.H00 and ||Q||oo < 7 - Then, the Hoo Strong Stabilization is solvable if  
and only i f3Q,  with | | ( ? | |o o  <  1 , such that
( M - Q N )  1 EKHoo (10.3)
where N  and M  are coprime factorization factors 0/ A/22, M22 =  iVA/-1.
This condition (10.3) is further relaxed in [78, 79] by using small gain condition: 
condition (10.3) is guaranteed if ||M -  I -  QJVHoo < 1 since M -  Q N  € TZH.X . In
summary, the H x  strong stabilization conditions in Lemma 10.1 can be conserva­
tively guaranteed by the following two Hoo norm conditions:
||M — / — QiVHoo < 1
I|1q||.o < 1 (10.4)
7
The above problem of finding a Q to satisfy both inequalities is known as a two-disk 
problem which is usually very difficult to solve. A standard technique is to combine 
the two inequalities into one so that a two-block Hoo problem can be obtained:




Unfortunately, relaxing condition (10.3) using small gain condition and changing a 
two-disk problem into a two block problem can introduce significant conservativeness
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into the solution and the opportunity to obtain Q for a given 7  > 0 may be dimin­
ished. The purpose of this Chapter is to propose an alternative characterization so 
that some conservativeness can be alleviated.
Remark 10.1 It should be noted that even if the Q obtained from minimizing the 
left-hand side of (10.5) does not satisfy the inequality (10.5), it does not imply that 
the resulting controller K  obtained by substituting this Q is not stable or the closed- 
loop norm is not satisfied since condition (10.5) is not a necessary and sufficient 
condition. Hence, it is always important to check the conditions in Lemma 10.1 
directly even though (10.5) may not be fulfilled.
10.4 Stable Controller Design Algorithm
It is critical to note that the stability condition of the controller imposed in 
Lemma 10.1 can take some alternative form. Let W  be any suitably dimensioned 
transfer matrix such that W, W ~l € RHoo- Then it is clear that
(M  -  Q N ) ~ l e  IZHoc [(AY -  QN)W]~l e  (10.6)
The following key result follows immediately.
Lemma 10.2 There is a Q 6  'R.'Hoc with ||Q||oo < 7  such that (A/ — QiV) €
TZHoo if and only if there are a W  € RHoo with W ~l 6  'R.'Hoo and a Q with
IIQiloc <  7  such that
\\(M — Q N ) W  — /(loo < 1.
Now the main results of this Chapter follow immediately from Lemma 10.1 and 
Lemma 10.2.
Theorem 10.3 Suppose that there exist a W(s) with W, VV' _1 6  'R.'H.oa and a Q(s) 6  
'R.'Hoc such that
\ \ [ A I W - I  0 ] +  Q [-/iW  l / 7 /] | |o c < l  (10.7)
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Then the resulting suboptimal controller K  =  Ti (Moo, Q) is stable and satisfies 
||^ ( G , K )  Hoc < 7-
It is important to emphasize that the selection of the weighting function W(s) is 
not a trivial task and plays a critical role in the solvability of (10.7). So, the question 
now is how to select a biproper W(s). The following design procedure presents an 
intuitive way of obtaining W(s) based on an inner-outer factorization.
Hoo S trong  S tab ility  Design M ethod:
1. Select 7  >  "fopt and obtain the parameterization of all suboptimal controllers.
2. Solve the Hoo optimization problem
nun Q&in „
1
[ M - l  0 ] + Q [ - N  - I] ( 10.8 )
where A/22 = NA/ .
3. Construct the controller K  =  Ti (A/oo, Q) and T:w = !Fi (G, K). Next, check if 
K  e 'R.Hoo and HT-̂ Hoo < 7
(a) YES: Hoo Strong Stability Problem is solved.
(b) NO: continue a
4. Use the Q obtained through solving (10.8) to compute an inner-outer factor­
ization of
M — Q N  = UV~l (10.9)
where U is inner and V  is outer, i.e. V,V~l €  RHoo• (See [80] for inner-outer 
factorization formulas.)
5. Use W  = V  to solve the optimization problem
min
QeTtHoc [ M W - I  0] +  Q[—N W  - / ]7
( 10. 10)
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6 . Check the controller stability and Hoo closed-loop performance. If both are 
satisfied:
(a) YES: stop, the Hoo Strong Stability Problem is solved.
(b) NO: use the new Q to compute (10.9) and solve again (10.10) or stop and 
adjust 7 .
Note that if the order of the generalized plant G{s) is n, then the resulting controller 
by the preceding method will be 2n +  order(W(s)).  But, the order of VV’(s) will be 
related to the number of iterations needed to satisfy the requirements. Consequently, 
it is not recommendable to run the algorithm for more than 2 iterations.
On the other hand, once the Hoo Strong Stability condition is satisfied, the con­
troller could be reduced by some model-reduction technique. However, the reduced 
controller must always be stable and maintain the closed-loop performance.
R em ark  10.2 The weighting function W selected here is by no means the best. It 
is quite possible that a different selection of W (s) may reduce the conservativeness 
even further for specific problems.
10.5 Controller Order Reduction
Since the order of the stable controller obtained by the proposed algorithm can be 
much higher than the order of the generalized plant, the order of the controller could 
be a major concern in any practical implementation. We now propose a two-stage 
controller reduction algorithm:
1 . Given Q € 1ZHoo, obtain Q such that
•  order(Q) < order(Q),
•  IIQIloo <  7  and
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•  F i (M oo ,Q )  e K H o c .
2. Given K  = Ti (a /00, Q), obtain K' G 'R.Hoa such that
•  order(K) < order(K) and
•  ||5i (G, ff) Hoc < 7-
The algorithm presented above pursues first, to obtain the lowest order Q such 
that the controller stability and closed-loop performance are jointly satisfied, and 
second, to reduce the order of the resulting overall controller while keeping the 
attained performance. It was observed that the controller could be reduced more 
with the preceding algorithm than trying to attack the problem with the overall 
controller Ka = {Moo, Q)- The first step of the reduction algorithm is computed 
based on the next theorem.
T heorem  10.4 Suppose that Q € RHoo solves the 'Hoo Strong Stability Problem 
and Q € R-'Hoo is a lower order model. Let
A : = Q - Q ,  Wr : = N ( \ I - Q N ) ~ l
Then the controller K  =  Ti [jMoo,Q) is stable and the closed-loop performance is 
maintained if
ll(Q -  Q)Wr||oo < 1 and ll-QIIoc < 1 (1 0 .1 1 )
7
• a » * .
where N ,M  is a right coprime factorization o f iV/ 22 , i.e. iV/ 22 =  N M ~ .
Proof. Since
M  -  Q N  = M  -  Q N  -  A1V =  ( /  -  AiV{M  -  QiV)"1) {M -  QN)
by ‘Small Gain’ theorem, the controller is stable if ||AWr ||oo < 1- The norm condi­
tion comes from the standard Hoo parameterization.
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Thus, the first step in the controller reduction is performed by Weighted Balance 
Truncation [80], limiting the order of Q to satisfy (10.11). Secondly, the controller is 
further reduced to K  while maintaining closed-loop performance and controller sta­
bility by the Block Balanced Truncating Algorithm [75] (or the structured truncation 
approach in [1 2]).
10.6 Numerical Examples
10.6.1 Example 1
In order to judge the possible improvements achieved with this proposed algo­
rithm, the benchmark example used in [79] was examined. The generalized plant is 
described by:
0.03s7 + 0.008s6 + 0.19s5 + 0.037s4 + 0.36s3 + 0.05s2 + 0.18s + 0.015 
Zl ~  s8 + 0.161s7 + 6s6 + 0.582s5 + 9.984s4 + 0.407s3 + 3.9822s2 - m + u)
z2 = 3u (10 .1 2)
0.0064s5 + 0.0024s'1 + 0.071s3 + s2 + 0.1045s + 1 
y ~  + 3s + o. 161s7 + 6s6 + 0.582s5 + 9.984s4 + 0.407s3 + 3.982s2 ' +  U)
where the parameter [3 > 0 was introduced to include some penalty on the control 
signal. The generalized plant is nonminimum-phase and it has a double pole at 
the origin, but it satisfies the p.i.p. condition, so it could be strongly stabilized. 
Hence, the solutions with and without weighting function were evaluated with just 
one iteration in the new algorithm. The resulting controllers were reduced by the 
two-stage algorithm outlined in the last section. The controller parameterization 
Moo was of 8 th order. For the no weighting-case, the parameter Q was of 8 th order 
also. The weighting W  was always obtained of 8 th order for all 0's. Therefore, the 
resulting controller obtained through solving (10.10) was of 24th order.
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Table 10.1: Example 1, Computational Results.





0 .1 YES 0.2372 24 0.23719 2 10 0.2371
( 7 o p t = 0 .2 3 2 4 ) NO 0.2451 16 0.24490 2 10 0.2449
0 .0 1 YES 0.1511 24 0.15105 2 8 0.1511
(7 o p t =  0 .1 4 1 5 ) NO 0.1801 16 0.17820 2 8 0.1782
0 .0 0 1 YES 0.1321 24 0.13205 2 10 0.1320
( 7 o p t =  0 .1 2 2 3 ) NO 0.1731 16 0.17310 2 8 0.1730
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Note that for 0  =  0.1 and 7  =  0.2561 (7 opt =  0.2324) the resulting central 
controller from the direct Hoo optimization is stable. This means that it is possible 
to obtain a stable controller if the closed-loop performance requirement is relaxed. 
However, for the cases 0  =  0.01 and 0.001 there was no given 7  > 0 to solve the 
suboptimal Hoo problem that could lead to a stable central controller.
It is shown clearly from Table 9.1 that the addition of a weighting function im­
proved greatly the controller design and much less conservative results were obtained. 
So, there is no need to sacrifice much performance for using stable controllers. In 
the overall, an improvement ranging from 62% to 80% was observed. On the other 
hand, note that the controller reduction strategy produced pretty good results. The 
final controllers had an order comparable with the no-weighting case. So, there was 
also no need to increase the controller order to improve performance.
R em ark  10.3 The generalized plant given in (10.12) was deduced directly from [7], 
since the description given in (79] is not correct.
10.6.2 Example 2
Zo W  - L
open—loop
Figure 10.1: Combustor Hoo Synthesis Block Diagram
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The next example was taken from the description of the combustor with acoustic 
control for a liquid-fueled combustor, see Figure 8.12. Moreover, for the case with 
primary and secondary speakers having a common driving signal as shown in Figure 
9.1. Now, the generalized plant G(s) for the Hoc control problem is given by
•
IF- H open—loop Hprimsec
0 0
H open-loop H prim sec
where Wz is a weighting function to stress the working condition
1.234 x 106(s +  0.6283)
”  (s + 314.2)(s2 +  314.2s +  2.467 x 106)
and p  is the control penalty imposed to regularize the problem. In this problem, 
order( A/oo) is 29. Since the setup in Figure 9.1 presents a disturbance attenuation 
problem, it is well known that the optimal controller tends to invert //open-toop which 
is non-minimum phase. So, the optimal solution produces an unstable controller. 
The computational results are summarized in Table 9.2. For the two tested P's, 
there was no 7  > 0 that could lead to a stable central controller. An improvement 
on 7 , ranging from 50% to 70%, was observed during the control design by using the 
suggested approach with weighting function. Moreover, it is shown that the order 
of the controller can be drastically reduced while still maintaining the closed-loop 
performance. Note that the addition of the weighting function in the controller 
design is not noticeable in the final controller order.
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Table 10.2: Example 2, Computational Results.
0 Weight 7 order
^ ( M o c Q )





1 .0 YES 4.75 85 2.8098 8 16 3.1039
(7opt =  1 .2964) NO 9.5 55 7.8000 8 28 7.36
2 .0 YES 2.9 85 2.8760 17 24 2.8780
(7op{ =  1.7365) NO 6.5 55 3.4980 6 21 3.3041
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CHAPTER 11 
CONCLUSIONS
The overall results presented in this dissertation show a major progress in the sup­
pression of thermoacoustic instabilities in combustion chambers. It is important 
to mention that this is the first successful application of model-based optimal con­
trollers to large size liquid and gaseous fueled combustors (> lOOkW). The results 
so far published in literature were mainly simulations and only an application to a 
small-size combustor (lkW) was reported.
The combustor system is clearly a complex nonlinear system; especially in an un­
stable condition (high pressure pulsations). However, linear identification techniques 
based on acoustic characterizations (pressure measurements) were able to provide 
the basic dynamics of the instability coupling needed for model-based control design. 
Obviously, these linear models are only valid for the combustor operating condition 
used in the identification process.
In the gaseous fueled application, the identification scheme based on the Riemann- 
Invariants showed to give a good description of the instability mechanism in the 
combustor. Linear H0a controllers were capable of attenuating the pressure pulsa­
tions effectively in the experimental rig. In addition, simple controllers optimized 
via an evolution algorithm also proved to be a good alternative in combustion con­
trol. These resulting controllers are simple and sometimes perform as well or better 
than model-based techniques. It is shown that the frequency characteristics of these 
optimized controllers resembled the dynamics of the Hoo controllers around the in-
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stability frequency. Overall there were clear improvements with these proposed tech­
niques compared to classical phase-delay control. Furthermore, Hoo controllers could 
attenuate the pressure pulsations in the chamber for a range of different operating 
conditions of the combustor test-rig. Therefore, active control using proportional 
fuel modulation showed to be a viable strategy for large scale combustors.
The liquid fueled application reported particular features. Linear and time- 
invariant controllers such as LQG and Hoo were tested successfully. However, model- 
based controllers implemented using fuel modulation with automotive fuel injectors 
did not present clear improvements over phase-delay control. Contrary to this, 
acoustic modulation with loudspeakers presented noticeable advantages with model- 
based techniques over the baseline phase-delay control. As a result, it can be argued 
that the lack of proportional response of fuel injectors is limiting the performance of 
active control strategies in liquid fueled combustors; the advantages of model-based 
controllers were almost lost. On the other hand, a new control configuration in the 
test-rig proved that with only a small amount of control fuel the pressure pulsations 
could be largely attenuated. Consequently, the location of the control fuel played 
an important role in the effectiveness of the control actuation. These last results 
leave an open door to continue the research work in this field.
In addition, during the controller synthesis a problem was addressed: optimal 
control strategies could lead to unstable controllers. Obviously, this feature is not 
desirable in practical applications due to high sensitivity and lack of robustness in 
the presence of nonlinearities in the system. An alternative approach was suggested 
for the Hoc Strong Stabilization problem. This algorithm showed advantages in the 
achievable closed-loop performance.
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