Abstract. In this paper we present modi ed algorithms for computing de ating subspaces of matrix pencils by means of the matrix sign function. Speci cally, our new algorithms reduce the number of iterations to half, cut the cost of each Newton iteration by more than 50%, and improve the accuracy of the computed de ating subspaces. The matrix sign function is thus revealed as an e ective technique for applications where a part of the spectrum has to be identi ed or only the de ating subspaces are required. When the complete spectrum is desired, the matrix sign function can be used as an initial divide-and-conquer technique. The high performance of the basic kernels involved in this iteration are also specially appropriate for current parallel architectures.
Introduction
In the last years the matrix sign function has received a considerable attention as a divide and conquer method for obtaining complete or partial information about the eigenstructure of a matrix pencil (see, among others, 4, 5, 6, 15] ). Given a matrix pair (A; B), A, B 2 C n n , the matrix sign function can be used to obtain two unitary matrices, Q, Z 2 C n n , such that Q h AZ = Q h 1 Q 
Let (A; B) be the set of generalized eigenvalues of the matrix pencil A ? B (hereafter, when it is clear from the context, we will shorten generalized eigenvalue/spectrum as eigenvalue/spectrum).
Then, (A 22 ; B 22 ) = (A; B) ? (A 11 ; B 11 ) and the spectrum of (A; B) is decoupled into the disjoint spectrums of two smaller subproblems, (A 11 ; B 11 ) and (A 22 ; B 22 ). A subspace X is a right-de ating subspace of (A; B) if dim(AX + BX) dim(X ), where the equality holds if (A; B) is regular 18] . A left-de ating subspace of (A; B) is a right-de ating subspace of (A h ; B h ). In (1), Q h 2 and Z 1 are orthonormal basis for the left and right-de ating subspaces, respectively, associated with the eigenvalues of (A 11 ; B 11 ).
By recursively applying the spectral decoupling in (1), we can identify a speci c part of the spectrum of (A; B). In case the complete spectrum is desired, the matrix sign function can be used as an initial spectral divide-and-conquer technique. On the other hand, several applications in linear control systems design only require an orthonormal base for a certain de ating subspace 2, 7, 10, 14, 17, 24] . The matrix sign function was rst de ned by Roberts 24] where A has exactly r eigenvalues in the left complex plane, I r is the identity matrix of order r, and Y is the matrix of eigenvectors of A. If A has an eigenvalue on the imaginary axis then sign(A) is unde ned.
A practical procedure for computing sign(A), assuming A is nonsingular, is to use the Newton iteration for the equation X 2 ? I n = 0, with A as the initial iterate. The following classical Newton iteration for the matrix sign function is thus obtained A k+1 = (A k + A ?1 k )=2; A 0 = A: (3) The iteration converges if A has no eigenvalue on the imaginary axis, and the asymptotic convergence rate is quadratic 24]. The de nition of the matrix sign function and practical procedures for its computation can also be extended for matrix pairs. Gardiner 
Under certain conditions, this iteration converges to B sign(B ?1 A) = sign(AB ?1 )B. There are inverse-free iteration schemes for the matrix sign function based on polynomial approximations to the inverse 20]. Such schemes, however, have bounded convergence regions. Other inverse-free iterative schemes overcome these problems, though at the expense of a much higher computational cost 6, 8] .
The generalized Newton iteration is attractive in that unlike QZ algorithm 22], the computation of spectral subspaces does not depend on the computation of the eigenvalues and the reordering of the computed eigenvalues, and the algorithmic building blocks are mainly triangular factorizations and matrix multiplications. High performance software for such matrix computations is available on a broad class of high performance computers and, especially, on parallel computers 1, 13, 23, 29] .
In this paper we describe several modi cations to the generalized Newton iteration and the subspace extraction stage that allow a reduction to 25% in the computational cost and a remarkable improvement in the numerical accuracy.
First, in order to obtain the basis for the left and right-de ating subspaces, in 3] it is proposed to perform two independent generalized Newton iterations, with initial matrix pairs (A; B) and (A h ; B h ), followed by a subspace extraction procedure which involves the converged matrices.
Following our results in 28]
, we show that a single iteration provides basis for both the left and right-de ating subspaces. Thus, we reduce the number of iterations of the approach in 3] by half. Secondly, we propose an iteration on an equivalent matrix pair, where one of the matrices is reduced to a very simple form (bidiagonal form). This reduction is carried out before the iteration is started and cuts the computational cost of each iteration by half.
Finally, we describe a new subspace extraction scheme that provides more accurate de ating subspaces. Our experimental results con rm the improvements over the traditional generalized Newton iteration, both from the point of view of numerical accuracy and performance. These contributions report the matrix sign function as a wide-appeal numerical tool for the spectral division problem.
We use the following notation and conventions in addition to what is introduced so far. The matrix norm k k denotes the 2-norm. We denote by R(X) and N(X) the range and the null space of matrix X, respectively. In some cases it is necessary to write the generalized eigenvalue problem in the symmetrical cross-product form, as suggested in 26]. If ( ; ) 6 = 0 and det( A ? B) = 0, then ( ; ) represents an eigenvalue of (A; B) in the sense that, for any 6 = 0, we have det( A? B) = 0.
The corresponding eigenvalue-eigenvector problem is A x = B x; ( ; ) 6 = 0; x 6 = 0: A matrix pencil A ? B, or the matrix pair (A; B), is singular if det( A ? B) 0, for all ( ; ); it is regular otherwise. In other cases we use for convenience the traditional, asymmetrical forms 2 Ax = Bx, or, Ax = Bx. When 6 = 0, we simply set = 1 and hence = . When = 0, we set = 1.
The Generalized Newton Iteration
In this section we provide an analysis on the convergence of the generalized Newton iteration, and describe the algebraic structure of the converged matrix, including the case in which matrix B is singular. Note that the generalized Newton iteration treats A and B asymmetrically.
We rst introduce the following Proposition, the proof of which is straightforward and therefore skipped. and the asymptotic convergence rate is quadratic. We assume for the rest of this subsection that there are no eigenvalues of (A; B) on the imaginary axis. By Proposition 2.1, the generalized Newton iteration in (4) 
The right-de ating subspace of (A; B) corresponding to the eigenvalues in C ? , for example, can be obtained by nding the null space of (B + A 1 ). If no further information about the null space is known, rank-revealing algorithms are the methods of choice. For example, let X h = 3 (Q 1 ; Q 2 ) R 11 R 12 0 0 be a QR factorization of X h with column pivoting, where R 11 is nonsingular; then Q 2 is an orthonormal basis for N(X).
Equation (5) also shows that the basis for both the left and right-de ating subspaces can be obtained from a single iteration starting with (A; B). To avoid inconsistences in subspace extraction, we adapt a technique proposed in 28] for a related matrix function (see Fig. 1 ). In the following sections we elaborate and improve the technique.
Input : The converged matrix pair (A 1 ; B) from (4).
A tolerance threshold for the numerical rank rank .
Output: Unitary basis Q and Z for the left and right-de ating subspaces. To the contrary of a common belief, it is shown in 28] that the condition of B numerically a ects the iteration as well as the subspace extraction using the null-space approach in (5 
where X = Z I F 0 I ; Y = Q I G 0 I ; (8) and F and G are the solution to the following system of matrix equations GA 22 ? A 11 F = A 12 ; GB 22 ? B 11 F = B 12 : (9) For references, see 27, 28] .
By (7) 
The algebraic structure of A 1 revealed in (11) relates the matrix pair (A 1 ; B) to (A; B). The matrix on the right hand side of (11) If the condition of B 11 or B 22 is poor, the e ect on the computation of the de ating subspace is twofold. First, by (10), the condition of A k is poor as k ! 1, even if A is well-conditioned.
The de ating subspaces can therefore be perturbed signi cantly during the iteration. Secondly, even if the matrix sign function is accurately computed, the extraction of the de ating subspaces using rank-revealing techniques based on (5) can be inaccurate or fail. We have from (6) and (12) 
Case: B is singular
In this subsection we are concerned with the case in which B is singular and A is nonsingular. The understanding of the case in which B is singular sheds light on the case in which B is near-singular. When B is singular, (A; B) has zero eigenvalue(s) in the -from.
We introduce the following lemma rst. If (A; B) is a matrix pair with no eigenvalue(s) on the imaginary axis in the -form, the generalized Newton iteration converges if and only if B has no zero eigenvalue(s) of multiplicity greater than 2. Moreover, (i) if B has no zero eigenvalue(s), the convergence is quadratic; (ii) if B has zero eigenvalue(s) of multiplicity less than or equal to 2, the convergence is linear, and the matrix at convergence is singular.
Proof : The condition that (A; B) has no eigenvalue(s) on the imaginary axis in the -form implies that A is nonsingular. Similarly to (7), we have the following canonical decomposition of (A; B) with respect to the spectral division between the zero eigenvalues and the nonzero eigenvalues -N(A1) is the right-de ating subspace corresponding to the zero eigenvalues in the -form.
Modi ed Algorithms
The analysis presented in Section 2 reveals the cause of certain computational di culties. In this section we present variants for the generalized Newton iteration and modi ed algorithms for the extraction of the de ating subspaces from the computed generalized matrix sign function and its pivot matrix.
Reductions of the pivot matrix
The arithmetic cost per iteration of the generalized Newton iteration (4) is signi cantly higher than that of the Newton iteration (3), and the gap is bigger if the matrices are complex. The major di erence lies in forming BA ?1 B. In Table 1 , we give the comparison in each substep per iteration, measuring the arithmetic cost in terms of oating point operations ( ops). We assume that all matrices involved are real (the extension to complex matrices is straightforward) and the use of the LU factorization 18] for computing A ?1 and solving BA ?1 B.
We note that the pivot matrix remains unchanged in the iteration. If B is full, we propose to reduce B to a compact form with orthogonal transformations at the initial step. The compact form can be, for example, bidiagonal. for the generalized Newton iteration, and denote by A 1 the matrix at convergence. Let Z = (Z 1 ; Z 2 ) be a nonsingular matrix so that (A 1 + B)Z 1 = 0. Then XZ 1 is the right-de ating subspace of (A; B) corresponding to the eigenvalues in C ? . If X and Y are orthogonal matrices, the initial transformation of A and the backward transformation of Z are computationally stable. Among many choices for the initial reduction, a qr/ql factorization of B renders a triangular pivot matrix and does not require a backward transformation of Z 1 . The bidiagonal reduction of B gives the most sparse and structured compact form for a general pivot matrix B. The overhead cost (see Table 2 ) at the initial transformation and the backward transformation is well justi ed by the signi cant reduction in the arithmetic cost per iteration (see Table 1 ). Computationally, a bidiagonal To maintain the arithmetic cost of the multiplication of the pivot matrix with another matrix at O(n 2 ), b must be kept small; that is, B must be narrow banded (independent of the matrix size). If B is bidiagonal, b = 2. Notice that the cost per iteration of the generalized Newton iteration with a bidiagonal pivot matrix is about the same as that of the Newton iteration (see Table 1 ).
Preconditioning for subspace extraction
We are concerned with general techniques for subspace extraction, assuming no special structure or a prior knowledge of the de ating space of interest. Rank-revealing algorithms are the method of choice. We use the following example to illustrate that a rank-revealing algorithm for the subspace extraction based on the null-space-nding approach, see (5) (10) and (13) rank-revealing algorithm can still succeed with a rank-revealing threshold adjusted accordingly. To reduce the perturbation in the computed generalized matrix sign function and then extract subspace accurately, we propose the following combined strategies.
(1) Stop the generalized Newton iteration halfway, namely, the following stopping criterion is employed kA k+1 ? A k k < p kA k k; or niter > max niter; (15) where max iter is a prespeci ed upper bound on the number of iterations, niter. We denote by A 1=2 the matrix at halfway. and let r = rank(R Z ; rank ), Z = (Z 1 ; Z 2 ), Z 1 2 C n r , and Z 2 2 C n (n?r) .
Finally, compute (AZ 2 ; BZ 2 ) Q = QR Q (rank-revealing QR factorization); and set Z = (Z 2 ; Z 1 ).
Stopping the generalized Newton iteration within half of the machine precision attempts to avoid the catastrophic e ect of the inverse of an ill-conditioned matrix. The Malyshev iteration step on the Cayley transformed matrix pair is equivalent to one step of the generalized Newton iteration, but does not require the inverse (see 28] for details). That is, if the convergence of the generalized Newton iteration is asymptotically quadratic, (B+A 1 ; B?A 1 ) by the generalized Newton iteration is equivalent to (A 1=2 ; B 1=2 ) at the end of the Malyshev step within the machine precision. If there are eigenvalues close to the imaginary axis or if B is singular or near singular, then the generalized Newton iteration converges at a linear or nearly-linear rate and the prespeci ed upper bound max niter on the number of iterations will terminate the iteration.
Numerical Experiments
In this section we compare the numerical results and the performance of the following spectral division algorithms: { The QZ algorithm 22].
{ gnewton: The generalized Newton iteration, with both A and B full-dense matrices. with kE 21 k and kF 21 k small-norm matrices. We use these norms to measure and compare the backward accuracy of the algorithms in our experiments; thus, we evaluate the relative decoupling residual:
We relate this result to the condition number of the matrices A and B ( (A) and (B), respectively) and the gap between the (real part of the) eigenvalues of the matrix pencil and the imaginary axis:
To estimate the sensitivity of the spectral subspaces to perturbations in a matrix pair, we compute a lower bound of the quantity dif introduced We conducted two sets of experiments. In both cases, we applied the spectral division algorithms for the division along the imaginary axis.
The rst set of experiments consists of matrix pairs (A; I n ) with parameter-dependent eigenstructures which control the di culty of the spectral division 2,6]. We use the matrix pair (R; Q h ), where A = QR is a QR factorization (no noticiable di erences were found in the numerical accuracy when the equivalent pair (A; I n ) was used).
The tables in this section list the gap between the eigenvalues and the imaginary axis (A), the condition number of A, (A) ( (B) = 1), the relative decoupling quantity dif, the relative decoupling residual rdr of the algorithms, and the number of iterations required by the generalized Newton iterations without/with determinantal scaling (#iter./#itsc., respectively). and Q is a random orthogonal matrix (obtained from the QR factorization of a random matrix). The eigenvalues of A are symmetric with respect to the imaginary axis as well as the real axis, and are in a neighborhood of 2 i. As ! 0 the eigenvalues at about 2 i approach two points i on the imaginary axis and the division along this axis becomes more di cult. diagonal matrix, and a positive parameter. As gets smaller, dif decreases quickly but (A) remains of the same order. Table 5 reports that, for this example, the decoupling residual of our algorithm is slightly a ected by the progresive ill-conditioning of the problem but new-gnewton still performs much better than gnewton.
(A) (A) dif qz gnewton new-gnewton rdr rdr (#iter.) rdr (#iter./#itsc.) 1:0 2.4e-1 2.8e+3 2.5e-2 4.4e-16 2.0e-15 (8) 2.1e-16 (7/7) 0:5 1.2e-1 7.3e+4 2.1e-3 3.8e-16 1.4e-14 (9) 2.7e-16 (9/8) 0:3 7.2e-2 8.8e+5 2.3e-4 5.1e-16 3.7e-13 (9) 9.5e-16 (9/8) 0:2 4.8e-2 6.7e+6 2.4e-5 4.5e-16 1.4e-11 (10) 2.1e-15 (10/8) 0:1 2.4e-2 7.1e+8 1.2e-7 4.6e-16 3.5e-9 (11) 5.9e-14 (11/8) Finally, we also conducted a second set of experiments with 100 100 random matrices and entries uniformly distributed within 0; 1]. All our executions reported roughly similar results for rdr, both from the QZ algorithm and the generalized Newton iterations. We implemented all our algorithms on an sgi R10000 platform, using Fortran-77, the vendorsupplied blas, and the lapack 1] library.
All the gures in this section contain two di erent plots. The left-hand plot reports the overall execution time (in seconds) of the QZ algorithm and the generalized Newton iterations. A semilogarithmic scale is used for axis y. In the right-hand plot, we de ne the execution time of the QZ algorithm as the unit of time and report the reduction of the cost of the generalized Newton iterations with respect to the QZ algorithm.
We use the spectral division methods in two di erent applications. In the rst application, the goal is to divide the spetrum of a matrix pencil along the imaginary axis. We report on matrix pairs of size 100; 150; : : :; 500, with entries uniformly distributed within 0; 1]. The experimental results are averaged for 5 executions on di erent random matrices. Figure 2 reports that the execution time of the algorithm which employs a full pivot matrix is around 50%-60% of that of the QZ algorithm for large matrices. By transforming the pivot matrix to bidiagonal form, this cost is further reduced to 35%-40%.
In our second application we compute the solution matrix, X, of a generalized Riccati matrix 
To measure the performance of the algorithms we employ two classical, well-conditioned control problems. The rst one arises in the control of a string of high speed vehicles (hereafter, chsv); the second problem is constructed with an a priori known circulant solution matrix (see, among many, 9,14]). In both examples, E = I n and an standard eigenvalue problem (H std ; I n ) is involved. For our performance evaluation purposes, we work on the equivalent matrix pair (H gen ; K gen ), where A gen := LA, S gen := LAL T , Q gen := Q, and E gen = L a random, well-conditioned lower unit triangular matrix. Figures 3 and 4 report an important advantage of the generalized Newton iterations over the QZ algorithm, which is increased with the problem dimension. The generalized Newton iterations require only 20%-40% of the execution time of QZ algorithm for the chsv problem. When applied to the circulant problem, the di erence is progresively increased for larger problem sizes. The advantage is partially due to the fast convergence of the generalized Newton iteration for both problems. Also, for the same reason, there is only a small di erence between both generalized Newton iterations.
Two improvements on the generalized Newton iterations can produce implementations which further outperform the QZ algorithm. First, in the described control problems, we can exploit the special structure of matrix K when computing its bidiagonal form. Second, in general spectral division problems, there are e cient algorithms that reduce a matrix to narrow banded form, and allow the introduction of high-performance blas level 3 kernels 11].
Concluding Remarks
We have presented several modi ed algorithms for computing de ating subspaces that reduce by 75% the cost of the traditional approach based on the matrix sign function. First, the left and right-de ating subspaces are extracted from a single iteration, reducing the number of iterations to half. Secondly, the cost of each Newton iteration is cut by more than 50% by transforming the pivot Numerical experiments report the matrix sign fucntion as a fast, parallel, and reliable approach for computing partial information of the eigenspectrum of matrix pencils.
