In this note we develop a framework which allows to prove an abstract existence result for non-linear evolution equations involving time-dependent, pseudo-monotone operators. To this end we introduce the notion of Bochner pseudo-monotonicity, and Bochner coercivity, which are adaptions of the standard notion to the case of evolutionary problems. Moreover, we give sufficient conditions for these new notions, which are widely applicable.
Note that the pseudo-monotonicity and boundedness compensate for the absence of weak continuity of the nonlinear operator A, as for a sequence satisfying (1.1), (1.2) it follows that Ax n n→∞ ⇀ Ax in X * .
The conditions (1.1), (1.2) are natural, since if (x n ) n∈N ⊆ X is a sequence of appropriate Galerkin approximations of the problem Au = f , (1.1) is a consequence of the demanded coercivity and (1.2) can be derived directly from the properties of the Galerkin approximation.
We are interested in proving an unsteady analogue of Brezis' result. To be more specific, given an evolution triple
a finite time horizon I := (0, T ), an initial value y 0 ∈ H, a right hand side f ∈ L p ′ (I, V * ) and an operator A : L p (I, V ) → L p ′ (I, V * ), given via (Ax)(t) := A(t)(x(t)) for almost every t ∈ I and all x ∈ L p (I, V ), where A(t) : V → V * is an appropriate family of pseudo-monotone operators, we are seeking a solution y ∈ W 1,p,p ′ (I, V, V * ) of the initial value problem
j(y(0)) = y 0 in H.
(1.3)
A popular method in the treatment of non-linear evolution equations involving pseudo-monotone operators is the application of the main theorem on pseudo-monotone perturbations of maximal monotone mappings, stemming from Browder [6, Theorem 1] . In doing so, one interprets the time derivative where the maximal monotonicity of (1.4) can basically be traced back to the generalized integration by parts formula (cf. Proposition 2.10). For details we refer to [13, 7, 22, 19, 16, 17] . The resulting existence theorem states, that the initial value problem (1.3) possesses a solution, provided that V is reflexive and A : L p (I, V ) → L p ′ (I, V * ) bounded, pseudo-monotone and coercive. However, in concrete applications the assumptions of this theorem are rarely fulfilled. To be more precise, assume that the operator A : L p (I, V ) → L p ′ (I, V * ) is induced by a family of operators A(t) : V → V * , t ∈ I. If the operators {A(t)} t∈I are monotone and hemi-continuous, then the operator A : L p (I, V ) → L p ′ (I, V * ) has the same properties. However, we can not expect A : L p (I, V ) → L p ′ (I, V * ) to be pseudo-monotone if the operators {A(t)} t∈I are pseudo-monotone. This can be seen by the following easy example. Let V = R, p = 2, I = (0, 2π) and A(t) = −id, t ∈ I. Clearly, −id : R → R is compact and thus pseudo-monotone. However, the sequence x n (t) = sin(nt) converges weakly to 0 in L 2 (I, R), satisfies (1.2), but 0 ≤ lim inf n→∞ Ax n , x n − y L 2 (I,R) = −π for any y ∈ L 2 (I, R). Thus, the induced operator A : L 2 (I, R) → L 2 (I, R) is not pseudo-monotone. This failure is due to the fact that no information of the time derivative has been taken into account. Already in [13] it was observed, on the example of the unsteady p-Navier-Stokes equations, that the ideas from the proof of the evolutionary version of the main theorem of pseudo-monotone operators can be adapted to treat operators which are the sum of a monotone one and a compact one (cf. [1] for a treatment of the general situation using this approach). The drawback of this approach is that additional technical assumptions on the spaces have to be made in order to use the Aubin-Lions lemma. This can be circumvented by modifying the notion of pseudo-monotonicity for the treatment of evolution problems. In fact, we say that an operator A : j(x n (t)) n→∞ ⇀ j(x(t)) in H for a.e. t ∈ I, (1.7) j(x n (t)) H ≤ M for a.e. t ∈ I.
(1.8)
follows Ax, x − y L p (I,V ) ≤ lim inf n→∞ Ax n , x n − y L p (I,V ) for all y ∈ L p (I, V ). Based on the methods in [12, 18, 15, 16, 1] we are able to prove that the induced operator A of a family of pseudo-monotone operators {A(t)} t∈I satisfying appropriate coercivity and growth conditions (cf. conditions (C.1)-(C.5)) is Bochner pseudo-monotone. Moreover, if the sequence (x n ) n∈N comes from a Galerkin approximation of (1.3) for such an operator, then (1.5) is a consequence of the coercivity of A, (1.8) stems from the time derivative, while (1.6) and (1.7) follow directly from the Galerkin approximation. In this way we completely avoid the use of the Aubin-Lions lemma, which led to additional technical assumptions on the spaces, which are not necessary. Thus, Bochner pseudo-monotonicity seems to be the natural generalization of monotonicity (incorporating compact operators) for evolution problems, since it takes into account the informations both from the operator and the time derivative. In the same spirit, we introduce the notion of Bochner coercivity, which generalizes the usual coercivity of the operator in the sence that it also takes into account the information from the time derivative coming from the generalized integration by parts formula. To a certain extend it represents a minimal requirement guaranteeing (1.5) and (1.8) for a reflexive space V . The paper is organized as follows: In Section 2 we introduce the notation and some basic definitions and results concerning Bochner-Lebesgue spaces, Bochner-Sobolev spaces and evolution equations. In Section 3 we introduce Bochner pseudo-monotonicity and Bochner coercivity as appropriate extensions of the concepts of pseudo-monotonicity and coercivity to the evolutionary setting. In view of applications we will present some sufficient conditions on operator families that imply these new concepts. In Section 4 we prove an existence result for evolution equations with preevolution triples for abstract Bochner pseudo-monotone and Bochner coercive operators as well as for operators satisfying appropriate and easily verifiable sufficient conditions. In Section 5 we apply our theory to a compact perturbation of the unsteady p-Laplace equation for arbitrary p ∈ (1, ∞). In view of an appropriate perspective on intersections of Banach spaces we propose an alternative point of view in the Appendix.
The paper is an extended and modified version of parts of the thesis [11] .
Preliminaries

Operators
For a Banach space X with norm · X we denote by X * its dual space equipped with the norm · X * . The duality pairing is denoted by ·, · X . All occurring Banach spaces are assumed to be real. By D(A) we denote the domain of definition of an operator A : D(A) ⊆ X → Y , and by R(A) := {Ax | x ∈ D(A)} its range. The following notions turn out to be useful in our investigation.
Bochner-Lebesgue spaces
In this paragraph we collect some well known results concerning Bochner-Lebesgue spaces, which will be used in the following. By (X, · X ) and (Y, · Y ) we always denote Banach spaces, and by I := (0, T ), with 0 < T < ∞, a finite time intervall.
Proposition 2.2 Let x :
I → X be a function such that there exists a sequence x n : I → X, n ∈ N, of Bochner measurable functions with
for almost every t ∈ I. Then x : I → X is Bochner measurable.
Proof We apply Pettis' theorem (cf. [20, Chapter V, Theorem: (Pettis)]) to obtain Lebesgue measurable sets N n ⊆ I, n ∈ N, such that N c n is a null set and x n (N n ) separable. Thus, if we replace X by the closure of span{ n∈N x n (N n )}, it turns out that it suffices to treat the case of separable X. For a proof of the latter one we refer to [17, Folgerung 1.10] . Proposition 2.3 Let (X, · X ) be a reflexive Banach space and 1 < p < ∞. If the sequence (x n ) n∈N ⊆ L p (I, X) is bounded and satisfies
→ 0 for almost every t ∈ I. In particular, for Lebesgue measurable E ⊆ I we obtainˆE
where we exploited the boundedness of (
is uniformly integrable and Vitali's theorem in conjunction with the representation of the duality product in Bochner-Lebesgue spaces yields x * , x n L p (I,X)
The next proposition shows that linear and continuous operators between Banach spaces transmit their properties to the induced operator between Bochner-Lebesgue spaces. 
, defined by (Ax)(t) := A(x(t)) for almost every t ∈ I and all x ∈ L p (I, X), is well-defined, linear and continuous. Furthermore, it holds:
In particular, the inverse function
is well-defined and satisfies (A −1 y)(t) = A −1 (y(t)) for almost every t ∈ I and all y ∈ R(A).
Proof Concerning the well-definedness, linearity and boundedness including point (i) we refer to [20, Chapter V, 5. Bochner's Integral, Corollary 2] . The verification of assertions (ii) and (iii) is elementary and thus omitted.
In the Appendix we propose an alternative point of view concerning intersections of Banach spaces which turns out to be both quite comfortable and exact, in the sense that we do not need to assume any identifications of spaces and the amount of occurring embeddings is marginal. Nonetheless, we emphasize that the standard definition of intersections of Banach spaces (cf. [2] ) is equivalent to our approach and all the following assertions remain true if we use the framework in [2] . The next remark examines how the concepts of the Appendix transfer to the Bochner-Lebesgue level. 
Consequently, the couples
are compatible couples. In accordance with Definition A.3, the pull-back intersections
Y e X , and their corresponding intersection embeddings
are well-defined.
Next we give an alternative representation of pull-back intersections of Bochner-Lebesgue spaces, from which we are able to deduce Bochner measurability with respect to X ∩ j Y directly. Proposition 2.6 Let (X, Y ) be a compatible couple and 1
is a compatible couple, where j is defined in Remark 2.5. Thus,
with norm equivalence. Moreover, the assertion stays true if we replace L q (I, Y ) by C 0 (I, Y ).
is an embedding as well due to Proposition 2.4. Therefore,
X e Y y)(t) for almost every t ∈ I and all y ∈ R(j) = R(e
. From the latter and Definition A.3 we obtain
The verification of the stated norm equivalence is an elementary calculation and thus omitted. In the case in which we replace L q (I, Y ) by C 0 (I, Y ), we proceed analogously.
Bochner-Sobolev spaces
Let (X, · X ) and (Y, · Y ) be Banach spaces, j : X → Y an embedding, I := (0, T ), with 0 < T < ∞, and 1
we denote the Bochner-Sobolev space with respect to j, which is equipped with the norm
a Banach space (cf. [3, Lemma II.5.10]).
Evolution equations
Let (V, H) := (V, H, Z, e V , e H ) be a compatible couple, (V, · V ) a separable, reflexive Banach space and (H, (·, ·) H ) a separable Hilbert space. In this situation the pull-back intersection of V and H is defined as
, and the intersection embedding is defined as
then the triple (V, H, j) is said to be a pre-evolution triple. Let R : H → H * be the Riesz isomorphism with respect to (·, ·) H . As j is a dense embedding the adjoint j * : H * → (V ∩ j H) * and therefore e := j * Rj : V ∩ j H → (V ∩ j H) * are embeddings as well. We call e the canonical embedding of (V, H, j). Note that
The notion of a pre-evolution triple generalizes the standard notion of an evolution triple. An evolution triple (V, H, j) consists of a separable, reflexive Banach space (V, · V ), a Hilbert space (H, (·, ·) H ) and an embedding j :
Note that an evolution triple is a pre-evolution triple, since (V, H, H, j, id H ) is a compatible couple. Moreover, the intersection embedding is the embedding j, and we have
Thus, if the pre-evolution triple is an evolution triple we can just replace the intersection
For a pre-evolution triple (V, H, j) and 1 < p < ∞ we set
, or equivalently p * ≥ 2, where p * denotes the Sobolev exponent, then, in virtue of the Sobolev embedding V ֒→ L p * (Ω), the triple (V, H, id) is an evolution triple. We emphasize that even if j = id in this example, the corresponding canonical embedding e : V ∩ H → (V ∩ H) * is not given by the identity. For this reason, this paper avoids to omit occurring embeddings. Proposition 2.9 Let (V, H, j) be a pre-evolution triple and 1 < p < ∞. Then x ∈ W if and only if x ∈ X and there exists w ∈ X * such that
In this case we have
Proof A straightforward adaption of [21, Proposition 23.20] , since (V ∩ j H, H, j) is an evolution triple.
Proposition 2.10 Let (V, H, j) be a pre-evolution triple and 1 < p < ∞. Then it holds:
(i) Given x ∈ W the function jx ∈ L p (I, H), given via (jx)(t) := j(x(t)) for almost every t ∈ I, possesses a unique representation in C 0 (I, H) and the resulting mapping j : W → C 0 (I, H) is an embedding. (ii) Generalized integration by parts formula: It holdŝ
for all x, y ∈ W and t, t ′ ∈ I with t ′ ≤ t.
is an evolution triple.
Definition 2.11 (Evolution equation)
Let (V, H, j) be a pre-evolution triple and 1 < p < ∞. Moreover, let y 0 ∈ H be an initial value, f ∈ X * a right-hand side and A : X ∩ j Y → X * an operator. Then the initial value problem
is said to be an evolution equation.
Bochner pseudo-monotonicity and Bochner coercivity
In this section we introduce the notions Bochner pseudo-monotonicity and Bochner coercivity. Moreover, we give sufficient conditions on operator families {A(t)} t∈I such that the induced operator A : X ∩ j Y → X * , given via (Ax)(t) := A(t)(x(t)) for almost every t ∈ I and all x ∈ X ∩ j Y, satisfies these concepts.
Lemma 3.1 (Induced operator) Let (V, H, j) be a pre-evolution triple and 1 < p < ∞. Furthermore, let {A(t)} t∈I be a family of operators with the following properties:
for almost every t ∈ I and all v ∈ V ∩ j H.
Then the induced operator A : X ∩ j Y → X * is well-defined, bounded and demi-continuous.
Proof (i) Well-definedness and boundedness: For x ∈ X ∩ j Y there exists a sequence of simple
which is converging almost everywhere to x in V ∩ j H. Due to (C.2) the functions As n i = A(·)s n i : I → (V ∩ j H) * and therefore
are Bochner measurable and converge almost everywhere weakly to Ax in (V ∩ j H) * due to (C.1). Thus, Proposition 2.2 ensures the Bochner measurability of Ax : I → (V ∩ j H) * . Finally, we obtain that A : X ∩ j Y → X * is well-defined and bounded from the estimate
for all x ∈ X ∩ j Y, where we used (C.3).
(ii) Demi-continuity:
for almost every t ∈ I. From the latter and (C.1) we infer that
for almost every t ∈ I. Proposition 2.3 in conjunction with the boundedness of A : X ∩ j Y → X * and reflexivity of V ∩ j H (cf. Proposition A.6 (i)) yields
As this argumentation stays valid for each subsequence of (x n ) n∈N ⊆ X ∩ j Y, Ax ∈ X * is a weak accumulation point of each subsequence of (Ax n ) n∈N ⊆ X * . The standard convergence principle (cf. [7, Kap. I, Lemma 5.4]) thus yields Ax n n→∞ ⇀ Ax in X * , which proves the assertion.
Now we give the exact definition of Bochner pseudo-monotonicity, which was heuristically motivated in the introduction. 
3) it follows that Ax, x − y X ≤ lim inf n→∞ Ax n , x n − y X for all y ∈ X .
The next lemma states that bounded, Bochner pseudo-monotone operators possess certain continuity properties.
Lemma 3.7 Let (V, H, j) be a pre-evolution triple, 1 < p < ∞ and A : X ∩ j Y → X * Bochner pseudo-monotone and bounded. Then for a bounded sequence (x n ) n∈N ⊆ X ∩ j Y satisfying (3.3)-(3.6) it follows that Ax n n→∞ ⇀ Ax in X * . In particular, locally bounded, Bochner pseudo-monotone operators are demi-continuous.
Proof From the reflexivity of X * and the boundedness of A : X ∩ j Y → X * we obtain a subsequence (Ax n ) n∈Λ ⊆ X * with Λ ⊆ N and ξ ∈ X * such that Ax n n→∞ ⇀ ξ in X * (n ∈ Λ). This, (3.6) and the Bochner pseudo-monotonicity of A :
for all y ∈ X and therefore Ax = ξ in X * . As this argumentation stays valid for each subsequence of (x n ) n∈N ⊆ X ∩ j Y, Ax ∈ X * is weak accumulation point of each subsequence of (Ax n ) n∈N ⊆ X * . Thus, the standard convergence principle yields the assertion.
The following lemma is the actual motivation of Definition 3.2. 
Then the induced operator A : X ∩ j Y → X * is Bochner pseudo-monotone.
Proof The presented proof is a generalization of [1, Lemma 4.2] and uses ideas from [12, 9, 10, 18] . Our approach completely avoids additional technical assumptions on the spaces, as e.g. the existence of certain projections, which were present in previous investigations. We proceed in four steps:
1. Collecting information: Let (x n ) n∈Λ ⊆ X ∩ j Y be a bounded sequence satisfying (3.3)-(3.6). From the boundedness of A : X ∩ j Y → X * and reflexivity of X * we obtain a subsequence (x n ) n∈Λ ⊆ X ∩ j Y with Λ ⊆ N and ξ ∈ X * such that Ax n n→∞ ⇀ ξ in X * (n ∈ Λ) and limn→∞ n∈Λ Ax n , x n X = lim inf n→∞ Ax n , x n X . Thus, we have for all y ∈ X lim n→∞ n∈Λ
Due to (3.5) there exists a subset E ⊆ I such that E c is a null set and
for all t ∈ E. In addition, using (C.3) and (C.5) we get
for almost every t ∈ I, where
* is pseudo-montone, |µ x (t)| < ∞ and it holds ( * ) n,t for all n ∈ Λ .
Apparently, S c is a null set.
Intermediate objective: Our next objective is to verify lim inf n→∞ n∈Λ
for all t ∈ S. To this end, let us fix an arbitrary t ∈ S and define
We assume without loss of generality that Λ t is not finite. Otherwise, ( * * ) n,t would already hold true for this specific t ∈ S and nothing would be left to do. But if Λ t is not finite, then lim sup
From (3.11) and ( * ) n,t follows c 0 2
for all n ∈ Λ t . Thanks to (3.10) and (3.12), Proposition A.7 yields that
The pseudo-monotonicity of A(t) :
Due to A(t)(x n (t)), x n (t) − x(t) V ∩ j H ≥ 0 for all n ∈ Λ \ Λ t , ( * * ) t holds for all t ∈ S.
Switching to the image space level:
In this passage we verify the existence of a subse-
for almost every t ∈ I. As a consequence, we are in a position to exploit the almost everywhere pseudo-monotonicity of the operator family. Thanks to A(t)(x n (t)), x n (t) − x(t) V ∩ j H ≥ −µ x (t) for all t ∈ S and n ∈ Λ, Fatou's lemma (cf. [16, Theorem 1.18]) is applicable. It yields, also using (3.6)
Let us define h n (t) := A(t)(x n (t)), x n (t) − x(t) V ∩ j H . Then ( * * ) t and (3.14) read: h n (t) = 0, i.e. h n (t) − n→∞ → 0 (n ∈ Λ) for all t ∈ S. Since 0 ≥ h n (t) − ≥ −µ x (t) for all t ∈ S and n ∈ Λ, Vitali's theorem yields h − n n→∞ → 0 in L 1 (I). From the latter, |h n | = h n − 2h − n and (3.16), we conclude that h n n→∞ → 0 in L 1 (I). This provides a further subsequence (x n ) n∈Λ 0 ⊆ X ∩ j Y with Λ 0 ⊆ Λ and a subset F ⊆ I such that F c is a null set and
for all t ∈ F . Then for all t ∈ S ∩ F we have lim sup
Thus, Proposition A.7 yields
for all t ∈ S ∩ F . The relations (3.17) and (3.18) are just (3.13).
Switching to the Bochner-Lebesgue level: From the pseudo-monotonicity of the operators A(t)
almost every t ∈ I and all y ∈ X . As in step 1 we verify that there exists µ y ∈ L 1 (I) such that
for almost every t ∈ I and all n ∈ Λ 0 . Thus, we can apply Fatou's lemma once more, exploit (3.9) and deduce further that
for all y ∈ X . This completes the proof of Lemma 3.8.
Next we introduce the notion of Bochner coercivity as an appropriate notion of coercivity for evolution equations involving Bochner pseudo-monotone operators as it incorporates the additional information coming from the time derivative. Definition 3.19 (Bochner coercivity) Let (V, H, j) be a pre-evolution triple and 1 < p < ∞. An operator A : X ∩ j Y → X * is said to be (i) Bochner coercive with respect to f ∈ X * if for all K ≥ 0 there exists a constant
(ii) Bochner coercive if it is Bochner coercive with respect to f for all f ∈ X * . Proof ad (i): It suffices to show that A : X ∩ j Y → X * is Bochner coercive with respect to the origin 0 ∈ X * . For f ∈ X * \ {0}, we consider the shifted operator A := A − f : D(A) ⊂ X → X * which is coercive and bounded. Therefore, A : X ∩ j Y → X * is Bochner coercive with respect to 0 ∈ X * and we conclude that A : X ∩ j Y → X * is Bochner coercive. To show that A : X ∩ j Y → X * is Bochner coercive with respect to 0 we fix an arbitrary constant K ≥ 0, and assume that x ∈ X ∩ j Y satisfies for almost every t ∈ I 1 2 (jx)(t)
Since A : D(A) ⊂ X → X * is coercive there exists a constant R := R(A) > 0 such that Aw, w X ≥ w X for all w ∈ X ∩ j Y with w X ≥ R. Next, we define M 0 := max{R, K} > 0 and suppose that x X > M 0 ≥ R. Therefore, using the coercivity and (3.21), we conclude
ad (ii): It suffices to show that A : X ∩ j Y → X * is Bochner coercive with respect to the origin 0 ∈ X * . For f ∈ X * \ {0}, we consider the family of shifted operators * for almost every t ∈ I and all v ∈ V ∩ j H, which again satisfies (C.1)-(C.5) with C (s) = s 2 in (C.5). Therefore, the induced operator A : X ∩ j Y → X * is Bochner coercive with respect to 0 ∈ X * and we conclude that A : X ∩ j Y → X * is Bochner coercive. To show that A : X ∩ j Y → X * is Bochner coercive with respect to 0 we fix an arbitrary constant K ≥ 0, and assume that x ∈ X ∩ j Y satisfies for almost every t ∈ I 1 2 (jx)(t)
Using (C.5) with C (s) = s 2 in (3.22) we get for almost every t ∈ I 1 2 (jx)(t)
Gronwall's inequality (cf. [3, Lemma II.4.10]) applied on (3.23) yields
From (3.24) we further deduce that
0 . Due to the norm equivalence · L p (I,V )∩ j Y ∼ · X ∩ j Y (cf. Proposition 2.6) we conclude the Bochner coercivity with respect to 0 ∈ X * of A : X ∩ j Y → X * .
Existence theorem
Theorem 4.1 (Main theorem) Let (V, H, j) be a pre-evolution triple, 1 < p < ∞ and {A(t)} t∈I a family of operators such that (C.1)-(C.3) are fulfilled and that the induced operator A : X ∩ j Y → X * is Bochner pseudo-monotone and Bochner coercive with respect to f ∈ X * . Then for arbitrary y 0 ∈ H there exists a solution y ∈ W of the evolution equation (2.12).
From Lemma 3.8 and 3.20 (ii) we immediately obtain the following more applicable version of Theorem 4.1. (V, H, j) be an pre-evolution triple, 1 < p < ∞ and {A(t)} t∈I a family of operators such that (C.1)-(C.5) are fulfilled with C (s) = s 2 in (C.5). Then for arbitrary y 0 ∈ H and f ∈ X * there exists a solution y ∈ W of the evolution equation (2.12). 
Corollary 4.2 Let
Proof (of Theorem 4.1)
Reduction of assumptions:
It suffices to treat the special case f = 0 in X * . Otherwise, we consider the family of shifted operators { A(t)} t∈I , given via A(t)v := A(t)v − f (t) for almost every t ∈ I and all v ∈ V ∩ j H, which again satisfies (C.1)-(C.3). Furthermore, it is straightforward to check that the corresponding induced operator A : X ∩ j Y → X * is still Bochner pseudo-monotone and Bochner coercive with respect to 0 ∈ X * .
Galerkin approximation:
On the basis of the separability of V ∩ j H (cf. Proposition A.6 (i)) there exists a sequence (v i ) i∈N ⊆ V ∩ j H which is dense in V ∩ j H. Due to the density of R(j) in H and the Gram-Schmidt process we can additionally assume that (jv i ) i∈N ⊆ V ∩ j H is dense and orthonormal in H. We set V n := span{v 1 , ..., v n } equipped with · V and H n := j(V n ) equipped with (·, ·) H . Denote by j n : V n → H n the restriction of j to V n and by R n : H n → H * n the corresponding Riesz isomorphism with respect to (·, ·) H . As j n is an isomorphism, the triple (V n , H n , j n ) is an evolution triple with canonical embedding e n := j * n R n j n : V n → V * n . Moreover, we set
Then Proposition 2.10 provides the embedding j n : W n → Y n and the generalized integration by parts formula with respect to W n . We are seeking approximative solutions y n ∈ W n which solve the Galerkin system
Existence of the Galerkin solutions:
It is straightforward to check that y n ∈ W n iff
..,n for almost every t ∈ I and all α = (α i ) i=1,...,n ∈ R n , one sees, that (4.4) can be re-written as a system of ordinary differential equations .5)). Suppose T < T n . We integrate the inner product of (4.6) and α n (s) ∈ R n with respect to s ∈ [0, t], where 0 < t ≤ T n , apply the generalized integration by parts formula with respect to W
for all t ∈ [0, T n ). By y n : I → V n we denote the extension of y n : [0, T n ) → V n by zero outside [0, T n ). Thus, our extension satisfies
for all t ∈ I. From (4.8) and the Bochner coercivity with respect to 0 ∈ X * of A : X ∩ j Y → X * we obtain an n-independent constant M > 0 such that
The fundamental theorem of calculus now yields α n ∈ C 0 ([0, T n ] , R n ). Hence, we can apply Caratheodory's theorem once more with initial value α n (T n ) ∈ R n , to obtain an extension of α n to a solution of (4.6) on [0, T n + ε], with ε > 0. This contradicts the maximality of T n > 0 and we conclude T n = T . In particular, the estimates
hold true, where we used the boundedness of A : X ∩ j Y → X * according to Lemma 3.1 for the second estimate.
Passage to the limit:
Convergence of the Galerkin solutions:
From the a-priori estimates (4.9) we obtain a not relabelled subsequence (y n ) n∈N ⊆ X ∩ j Y as well as elements y ∈ X ∩ j Y and ξ ∈ X * such that
(4.10)
Regularity and trace of the weak limit:
Let v ∈ V k , k ∈ N, and ϕ ∈ C ∞ (I) with ϕ(T ) = 0. Testing (4.4) for n ≥ k by vϕ ∈ X k ⊆ X n and a subsequent application of the generalized integration by parts formula with respect to W n (cf. Proposition 2.10) yield
By passing with n ≥ k to infinity, using (4.10) and y n As R(j) is dense in H we deduce from (4.13) that (jy)(0) = y 0 in H. (4.14)
Pointwise weak convergence in H:
Now we show that (jy n )(t) n→∞ ⇀ (jy)(t) in H for almost every t ∈ I, which is the crucial new condition of Bochner pseudo-monotonicity compared to standard pseudo-monotonicity, apart from the boundedness in Y. To this end, let us fix an arbitrary t ∈ (0, T ]. From the a-priori estimate (jy n )(t) H ≤ M for all t ∈ I and n ∈ N (cf. (4.9) ) we obtain the existence of a subsequence ((jy n )(t)) n∈Λ t ⊆ H with Λ t ⊆ N, initially depending on this fixed t, and an element y Λ t ∈ H such that
(4.15)
For v ∈ V k , k ∈ Λ t , and ϕ ∈ C ∞ (I) with ϕ(0) = 0 and ϕ(t) = 1, we test (4.4) for n ≥ k (n ∈ Λ t ) by vϕχ [0,t] ∈ X k ⊆ X n , use the generalized integration by parts formula in W n , and (2.7), to obtain for all n ≥ k with n ∈ Λ t
By passing for n ≥ k with n ∈ Λ t to infinity, using (4.10) and (4.15), we obtain
From (4.12) and the generalized integration by parts formula in W we also obtain
As this argumentation stays valid for each weakly convergent subsequence of ((jy n )(t)) n∈N ⊆ H, (jy)(t) ∈ H is weak accumulation point of each weakly converging subsequence of ((jy n )(t)) n∈N ⊆ H. The standard convergence principle yields Λ t = N in (4.17).
Identification of Ay and ξ:
Due to (4.7) in the case t = T we have for all n ∈ N Ay n , y n X ≤ − 1 2 (jy n )(T )
The limit superior with respect to n ∈ N on both sides, (4.10) 3 , (4.14), (4.17) with Λ t = N in the case t = T , the weak lower semi-continuity of · H , the generalized integration by parts formula in W and (4.12) yield lim sup
As a result of (4.10), (4.17) with Λ t = N for all t ∈ I, (4.18) and the Bochner pseudo-monotonicity of A : X ∩ j Y → X * , Lemma 3.7 finally provides Ay = ξ in X * . This completes the proof of Theorem 4.1.
Example
The following example illustrates in what way the scope of application is extended by the treatment of pre-evolution triples and that the conditions (C.1)-(C.5) are easily verifiable and quite general. 
for almost every (t, x) ∈ I × Ω and all s ∈ R.
Proof Let (V, H, id) be the pre-evolution triple in Example 2.8.
for almost every t ∈ I and all v, w ∈ V ∩ H. 
for almost every t ∈ I and all v ∈ V ∩ H. Due to α < 2, V ֒→֒→ L 1 (Ω) and Vitali's theorem (5.4) ). Condition (C.2) is a consequence of Fubini's theorem. Using (B.3), the semi-coercivity condition (C.5) follows by
meets the framework of Corollary 4.2, which yields the assertion.
A Pull-back intersections
This passage is highly inspired by [2, Chapter 3] and is merely supposed to propose an alternative point of view to the standard approach. Proof Let (xn) n∈Λ ⊆ X ∩ j Y with Λ ⊆ N be an arbitrary subsequence. In particular, (xn) n∈Λ ⊆ X is bounded. Then Eberlein-Šmuljan's theorem yields the existence of both a subsequence (xn) n∈Λ 1 ⊆ X ∩ j Y with Λ 1 ⊆ Λ and an elementx ∈ X such that xn n→∞ ⇀x in X (n ∈ Λ 1 ).
We have ((xn, jxn) ⊤ ) n∈Λ 1 ⊆ G(j). As weak convergence of all components implies weak convergence in the corresponding Cartesian product we obtain (xn, jxn)
G(j) is weakly closed, as it is closed due to the closed graph theorem and convex. In consequence, it holds (x, jx) ⊤ ∈ G(j), i.e.x ∈ X ∩ j Y and jx = jx in Y . From the injectivity of j : X ∩ j Y → Y we deduce further that x =x in X ∩ j Y . Thus, the first characterization of weak convergence in pull-back intersections provides
Hence, x ∈ X ∩ j Y is weak accumulation point of each subsequence of (xn) n∈N ⊆ X ∩ j Y . The standard convergence principle yields xn n→∞ ⇀ x in X ∩ j Y .
