Abstract-We show that Polynomial codes (and some related codes) used for distributed matrix multiplication are interleaved Generalized Reed-Solomon codes and hence, can be collaboratively decoded. We consider a fault-tolerant setup where t out of N workers return erroneous values. For an additive random Gaussian error model, we show that for any t ≤ N − K − 1, where K is the effective dimension of the code, all errors can be corrected with probability 1 while the decoding complexity is O((
I. INTRODUCTION AND MAIN RESULTS
We consider the problem of computing A T B for two matrices A ∈ F s×r and B ∈ F s×r (for an arbitrary field F) using a coded distributed matrix multiplication scheme with N workers [1] - [11] . To keep the presentation clear, we will focus on one class of codes, namely Polynomial codes [1] , and explain our results in relation to these codes; notwithstanding, our results also apply to other variants of these codes such as Entangled Polynomial codes [2] and PolyDot codes [3] . In a Polynomial code [2] , the matrices A and B are split into m and n subblocks of size s × r m and s × r n , respectively, and these subblocks are encoded by the workers, each of which performs an r m × s by s × r n matrix multiplication and returns a matrix with rr mn elements (from F) to the master node (for details, see Section II).
Our main interest is in the fault-tolerant setup in which up to t (< N ) workers are faulty and return erroneous values. We say that an error pattern of Hamming weight t has occurred if t workers return matrices that contain some erroneous values. The main idea in the Polynomial codes (and its variants mentioned earlier) is to encode the subblocks of A and B in a clever way such that the matrix product returned by the workers are symbols of a codeword of a Generalized Reed-Solomon (GRS) code over F. The properties of a GRS code are then used to obtain bounds on the error-correction capability of the scheme.
The main contribution of this work relies on the observation that Polynomial codes and its variants are not just GRS codes, but an Interleaved Generalized Reed-Solomon (IGRS) code which consists of several GRS codes that can be collaboratively decoded (see Section III for a formal definition). This additional structure provides the opportunity for collaborative decoding of multiple GRS codes involved in such coded matrix multiplication schemes. In this work, we propose a decoding algorithm for an IGRS code (with L identical component GRS codes of length N and dimension K), referred to as the collaborative Peterson's decoding algorithm (CPDA), which has complexity O(Lt
is the maximum Hamming weight of error patterns that can be corrected using CPDA, while potentially nearly doubling the decoding radius. 1 The main results of this paper and their relation to the existing results are as follows. In [2] , it is shown that any error pattern with (Hamming) weight t ≤ N −K 2 can be corrected. Very recently, Dutta et al. in [3] showed that when F = R (the real field) and error values are randomly distributed according to a Gaussian distribution, with probability 1 all error patterns of weight t ≤ N − K − 1 can be corrected. To achieve the upper bound N − K − 1, [3] uses a decoding algorithm which is similar in spirit to exhaustive maximum likelihood (ML) decoding with a complexity that is O(LN min{t,N −t} ). This can be prohibitive for many practical values of N and t. In [3] , it is suggested that the performance of ML decoding can be approximated by algorithms with polynomial complexity in N such as the 1 -minimization algorithm [13] . However, there is no proof (nor evidence) that such algorithms can correct all error patterns of weight up to N − K − 1 with probability 1. Indeed, as we will show here, the standard 1 -minimization algorithm [13] fails to correct error patterns of weight up to N − K − 1 with a fairly high probability.
Inspired by [3] , in the context of Polynomial codes, we focus on the settings in which the error of each faulty worker is modeled by an additive Gaussian noise. This (random and non-adversarial) error model, referred to as the Gaussian Random Error (GRE) model, is mainly motivated by physical limitations in practice. With machine learning algorithms becoming more complex and extremely power consuming, the use of cheap and low powered hardware is inevitable in the near future; and evidently, this can result in random errors in computations. Under the GRE model, we show that when F = R, with probability 1, all error patterns of Hamming weight up to t max (= L L+1 (N − K)) can be corrected by the CPDA. Note that for the Polynomial codes, t max corresponds to the maximum number of faulty workers that can be tolerated while using the CPDA, where L = rr mn is the total number of elements (from F) computed by each worker, N is the total number of workers, and K = mn is the effective dimension of the code. When L ≥ N − K − 1, our result implies that we can correct up to N − K − 1 errors 1 The complexity of the proposed algorithm can be reduced to O(Lt 2 max + LN ) using the multi-sequence shift-register (MSSR) algorithm in [12] without changing the theoretical results in this paper. However, simulation results for this algorithm are not presented in this paper. with probability 1. Our result is obtained by analyzing the probabilities of failure and undetected error of the CPDA. For computing the probability of failure, we extend the results of [12] and [14] to the real field. This extension is non-trivial since the counting arguments used for finite fields do not hold for the real field. For the probability of undetected error, we use the results of [3] . Not only does our result indicate a substantial increase in the error-correction radius with provable guarantees when compared to the results in [2] , but it shows that the maximum possible level of fault-tolerance (N − K − 1) can be achieved by a practical decoder with polynomial complexity O(Lt
II. REVIEW OF POLYNOMIAL CODES FOR DISTRIBUTED MATRIX MULTIPLICATION
In this section, we review the Polynomial codes of [1] for coded distributed matrix multiplication. Consider the problem of computing A T B for two matrices A ∈ F s×r and B ∈ F s×r for an arbitrary field F, in a distributed fashion using N workers. In the scheme of Polynomial codes in [1] , the master node distributes the task of matrix multiplication among the workers as follows. 
The master node then requests the ith worker to compute the smaller matrix productC i given the matricesÃ i andB i ,
Note that the ith worker essentially evaluates a polynomial P(x) at x = x i and returns P(x i ) (=C i ), where
The crux of the Polynomial codes is that the vector of coded
can be considered as a codeword of a Reed-Solomon code. When N workers are available in the distributed system, a Polynomial code evaluates the polynomial P(x) at N points of the field F; any mn of which can recover the coefficients which can be put together to recover the matrix product A T B [1] . 
III. POLYNOMIAL CODES ARE INTERLEAVED GENERALIZED REED-SOLOMON CODES
Equivalently, a GRS code is also the set of codewords c such that for all i ∈ {0, . . . , N − K − 1},
Reed-Solomon (RS) codes are a special case of GRS codes with v i = 1 and u i = 1 for all i ∈ {0, . . . , N − 1}. For finite fields and the complex field, an α α α exists such that v i = 1 and u i = 1 for all i ∈ {0, . . . , N − 1}. However for the real field, all u i 's and v i 's cannot be simultaneously set to 1, and hence, it is required to consider GRS codes.
be a collection of L GRS codes, each of length N over a field F, where the dimension and minimum distance of the lth GRS code are K
Our chief observation is that the Polynomial codes, Entangled Polynomial codes, and PolyDot codes are IGRS codes. We formally prove this observation for the Polynomial codes. LetC i (p, q) be the element (p, q) of the matrixC i ,
Consider the 
Thus,C i contains rr mn GRS codes evaluated at x i . That is, the computations returned by the ith worker constitute the ith column of an IGRS code with N being the number of workers and L = rr mn being the number of GRS codes. This shows that a Polynomial code is an IGRS code with
IV. COLLABORATIVE DECODING OF INTERLEAVED GENERALIZED REED-SOLOMON CODES
Simultaneous decoding of all the GRS codes in an IGRS code, known as collaborative decoding, can increase the decoding radius beyond
when errors occur in the same column of the IGRS code [12] , [14] . Since an IGRS code is a set of GRS codes stacked together, the syndrome equations from each GRS code can be stacked together into a stacked syndrome matrix. When errors occur in the same column, the error locator polynomials are more or less the same for all the GRS codes but the number of syndrome equations increases. This offers the possibility of correcting more than
errors. In the context of Polynomial codes, in this work we consider the case where each faulty worker introduces independent and identically distributed (i.i.d.) additive Gaussian error to their computations. We assume that the master node receives the set of matricesR i =C i +Ẽ i for i ∈ [N ], where the entries of the error matrix E i ∈ F r m × r n introduced by the ith worker are i.i.d. Gaussian random variables with zero mean and variance σ i . To distinguish between the faulty and non-faulty workers, we assume that σ i = 0 if the ith worker is faulty, and σ i = 0 otherwise. (Note that E i is an allzero matrix if the ith worker is non-faulty.) For the ease of exposition, we also assume that σ i = 1 if the ith worker is faulty. Note, however, that our results hold for arbitrary Gaussian random variables. We refer to this model as the Gaussian Random Error (GRE) model [3] .
Let R be the Below, we propose a collaborative version of the Peterson's decoding algorithm [15] , referred to as the collaborative Peterson's decoding algorithm (CPDA), to correct error matrices of Hamming weight up to t ≤ t max
Recall that L = rr mn and K = mn for the Polynomial codes. Consider t errors in columns j 1 , j 2 , . . . , j t of the matrix R. That is, the non-zero columns of the error matrix E are indexed by j 1 , j 2 , . . . , j t . Let r (l) (z)
be the modified (multiplying component-wise by u j ) received polynomial for the lth GRS code. Then, the syndrome sequence for the lth GRS code is given by S (l)
, where
, and let λ(t) (λ t , λ t−1 , . . . , λ 1 )
T be the error locator vector associated with the polynomial Λ(z). When t errors occur Λ(z) has a degree of t. The syndrome matrix S (l) (t) and a vector a (l) (t) for the lth GRS code are given by
and
respectively. Now we can write the following consistent linear system of equations for the IGRS code,
where S L (t), the syndrome matrix for the IGRS code, is the stacked matrix of
, and a L (t), a vector for the IGRS code, is the stacked vector of a
. If t columns of the matrix R are in error, then the error locator vector λ(t) can be obtained as follows. Starting from τ = 1, . . . , t max , we find the smallest value of τ such that rank(S L (τ )) = τ and the estimate of the error locator (5) is satisfied, we use a Chien search to check if all the τ roots of Λ(z), namelŷ j 1 , . . . ,ĵ τ are of the form α For finite fields, when a set of L GRS codes are collaboratively decoded using the multi-sequence shift register synthesis algorithm, except for a small probability of failure and a small probability of undetected error, the fraction of errors that can be corrected can be as large as
where R is the code rate [14] . However, their analysis uses counting arguments which cannot be used for the real field case. Below, we present a new analysis for the probability of failure in the real field case under the GRE model.
Let ψ : F L×N → {C IGRS ∪ F } be the decoding function associated with the CPDA, where F is a symbol that denotes decoding failure. A decoding error is said to have occurred if ψ(R) = D. A decoding error is called an undetected error if ψ(R) = F , and it is called a failure if ψ(R) = F .
We define the following error events associated with the decoding of an IGRS code using the CPDA: E 1 (t) = {E : W H (E) = t and a failure occurs}, E 2 (t) = {E : W H (E) = t and an undetected error occurs},
For the GRE model, conditioned on t errors occurring, the probability of failure (P F (t)) and the probability of undetected error (P ML (t)) are given by
where φ(x) is the probability density function of an Ltdimensional standard Gaussian random vector.
A. Probability of Failure Number of errors Probability of error -P
1 minimization decoder of [13] Fig for all i ∈ [w]. Note that there exists i ∈ [w] such that the coefficient of
, is non-zero. The proof is by the way of contradiction. Suppose that for all i ∈ [w] the coefficient of
Then it is easy to see that M ·ũ = 0. Since M is a w × ρ Vandermonde matrix with ρ < w, then rank(M) = ρ. This implies thatũ = 0. This is however a contradiction becauseũ = 0 (by assumption). Thus, for some i ∈ [w] the coefficient of f i,1 in g i must be non-zero. Thus, every matrix in F w for w > ρ contains at least one entry which can be written as a linear combination of the rest of the entries. Under the GRE model, this readily implies that F w is a set of measure zero.
Noting that F = ∪ t w=1 F w and taking a union bound over all 1 ≤ w ≤ t, the set F for any t > L has measure zero.
B. Probability of Undetected Error
The CPDA produces an error locator polynomial Λ(z) of the least possible degree which satisfies all the syndrome equations in (5) . Thus, when the CPDA does not fail, it finds the closest codeword (in the Hamming distance) to the received vector. As shown by Dutta et al. in [3, Theorem 3] , under the GRE model, when the number of errors is less than N − K, with probability 1, the closest codeword to the received vector is the transmitted codeword. Thus, for the CPDA, the probability of undetected error is zero.
VI. NUMERICAL RESULTS
We present simulation results for N = 8, K = 2, and α i = 0.9 i for different L. Fig. 1 shows the probability of error (P F (t) + P ML (t)) for decoding GRS codes individually using Peterson's algorithm (L = 1), decoding GRS codes individually using the 1 minimization decoder, and collaborative decoding using the CPDA with L = 6. For each data point, 12500 IGRS codewords were simulated. It can be seen that the CPDA with L = 6 corrects up to N − K − 1 (= 5) errors (with zero probability of error), which is a significant improvement over decoding GRS codes individually. For K = 3, . . . , 6, we were also able to achieve the bound of N − K − 1 with probability 1. In addition, the probability of error for the 1 -minimization decoder remains fairly high for several values of t ≤ N − K − 1. These results are consistent with the results of Candes and Tao (see Figures 2 and 3 in [13] ). This shows that individually decoding GRS codes using the 1 -minimization decoder, as suggested in [3] , does not suffice to achieve a small error probability; whereas, collaborative decoding can achieve (with zero error probability) the decoding radius bound of N − K − 1 with polynomial complexity.
In addition, for N = 20 and K = 12 with L = 20, the CPDA was able to decode up to N − K − 1 (= 7) errors (with zero probability of error) in 12500 trials [16] . For larger values of N and K, we were unable to find evaluation points that would result in numerically stable computation of the rank of S L (t). This is a well-known issue with decoding GRS codes over the real field. Interestingly, the results of our experiments in [16] suggest that collaborative decoding may alleviate this issue to some extent. In addition, we observed that for a fixed number of errors, increasing L can improve the condition number of S T L (t)S L (t) [16] .
