Brain storm optimization (BSO) is a novel population-based swarm intelligence algorithm which mimics the human brainstorming process. It transplants the brainstorming process in human being into optimization algorithm design and gains successes in solving many complex optimization problems of the real world. In this paper, the asymptotic convergence properties of BSO are analyzed. Based on the theorem of probability and calculus, it has been proven that BSO, under some assumptions, can asymptotically converge to a global optimal solution set with probability one.
Introduction
Optimization is ubiquitous in our real life. However, how to design efficient optimization approaches to deal with so many and complicated optimization problems is always a challenging research topic whether in the mathematical programming or nature computation area (Wolpert et al., 1997) . It is generally known that traditional mathematical programming techniques face great difficulties in solving many complex optimization problems that abound in the real world since the gradient information is usually unreliable or unavailable. As a result, more and more nature-inspired metaheuristic algorithms have been developed by combining some rules and randomness to simulate natural phenomena. According to the different nature-inspired background, these metaheuristic algorithms can be broadly divided into three categories (Yang et al., 2010) : evolutionary algorithms (EAs), swarm intelligence algorithms (SIAs) and other nonbiological phenomenon-inspired metaheuristic algorithms. The EAs use mechanisms inspired by biological evolution process, such as mutation, recombination, and selection. The representative examples of EAs include Genetic algorithm (GA) (Holland et al., 1975; Wang, 2016; Wang and Xie, 2016; Keshtkar, 2017) , Evolutionary Strategies (ES) (Schwefel et al., 1975) , Evolutionary Programming (EP) (Fogel et al., 1966) , Differential Evolution (DE) (Storn et al., 1997) , etc. The SIAs are inspired by all kind of behaviors which collective animals or humans have driven. These behaviors usually involve many aspects: searching behavior, foraging behavior, social activity behavior, etc. Some more popular SIAs are Particle Swarm Optimization (PSO) (Sen et al., 2017; Kennedy et al., 1995; Kesavan et al., 2016) , Ant Colony Optimization (ACO) (Dorigo et al., 1992; Zou, 2016) , Artificial Bee Colony (ABC) (Karaboga et al., 2007) , Teaching-learning-based optimization (TLBO) (Rao et al., 2011) , etc. In addition to the above two kinds of metaheuristic algorithms, there exists many other non-biological phenomenon-inspired optimization algorithms.
They are usually based on alternative processes or concepts (Salcedo-Sanz et al., 2014) , including physical phenomena or rules, natural phenomenon of growth, and natural rainfall process, etc. The recently proposed algorithms of them are Gravitational Search Algorithm (GSA) (Rashedi et al., 2009) , Fireworks Algorithm (FWA) (Tan et al., 2010) , Artificial Plant Optimization Algorithm (APOA) (Cui et al., 2013) and Artificial Raindrop Algorithm (ARA) (Jiang et al., 2015) , etc.
In recent years, a novel swarm intelligence algorithm named Brain Storm Optimization (BSO), which mimics the creative problem solving process in human beings, was developed by Shi et al., (2015) . The main idea of BSO is based on following such intelligent behaviors: when humans are faced with difficult problems that a single person has no ability to solve, a group of people with different knowledge backgrounds are gathered together to brainstorm on the basis of the four general rules summarized by Osborn (Osborn et al., 1957) . In the process of imitation, BSO generally employs the grouping operator, replacing operator, and creating operator to produce ideas as many as possible to approach the problem global optimum generation by generation. As a young and promising SI, BSO has recently attracted many researchers' attention ranging from BSO improvements to applications. Firstly, some different grouping approaches or strategies are developed. For example, Zhan et al., (2012) adopted a simple grouping method in the grouping operator instead of the k-means clustering to reduce the algorithm computational burden. Analogously, Chen et al., (2014) employed affinity propagation clustering in lieu of k-means clustering. Shi et al., (2015) Proposed a new grouping operator implemented in the 1-dimensional objective space instead of in the solution space. Secondly, some improvement strategies are utilized to enhance the population diversity in BSO. For instance, Cheng et al., (2014) puts forward two kinds of partial re-initialization strategies for maintaining population diversity of BSO. Xue et al., (2012) used Cauchy mutation instead of Gaussian mutation to produce ideas. Inspired by the mechanism of quantum theories, Duan et al., (2015) developed a novel variant of BSO based on quantum-behaved. Yang et al., (2015) proposed two different discussion mechanisms with inter-group discussion and intra-group discussion instead of the process of individual updating in the original BSO. Thirdly, some parameters in BSO are further investigated (Zhan et al., 2013) and some dynamic regulation methods are introduced for parameters setting (Zhou et al., 2012) . But beyond that, BSO has been used successfully to solve other complex problems of the real world, such as economic dispatch problem (Jadhav et al., 2012) , reactive power dispatch problem (Lenin et al., 2014) , DC brushless motor problem (Duan et al., 2013) , parameter optimization problem in F/A-18 automatic carrier landing system , receding horizon control problem for multiple UAV formation flight (Qiu et al., 2014) , and so on.
Based on analysis and discussion of BSO, it is not difficult to find that the results of existing research mainly focused on the improvements and applications of BSO. To our knowledge, there is no report about theoretical analysis of BSO. Motivated by the above perspectives, this paper puts forward a first attempt in this direction and uses some relevant mathematical theory to prove that BSO, under certain assumptions, can asymptotically converge to a global optimal solution set with probability one.
The rest of the paper is organized as follows: Section 2 makes a brief description on the original BSO. The asymptotic convergence properties of BSO are analyzed in Section 3. Finally, Section 4 concludes the work done and provides some possible paths for future research.
Brain storm optimization BSO is a recently developed SIA which is motivated by human being's behavior of brainstorming. As described in , the main components of BSO are as follows:
Some concepts and population initialization Like most metaheuristic algorithms, BSO is also a population-based algorithm. The population in BSO is said to be a swarm, and each individual in swarm, which in turn represents a potential solution to the problem that needs to be solved, is considered as an idea. First, each idea is generated by uniformly randomized initialization within the searching space. For every round of idea generation in the brainstorming process, a population with N ideas will be generated before the problems owners pick up good ideas.
Replacing operator and grouping operator
In contrast to other SIAs, BSO presents a new grouping operator based on clustering ideas to enhance algorithm's performance. More specifically, in each generation, all the ideas are first grouped into k clusters using k-means clustering approach, and then the best one in each cluster is selected as the cluster center. At the same time, a randomly chosen cluster center will be replaced by a newly generated idea with a lower probability p1.
Creating operator
For the ideas generated in every round, BSO first randomly picks up one cluster or two with a predetermined possibility p2. Under the case that one cluster is selected, the corresponding cluster center Cold with higher possibility p3 or another idea xold in current cluster with a possibility (1-p3) is selected to generate a new idea. Under the case that two clusters are selected, the convex combination of corresponding two cluster centers Cold1 and Cold2 with higher possibility p4 or two existing ideas xold1 and xold2 in selected two clusters with a possibility (1-p4) is selected to generate a new idea. The result can be formalized as Eq. (1) where x j selected (t) represents the jth dimension of a selected idea xselected the tth generation. ω1 and ω2 are weighting summation coefficients. N(μ, σ 2 ) is the Gaussian distribution with mean μ and standard deviation σ. ξ(t) is an adjusting factor which can be written as
where logsig() is a logarithmic sigmoid transfer function, T is the maximum number of iterations, k is for changing logsig() function's slope, and rand in Eq. (2) and Eq. (3) is a random value within (0, 1).
Finally, the newly generated idea is compared with the existing idea with the same index, the better one is kept and recorded as the new idea.
Global convergence analysis
Before we begin to prove the global convergence of BSO, it is necessary to give the definition of global convergence and make several assumptions in order to simplify the proof. Let {ηt} be a random population sequence in probability space. For random initial state, ηt can converge to satisfactory population η * with probability one, if and only if
where η * is a population that includes a global optima solution at least.
Without loss of generality, we only consider the following minimum global optimization problem:
where f(x) is an objective function to be optimized, Ω is an n-dimensional search space. In order to simplify the proof, it is supposed the following:
(1) The search space Ω of the problem (5) is a bounded closed set or compact set; (2) The objective function f(x) is continuous on the search space Ω; (3) All variables are independent of each other.
According to the assumption (1), it is easy to know that (Gao et al., 2011) ( )
= { ∈ Ω|| − * | < }, and D1=Ω\D0. Therefore, the population in each generation can be divided into the following two cases:
Proof. The ηt∩η * ≠Φ means that the BSO finds a potential solution in S0 at least. In BSO, the optimal solution found will be recorded as an element in the next population (i.e. ηt+1∩η * ≠Φ). Therefore, the Lemma 1 is proven. Lemma 2. If ηt∩η * ≠Φ, then ∃ ∈ 0,1 is subject to
Proof. Let initial population η0 consists of N solutions denoted xi(0), i=1,2,…,N. As the objective function f(x) and the feasible region Ω satisfy the assumption (1), then the level set of initial population of
---------be a closed convex hull of the level set ! " . Denote $ . = max '()(* { ) . }, in which η(t)={x1(t), x2(t),…, xN(t)}. Based on the updating mechanism of generated idea in BSO, the {a(t)} is monotone decreasing, which means that η(t)⊂M.
As a result, Cold(t)∈M, xold(t)∈M, Coldi(t)∈M, xoldi(t)∈M.
Since M is a convex set, therefore ∑ 1 ) , 234) . 5 )6' ∈ + and ∑ 1 ) 234) . 5 )6' ∈ + . According to the selection rule described Eq. (2), it is easy to find that the xselected∈M.
Let x0 Let > ' = { + ∆ ∈ 8 9 : ,; } , we know that P1(x) is a continuous function on M. Therefore, ∃y ∈ M is subject to 
Therefore, the Lemma 2 is proven. Theorem 1. The BSO can converge to global optimum solution set with probability one. 
Therefore, the BSO can converge to global optimum solution set with probability one.
Conclusions
This paper has presented a mathematical analysis of the convergence properties of BSO. The theoretical results indicate that BSO, under certain assumptions, can asymptotically converge to a global optimal solution set with probability one. Future research should address the issues like theoretically establishing the convergence time and the time complexity of BSO.
