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Abstract
In this paper, we study expanding phenomena in the setting of matrix rings. More
precisely, we will prove that
• If A is a set of M2(Fq) and |A| ≫ q
7/2, then we have
|A(A+A)|, |A+AA| ≫ q4.
• If A is a set of SL2(Fq) and |A| ≫ q
5/2, then we have
|A(A+A)|, |A+AA| ≫ q4.
We also obtain similar results for the cases of A(B + C) and A+ BC, where A,B,C
are sets in M2(Fq).
1 Introduction
Let Fq be a finite field of order q where q is an odd prime power. Given a function f : F
d
q → Fq,
define
f(A, . . . , A) = {f(a1, . . . , ad) : a1, . . . , ad ∈ A},
the image of the set Ad ⊂ Fdq under the function f . We start with the following definition
of expander polynomials which can be found in [10].
Definition 1.1. Let f be a function from Fdq to Fq.
1. The function f is called a strong expander with the exponent ε > 0 if for all A ⊂ Fq
with |A| ≫ q1−ε, one has |f(A, . . . , A)| ≥ q − k for some fixed constant k.
2. The function f is called a moderate expander with the exponent ε > 0 if for all A ⊂ Fq
with |A| ≫ q1−ε, one has |f(A, . . . , A)| ≫ q.
Here and throughout, X ≪ Y means that there exists some absolute constant C1 > 0 such
that X ≤ C1Y , X & Y means X ≫ (log Y )
−C2Y for some absolute constant C2 > 0, and
X ∼ Y means Y ≪ X ≪ Y .
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Over last decades, an intensive study on expander polynomials has been made by a number
of authors. Using the Kloosterman sum, Hart, Iosevich and Solymosi [8] proved that the
polynomial f(x, y, z, t) = (x− y)(z − t) is a strong expander with ε = 1/4 and k = 0. The
precise statement is as follows.
Theorem 1.1 (Hart-Iosevich-Solymosi, [8]). Let Fq be a finite field of order q and A be
a set in Fq. Suppose that |A| ≫ q
3/4, then
(A− A)(A− A) = Fq.
In the case, we only want to get a positive proportion of all elements in Fq, Bennett, Hart,
Iosevich, Pakianathan, and Rudnev [2] proved that the threshold q3/4 can be reduced to
q2/3 by employing Fourier techniques and tools from group action theory. This result tells
us that f(x, y, z, t) = (x− y)(z − t) is a moderate expander with ε = 1/3.
There are several families of moderate expanders with the exponent ε = 1/3 that have been
discovered over recent years. For example, xy + zt by Hart and Iosevich [9], x + yz by
Shparlinski in [17], x(y + z) and x+ (y − z)2 by the fifth listed author [21]. Using methods
from spectral graph theory, the fifth listed author [21] broke the exponent 1/3 by showing
that (x− y)2 + zt is a moderate expander with ε = 3/8.
A very general result for polynomials in two variables was given by Tao [20]. In particular,
Tao [20] proved that for any polynomial f(x, y) ∈ Fq[x, y] that is not one of the forms
Q(F1(x) + F2(y)) and Q(F1(x)F2(y)) for some polynomials Q,F1, F2 : Fq → Fq, we have
|f(A,A)| ≫ q,
under the assumption |A| ≫ q1−
1
16 . Therefore, such polynomials f(x, y) are moderate
expanders with ε = 1/16.
In the setting of prime fields, the third, fifth listed authors and De Zeeuw [16] showed that
any quadratic polynomial in three variables f ∈ Fp[x, y, z] that depends on each variable and
that does not have the form g(h(x) + k(y) + l(z)) for some polynomials g, h, k, l : Fp → Fp
is a moderate expander with ε = 1/3. Rudnev, Shkredov, and Stevens [15] also proved that
the function (xy − z)(x− t)−1 is a moderate expander with ε = 17/42 over prime fields.
Let M2(Fq) be the set of two by two matrices with entries in Fq, SL2(Fq) be the set of
matrices in M2(Fq) with determinant one, and GL2(Fq) be the set of invertible matrices in
M2(Fq). Let f : M2(Fq)
d → M2(Fq) be a function in d variables. For A1, . . . , Ad ⊂ M2(Fq),
we define
f(A1, . . . , Ad) := {f(a1, . . . , ad) : ai ∈ Ai, 1 ≤ i ≤ d} .
Similarly, in the setting of M2(Fq), we have the following definition.
Definition 1.2. Let f be a function in d variables from M2(Fq)
d to M2(Fq).
1. The function f is called a strong expander over M2(Fq) with the exponent ε > 0 if for
all A ⊂ M2(Fq) with |A| ≫ q
4−ε, one has f(A, . . . , A) ⊃ GL2(Fq).
2. The function f is called a moderate expander over M2(Fq) with the exponent ε > 0 if
for all A ⊂M2(Fq) with |A| ≫ q
4−ε, one has |f(A, . . . , A)| ≫ q4.
3. The function f is called a strong expander over SL2(Fq) with the exponent ε > 0 if
for all A ⊂ SL2(Fq) with |A| ≫ q
3−ε, one has f(A, . . . , A) ⊃ GL2(Fq).
2
4. The function f is called a moderate expander over SL2(Fq) with the exponent ε > 0 if
for all A ⊂ SL2(Fq) with |A| ≫ q
3−ε, one has |f(A, . . . , A)| ≫ q4.
The first strong expander polynomial over M2(Fq) was given by Ferguson, Hoffman, Luca,
Ostafe, and Shparlinski [7] by using an analogue of the Kloosterman over matrix rings and
the approach in [8]. More precisely, they proved that for A ⊂ M2(Fq) with |A| ≫ q
4− 1
4 , we
have
(A− A)(A−A) ⊃ GL2(Fq).
This result implies that (x− y)(z − t) is a strong expander over M2(Fq) with ε = 1/4. We
note that similar results in the setting of Heisenberg group over prime fields for small sets
were obtained recently by Hegyva´ri and Hennecart in [11]. Some generalizations can be
found in [12, 13]. We refer the interested reader to [5, 19] and references therein for related
results in the setting of R or Z.
The main purpose of this paper is to provide some more families of moderate expanders
over M2(Fq) and SL2(Fq) with exponents 7/2 and 5/2, respectively. The following is our
first theorem.
Theorem 1.2. Let f(x, y, z) = x + yz be a function from M2(Fq) × SL2(Fq)
2 to M2(Fq).
For A ⊂M2(Fq), B, C ⊂ SL2(Fq), we have
|f(A,B,C)| ≫ min
{
q4, q3|A|,
|A||B|2|C|2
q7
,
|B||C|
q
}
.
As consequences, in our next two corollaries, we show that f = x+yz is a moderate expander
over SL2(Fq) and M2(Fq) with the exponents 5/2 and 7/2, respectively.
Corollary 1.3. Let f(x, y, z) = x + yz be a function from SL2(Fq)
3 to M2(Fq). For A ⊂
SL2(Fq) with |A| ≫ q
5/2, we have
|f(A,A,A)| ≫ q4.
Corollary 1.4. Let f(x, y, z) = x + yz be a function from M2(Fq)
3 to M2(Fq). For A ⊂
M2(Fq) with |A| ≫ q
7/2, we have
|f(A,A,A)| ≫ q4.
When f(x, y, z) = x(y + z), we have the following result.
Theorem 1.5. Let f(x, y, z) = x(y + z) be a function from SL2(Fq)
2 ×M2(Fq) to M2(Fq).
For A,B ⊂ SL2(Fq), C ⊂M2(Fq) with |B|, |C| ≫ q
2, we have
|f(A,B,C)| ≫ min
{
q4,
|A||B|2|C|
q5
,
|A||B|
q
}
.
As consequences, in our next two corollaries, we show that f = x(y + z) is a moderate
expander over SL2(Fq) and M2(Fq) with the exponents 5/2 and 7/2, respectively.
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Corollary 1.6. Let f(x, y, z) = x(y + z) be a function from SL2(Fq)
3 to M2(Fq). For
A ⊂ SL2(Fq) with |A| ≫ q
5/2, we have
|f(A,A,A)| ≫ q4.
Corollary 1.7. Let f(x, y, z) = x(y + z) be a function from M2(Fq)
3 to M2(Fq). For
A ⊂M2(Fq) with |A| ≫ q
7/2, we have
|f(A,A,A)| ≫ q4.
In the following two theorems, we extend Theorems 1.2 and 1.5 for arbitrary sets in M2(Fq)
instead of the special linear group SL2(Fq). The main idea in the proofs of Theorems 1.8
and 1.9 below is to make use of the pseudo-randomness property of the sum-product digraph
which is similar to the graph constructed by Solymosi [18]. If we apply Theorems 1.8 and
1.9 for sets in SL2(Fq), then the conditions are worse than those of Corollaries 1.4 and 1.7.
We will discuss about the differences between these approaches in the last section. Our next
result is as follows.
Theorem 1.8. Let f(x, y, z) = x(y + z) be a function from M2(Fq)
3 to M2(Fq). For
A,B,C ⊂M2(Fq) with |A||B||C| ≫ q
11, we have
|f(A,B,C)| ≫ q4.
It is not hard to see that the exponent q11 in Theorem 1.8 is sharp, since one can take A as
the set of zero-determinant matrices in M2(Fq), B = C =M2(Fq), and |f(A,B,C)| = |A| =
o(q4).
Theorem 1.9. Let f(x, y, z) = x+yz be a function from M2(Fq)
3 to M2(Fq). For A,B,C ⊂
M2(Fq) with |A||B||C| ≫ q
11, we have
|f(A,B,C)| ≫ q4.
If f is a polynomial in four variables of the form f(x, y, z, t) = xy+ z + t, the following two
theorems show us that f is a strong expander.
Theorem 1.10. Let f(x, y, z, t) = xy+z+t be a function fromM2(Fq)
4 to M2(Fq). Suppose
that A ⊂ M2(Fq) and |A| ≫ q
15
4 . Then we have
f(A,A,A,A) =M2(Fq).
Theorem 1.11. Let f(x, y, z, t) = xy + z + t be a function from SL2(Fq)
2 ×M2(Fq)
2 to
M2(Fq). For A ⊂ SL2(Fq), B ⊂ M2(Fq) with |A||B| ≫ q
27
4 , then we have
f(A,A,B,B) =M2(Fq).
Our last result is devoted for an analogue of sum-product problem over the matrix ring
M2(Fq).
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Theorem 1.12. For A ⊂M2(Fq) with |A| ≫ q
3, we have
max {|A+ A|, |AA|} ≫ min
{
|A|2
q7/2
, q2|A|1/2
}
.
As a direct consequence from Theorem 1.12, we obtain the following estimates:
• If |A| < q11/3, then
max{|A+ A|, |AA|} ≫
|A|2
q7/2
.
• If |A| ≥ q11/3, then
max{|A+ A|, |AA|} ≫ q2|A|1/2.
2 Proofs of Theorems 1.2 and 1.5
In the proofs of Theorems 1.2 and 1.5, the following two theorems play the main roles. The
first theorem was given by Babai, Nikolay, and La´szlo´ [3].
Theorem 2.1. For A,B ⊂ SL2(Fq), we have
|AB| ≫ min
{
q3,
|A||B|
q2
}
.
Theorem 2.2. For A ⊂ SL2(Fq), B ⊂M2(Fq), we have
|A+B| ≫ min
{
|A|2|B|
q3
, |A|q
}
.
To prove Theorem 2.2, we first recall the expander mixing lemma for un-directed graphs. For
an un-directed graph G of order n, let λ1 ≥ λ2 ≥ . . . ≥ λn be the eigenvalues of its adjacency
matrix. The quantity λ(G) = max{λ2,−λn} is called the second largest eigenvalue of G. A
graph G = (V,E) is called an (n, d, λ)-graph if it is d-regular, has n vertices, and the second
largest eigenvalue of the adjacency matrix of G is at most λ.
Let G be an (n, d, λ)-graph. For two vertex subsets B,C ⊆ V , let e(B,C) be the number
of edges between B and C in G. The following lemma gives us an estimate on the size of
e(B,C).
Lemma 2.3 (Corollary 9.2.5, [1]). Let G = (V,E) be an (n, d, λ)-graph. For any two sets
B,C ⊆ V , we have ∣∣∣∣e(B,C)− d|B||C|n
∣∣∣∣ ≤ λ
√
|B||C|.
Let Γ(M2(Fq), SL2(Fq)) be the special-unit Cayley graph whose vertex set is M2(Fq), and
there is an edge between a and b if a−b ∈ SL2(Fq). From the fact that det(a−b) = det(b−a),
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the graph Γ(M2(Fq), SL2(Fq)) is an undirected graph. Using the Kloosterman sum, the first
listed author [6] showed that Γ(M2(Fq), SL2(Fq)) is a connected graph and is an
(q4,∼ q3, 2q3/2)− graph. (1)
It is interesting to note that the graph Γ(M2(Fq), SL2(Fq)) has diameter 2. We refer the
interested reader to [6] for more discussions.
Proof of Theorem 2.2: We consider the number of edges between A+ B and B in the
graph Γ(M2(Fq), SL2(Fq)). Let N be that number. Since A is a set in SL2(Fq), we always
have an edge between a+ b ∈ A+B and b ∈ B for any a ∈ A, b ∈ B. So N ≥ |A||B|.
Applying Lemma 2.3 and (1), we have
|A||B| ≤ N ≤
|A+B||B|
q
+ 2q3/2
√
|A+B||B|.
Set x =
√
|A+B|. Then we see
x2|B|1/2 + 2xq5/2 − q|A||B|1/2 ≥ 0.
Solving this inequality, we obtain
x≫ min
{
|A||B|1/2
q3/2
, |A|1/2q1/2
}
.
This completes the proof of the theorem.
Proof of Theorem 1.2: For B,C ⊂ SL2(Fq), it follows from Theorem 2.1, we have
|BC| ≫ min
{
q3,
|B||C|
q2
}
. (2)
Since B and C are subsets in SL2(Fq), we have BC is still a subset in SL2(Fq). Applying
Theorem 2.2, we obtain
|f(A,B,C)| = |A+BC| ≫ min
{
|BC|2|A|
q3
, |BC|q
}
. (3)
Combining (2) and (3), we have
|f(A,B,C)| ≫ min
{
q4, q3|A|,
|A||B|2|C|2
q7
,
|B||C|
q
}
.
This completes the proof of the theorem. 
To prove Theorem 1.5, we need to define an analogue of the special-unit Cayley graph. For
α 6= 0, let Gα be the graph whose the vertex set is M2(Fq), and there is an edge between
two vertices a and b if det(a − b) = α. It is not hard to check that Gα is isomorphic to
G1 = Γ(M2(Fq), SL2(Fq)). Thus it is an
(q4,∼ q3, 2q3/2)− graph.
We will also make use of the following lemma.
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Lemma 2.4. Let i and j be non-zero elements in Fq. Suppose that Di and Dj are two sets
of matrices of determinants i and j, respectively. Define
D′i :=
{(
i−1a i−1b
c d
)
:
(
a b
c d
)
∈ Di
}
⊂ SL2(Fq),
and
D′j :=
{(
j−1a b
j−1c d
)
:
(
a b
c d
)
∈ Dj
}
⊂ SL2(Fq).
Then we have
|DiDj| = |D
′
iD
′
j |.
Proof. We first prove that |DiDj| = |D
′
iDj|. Indeed, let x, y be two matrices in Di, Dj,
respectively as follows:
x =
(
a b
c d
)
, y =
(
e f
g h
)
.
We have
xy =
(
ae+ bg af + bh
ce+ gd cf + dh
)
.
Let x′ be the corresponding matrix of x in D′i. We have
x′ =
(
i−1a i−1b
c d
)
∈ SL2(Fq).
Observe that
x′y =
(
i−1(ae+ bg) i−1(af + bh)
ce+ gd cf + dh
)
.
Since i 6= 0, there is a one-to-one correspondence between matrices in DiDj and D
′
iDj .
Using the same argument, we can also indicate that there is a correspondence between D′iDj
and D′iD
′
j . In other words, we have
|DiDj | = |D
′
iDj| = |D
′
iD
′
j|.
Proof of Theorem 1.5: We partition the set B+C into q subsets Dα, α ∈ Fq, of matrices
of determinant α.
Since B ⊂ SL2(Fq) and C ⊂M2(Fq), Theorem 2.2 gives us
|B + C| ≫ min
{
|B|2|C|
q3
, |B|q
}
> 2|D0| ∼ q
3,
whenever |B|, |C| ≫ q2. Thus, without loss of generality, we assume that
∑
α6=0
|Dα| ∼ |B + C|.
Since the matrices in ADα are of determinant α, the sets {ADα}α are distinct. Therefore,
we have
|A(B + C)| ≫
∑
α6=0
|ADα|.
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On the other hand, for each α 6= 0, let
D′α :=
{(
α−1a α−1b
c d
)
:
(
a b
c d
)
∈ Dα
}
⊂ SL2(Fq).
It is clear that |D′α| = |Dα|. Lemma 2.4 tells us that |ADα| = |AD
′
α|. Hence, using Theorem
2.1, we get
|ADα| = |AD
′
α| ≫ min
{
q3,
|A||Dα|
q2
}
.
Summing over all α 6= 0, we achieve
|A(B + C)| ≫
∑
α6=0
|ADα| ≫ min
{
q4,
|A||B + C|
q2
}
≫ min
{
q4,
|A||B|2|C|
q5
,
|A||B|
q
}
.
This completes the proof of the theorem. 
3 Proofs of Corollaries 1.4 and 1.7
Proof of Corollary 1.4: Since |A| ≫ q7/2, without loss of generality, we may assume that
A ⊂ GL2(Fq). Thus, there exist β ∈ Fq \ {0} and a subset A
′ ⊂ A such that all matrices in
A′ are of determinant β and |A′| ≫ q5/2.
We note that if we use the (n, d, λ) form of the graph Gα from the previous section, then
we are able to show that
|X + Y | ≫ min
{
|X|2|Y |
q3
, |X|q
}
,
for any set X of matrices of determinant α and Y ⊂M2(Fq). So, with α = β
2, we have
|A′ + A′A′| ≫ min
{
|A′A′|2|A′|
q3
, |A′A′|q
}
.
Let A” be the set of corresponding matrices of determinant 1 of matrices in A′ in the form
of Lemma 2.4. It follows from Lemma 2.4 and Theorem 2.1 that
|A′A′| = |A”A”| ≫ min
{
q3,
|A”||A”|
q2
}
= min
{
q3,
|A′|2
q2
}
.
Therefore,
|A′ + A′A′| ≫ min
{
q4,
|A′|2
q
, |A′|q3,
|A′|5
q7
}
≫ q4,
whenever |A′| ≫ q5/2, which concludes the proof of the corollary. 
Proof of Corollary 1.7: The proof of Corollary 1.7 is almost the same with that of
Corollary 1.4, except that we follow the proof of Theorem 1.5 for the set A′. 
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4 Proofs of Theorems 1.8, 1.9, 1.10 and 1.12
Let G be a directed graph (digraph) on n vertices where the in-degree and out-degree of
each vertex are both d.
Let AG be the adjacency matrix of G, i.e., aij = 1 if there is a directed edge from i to
j and zero otherwise. Suppose that λ1 = d, λ2, . . . , λn are the eigenvalues of AG. These
eigenvalues can be complex, so we cannot order them, but it is known that |λi| ≤ d for all
1 ≤ i ≤ n. Define λ(G) := max|λi|6=d |λi|. This value is called the second largest eigenvalue
of AG.
We say that the n × n matrix A is normal if AtA = AAt, where At is the transpose of A.
The graph G is normal if AG is normal. There is a simple way to check whenever G is
normal or not. Indeed, for any two vertices x and y, let N+(x, y) be the set of vertices z
such that −→xz,−→yz are edges, and N−(x, y) be the set of vertices z such that −→zx,−→zy are edges.
By a direct computation, we have AG is normal if and only if |N
+(x, y)| = |N−(x, y)| for
any two vertices x and y.
A digraph G is called an (n, d, λ)-digraph if G has n vertices, the in-degree and out-degree
of each vertex are both d, and λ(G) ≤ λ. Let G be an (n, d, λ)-digraph.
The following lemma is the directed version of Lemma 2.3. This was developed by Vu [22].
Lemma 4.1 (Vu, [22]). Let G = (V,E) be an (n, d, λ)-digraph. For any two sets B,C ⊂ V ,
we have ∣∣∣∣e(B,C)− dn |B||C|
∣∣∣∣ ≤ λ
√
|B||C|,
where e(B,C) be the number of ordered pairs (u, w) such that u ∈ B, w ∈ C, and −→uw ∈
E(G).
To prove Theorems 1.8, 1.9, 1.10 and 1.12, we need to construct the sum-product digraph
over M2(Fq). Our construction is similar to that of Solymosi [18].
4.1 Sum-product digraph over M2(Fq)
Let G1 = (V1, E1) be the sum-product digraph over M2(Fq) defined as follows:
V1 = M2(Fq)×M2(Fq),
and there is an edge from (A,C) to (B,D) if
A · B = C +D.
In the following theorem, we study the (n, d, λ) form of this digraph.
Theorem 4.2. The sum-product digraph G1 is an
(q8, q4, c1q
7/2)− digraph
for some positive constant c1.
Before proving this theorem, we need the following definition.
9
Definition 4.1. Let A and B be two matrices in M2(Fq). We say that A and B are
equivalent if it satisfies that for 1 ≤ i ≤ 2, the row Ai of A is non-zero if and only if the
row Bi of B is non-zero.
Proof of Theorem 4.2. It is obvious that the order of G1 is q
8, because |M2(Fq)| = q
4 and so
|M2(Fq)×M2(Fq)| = q
8. Next, one can easily prove that G1 is a regular graph of in-degree
and out-degree q4.
Let M1 be the adjacency matrix of G1. In the next step, we will bound the second largest
eigenvalue of G1. To this end, we first need to show that G1 is a normal graph. It is known
that if M1 is a normal matrix and β is an eigenvalue of M1, then the complex conjugate β
is an eigenvalue of M t1. We also know that M
t
1M1 = M1M
t
1 for normal matrices. Hence, we
have |β|2 is an eigenvalue of M1M
t
1 and M
t
1M1. In other words, in order to bound β, it is
enough to bound the second largest eigenvalue of M1M
t
1.
We are now ready to show that M1 is a normal. Indeed, let (A1, C1) and (A2, C2) be two
different vertices. We now count the number of neighbors (X, Y ) such that there are directed
edges from (A1, C1) and (A2, C2) to (X, Y ). This number is N
+((A1, C1), (A2, C2)). We first
have
A1X = C1 + Y, A2X = C2 + Y. (4)
This implies that
(A1 − A2)X = C1 − C2. (5)
Notice that the number of the solutions X to the question (5) is exactly same as that of the
solutions (X, Y ) to the system (4), because if we fix a solution X to (5), then Y in (4) is
uniquely determined. We now fall into one of the following cases:
Case 1: If det(A1−A2) 6= 0, then there exists a unique X such that (A1−A2)X = C1−C2.
Thus the system (4) has only one solution in this case.
Case 2: If det(A1 −A2) = 0, and det(C1 − C2) 6= 0, then the system (4) has no solution.
Case 3: If det(A1 − A2) = 0 and det(C1 − C2) = 0, then we need to further consider
different situations as follows:
1. If rank(A1 −A2) = 0 and rank(C1−C2) = 1, then A1 = A2. Thus it follows from (5)
that
(A1 −A2)X =
(
0 0
0 0
)
= C1 − C2.
This is a contradiction since rank(C1 − C2) = 1. Hence, there is no solution in this
case.
2. If rank(A1 − A2) = 0 and rank(C1 − C2) = 0, then we have A1 = A2, C1 = C2. This
contradicts with our assumption that (A1, C1) 6= (A2, C2). Thus we can rule out this
case.
3. If rank(A1−A2) = 1 and rank(C1−C2) = 0, then we have C1 = C2. Since rank(A1−
A2) = 1, there exists at least one row of A1 − A − 2 which is different from (0, 0).
Hence, without loss of generality we may assume that
A1 − A2 =
(
a b
αa αb
)
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where (a, b) 6= (0, 0) and α ∈ Fq. Let X =
(
x y
z t
)
. The system (5) gives us
ax+ bz = 0, ay + bt = 0.
Since (a, b) 6= (0, 0), we have
z = −b−1ax or x = −a−1bz.
Hence, once we choose x ∈ Fq, we have a unique z or vice versa. A similar relation
exists between y and t as well. That means the number of solutions to (4) is q2,
because Y is uniquely determined whenever we fix a solution X to (5).
4. Assume that rank(A1 − A2) = 1, rank(C1 − C2) = 1, A1 − A2 and C1 − C2 are
equivalent, and α = β, where
A1 − A2 =
(
a b
αa αb
)
, C1 − C2 =
(
u v
βu βv
)
.
Without loss of generality we can suppose that (a, b) 6= (0, 0) and (u, v) 6= (0, 0). If X
is a solution of (5), then we have
ax+ bz = u, ay + bt = v.
We can write x in terms of z or vice versa, since (a, b) 6= (0, 0). Similarly we have q
many solutions for (y, t). So the number of solutions (X, Y ) to the system (4) is q2.
5. If rank(A1 − A2) = 1, rank(C1 − C2) = 1, and either A1 − A2 and C1 − C2 are not
equivalent or α 6= β, where
A1 − A2 =
(
a b
αa αb
)
, C1 − C2 =
(
u v
βu βv
)
,
then it is not hard to see that there is no solution to (5). Thus, in this case, there
does not exist any solution to the system (4).
Since the same argument works for the case of N−((A1, C1), (A2, C2)), we obtain the same
value for N−((A1, C1), (A2, C2)). In short, M1 is normal.
As we discussed above, in order to bound the second largest eigenvalue of M1, it is enough
to bound the second largest eigenvalue of M1M
t
1. Based on previous calculations, we have
M1M
t
1 = (q
4 − 1)I + J −E11 − E12 + (q
2 − 1)E13 + (q
2 − 1)E14 −E15
where I is the identity matrix, J denotes the all-one matrix, and E1i’s, 1 ≤ i ≤ 5, are
defined as follows. E11 is the adjacency matrix of the graph G11 defined as follows:
V11 = M2(Fq)×M2(Fq),
and there is an edge between (A1, C1) and (A2, C2) if
det(A1 −A2) = 0, det(C1 − C2) 6= 0.
E12 is the adjacency matrix of the graph G12 defined as follows:
V12 = M2(Fq)×M2(Fq),
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and there is an edge between (A1, C1) and (A2, C2) if
rank(A1 −A2) = 0, rank(C1 − C2) = 1.
E13 is the adjacency matrix of the graph G13 defined as follows:
V13 = M2(Fq)×M2(Fq),
and there is an edge between (A1, C1) and (A2, C2) if
rank(A1 −A2) = 1, rank(C1 − C2) = 0.
E14 is the adjacency matrix of the graph G14 defined as follows:
V14 = M2(Fq)×M2(Fq),
and there is an edge between (A1, C1) and (A2, C2) if rank(A1−A2) = 1, rank(C1−C2) = 1,
A1 − A2 and C1 − C2 are equivalent, and α = β where
A1 − A2 =
(
a b
αa αb
)
, C1 − C2 =
(
u v
βu βv
)
OR
A1 −A2 =
(
αa αb
a b
)
, C1 − C2 =
(
βu βv
u v
)
for some (a, b) 6= (0, 0) and α, β ∈ Fq.
E15 is the adjacency matrix of the graph G15 defined as follows:
V15 = M2(Fq)×M2(Fq),
and there is an edge between (A1, C1) and (A2, C2) if rank(A1−A2) = 1, rank(C1−C2) = 1,
and either A1 − A2 and C1 − C2 are not equivalent, or α 6= β, where
A1 − A2 =
(
a b
αa αb
)
, C1 − C2 =
(
u v
βu βv
)
.
Suppose λ2 is the second largest eigenvalue of M1 and ~v2 is the corresponding eigenvector.
Since G1 is a regular graph, we have J · ~v2 = 0. (Indeed, since G1 is regular, it always has
(1, 1, · · · , 1) as an eigenvector with eigenvalue being its regular-degree. Moreover, since the
graph G1 is connected, this eigenvalue has multiplicity one. Thus any other eigenvectors will
be orthogonal to (1, 1, · · · , 1) which in turns gives us J · ~v2 = 0). Since M1M
t
1v2 = |λ2|
2v2,
we get
|λ2|
2~v2 = (q
4 − 1)~v2 +
(
−E11 − E12 + (q
2 − 1)E13 + (q
2 − 1)E14 − E15
)
~v2.
Thus ~v2 is an eigenvector of
(q4 − 1)I +
(
−E11 − E12 + (q
2 − 1)E13 + (q
2 − 1)E14 − E15
)
,
and |λ2|
2 is the corresponding eigenvalue.
One can easily check that for any 1 ≤ i ≤ 5, the graphs G1i are ki-regular for some ki. It is
not hard to check that ki ≪ q
5 for 2 ≤ i ≤ 5 and k1 ≪ q
7.
Since eigenvalues of a sum of matrices are bounded by the sum of the largest eigenvalues of
the summands, we obtain
|λ2| ≪ q
7/2
which completes the proof of the theorem.
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Proof of Theorem 1.8: Since |A||B||C| ≫ q11, we have |A| ≫ q3. On the other hand,
the number of matrices in M2(Fq) with zero-determinant is q
3 + q2 − q. Thus, without loss
of generality, we may assume that A ⊂ GL2(Fq). Define
U :=
{
(a−1, b) : a ∈ A, b ∈ B
}
, V := A(B + C)× C,
as subsets of vertices in the sum-product digraph G1. It is clear that |U | = |A||B| and
|V | = |C||A(B + C)|.
For each vertex (a−1, b) in U , it has at least |C| neighbors (a(b+ c), c) ∈ V . Therefore, the
number of edges between U and V in the digraph G1 is at least |A||B||C|. On the other
hand, it follows from Theorem 4.2 and Lemma 4.1 that
e(U, V )≪
|A||B||C||A(B + C)|
q4
+ q7/2(|A||B||C|)1/2
√
|A(B + C)|.
So,
|A||B||C| ≪
|A||B||C||A(B + C)|
q4
+ q7/2(|A||B||C|)1/2
√
|A(B + C)|).
Solving this inequality, we get
|A(B + C)| ≫ min
{
|A||B||C|
q7
, q4
}
,
and the theorem follows. 
Proof of Theorem 1.9: Define
U = {(b,−a) : a ∈ A, b ∈ B}, V = C × (A+BC),
as subsets of vertices in the sum-product digraph G1. It is clear that |U | = |A||B| and
|V | = |C||A+BC|.
One can check that each vertex (b,−a) in U has at least |C| neighbors (c, a+ b · c) ∈ V .
This implies that e(U, V ) ≥ |A||B||C|. On the other hand, it follows from Theorem 4.2 and
Lemma 4.1 that
e(U, V )≪
|A||B||C|x2
q4
+ q7/2(|A||B||C|)1/2x,
where x =
√
|A+BC|.
So
|A||B||C| ≪
|A||B||C|x2
q4
+ q7/2
√
|A||B||C|x.
Solving this inequality, we obtain
|A+BC| ≫ min
{
|A||B||C|
q7
, q4
}
,
which completes the proof of the theorem. 
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Proof of Theorem 1.10: Let M be an arbitrary matrix in M2(Fq). We will show that
there exist matrices a1, a2, a3, a4 ∈ A such that
a1 · a2 + a3 + a4 =M.
Define
U := {(a1,−a3 +M) : a1, a3 ∈ A},
and
V := {(a2,−a4) : a2, a4 ∈ A},
as vertex subsets in the sum-product digraph G1 over M2(Fq).
It is clear that if there is an edge between U and V , then there exist matrices a1, a2, a3, a4 ∈ A
such that
a1 · a2 + a3 + a4 =M.
It follows from Theorem 4.2 and Lemma 4.1 that∣∣∣∣e(U, V )− |U ||V |q4
∣∣∣∣≪ q7/2
√
|U ||V |.
Since |U | = |V | = |A|2, we have
e(U, V ) > 0,
under the condition |A| ≫ q15/4. 
Proof of Theorem 1.12: Since |A| ≫ q3, we assume that A ⊂ GL2(Fq). We define:
U := (A + A)× (AA), V := {(a, a · b) : a, b ∈ A} ,
as subsets of vertices in the sum-product graph G1.
It is clear that
|U | = |AA||A+ A|, |V | = |A|2.
Moreover, for each vertex (a, a · b) ∈ V , it has at least |A| neighbors (c+ b, a · c) in U . Thus
the number of edges between U and V is at least |A|3.
On the other hand, it follows from Theorem 4.2 and Lemma 4.1 that
e(U, V )≪
|U ||V |
q4
+ q7/2
√
|U ||V |.
Hence, we obtain
|A|3 ≪
|A+ A||AA||A|2
q4
+ q7/2|A|
√
|A+ A||AA|.
Set x =
√
|A+ A||AA|. It follows that
|A|x2 + q15/2x− q4|A|2 ≥ 0.
Solving this inequality, we get
x ≥
−q15/2 +
√
q15 + 4q4|A|3
2|A|
,
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which implies
x≫ min
{
|A|2
q7/2
, q2|A|1/2
}
.
On the other hand, we observe that
max{|A+ A|, |AA|} ≥ x,
which completes the proof of Theorem 1.12. 
5 Proof of Theorem 1.11
The idea to prove Theorem 1.11 is the same with that of Theorem 1.10, except that we will
use the sum-product digraph over SL2(Fq) which is constructed as follows.
5.1 Sum-product digraph over SL2(Fq)
Let G2 = (V2, E2) be the sum-product digraph over SL2(Fq) defined as follows. The vertex
set V2 is SL2(Fq) × M2(Fq), and there is an edge from (A,C) to (B,D) if and only if
A ·B = C +D. We have |V2| = |SL2(Fq)| · |M2(Fq)| ∼ q
7.
For each vertex (A,C), we now count the number of vertices (B,D) such that there is an
edge from (A,C) to (B,D), i.e., A · B = C +D. It is clear that for each B ∈ SL2(Fq), the
matrix D is uniquely determined. This means that the out-degree of each vertex in G2 is
d = |SL2(Fq)| ∼ q
3. The same computation also holds for the in-degree of each vertex. In
short, G2 is a regular digraph of degree d = |SL2(Fq)| ∼ q
3. In the following theorem, we
give the (n, d, λ) form of the digraph G2.
Theorem 5.1. We have G2 is an
(
|SL2(Fq)| · |M2(Fq)|, |SL2(Fq)|, cq
11/4
)
− digraph,
for some positive constant c.
Proof of Theorem 5.1: As observed above, the degree of G2 is |SL2(Fq)| · |M2(Fq)| ∼ q
7,
and G2 is a regular digraph of in-degree and out-degree |SL2(Fq)|. Hence it suffices to show
that the second largest eigenvalue of the adjacency matrix of G2 is at most cq
11/4. As in the
proof of Theorem 4.2, we will see that G2 is normal in the next step. Thus it is enough to
bound the second largest eigenvalue of the matrixM2M
t
2, where M2 is the adjacency matrix
of G2.
Suppose (A1, C1) 6= (A2, C2) are two vertices of G2. We now count the number of vertices
(X, Y ) ∈ SL2(Fq)×M2(Fq) such that there are edges from (A1, C1) and (A2, C2) to (X, Y ).
This is equivalent with the following system
A1X = C1 + Y, A2X = C2 + Y. (6)
This implies that
(A1 − A2)X = C1 − C2. (7)
15
We now consider the following cases:
Case 1: det(A1 − A2) = det(C1 − C2) 6= 0. In this case X is uniquely determined, and so
is Y . Thus there is exactly one solution (X, Y ) to the system (6).
Case 2: det(A1 − A2) 6= 0, det(C1 − C2) 6= 0, and det(A1 − A2) 6= det(C1 − C2). In this
case, there is no solution (X, Y ) with det(X) = 1.
Case 3: det(A1 −A2) = 0, det(C1 −C2) 6= 0. In this case, there is no solution (X, Y ) with
det(X) = 1.
Case 4: det(A1 −A2) 6= 0, det(C1 −C2) = 0. In this case, there is no solution (X, Y ) with
det(X) = 1.
Case 5: det(A1 −A2) = det(C1 − C2) = 0. In this case, we further consider the following:
5.1. rank(A1−A2) = 0 and rank(C1−C2) = 1. In this case we have A1 = A2 and C1 6= C2.
Thus there is no solution (X, Y ) such that (A1 − A2)X = C1 − C2.
5.2. rank(A1−A2) = 1 and rank(C1−C2) = 0. We now count the number of X ∈ SL2(Fq)
such that (A1 − A2)X = 0. Without loss of generality, we assume that
A1 −A2 =
(
u v
αu αv
)
, X =
(
x1 y1
x2 y2
)
for some α ∈ Fq, u 6= 0, and x1y2 − x2y1 = 1. The equation (A1 −A2)X = 0 gives us
ux1 + vx2 = 0, uy1 + vy2 = 0.
Thus we obtain
u(x1, y1)
T + v(x2, y2)
T = (0, 0)T .
This leads to the fact that two vectors (x1, y1) and (x2, y2) are linearly dependent.
Hence, det(X) = 0, which in turn shows there is no solution (X, Y ) in this case.
5.3. rank(A1 − A2) = 1 = rank(C1 − C2) and α = β, where
A1 − A2 =
(
u v
αu αv
)
C1 − C2 =
(
a b
βa βb
)
.
Suppose that
X =
(
x1 y1
x2 y2
)
,
with x1y2 − y1x2 = 1. We shall show that the number of solutions (X, Y ) to the
system (6) is exactly q. To this end, it suffices to find the number of solutions X to
the equation (7). Since α = β, the system (7) is equivalent to
ux1 + vx2 = a, uy1 + vy2 = b. (8)
Since rank(C1 − C2) = 1, we may assume that a 6= 0.
If v = 0, then we have u 6= 0. Therefore, we get x1 = a/u and y1 = b/u.
On the other hand, we also have x1y2−y1x2 = 1. Since x1 6= 0, for each choice of x2 in
Fq, y2 is uniquely determined. In other words, if v = 0, then the number of solutions
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X to the equation (A1−A2)X = (C1−C2) is the number of matrices of the following
form (
a
u
b
u
x2 y2
)
.
Therefore, in this case, we have q solutions X as expected.
If u = 0, we can repeat the same argument as above.
If u 6= 0 and v 6= 0, then we choose x1 arbitrarily with the following two cases.
Suppose x1 = 0. Since the solution X belongs to SL2(Fq), X is of the following form
X =
(
0 −1
x2
x2 y2
)
.
From this observation and the system (8), we see that
x1 = 0, x2 =
a
v
, y1 = −
v
a
and y2 = (b− uy1)/v.
Thus there is exactly one solution X such that x1 = 0.
Next, suppose x1 6= 0. Since det(X) = 1, we have
y2 =
1 + x2y1
x1
.
Substituting this to the system (8), we obtain
y1 =
bx1 − v
a
, x2 =
a− ux1
v
.
This implies that for each fixed x1 6= 0, there is a unique solution X to the equation
(A1 − A2)X = (C1 − C2). In conclusion, for each x1 ∈ Fq, there is only a matrix
X ∈ SL2(Fq) such that
(A1 − A2)X = (C1 − C2).
Thus, in this case the number of solutions (X, Y ) to the system (6) is q as desired.
5.4. rank(A1 − A2) = 1 = rank(C1 − C2) and α 6= β, where
A1 − A2 =
(
u v
αu αv
)
C1 − C2 =
(
a b
βa βb
)
.
It follows from the argument in the case 5.3 that there is no solution (X, Y ).
We now can express M2M
t
2 as follows.
M2M
t
2 = (|SL2(F1)|−1)I+J−M1+
∑
i∈Fq\{0}
M2i−M3−M4−M5−M6+(q−1)M7−M8, (9)
where
I is the identity matrix,
J is the all-one matrix,
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M1 is the adjacency matrix of the graph G
′
1 = (V
′
1 , E
′
1) defined as follows:
V ′1 = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if det(A−B) 6= 0 and det(C −D) 6= 0,
M2i is the adjacency matrix of the graph G2i = (V2i, E2i) defined as follows:
V2i = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if det(A−B) = det(C −D) = i,
M3 is the adjacency matrix of the graph G3 = (V3, E3) defined as follows:
V3 = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if det(A−B) = 0, det(C −D) 6= 0,
M4 is the adjacency matrix of the graph G4 = (V4, E4) defined as follows:
V4 = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if det(A−B) 6= 0, det(C −D) = 0,
M5 is the adjacency matrix of the graph G5 = (V5, E5) defined as follows:
V5 = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if rank(A− B) = 0, rank(C −D) = 1,
M6 is the adjacency matrix of the graph G6 = (V6, E6) defined as follows:
V6 = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if rank(A− B) = 1, rank(C −D) = 0,
M7 is the adjacency matrix of the graph G7 = (V7, E7) defined as follows:
V7 = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if rank(A − B) = 1 = rank(C − D) and
α = β,
M8 is the adjacency matrix of the graph G8 = (V8, E8) defined as follows:
V8 = SL2(Fq)×M2(Fq),
and there is an edge between (A,C) and (B,D) if rank(A − B) = 1 = rank(C − D) and
α 6= β.
In order to bound the second largest eigenvalue of M , we will need to bound the second
largest eigenvalues of M1, . . . ,M8.
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5.1.1 The eigenvalues of M1
Let G11 = (V11, E11) be a Cayley graph defined as follows:
V11 = SL2(Fq), (A,B) ∈ E11 ⇔ A−B ∈ GL2(Fq).
Lemma 5.2. The graph G11 is a regular graph of degree d11 = q
3 − q2 − q ∼ q3.
Proof. For
A =
(
a b
c d
)
∈ SL2(Fq),
with d = (1 + bc)/a (assume that a 6= 0), we now count the number of matrices
X =
(
x y
z t
)
∈ SL2(Fq),
such that det(A−X) = 0 and A 6= X.
Since det(A−X) = 0 and A 6= X , we have rank(A−X) = 1. This means that there exists
λ ∈ Fq such that
c− z = λ(a− x),
1 + bc
a
− t = λ(b− y), (10)
or
a = x, and y = b.
We first count the matrices X with x = 0.
Since x = 0, we have y needs to be non-zero, and X is of the following form
X =
(
0 y
− 1
y
t
)
.
Since det(A−X) = 0, we have
(1 + bc)− at = (b− y)
(
c+
1
y
)
. (11)
Thus for each non-zero y in Fq, t is uniquely determined. In short, there are q − 1 matrices
with x = 0.
We now count matrices X with x 6= 0.
• Suppose we are in the first case, i.e. there exists such a λ. If we choose λ = c/a, then
we have z = λx.
With these parameters, the second equation of the system (10) tells us that x = a,
and z = c. For arbitrary y ∈ Fq \ {b}, we get the desired matrices X . In short, the
number of matrices X ∈ SL2(Fq) such that det(A−X) = 0 and λ = c/a is q − 1.
If λ 6= c/a, then we need to choose x 6= a, since otherwise X = A. Moreover, for
x ∈ Fq \ {0, a}, z and y are determined, and so X is determined.
In other words, the total number of X in this case is (q − 1)(q − 2) + (q − 1)
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• Suppose we are in the second case, i.e. a = x and y = b. Then, in this situation, for
each z 6= c, t is determined. This means that there are only q − 1 matrices X in this
case.
Putting these cases together, we obtain that the number of matrices X ∈ SL2(Fq) such that
X 6= A and det(A−X) = 0 is q2 − 1.
Hence, G11 is a regular graph of degree d11 = q
3 − q2 − q ∼ q3.
We now observe that G11 is a connected graph. Indeed, it has been shown in [6, Proposition
3.9] that any matrix in M2(Fq) can be written as a sum of two matrices in SL2(Fq). Thus,
for any A,B ∈ SL2(Fq), we can assume that
B − A = C1 + C2,
for C1, C2 ∈ SL2(Fq).
Hence, for any two vertices A and B in V11, there is always a path of length two between
them, namely, A,A+ C1, B. So the graph G11 is connected.
On the other hand, one can check that G11 is the complement of the graph G31 (see Sub-
section 5.1.3) and so its second largest eigenvalue is bounded by q3/2 (see [4, Lemma 8.5.1]
for more details). In short, we have the following lemma.
Lemma 5.3. G11 is a connected graph, and it is an
(q3 − q, q3 − q2 − q, c11q
3/2)− graph,
for some constant c11.
Let G12 = (V12, E12) be the graph defined as follows:
V12 = M2(Fq), (A,B) ∈ E12 ⇔ A−B ∈ GL2(Fq).
It has been proved in [6] that G12 is a connected graph, and it is an
(q4, |GL2(Fq)| ∼ q
4, q2)− graph.
For two graphs G1 = (V1, E1) and G2 = (V2, E2), the tensor product G1⊗G2 is a graph with
vertex set V (G1⊗G2) = V1×V2, and there is an edge between (u, v) and (u
′, v′) if and only
if (u, u′) ∈ E1 and (v, v
′) ∈ E2. Suppose that the adjacency matrices of G1 and G2 are A
and B, respectively. Then the adjacency matrix of G1 ⊗G2 is the tensor product of A and
B. It is well-known that if γ1, . . . , γn are eigenvalues of A and γ
′
1, . . . , γ
′
m are eigenvalues of
B, then the eigenvalues of A ⊗ B are γiγ
′
j with 1 ≤ i ≤ n, 1 ≤ j ≤ m (see [14] for more
details).
Observe that if G′1 denotes the tensor product of G11 and G12, then we have the following
lemma.
Lemma 5.4. G′1 is a connected graph, and it is an
(q7 − q5,∼ q7, c11q
11/2)− graph.
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5.1.2 The eigenvalues of M2i
We can view G2 as the union of (q− 1) graphs G2i with i ∈ Fq \ {0}, where G2i = (V2i, E2i)
is defined as follows:
V2i = SL2(Fq)×M2(Fq),
and there is an edge between (A1, C1) and (A2, C2) if det(A1−A2) = i and det(C1−C2) = i.
Without loss of generality, we may assume that i = 1.
Let G211 be the special unit Cayley graph Γ(M2(Fq), SL2(Fq)) defined as follows:
V211 = M2(Fq),
and there is an edge between A and B if A − B ∈ SL2(Fq). As in the Section 2, we have
the following lemma on the (n, d, λ) form of the graph Γ(M2(Fq), SL2(Fq)).
Lemma 5.5. The special unit Cayley graph G211 is a connected graph, and it is an
(q4,∼ q3, 2q3/2)− graph.
It is interesting to note that the graph G211 has diameter two. We refer readers to [6] for a
detailed proof.
Let G212 be a graph defined as follows:
V212 = SL2(Fq),
and there is an edge between A and B if A−B ∈ SL2(Fq). Using elementary calculations,
we can prove that G212 is a regular graph of degree d212 ∼ q
2, and it is a connected graph.
To bound the second largest eigenvalue of this graph, we need the interlacing eigenvalue
theorem.
Theorem 5.6 (Interlacing eigenvalue, [4]). Let A be an n × n matrix with eigenvalues
λ1 ≤ · · · ≤ λn. Let B be an m×m symmetric minor of A with eigenvalues µ1 ≤ · · · ≤ µm.
Then
λi ≤ µi ≤ λi+n−m.
Let M21j be the adjacency matrix of G21j for j = 1, 2. It is clear that M212 is a symmetric
minor ofM211. Suppose µ1 ≤ · · · ≤ µm = d212 ∼ q
2 are eigenvalues ofM212 with m = q
3−q.
The second largest eigenvalue of M212 is bounded by max{|µ1|, |µm−1|.}
Let λ1, . . . , λn denote eigenvalues of M211 where λ1 ≤ · · · ≤ λn ∼ q
3 with n = q4. Theorem
5.6 tells us that
λ1 ≤ µ1, µm−1 ≤ λn−1.
Thus we see that max{|µ1|, |µm−1|} is bounded by the second largest eigenvalue of M211
which is at most 2q3/2. In conclusion, it follows that G212 is an
(q3 − q,∼ q2, 2q3/2)− graph.
It follows from the definition of G21 that G21 is the tensor product of G211 and G212. Hence
we have the following lemma on the (n, d, λ) form of G21.
Lemma 5.7. The connected graph G21 is an
(q7 − q5,∼ q5, c21q
9/2)− graph,
for some positive constant c21.
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5.1.3 The eigenvalues of M3
Let G31 = (V31, E31) be a graph defined as follows:
V31 = SL2(Fq), (A,B) ∈ E31 ⇔ det(A− B) = 0.
It has been shown above that G31 is a regular graph of degree q
2 − 1.
Lemma 5.8. The graph G31 is a connected graph, and it is an
(q3 − q, q2 − 1, c31q
3/2)− graph,
for some positive constant c31.
Proof. To prove this lemma, we need to count the number of common neighbors of two
vertices. Let
A1 =
(
a b
c d
)
6= A2 =
(
a′ b′
c′ d′
)
.
We now count the number of matrices X ∈ SL2(Fq) of the following form
X =
(
x y
z t
)
such that rank(A1 −X) = rank(A2 −X) = 1.
This implies that there exist λ1, λ2 ∈ Fq such that
c− z = λ1(a− x), d− t = λ1(b− y), c
′ − z = λ2(a
′ − x), d′ − t = λ2(b
′ − y). (12)
Hence, we obtain
c− c′ = λ1a− λ2a
′ + x(λ2 − λ1), d− d
′ = λ1b− λ2b
′ + y(λ2 − λ1). (13)
Since xt− yz = 1, from the equations (12), we have
λ1(ay − bx) = 1− xd+ yc, λ2(a
′y − b′x) = 1− xd′ + yc′. (14)
To count the number of matrices X , our main strategy is to count the number pairs (λ1, λ2)
satisfying (13) and (14), and then for each pair of λ1, λ2, we count the number of tuples
(x, y, z, t) satisfying (12)-(14). We now fall into two cases:
Case 1: In this case, we will find conditions on A1 and A2 such that there are pairs (λ1, λ2)
with λ1 = λ2.
I. If we have a 6= a′, b 6= b′, and c−c
′
a−a′
= d−d
′
b−b′
, then we have
λ1 = λ2 =
c− c′
a− a′
=
d− d′
b− b′
.
Moreover we also have
λ1 = λ2 =
1 + b′c− a′d
ab′ − ba′
.
Indeed, from the equation
c− c′
a− a′
=
1 + b′c− a′d
ab′ − ba′
,
22
we obtain
a′(2 + bc′ + b′c− a′d) = a(b′c′ + 1).
On the other hand, it follows from the condition c−c
′
a−a′
= d−d
′
b−b′
that
bc′ + b′c− a′d = cb− ad+ c′b′ − a′d′ + ad′ = −2 + ad′.
Substituting this to the above equation gives us
a(b′c′ + 1) = a′(ad′),
which is always true since b′c′ − a′d′ = −1.
It is clear that in this case we have det(A1 − A2) = 0.
II. If we have a 6= a′, b = b′, then d = d′, and
λ =
c− c′
a− a′
=
1 + b′c− a′d
ab′ − ba′
, det(A1 −A2) = 0.
III. If a = a′, b 6= b′, then c = c′, and we have
λ =
d− d′
b− b′
=
1 + b′c− a′d
ab′ − ba′
, det(A1 − A2) = 0.
IV. If a = a′, b = b′, and c 6= c′ or d 6= d′, then we have
det(A1 −A2) = 0,
but there is no pair (λ1, λ2) with λ1 = λ2.
For other cases, there is no pair (λ1, λ2) with λ1 = λ2.
For each pair (λ1, λ2) with λ1 = λ2, by using some elementary calculations, one can show
that there are only q common neighbors of A1 and A2. Note that if det(A1 −A2) 6= 0, then
there is no pair (λ1, λ2) with λ1 = λ2.
Case 2: In this case, we will find conditions on A1 and A2 such that there are pairs (λ1, λ2)
with λ1 6= λ2.
It follows from (13) that
x =
c− c′ + λ2a
′ − λ1a
λ2 − λ1
, y =
d− d′ + λ2b
′ − λ1b
λ2 − λ1
.
Thus the equation (14) gives us
λ2(1 + b
′c− a′d− λ1(ab
′ − ba′)) = (bc′ + 1− ad′)λ1 + d
′c− c′d. (15)
We now consider the following cases:
I. If we have ab′ − ba′ 6= 0 and (a− a′)(d− d′) = (b− b′)(c− c′), then we see that
if λ1 =
1+b′c−a′d
ab′−ba′
, then any λ2 will satisfy (15). Thus the number of pairs (λ1, λ2) with
λ1 6= λ2 is q − 1.
For λ1 6=
1+b′c−a′d
ab′−ba′
, λ2 is determined by (15).
Therefore, in total, the number of pairs (λ1, λ2) with λ1 6= λ2 is 2q − 2.
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II. If ab′ − ba′ = 0, then we have
λ2(1 + b
′c− a′d) + λ1(ad
′ − bc′ − 1) = cd′ − dc′.
Since A1 6= A2, we have at least one of the terms (1+ b
′c−a′d), (ad′− bc′−1), cd′−dc′
is non-zero (To see this: if all these three terms are zero and ab′ − ba′ = 0, we then
have A1[b,−a]
T = [0,−1]T and A1[b
′,−a′]T = [0,−1]T . Taking inverse matrix of A1
shows b = b′, a = a′).
If either 1+ b′c−a′d 6= 0 or ad′− bc′−1 6= 0, then we can choose λ2 (or λ1) arbitrarily,
and so λ1 (or λ2) is determined. In this case we have the number of pairs (λ1, λ2) with
λ1 6= λ2 is q.
If 1 + b′c− a′d = 0, ad′ − bc′ − 1 = 0, and cd′ − dc′ 6= 0, then there is no pair (λ1, λ2)
with λ1 6= λ2.
III. If we have ab′ − ba′ 6= 0 and (a− a′)(d− d′) 6= (c− c′)(b− b′), then
λ1 =
1 + b′c− a′d
ab′ − ba′
is not a solution of (15).
Thus for each λ1 6=
1+b′c−a′d
ab′−ba′
, λ2 is uniquely determined.
Since det(A1 − A2) 6= 0, we have λ2 6= λ1.
In this case, the number of pairs (λ1, λ2) with λ1 6= λ2 is q − 1.
We note that for each pair (λ1, λ2) with λ1 6= λ2, then the matrix X is uniquely
determined.
In summary, the number of common neighbors of two vertices A1 6= A2 can be stated as
follows:
• If det(A1 −A2) = 0, then we have
1. If a 6= a′, b 6= b′, ab′− ba′ 6= 0, then there is only one pair (λ1, λ2) with λ1 = λ2 =
(c− c′)/(a−a′), and there are (q−1) pairs (λ1, λ2) with λ1 6= λ2. So the number
of X is 2q − 1.
2. If a 6= a′, b = b′, d = d′, ab′ − ba′ 6= 0, then there is only one pair (λ1, λ2) with
λ1 = λ2 = (c− c
′)/(a− a′), and there are (q − 1) pairs (λ1, λ2) with λ1 6= λ2. So
the number of X is 2q − 1.
3. If a = a′, b 6= b′, c = c′, then there is only one pair (λ1, λ2) with λ1 = λ2 =
(d− d′)/(b− b′), and there are (q− 1) pairs (λ1, λ2) with λ1 6= λ2. So the number
of X is 2q − 1.
4. If a = a′, b = b′, c 6= c′ or d 6= d′, then we have cd′ − dc′ 6= 0 since A1 6= A2. This
implies that there is no solution (λ1, λ2). So the number of X is 0.
• If det(A1 −A2) 6= 0, then we have
1. If ab′− ba′ 6= 0, there is no pair (λ1, λ2) with λ1 = λ2, and there are (q− 1) pairs
(λ1, λ2) with λ1 6= λ2. So the number of X is q − 1.
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2. If ab′ − ba′ = 0, then we have either 1 + b′c− a′d 6= 0 or a′d − bc′ − 1 6= 0 since
det(A1 − A2) 6= 0. There is no pair (λ1, λ2) with λ1 = λ2, and there are q pairs
(λ1, λ2) with λ1 6= λ2. So the number of X is q.
These cases tell us that the graph G31 is a connected graph.
Let M31 be the adjacency matrix of G31. Then M31 can be presented as follows:
M231 = (q
2 − q + 1)I + (q − 1)J + (q)E31 + (q)E32 + qE33 − (q − 1)E34 + E35,
where
I is the identity matrix,
J is the all-one matrix,
E31 is the adjacency matrix of the graph G31 = (V31, E31) defined as follows:
V31 = SL2(Fq),
and there is an edge between A1 and A2 if a 6= a
′, b 6= b′, ab′−ba′ 6= 0, and det(A1−A2) = 0.
E32 is the adjacency matrix of the graph G32 = (V32, E32) defined as follows:
V32 = SL2(Fq),
and there is an edge between A1 and A2 if a 6= a
′, b = b′, d = d′, ab′ − ba′ 6= 0, and
det(A1 − A2) = 0.
E33 is the adjacency matrix of the graph G33 = (V33, E33) defined as follows:
V33 = SL2(Fq),
and there is an edge between A1 and A2 if a = a
′, b 6= b′, c = c′, and det(A1 − A2) = 0.
E34 is the adjacency matrix of the graph G34 = (V34, E34) defined as follows:
V34 = SL2(Fq),
and there is an edge between A1 and A2 if a = a
′, b = b′, either c 6= c′ or d 6= d′, and
det(A1 − A2) = 0.
E35 is the adjacency matrix of the graph G35 = (V35, E35) defined as follows:
V35 = SL2(Fq),
and there is an edge between A1 and A2 if ab
′ − ba′ = 0 and either 1 + b′c − a′d 6= 0 or
a′d− bc′ − 1 6= 0, and det(A1 − A2) 6= 0.
Since G31 is a regular graph of order q
2−1, its largest eigenvalue is q2−1. Suppose λ2 is the
second largest eigenvalue of M31 and vλ2 is the corresponding eigenvector. Then we have
λ22vλ2 = (q
2 − q + 1)vλ2 + (qE31 + qE32 + qE33 − (q − 1)E34 + E35) vλ2 .
Thus vλ2 is an eigenvector of
(q2 − q + 1)I + (qE31 + qE32 + qE33 − (q − 1)E34 + E35) ,
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and λ22 is the corresponding eigenvalue.
Since the graphs E3i are regular graphs of degree at most q
2, and eigenvalues of a sum of
matrices are bounded by the sum of the largest eigenvalues of the summands, we get
λ2 ≪ q
3/2,
which concludes the proof of the theorem.
Since the graph G3 is the tensor product of G12 and G31, we have the following lemma.
Lemma 5.9. The graph G3 is a connected graph, and it is an
(q7,∼ q6, c3q
11/2)− graph,
for some positive constant c3.
5.1.4 The eigenvalues of M4
Let G41 = (V41, E41) be the graph defined as follows:
V41 =M2(Fq), (A,B) ∈ E41 ⇔ det(A− B) = 0.
It is easy to see that G41 is a regular graph with the degree ∼ q
3. It is clear that this graph
is the complement of the graph G12, and so the second largest eigenvalue is bounded by q
2.
One can use a similar argument as in the previous subsection to show that G41 is connected.
In other words, the graph G41 is a connected graph, and it is an
(q4,∼ q3, c41q
2)− graph,
for some positive constant c41.
One can check that G4 is the tensor product graph of G11 and G41. Therefore we have the
following result on the (n, d, λ) form of G4.
Lemma 5.10. The graph G4 is a connected graph, and it is an
(q7, q6, c4q
11/2)− graph,
for some positive constant c4.
5.1.5 The eigenvalues of of M5, M6, M7, and M8
It follows from the definitions of M5 and M6 that their eigenvalues are bounded by q
3. This
is enough for our purpose.
For the graph G7, it is clear that for each A ∈ SL2(Fq), the number of C ∈ SL2(Fq) such
that rank(A− C) = 1 is q2 − 1, and for each matrix C, α is determined.
For each α, there are q2 matrices D ∈M2(Fq) of the following form
D =
(
u v
αu αv
)
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such that rank(C −D) = 1.
In conclusion, the degree of each vertex in G7 is bounded by q
4. This is enough for our
purpose.
Similarly, one can prove that G8 is a regular graph of degree q
5. This satisfies our purpose.
We are now ready to prove Theorem 5.1.
Proof of Theorem 5.1. Suppose M2 is the adjacency matrix of G2. We have proved that
M2M
t
2 = (|SL2(Fq)|−1)I+J−M1+
∑
i∈Fq\{0}
M2i−M3−M4−M5−M6+(q−1)M7−M8. (16)
Note that all the Mj and M2i that appear in (16) are adjacency matrices of regular graphs.
Thus all of them share an eigenvector v1 = (1, . . . , 1)
T , and the corresponding eigenvalues
are their degrees.
Suppose that λ2 is the second largest eigenvalue ofM and v2 is the corresponding eigenvector.
Then we have J · v2 = 0.
The equation (16) gives us
(λ22 − q
3 + q + 1)v2 = (−M1 +
∑
i∈Fq\{0}
M2i −M3 −M4 −M5 −M6 + (q − 1)M7 −M8) · v2.
Therefore, v2 is an eigenvector of the sum
−M1 +
∑
i∈Fq\{0}
M2i −M3 −M4 −M5 −M6 + (q − 1)M7 −M8, (17)
and λ22 − q
3 + q + 1 is its second largest eigenvalue.
Let w2, . . . , wq7 be orthogonal vectors in F
q7
q such that {w1 := v1, w2, . . . , wq7} form a normal
basis. Let P be the matrix such that the i-th column is wi.
Then we have
P−1MjP =


degree (Gj) ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
...
...
...
...
...
...
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗


,
and
P−1M2iP =


degree (G2i) ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
...
...
...
...
...
...
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗


,
for 1 ≤ j ≤ 8, 1 ≤ i ≤ q.
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We have
P−1(−M1 +
∑
i∈Fq\{0}
M2i −M3 −M4 −M5 −M6 + (q − 1)M7 −M8)P =


∑q
i=1 degree (G2i) +
∑
8
j=1,j 6=2 degree (Gj) ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
...
...
...
...
...
...
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗


,
which implies that the largest eigenvalue of the sum (17) is
q∑
i=1
degree (G2i) +
8∑
j=1,j 6=2
degree (Gj).
Notice that the sets of eigenvalues of two matrices M and P−1MP are the same.
Furthermore, since the graphs G1, G2j , G3, G4 are connected graphs, their largest eigenvalues
have multiplicity one. Therefore, the second largest eigenvalues of the sum (17) is bounded
by
q∑
i=1
λ2(G2i) +
∑
j=1,3,4
λ2(Gj) + λ1(G5) + λ1(G6) + λ1(G7) + λ1(G8),
where λ1(Gj) is the largest eigenvalue of Gj, and λ2(Gj) is the second largest eigenvalue of
Gj .
Applying Lemmas 5.4-5.10, and results of Subsection 5.1.5, we obtain
λ2 ≪ q
11/4,
which completes the proof of the theorem.
Proof of Theorem 1.11: The proof of Theorem 1.11 is identical with that of Theorem
1.10 except that we use Theorem 5.1 instead of Theorem 4.2. Thus we leave remaining
details to the reader. 
6 Discussions
One might ask if it is possible to prove Corollary 1.3 (Corollary 1.6) using the approach
in the proof of Theorem 1.9 (Theorem 1.8). To this end, we need to define the following
version of the sum-product digraph over SL2(Fq). More precisely, let G = (A ∪ B,E) be a
bipartite graph with A = SL2(Fq)× SL2(Fq) and B = SL2(Fq)×M2(Fq), there is an edge
between (X, Y ) ∈ A and (Z, T ) ∈ B if XZ = Y + T . By a direct computation, we have
|A| ∼ q6 and |B| ∼ q7. It is not hard to check that each vertex in A is of degree ∼ q3, and
each vertex in B is of degree ∼ q2. This implies that λ1 = −λn = q
5/2 with n = |A|+ |B|.
The main difficult problem is to bound the third largest eigenvalue of G. The problem
becomes much harder than the proof of Theorem 4.2, for instance, in the graph G2, we have
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relaxed conditions of vertices in A, namely, Y ∈M2(Fq) instead of SL2(Fq), but the proof of
Theorem 5.1 on the (n, d, λ) form of G2 is complicated and technical. Giving a good upper
bound of the third eigenvalue of G is outside the realm of methods in this paper.
For A ⊂ SL2(Fq), it follows from Corollary 1.4 and Corollary 1.7 that the two polynomials
f = x + yz and f = x(y + z) satisfy |f(A,A,A)| ≫ q4. It would be interesting to study
polynomials of other forms, for example, f = (x− y)2 + z.
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