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ON THE INDUCIBILITY OF CYCLES
DAN HEFETZ AND MYKHAYLO TYOMKYN
Abstract. In 1975 Pippenger and Golumbic proved that any graph on n vertices admits at
most 2e(n/k)k induced k-cycles. This bound is larger by a multiplicative factor of 2e than the
simple lower bound obtained by a blow-up construction. Pippenger and Golumbic conjectured
that the latter lower bound is essentially tight. In the present paper we establish a better
upper bound of (128e/81) · (n/k)k. This constitutes the first progress towards proving the
aforementioned conjecture since it was posed.
1. Introduction
A common theme in modern extremal combinatorics is the study of densities or induced
densities of fixed objects (such as graphs, digraphs, hypergraphs, etc.) in large objects of the
same type, possibly under certain restrictions. This general framework includes Tura´n densities
of graphs and hypergraphs, local profiles of graphs and their relation to quasi-randomness, and
more. One such line of research was initiated by Pippenger and Golumbic [15]. Given graphs
G and H, let DH(G) denote the number of induced subgraphs of G that are isomorphic to H
and let IH(n) = max{DH(G) : |G| = n}. A standard averaging argument was used in [15]
to show that the sequence {IH(n)/
(
n
|H|
)
}∞n=|H| is monotone decreasing, and thus converges to a
limit ind(H), the so-called inducibility of H.
Since it was first introduced in 1975, inducibility has been studied in many subsequent papers.
Determining this invariant seems to be a very hard problem. To illustrate the current state of
knowledge (or lack thereof), it is worthwhile to note that even the inducibility of paths of length
at least 3 and cycles of length at least 6 are not known. Still, the inducibility of a handful of
graphs and graph classes is known. These include various very small graphs (see, e.g., [1, 7, 12])
and complete multipartite graphs (see, e.g., [3, 4, 5]). Additional recent results on inducibility
can be found, e.g., in [10, 13, 14]. Some of the recent progress in this area is due to Razborov’s
theory of flag algebras [16], which provides a framework for systematic computer-aided study of
questions of this type.
While, trivially, the complete graphH = Kk and its complement achieve the maximal possible
inducibility of 1, the natural analogous question, which graphs on k vertices minimise the
quantity ind(H), which has been asked in [15], is still open.
Let H be an arbitrary graph on k vertices, where k is viewed as large but fixed. By considering
a balanced blow-up of H (and ignoring divisibility issues), it is easy to see that ind(H) ≥ k!/kk.
An iterated blow-up construction provides only a marginally better lower bound of k!/(kk − k).
Pippenger and Golumbic [15] conjectured that the latter is tight for cycles.
Conjecture 1.1 ([15]). ind(Ck) = k!/(k
k − k) for every k ≥ 5.
Note that the requirement k ≥ 5 appearing in Conjecture 1.1 is necessary. Indeed, ind(C3) = 1
since C3 = K3 is a complete graph and, as shown in [15], ind(C4) = 3/8 since C4 = K2,2 is
a balanced complete bipartite graph. The authors of [15] also posed the following asymptotic
version of the above conjecture.
Conjecture 1.2 ([15]). ind(Ck) = (1 + o(1))k!/k
k.
In support of Conjecture 1.2, it was shown in [15] that ICk(n) ≤
2n
k
(
n−1
k−1
)k−1
holds for ev-
ery k ≥ 4. This implies that ind(Ck) ≤ 2e · k!/k
k, leaving a multiplicative gap of 2e (which
Date: November 10, 2018.
The second author is supported in part by ERC Starting Grant 633509.
1
2 DAN HEFETZ AND MYKHAYLO TYOMKYN
is approximately 5.4366) between the known upper and lower bounds. In this paper we par-
tially bridge the above gap by proving a better upper bound on the inducibility of Ck, namely
ind(Ck) ≤ (128/81)e · k!/k
k (note that (128/81)e is approximately 4.2955).
Theorem 1.3. For every k ≥ 6 we have
ind(Ck) ≤
128e
81
·
k!
kk
.
We note that the case k = 5 of Conjecture 1.1 was settled by Balogh, Hu, Lidicky´ and
Pfender [1], who showed, in particular, that if n is a power of 5, then IC5(n) is uniquely attained
by the iterated blow-up of C5. The proof which was given in [1] combines flag algebras [16] and
stability methods. It is also worth noting that, in triangle-free graphs, all pentagons are induced.
Maximising the number of pentagons in triangle-free graphs is an old problem of Erdo˝s [6], which
was solved recently, using flag algebras, by Grzesik [8] and independently by Hatami, Hladky´,
Kra´l’, Norine and Razborov [11] (prior to the use of flag algebras, the best result was due to
Gyo˝ri [9] who gave an elegant elementary proof of a slightly weaker bound).
The rest of this paper is organized as follows. In the next section we collect some basic
properties of graphs which maximise the number of induced k-cycles, and recall the proof of
the bound in [15]. In Section 3 we prove Theorem 1.3 for graphs with large minimum degree.
Section 4 constitutes the main part of our proof of Theorem 1.3. In order to improve the
presentation of the paper, the proof of Claim 4.6 is postponed to the appendix.
2. Preliminaries
In this section we establish a number of lemmas which will pave the way to the proof of our
main result later on. In particular, we will present a slightly modified version of the proof of
the upper bound on ICk(n) from [15]. We begin by introducing some notation and terminology
which will be used throughout the paper. Some of this notation is standard and can be found,
e.g., in [2]. For a positive integer n, we denote by [n] the set {1, . . . , n}. For a graph G = (V,E),
let G = (V,E), where E = {xy : x, y ∈ V, x 6= y, xy /∈ E}, denote the complement of G.
For a set S ⊆ V , let G[S] denote the subgraph of G induced by S. For a vertex v ∈ V , let
NG(v) = {w ∈ V : vw ∈ E} denote the neighbourhood of v and let dv = |NG(v)| denote the
degree of v. The minimum degree of G, denoted by δ(G), is min{dv : v ∈ V }. As a less standard
piece of notation, let xuw = |NG(u)∩NG(w)| denote the co-degree of two vertices u,w ∈ V and
let zuvw = |NG(u) ∩ NG(v) ∩ NG(w)| denote the co-degree of three vertices u, v, w ∈ V . For
graphs H and G, and vertices v1, . . . , vℓ ∈ V (G), let DH(G, v1, . . . , vℓ) denote the number of
(unlabeled) induced copies of H in G containing v1, . . . , vℓ. To simplify notation, we abbreviate
DCk to Dk.
Throughout this paper we reserve the letter f to denote the function f(x) = xe−x on the
domain [0,∞). The following basic analytic properties of f will be used repeatedly in our proofs.
Observation 2.1. f(x) is monotone increasing on [0, 1] and monotone decreasing on [1,∞).
Consequently, f(x) attains its global maximum at x = 1. Moreover, f(x) is concave on [1, 2].
Next, we state a lemma which is implicit in [15] and provides a counting principle which will
play a crucial role in the proof of Theorem 1.3. Since the statement of the lemma is somewhat
technical, we first explain informally what it will be used for. Suppose that we wish to count
induced k-cycles in some graph G. The way we do this (following [15]) is by building a copy
of Ck vertex by vertex. Suppose we have already built a path u1, u2, . . . , ur and now wish to
extend it by adding another vertex ur+1 (assume r+1 < k). This vertex should be a neighbour
of ur but should not be adjacent to ui for any 1 ≤ i ≤ r − 1. That is, when choosing ur+1, we
consider the neighbours of ur but exclude from this set all the vertices that were “considered”
before (neighbours of u1, neighbours of u2, etc.). We aim to establish an upper bound on the
number of induced Ck’s we will be able to build via this process.
In order to state the lemma formally, we will need some additional notation and terminology.
Suppose that, for some positive integers n and k, we have a family of injective functions P ⊆
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{p : [k] → [n]}. Let A0 = ∅ and, for every 1 ≤ i < k, let Ai = {(a1, . . . , ai) ∈ [n]
i : ar 6=
as for every 1 ≤ r < s ≤ i}. For every 1 ≤ i < k and every a¯ = (a1, . . . , ai) ∈ Ai, let Pa¯ = {p ∈
P : p(1) = a1, . . . , p(i) = ai}, let Xa¯ = Xa¯(P) = {m ∈ [n] : m 6= p(j + 1) for every 0 ≤ j ≤
i−1 and every p ∈ P(a1,...,aj)}, and let Qa¯ = Qa¯(P) = {p ∈ [n]
k : p(j) ∈ Xa¯ for every i < j ≤ k}.
Lemma 2.2 ([15]). For positive integers k and n, let P ⊆ {p : [k]→ [n]} be a family of injective
functions. Suppose that P satisfies the following ‘exclusion property’: for every 1 ≤ i < k and
every a¯ = (a1, . . . , ai) ∈ Ai we have Pa¯ ⊆ Qa¯. Then |P| ≤ (n/k)
k.
Let us now give a slightly modified proof of the upper bound on ICk(n) from [15].
Lemma 2.3 ([15]). Let n ≥ k ≥ 4 be integers, then
ICk(n) ≤ 2e
nk
kk
.
Proof. Let G be an arbitrary graph on n vertices and let v ∈ V (G) be an arbitrary vertex. We
will use Lemma 2.2 in order to bound Dk(G, v) from above as follows. Label the vertices of
Ck by 1, 2, 4, . . . , k, 3 along the cycle (note the unusual order). By counting all labeled induced
embeddings φ of Ck (labeled as above) into G, subject to φ(1) = v, we obtain twice the number
of induced k-cycles containing v, as each of them will be counted once for each ‘direction’. We
have at most d2v choices for the images of 2 and 3. Since φ maps Ck to an induced k-cycle of G,
for any choice of φ(2) and φ(3) the choices for φ(i) where 4 ≤ i ≤ k form a family which satisfies
the exclusion property on the ground set V (G) \ ({v} ∪ NG(v)) of size n − dv − 1. Applying
Lemma 2.2 then yields
Dk(G, v) ≤
1
2
d2v
(
n− dv − 1
k − 3
)k−3
≤
1
2
d2v
(
n− dv
k − 3
)k−3
. (2.1)
Standard calculations show that the last expression is maximised at dv = 2n/(k − 1). Hence
Dk(G, v) ≤ 2
(
n
k − 1
)k−1
≤ 2e
nk−1
kk−1
. (2.2)
Since v was arbitrary, it follows that
Dk(G) =
1
k
∑
v∈V (G)
Dk(G, v) ≤ 2e
nk
kk
.
Finally, since G was arbitrary, we conclude that
ICk(n) ≤ 2e
nk
kk
.

Our next lemma asserts that in a graph G which maximises Dk over all n-vertex graphs every
vertex is contained in approximately the same number of induced k-cycles.
Lemma 2.4. Let k ≥ 5 be an integer, let G be a graph on n vertices which maximises Dk and
suppose that Dk(G) = αn
k/kk. Then, for every v ∈ V (G), we have
Dk(G, v) = α
nk−1
kk−1
+O(nk−2).
Proof. Since
∑
v∈V (G)Dk(G, v) counts each induced k-cycle in G precisely k times, it follows
that
1
n
∑
v∈V (G)
Dk(G, v) =
k
n
Dk(G) = α
nk−1
kk−1
.
Let v+ be a vertex of G which is contained in the largest number of induced k-cycles, and let
v− be a vertex of G which is contained in the smallest number of induced k-cycles. Let G′ be
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obtained from G by Zykov’s symmetrisation [17], i.e., remove v− and add a twin of v+ instead
(the two copies of v+ in G′ are not connected by an edge). Then
Dk(G) ≥ Dk(G
′) = Dk(G) −Dk(G, v
−) +Dk(G, v
+)−Dk(G, v
−, v+),
where the inequality above follows from our assumption that G maximises Dk and the equality
holds since, for k ≥ 5, no induced k-cycle in G can contain both copies of v+. Therefore
Dk(G, v
+)−Dk(G, v
−) ≤ Dk(G, v
−, v+) ≤
(
n
k − 2
)
.
Hence
Dk(G, v
+) ≤ α
nk−1
kk−1
+O(nk−2) and Dk(G, v
−) ≥ α
nk−1
kk−1
−O(nk−2).

By Lemma 2.4, in order to prove Theorem 1.3 it suffices to show that every n-vertex graph
G has some vertex v such that Dk(G, v) ≤ (128/81)e · (n/k)
k−1. As noted above, the maximum
of (2.1) is attained when dv = 2n/(k − 1). We will need the following lemma, which states that
Dk(G, v) ≤ (128/81)e · (n/k)
k−1 holds if dv is sufficiently far from 2n/(k − 1). For every vertex
u ∈ V (G) let cu = kdu/n.
Lemma 2.5. Let G be a graph on n vertices and let u ∈ V (G). If cu ≤ 1 or cu ≥ 4, then
Dk(G,u) ≤
128e
81
·
(n
k
)k−1
.
Proof. By (2.1) we have
Dk(G,u) ≤
1
2
d2u
(
n− du
k − 3
)k−3
=
1
2
n2
k2
c2u
(
kn− cun
k(k − 3)
)k−3
=
1
2
nk−1
kk−1
c2u
(
k − cu
k − 3
)k−3
=
1
2
nk−1
kk−1
c2u
(
1 +
3− cu
k − 3
)k−3
≤
1
2
nk−1
kk−1
c2ue
3−cu ,
where the last inequality holds since 1 + x ≤ ex for every x ∈ R.
Now, if cu ≤ 1, then
1
2
nk−1
kk−1
c2ue
3−cu ≤
1
2
nk−1
kk−1
e2 <
128e
81
·
nk−1
kk−1
.
where the first inequality holds since x2e3−x is increasing in the interval [0, 1].
Similarly, if cu ≥ 4, then
1
2
nk−1
kk−1
c2ue
3−cu ≤
1
2
nk−1
kk−1
·
42
e
<
128e
81
·
nk−1
kk−1
,
where the first inequality holds since x2e3−x is decreasing for x ≥ 4. 
3. Induced k-cycles in graphs with a large minimum degree
In this section we prove that graphs with a large minimum degree cannot contain too many
induced k-cycles.
Lemma 3.1. Let G be a graph on n vertices and let v ∈ V (G) be a vertex of minimum degree.
If cv ≥ 2, then
Dk(G, v) ≤
128e
81
·
(n
k
)k−1
.
Proof. For every vertex w ∈ NG(v), we can bound Dk(G, v,w) from above as follows. As before,
label the vertices of Ck by 1, 2, 4, . . . , k, 3 along the cycle. We will upper bound the number of
labeled induced embeddings φ of Ck (labeled as above) into G, subject to φ(1) = v and φ(2) = w.
We have at most dv −xvw choices for φ(3) and at most dw −xvw choices for φ(4). For each such
choice of φ(3) and φ(4) the choices of φ(i) for every 5 ≤ i ≤ k form a family which satisfies the
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exclusion property on the ground set V (G)\ (NG(v)∪NG(w)), which has size n−dv−dw+xvw.
Hence, by Lemma 2.2, we have
Dk(G, v,w) ≤ (dv − xvw)(dw − xvw)
(
n− dv − dw + xvw
k − 4
)k−4
. (3.1)
Let c = cv and, for every w ∈ NG(v), let xw = kxvw/n. Then
Dk(G, v,w) ≤ (dv − xvw)(dw − xvw)
(
n− dv − dw + xvw
k − 4
)k−4
=
n2
k2
(c− xw)(cw − xw)
(
kn− cn− cwn+ xwn
k(k − 4)
)k−4
=
nk−2
kk−2
(c− xw)(cw − xw)
(
1 +
4− c− cw + xw
k − 4
)k−4
≤
nk−2
kk−2
(c− xw)(cw − xw)e
4−ce−(cw−xw). (3.2)
Note that
Dk(G, v) =
1
2
∑
w∈NG(v)
Dk(G, v,w),
where the factor 1/2 is due to the fact that v has precisely two neighbours in every k-cycle which
contains it. Therefore
Dk(G, v) ≤
nk−2
kk−2
·
1
2
e4−c
∑
w∈NG(v)
(c− xw)(cw − xw)e
−(cw−xw). (3.3)
Viewing c as a parameter, we define a two variable real function
gc(xw, cw) = (c− xw)(cw − xw)e
−(cw−xw).
By Lemma 2.5 we can assume that cw ≤ 4 holds for every w ∈ NG(v). Since, moreover,
dv = δ(G) by assumption, it follows that 0 ≤ xw ≤ c ≤ cw ≤ 4 for every w ∈ NG(v). Thus,
abandoning the graph structure, we can upper bound the right hand side of (3.3) as follows.
Dk(G, v) ≤
nk−1
kk−1
·
1
2
e4−cc(c− xm)(cm − xm)e
−(cm−xm), (3.4)
where (xm, cm) is a point at which gc(xw, cw) attains its global maximum on Ic = [0, c] × [c, 4]
(note that such a point exists as Ic is compact and gc is continuous; note also that it need not
be unique).
Suppose first that (xm, cm) lies in the interior of Ic. Differentiating with respect to xw yields
∂gc
∂xw
(xm, cm) = gc(xm, cm)
(
1−
1
c− xm
−
1
cm − xm
)
. (3.5)
Comparing (3.5) to zero we obtain 1/(c − xm) + 1/(cm − xm) = 1 which, in particular, implies
that cm − xm > 1. On the other hand, differentiating with respect to cw yields
∂gc
∂cw
(xm, cm) = gc(xm, cm)
(
1
cm − xm
− 1
)
. (3.6)
Comparing (3.6) to zero results in the contradiction cm − xm = 1. It follows that the point
(xm, cm) lies on the boundary of Ic.
If xm = c, then clearly gc(xm, cm) = 0. Suppose then that xm = 0. Then, by (3.4), we have
kk−1
nk−1
Dk(G, v) ≤
1
2
c2e4−ccme
−cm ≤
1
2
c3e4−2c ≤
1
2
23e4−2·2 = 4 <
128
81
e,
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where the second inequality holds by Observation 2.1 since cm ≥ c ≥ 2 by assumption, and the
third inequality holds since h(x) = x3e4−2x/2 is decreasing for x ≥ 2. Finally, consider the case
xm ∈ (0, c). In this case
∂gc
∂xw
(xm, cm) = 0
and thus
1/(c − xm) + 1/(cm − xm) = 1. (3.7)
This, in turn, implies that the (one-sided) partial derivative ∂gc∂cw (xm, cm) is negative. It thus
follows that cm = c as otherwise there would exist some c < c
′ < cm such that gc(xm, c
′) >
gc(xm, cm) contrary to the maximality of gc(xm, cm). Therefore, cm − xm = c − xm = 2 holds
by (3.7). Hence, by (3.4), we have
kk−1
nk−1
Dk(G, v) ≤
1
2
e4−cc · 4e−2 = 2ce2−c ≤ 4 <
128e
81
,
where the second inequality holds by Observation 2.1 since c ≥ 2 by assumption. 
4. Proof of the main result
In this section we will prove Theorem 1.3. Let G be an arbitrary graph on n vertices, let
v ∈ V (G) be an arbitrary vertex and let u,w ∈ NG(v) be two non-adjacent vertices in the
neighbourhood of v. We will use Lemma 2.2 in order to bound Dk(G,u, v, w) from above as
follows. Label the vertices of Ck by 1, 2, 4, 6, 7, . . . , k − 1, k, 5, 3 along the cycle. By counting all
labeled induced embeddings φ of Ck (labeled as above) into G, subject to φ(1) = v, φ(2) = u
and φ(3) = w we obtain precisely the number of induced k-cycles containing v, u and w.
We have at most du − xuv − xuw + zuvw and dw − xvw − xuw + zuvw choices for the images
of 4 and 5, respectively. Since φ maps Ck to an induced k-cycle of G, the choices of φ(i)
for every 6 ≤ i ≤ k form a family which satisfies the exclusion property on the ground set
V (G) \ (NG(v) ∪ NG(u) ∪ NG(w)) of size at most n − du − dv − dw + xuv + xvw + xuw − zuvw.
Applying Lemma 2.2 then yields
Dk(G,u, v, w) ≤ (du − xuv − xuw + zuvw)(dw − xvw − xuw + zuvw)
·
(
n− du − dv − dw + xuv + xvw + xuw − zuvw
k − 5
)k−5
.
Let Av = {(u,w) ∈ NG(v) ×NG(v) : u 6= w and uw /∈ E(G)} denote the set of ordered pairs
of non-adjacent neighbours of v. Then
Dk(G, v) =
1
2
∑
(u,w)∈Av
Dk(G,u, v, w).
Recall that cu = kdu/n, cw = kdw/n and c = kdv/n. Moreover, let x¯uv = kxuv/n, x¯vw =
kxvw/n, x¯uw = kxuw/n and z¯uvw = kzuvw/n. Then, similarly to (3.2) and (3.3), we obtain
Dk(G, v) ≤
nk−3
kk−3
·
1
2
e5−c
∑
(u,w)∈Av
[
(cu − x¯uv − x¯uw + z¯uvw)(cw − x¯vw − x¯uw + z¯uvw)
· e−(cu+cw−x¯uv−x¯vw−x¯uw+z¯uvw)
]
. (4.1)
In what follows we will no longer work with Dk(G) itself, but will instead prove upper bounds
on the above expression under some fairly general conditions. This is formally stated in the
following lemma.
Lemma 4.1. Let G = (V,E) be a graph on n vertices, satisfying n/k ≤ δ(G) < 2n/k. Let v ∈ V
be a vertex of minimum degree. Suppose that for every ordered pair (u,w) ∈ Av we are given a
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triple (cuwu , c
uw
w , x
uw) of real numbers such that c ≤ cuwu , c
uw
w ≤ 4, x
uw ≥ z¯uvw, c
uw
u − x¯uv − x
uw +
z¯uvw ≥ 0 and c
uw
w − x¯vw − x
uw + z¯uvw ≥ 0. Then we have
1
2
e5−c
∑
(u,w)∈Av
[
(cuwu − x¯uv − x
uw + z¯uvw)(c
uw
w − x¯vw − x
uw + z¯uvw)
· e−(c
uw
u +c
uw
w −x¯uv−x¯vw−x
uw+z¯uvw)
]
≤
n2
k2
·
128e
81
. (4.2)
Before proving Lemma 4.1, we will quickly show how it implies Theorem 1.3.
Proof of Theorem 1.3. Suppose G maximises Dk over all graphs on n vertices, and let v ∈ V (G)
be such that dv = δ(G). If dv < n/k, then Dk(G, v) ≤ (128/81)e · (n/k)
k−1 holds by Lemma 2.5.
Similarly, if dv ≥ 2n/k, then Dk(G, v) ≤ (128/81)e · (n/k)
k−1 holds by Lemma 3.1. On the
other hand, if n/k ≤ dv < 2n/k, then, by Lemma 2.5, the assumptions of Lemma 4.1 hold
with (cuwu , c
uw
w , x
uw) = (cu, cw, x¯uw). Applying (4.1) and Lemma 4.1 we obtain Dk(G, v) ≤
(128/81)e · (n/k)k−1. In either case, by Lemma 2.4, we conclude that
Dk(G) ≤ (1 + o(1))(128/81)e · (n/k)
k.
Hence, by definition of G, we have
ICk(n) ≤ (1 + o(1))(128/81)e · (n/k)
k.
Normalising and passing to the limit then yields ind(Ck) ≤ (128/81)e · (k!/k
k), as claimed. 
Proof of Lemma 4.1. To simplify notation, we will abbreviate x¯uv, x¯vw and z¯uvw to xu, xw and
zuw, respectively. Fix an arbitrary pair of vertices (u,w) ∈ Av and, viewing c, xu, xw and zuw as
parameters (satisfying c ≥ xu, xw ≥ zuw), define a three variable real function
guw(x, cu, cw) = (cu − xu − x+ zuw)(cw − xw − x+ zuw)e
−(cu+cw−xu−xw−x+zuw).
Without loss of generality we may assume that (xuw, cuwu , c
uw
w ) is a point at which guw(x, cu, cw)
attains its global maximum on the compact domain
Iuw = {(x, cu, cw) : c ≤ cu, cw ≤ 4, x ≥ zuw, cu − xu − x+ zuw ≥ 0, cw − xw − x+ zuw ≥ 0}.
Suppose first that (xuw, cuwu , c
uw
w ) lies in the interior of Iuw. Differentiating guw with respect
to x yields
∂guw
∂x
(xuw, cuwu , c
uw
w ) = guw(x
uw, cuwu , c
uw
w )
(
1−
1
cuwu − xu − x
uw + zuw
−
1
cuww − xw − x
uw + zuw
)
.
On the other hand, differentiating guw with respect to cu and cw yields
∂guw
∂cu
(xuw, cuwu , c
uw
w ) = guw(x
uw, cuwu , c
uw
w )
(
1
cuwu − xu − x
uw + zuw
− 1
)
and
∂guw
∂cw
(xuw, cuwu , c
uw
w ) = guw(x
uw, cuwu , c
uw
w )
(
1
cuww − xw − x
uw + zuw
− 1
)
.
Comparing all three partial derivatives to zero results in a contradiction. It follows that the
point (xuw, cuwu , c
uw
w ) lies on the boundary of Iuw.
Clearly, we cannot have cuwu − xu − x
uw + zuw = 0 or c
uw
w − xw − x
uw + zuw = 0, as then
guw(x
uw, cuwu , c
uw
w ) = 0. Suppose that x
uw ∈ (zuw, c
uw
u − xu + zuw) ∩ (zuw, c
uw
w − xw + zuw). In
this case, the partial derivative ∂guw∂x exists and equals zero. Hence,
1/(cuwu − xu − x
uw + zuw) + 1/(c
uw
w − xw − x
uw + zuw) = 1. (4.3)
This, in turn, implies that the partial derivatives ∂guw∂cu (x
uw, cuwu , c
uw
w ) and
∂guw
∂cw
(xuw, cuwu , c
uw
w )
are negative. It thus follows that cuwu = c as otherwise there exists some c < c
′
u < c
uw
u such
that guw(x
uw, c′u, c
uw
w ) > guw(x
uw, cuwu , c
uw
w ) contrary to the maximality of guw(x
uw, cuwu , c
uw
w ).
Similarly, cuww = c. Combined with (4.3), this implies that c− xu − x
uw + zuw ≥ 2 or c− xw −
xuw + zuw ≥ 2. In either case we have c ≥ 2, contrary to our assumption that dv < 2n/k.
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The only remaining case is when xuw = zuw for every (u,w) ∈ Av. In this case we have
guw(x
uw, cuwu , c
uw
w ) = f(c
uw
u − xu)f(c
uw
w − xw) (recall that f(x) = xe
−x). We will treat this case
in the following lemma. 
Lemma 4.2. Let G = (V,E) be a graph on n vertices, satisfying n/k ≤ δ(G) < 2n/k. Let v ∈ V
be a vertex of minimum degree. Suppose that for every ordered pair (u,w) ∈ Av we are given
a pair (cuwu , c
uw
w ) of real numbers such that max{xu, c} ≤ c
uw
u ≤ 4 and max{xw, c} ≤ c
uw
w ≤ 4.
Then
1
2
e5−c
∑
(u,w)∈Av
f(cuwu − xu)f(c
uw
w − xw) ≤
n2
k2
·
128e
81
. (4.4)
Proof. Fix an arbitrary vertex u ∈ NG(v). Without loss of generality we may assume that, for
every w with (u,w) ∈ Av, c
uw
u is a point at which f(cu− xu) attains its global maximum on the
closed interval [max{xu, c}, 4]. It readily follows from Observation 2.1 that c
uw
u = max{xu+1, c}.
Similarly cuww = max{xw + 1, c} holds for every w ∈ NG(v).
Let LG = {u ∈ NG(v) : xu > c − 1} and let SG = NG(v) \ LG. In light of the previous
paragraph, the left hand side of (4.4) equals
P1(G, v) := e
5−c (XG/2 + YG + ZG/2) , (4.5)
where
XG =
∑
(u,w)∈Av
u,w∈LG
e−2,
YG =
∑
(u,w)∈Av
u∈LG,w∈SG
e−1f(c− xw),
and
ZG =
∑
(u,w)∈Av
u,w∈SG
f(c− xu)f(c− xw).
We may also assume that (G, v) is such that P1(G, v) is maximal among all pairs (G, v) which
satisfy all the assumptions of Lemma 4.2.
A vertex z ∈ LG will be called borderline if decreasing its co-degree xzv by 1 would result
in it being moved to SG, otherwise z will be called internal. For an edge uw ∈ E(G[LG]) (if
such an edge exists), let G+uw be any graph which is obtained from G by deleting the edge uw
and adding two new edges uy1, wy2, where y1, y2 ∈ V (G) \ ({v} ∪NG(v)) are arbitrary vertices.
Observe that δ(G+uw) = dv = δ(G) holds for every edge uw ∈ E(G[LG]).
Claim 4.3. E(G[LG]) = ∅.
Proof. Suppose for a contradiction that w1w2 is an edge of G[LG]. Suppose first that w1 and
w2 are both internal and thus LG+w1w2
= LG and SG+w1w2
= SG. It follows that XG+w1w2
> XG,
YG+w1w2
= YG and ZG+w1w2
= ZG. Therefore P1(G
+
w1w2 , v) > P1(G, v), contrary to the assumed
maximality of P1(G, v). Next, suppose that w1 and w2 are both borderline. Then
ec−5
[
P1(G
+
w1w2 , v) − P1(G, v)
]
=M +M(w1) +M(w2),
where
M = f(c− xw1 + k/n)f(c− xw2 + k/n),
M(w1) =
∑
z∈LG\{w1,w2}
(w1,z)∈Av
[
e−1f(c− xw1 + k/n)− e
−2
]
+
∑
z∈SG
(w1,z)∈Av
[
f(c− xz)f(c− xw1 + k/n)− e
−1f(c− xz)
]
,
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and
M(w2) =
∑
z∈LG\{w1,w2}
(w2,z)∈Av
[
e−1f(c− xw2 + k/n)− e
−2
]
+
∑
z∈SG
(w2,z)∈Av
[
f(c− xz)f(c− xw2 + k/n)− e
−1f(c− xz)
]
.
Since w1 is borderline, it follows that xw1 > c − 1 and xw1 − k/n ≤ c − 1, or, equivalently,
1 ≤ c − xw1 + k/n < 1 + k/n. It thus follows by Observation 2.1 that e
−1 = f(1) ≥ f(c −
xw1 + k/n) ≥ f(1 + k/n) = (1 + o(1))e
−1. Since, moreover, w2 is borderline, we conclude that
M = (1 + o(1))e−2.
Now, let z ∈ LG \ {w1, w2} be an arbitrary vertex such that (w1, z) ∈ Av. Then
e−2 − e−1f(c− xw1 + k/n) ≤ e
−2 − e−1f(1 + k/n) ≤ e−2 [1− (1 + k/n)(1− k/n)] = O(n−2),
where the first inequality holds by Observation 2.1. A similar calculation shows that, for every
z ∈ SG such that (w1, z) ∈ Av, we have
f(c− xz)
[
e−1 − f(c− xw1 + k/n)
]
= O(n−2).
Since, trivially, |LG| = O(n) and |SG| = O(n), we conclude thatM(w1) = O(n
−1). An analogous
argument shows that M(w2) = O(n
−1) as well. We conclude that
P1(G
+
w1w2 , v) > P1(G, v) + e
3−c/2,
contrary to the maximality of P1(G, v).
The remaining case, where exactly one of the vertices w1 and w2 is borderline and the other
is internal, can be treated similarly; we omit the straightforward details. We conclude that
E(G[LG]) = ∅ as claimed. 
Next, we will use Claim 4.3 to prove that, in fact, LG itself is empty.
Claim 4.4. LG = ∅.
Proof. Suppose for a contradiction that LG is not empty and consider the following switching
operation on G. Given vertices w ∈ LG and u1, u2 ∈ SG such that u1u2 /∈ E(G), u1w ∈ E(G)
and u2w ∈ E(G), let G
′ = σu1,u2,w(G) be any graph which is obtained from G by deleting
the edges u1w and u2w and adding the edges u1u2, wy1 and wy2 for some vertices y1, y2 ∈
V (G) \ ({v} ∪NG(v)). Observe that δ(G
′) = dv = δ(G).
Note that, under the assumption that LG is not empty, a switching operation exists. This
follows from the fact that, by definition, xz > xz′ for every z ∈ LG and z
′ ∈ SG, and from
Claim 4.3. Let G′ = σu1,u2,w(G) be such a switch. If w ∈ LG′ then we obtain
ec−5
[
P1(G
′, v)− P1(G, v)
]
= e−1f(c− xu1) + e
−1f(c− xu2)− f(c− xu1)f(c− xu2)
= e−2 − (e−1 − f(c− xu1))(e
−1 − f(c− xu2)).
Since 1 ≤ c−xu1 ≤ 2, by Observation 2.1 we have f(c−xu1) ≥ 2e
−2, and analogously f(c−xu2) ≥
2e−2. Thus
ec−5
[
P1(G
′, v)− P1(G, v)
]
≥ e−2(1− (1− 2/e)2) > 0.
Similarly, if w ∈ SG′ , we obtain
ec−5
[
P1(G
′, v)− P1(G, v)
]
=M +M(w)
where
M = f(c− xw + 2k/n)f(c− xu1) + f(c− xw + 2k/n)f(c− xu2)− f(c− xu1)f(c− xu2)
= (1 + o(1))e−1f(c− xu1) + (1 + o(1))e
−1f(c− xu2)− f(c− xu1)f(c− xu2)
>
1
2
e−2(1− (1− 2/e)2),
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and
M(w) =
∑
z∈LG
(w,z)∈Av
e−1
[
f(c− xw + 2k/n)− e
−1
]
+
∑
z∈SG
(w,z)∈Av
f(c− xz)
[
f(c− xw + 2k/n)− e
−1
]
.
A similar calculation to the one used for M(w1) in Claim 4.3 shows that M(w) = O(n
−1) =
o(1). We conclude that, in either case, P1(G
′, v) > P1(G, v), contrary to the maximality of
P1(G, v). 
Since LG = ∅ by Claim 4.4, it follows that SG = NG(v) and thus P1(G, v) becomes
P2(G, v) :=
1
2
e5−c
∑
(u,w)∈Av
f(c− xu)f(c− xw).
We will treat this case in the following lemma. 
Lemma 4.5. Let G = (V,E) be a graph on n vertices, satisfying n/k ≤ δ(G) < 2n/k. Let
v ∈ V be a vertex of minimum degree. Suppose that c−xu ≥ 1 holds for every u ∈ NG(v). Then
P2(G, v) ≤
n2
k2
·
128e
81
.
Proof. Let G be a graph and let v ∈ V (G) be a vertex such that P2(G, v) is maximal among
all pairs (G, v) which satisfy all the conditions of Lemma 4.5. Let F = G[NG(v)] and note
that (for a fixed k) the quantity P2(G, v) is a function of F and n. Hence, we may write
P (F, n) = P2(G, v) and assume that F maximises P (F, n) amongst all eligible pairs. For every
u ∈ V (F ) let zu = c− xu. Using this notation we can write
P2(G, v) = P (F, n) =
1
2
e5−c
∑
(u,w):uw∈E(F )
f(zu)f(zw).
For every u ∈ V (F ), let N¯F (u) := NF (u) ∪ {u} and let
yu =
1
|N¯F (u)|
·
∑
w∈N¯F (u)
zw =
k
n
·
1
zu
∑
w∈N¯F (u)
zw, (4.6)
where the second equality holds since |N¯F (u)| = zun/k.
Using the right hand side of (4.6), it is not hard to verify that
∑
u∈V (F ) zuyu =
∑
u∈V (F ) z
2
u.
Since, by Observation 2.1, the function f is concave on [1, 2], it follows by Jensen’s inequality
that
P (F, n) ≤
1
2
e5−c
∑
u∈V (F )
f(zu)
∑
w∈N¯F (u)
f(zw) ≤
1
2
e5−c
∑
u∈V (F )
f(zu) · |N¯F (u)|f(yu)
=
1
2
e5−c
∑
u∈V (F )
f(zu) ·
n
k
zu · f(yu) =
1
2
e5−c
n
k
∑
u∈V (F )
z2uyue
−zu−yu.
In order to bound P (F, n) from above, we will now completely abandon the graph structure
and analyse the function at hand under more general conditions. Given any positive integer m
and any real number 1 ≤ c ≤ 2, let A(c,m) denote the following optimisation problem: maximise∑m
i=1 z
2
i yie
−zi−yi subject to the constraints 1 ≤ yi, zi ≤ c for every 1 ≤ i ≤ m, (note that it is
here that we use the assumption c− xu ≥ 1) and
∑m
i=1 z
2
i =
∑m
i=1 yizi.
Claim 4.6. yi = zi = min{c, 3/2} for every 1 ≤ i ≤ m, is a solution to the optimisation problem
A(c,m).
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The proof of Claim 4.6 is a tedious yet straightforward exercise in multivariate calculus and
is thus presented in the Appendix.
With Claim 4.6 at our disposal, we can now conclude the proof of Lemma 4.5 as follows. Let
z = min{c, 3/2}. Since the maximum of the optimisation problem A(c, |F |) is achieved when
yi = zi = z for every 1 ≤ i ≤ |F | and since |F | = cn/k, we have
P (F, n) ≤
1
2
e5−c
n
k
· |F |z3e−2z =
n2
k2
·
1
2
e5z3e−2zce−c.
Since c ≥ z ≥ 1 by Observation 2.1, we have
P (F, n) ≤
n2
k2
·
1
2
z4e5−3z.
By differentiating, it is easy to see that the last expression attains its global maximum at z = 4/3,
yielding
P2(G, v) ≤
n2
k2
·
1
2
(
4
3
)4
e5−4 =
n2
k2
·
128e
81
,
as claimed. 
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Appendix
Proof of Claim 4.6. We distinguish between two cases according to the value of c.
Case 1: c ≥ 3/2. It suffices to consider the optimisation problem A(2,m). Note that the
maximum is always attained, as we are dealing with a continuous function over a compact
domain. Let (y1, . . . , ym, z1, . . . , zm) be a point which attains the maximum; our aim is to show
that yi = zi = 3/2 for every 1 ≤ i ≤ m.
Claim 4.7. For every 1 ≤ i ≤ m, either yi = zi = 3/2 or yi < 3/2 < zi or zi ≤ 3/2 < yi.
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Proof. Fix some 1 ≤ i ≤ m. To simplify notation, at the moment we abbreviate yi to y and zi
to z. Let ∆ = z2− yz, and observe that −1 ≤ ∆ ≤ 2. Our current aim is to maximise yz2e−y−z
subject to 1 ≤ y, z ≤ 2 and z2 − yz = ∆.
Suppose first that (y, z) lies at the boundary of [1, 2]2. Since y = z −∆/z, we can write
yz2e−y−z = z2e−z (z −∆/z) e−(z−∆/z) := h(z,∆).
For a fixed ∆, differentiating with respect to z yields
∂h
∂z
(z,∆) = h(z,∆) ·
(
2
z
− 1 +
1 +∆/z2
z −∆/z
− (1 + ∆/z2)
)
. (4.7)
Suppose that z = 2. Then (4.7) implies
∂h
∂z
(2,∆) = h(2,∆) ·
(
1 +
∆
4
)(
1
2−∆/2
− 1
)
≤ 0, (4.8)
where the last inequality is strict unless ∆ = 2 or, equivalently, y = 1. We claim that indeed
z = 2 entails y = 1. Suppose to the contrary that y > 1. Since the one-sided derivative (4.8) is
negative, there exist 1 < y0 < y and 1 < z0 < 2 such that z
2
0 − y0z0 = ∆, but h(z0,∆) > h(2,∆)
contrary to the assumed maximality of h(2,∆).
Next, suppose that z = 1. Then, in particular, ∆ ≤ 0 and by (4.7) we have
∂h
∂z
(1,∆) = h(1,∆) ·
(
2− 1 +
1 +∆
1−∆
− 1−∆
)
= h(1,∆) ·
1 + ∆2
1−∆
> 0,
i.e., the one-sided derivative is positive for every y. Hence, an analogous argument to the one
used above for the previous case, shows that we can only have z = 1 if y = 2.
Next suppose that y = 1. Recalling that y = z −∆/z, by (4.7) we obtain
∂h
∂z
(z,∆) = h(z,∆) ·
(
2
z
− 1
)
≥ 0,
where the last inequality is strict whenever z < 2. Hence, y = 1 entails z = 2.
Lastly, suppose that y = 2. Then, again by (4.7), we get
∂h
∂z
(z,∆) = h(z,∆) ·
(
2
z
− 1−
1 +∆/z2
2
)
=
1
2z2
h(z,∆) · (4z − 3z2 −∆).
Since ∆ = z2 − yz = z2 − 2z, we obtain
∂h
∂z
(z,∆) =
1
2z2
h(z,∆)(6z − 4z2) =
1
z
h(z,∆)(3 − 2z),
which is non-negative if and only if z ≤ 3/2. Hence, y = 2 entails z ≤ 3/2.
Now, suppose that 1 < y, z < 2. In this case, by the method of Lagrange multipliers, we infer
the existence of a constant λ ∈ R satisfying
(1− y)z2e−z−y = −λz (4.9)
and
(2z − z2)ye−z−y = λ(2z − y). (4.10)
Since 1 < y, z < 2 by assumption, it follows that 2z − y 6= 0. Hence, rearranging (4.9)
and (4.10), we obtain
λ = e−z−yz(y − 1),
and
λ = e−z−yz
(
2y − zy
2z − y
)
respectively. Therefore (y − 1)(2z − y) = 2y − zy. Since, moreover, 3y − 2 6= 0, it follows that
z =
y2 + y
3y − 2
. (4.11)
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Straightforward calculations then show that

z > 3/2 if y < 3/2
z = 3/2 if y = 3/2
z < 3/2 if y > 3/2.
This concludes the proof of Claim 4.7. 
Next, suppose that there are 1 ≤ i, j ≤ m such that yi < zi and yj > zj; note that due to the
constraint
∑m
i=1 z
2
i =
∑m
i=1 yizi, such indices must exist unless yi = zi for every 1 ≤ i ≤ m. By
Claim 4.7 we infer that yi < 3/2 < zi and yj > 3/2 ≥ zj , which implies that yi < yj and zi > zj .
Let y′i = yi + εi and y
′
j = yj − εj where 0 < εi, εj ≪ 1 are chosen such that εizi = εjzj . Then
z2i + z
2
j − y
′
izi − y
′
jzj = z
2
i + z
2
j − yizi − yjzj − εizi + εjzj = z
2
i + z
2
j − yizi − yjzj .
Hence, by replacing yi with y
′
i and yj with y
′
j we do not violate the constraints in the optimisation
problem A(2,m). Using Taylor’s expansions e−εi = 1− εi+O(ε
2
i ) and e
εj = 1+ εj +O(ε
2
j ), the
change in the objective function is seen to be
y′ie
−y′iz2i e
−zi + y′je
−y′jz2j e
−zj − (yie
−yiz2i e
−zi + yje
−yjz2j e
−zj)
= εi(1− yi)e
−yiz2i e
−zi − εj(1− yj)e
−yjz2j e
−zj + o(εi) + o(εj).
Using the identity εizi = εjzj, the right hand side of the above can be written as
εizi ·
[
(yj − 1)e
−yjzje
−zj − (yi − 1)e
−yizie
−zi
]
+ o(εi) + o(εj).
Note that, for 1 ≤ x ≤ 2, the function (x − 1)e−x is non-negative and strictly increasing, and
the function xe−x is non-negative and strictly decreasing. Since, moreover, yj > yi and zj < zi,
it follows that
(yj − 1)e
−yjzje
−zj − (yi − 1)e
−yizie
−zi > 0.
Hence
y′ie
−y′iz2i e
−zi + y′je
−y′jz2j e
−zj − (yie
−yiz2i e
−zi + yje
−yjz2j e
−zj ) > 0,
increasing the value of the objective function, contrary to the assumed maximality.
Therefore, the only way the maximum can be attained is when yi = zi for every 1 ≤ i ≤ m,
which, by Claim 4.7, can only happen when yi = zi = 3/2 for every 1 ≤ i ≤ m.
Case 2: c < 3/2. The proof of this case is fairly similar to that of Case 1. As before, let
(y1, . . . , ym, z1, . . . , zm) be a point which attains the maximum of A(c,m); our aim is to show
that yi = zi = c for every 1 ≤ i ≤ m. The following claim and its proof (which is where we use
the fact that c < 3/2) are analogous to Claim 4.7 in Case 1. We omit the details.
Claim 4.8. yi = c or zi = c holds for every 1 ≤ i ≤ m.
Next, suppose that there are 1 ≤ i, j ≤ m such that yi < zi and yj > zj; note that due to the
constraint
∑m
i=1 z
2
i =
∑m
i=1 yizi, such indices must exist unless yi = zi for every 1 ≤ i ≤ m. By
Claim 4.8, it follows that yi < c, zi = c and yj = c, zj < c.
Similarly to Case 1, let y′i = yi+ εi and y
′
j = c− εj , where 0 < εi, εj ≪ 1 are chosen such that
εic = εjzj. Hence
z2i + z
2
j − ziyi − zjyj = z
2
i + z
2
j − ziy
′
i − zjy
′
j.
In other words, by replacing yi with y
′
i and yj with y
′
j we do not violate the constraints in the
optimisation problem A(c,m). Similarly to Case 1, the change in the objective function is
y′ie
−y′iz2i e
−zi + y′je
−y′jz2j e
−zj − (yie
−yiz2i e
−zi + yje
−yjz2j e
−zj)
= εi(1− yi)e
−yiz2i e
−zi − εj(1− yj)e
−yjz2j e
−zj + o(εi) + o(εj).
As in Case 1, using the identity εic = εjzj , the right hand side of the above can be written as
εice
−c ·
[
(c− 1)zje
−zj − (yi − 1)e
−yic
]
+ o(εi) + o(εj).
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Similarly to Case 1, for 1 ≤ x ≤ c, the function (x − 1)e−x is strictly increasing and the
function xe−x is strictly decreasing. Since, moreover, yi < c and zj < c, it follows that
εice
−c · [(c− 1)zje
−zj − (yi − 1)e
−yic] > εice
−c · [(c− 1)ce−c − (c− 1)e−cc] = 0.
Therefore,
y′ie
−y′iz2i e
−zi + y′je
−y′jz2j e
−zj − (yie
−yiz2i e
−zi + yje
−yjz2j e
−zj ) > 0,
increasing the value of the objective function, contrary to the assumed maximality.
Hence, the only way the maximum can be attained is when yi = zi for every 1 ≤ i ≤ m,
which, by Claim 4.8, can only happen when yi = zi = c for every 1 ≤ i ≤ m. 
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