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In this article we present an a posteriori error estimator for the spatial-stochastic error of a Galerkin-type
discretization of an initial value problem for a random hyperbolic conservation law. For the stochastic
discretization we use the Stochastic Galerkin method and for the spatial-temporal discretization of the
Stochastic Galerkin system a Runge-Kutta Discontinuous Galerkin method. The estimator is obtained
using smooth reconstructions of the discrete solution. Combined with the relative entropy stability frame-
work of Dafermos (2016), this leads to computable error bounds for the space-stochastic discretization
error.
Moreover, it turns out that the error estimator admits a splitting into one part representing the spatial error,
and a remaining term, which can be interpreted as the stochastic error. This decomposition allows us to
balance the errors arising from spatial and stochastic discretization. We conclude with some numerical
examples confirming the theoretical findings.
Keywords: hyperbolic conservation laws, random pdes, a posteriori error estimates, stochastic Galerkin
method, discontinuous Galerkin method, relative entropy
1. Introduction
In numerical simulations, accounting for uncertainties in input quantities has become an important issue
in the last decades. The two main sources for uncertainties are the limitations in measuring physical
parameters exactly and the absence of knowledge of the underlying physical processes. Therefore,
a whole new field of research, Uncertainty Quantification, has evolved in recent years. It addresses
the question on how much we can rely on highly accurate numerical solutions if there are uncertain
parameters.
For the quantification of uncertainties, there exist two major approaches. On the one hand statistical
approaches such as Monte-Carlo type methods sample the random space to obtain statistical informa-
tion, like mean, variance or higher order moments of the corresponding random field. On the other
hand non-statistical approaches, like the intrusive and non-intrusive polynomial chaos expansion, ap-
proximate the random field by a series of polynomials and derive deterministic models for the stochastic
modes.
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The theoretical foundation for the polynomial chaos expansion has been laid in Wiener (1938) and
can be described as a polynomial approximation of Gaussian random variables to represent random pro-
cesses. Later, the approach has been generalized to a broader class of distributions. The authors in Xiu &
Karniadakis (2002) considered polynomials from the so-called Askey-scheme, where the approximating
polynomials are orthonormal polynomials with respect to an inner product induced by the correspond-
ing probability density function of the chosen probability distribution. The intrusive spectral projection,
also known as Stochastic Galerkin (SG) approach, considers a weak formulation of the partial differen-
tial equation with respect to the stochastic variable and uses the corresponding orthonormal polynomials
as ansatz and test functions. Compared to elliptic and parabolic equations (Ghanem & Spanos (1991);
Hoang & Schwab (2013); Yan (2005)) the development of the SG method for hyperbolic equations faces
additional problems. From an analytical point of view (nonlinear) elliptic and parabolic equations are
better understood than (nonlinear) hyperbolic equations. Moreover, solutions of nonlinear hyperbolic
equations may develop shocks (discontinuities) in finite time and these shocks also propagate into the
stochastic space, cf. Le Maıˆtre et al. (2004). Another problem is the possible loss of hyperbolicity of the
resulting SG system (Despre´s et al. (2013)). Therefore new approaches to treat these problems have to
be developed. For an overview on recent work on Uncertainty Quantification for hyperbolic equations
see Bijl et al. (2013); Le Maıˆtre & Knio (2010); Pettersson et al. (2015). New numerical schemes for
the SG system can be found in Jin & Ma (2017); Bu¨rger et al. (2014); Wan & Karniadakis (2006) and
for the convergence analysis of approximate solutions of the SG system see Gottlieb & Xiu (2008); Hu
et al. (2015); Zhou & Tang (2012). However, in all these works the dimension of the discrete stochastic
space is chosen in an ad hoc way, in particular independent of the spatial-temporal resolution. Space-
stochastic adaptive schemes, based on heuristic indicators, are treated in Kro¨ker et al. (2015); Tryoen
et al. (2012). A more reliable link between stochastic and space-time resolution can be provided by an
appropriate a posteriori error estimator.
For the a posteriori analysis of deterministic scalar conservation laws, rigorous approaches accom-
panied with corresponding adaptive algorithms can be found in Gosse & Makridakis (2000); Kro¨ner &
Ohlberger (2000), see also Cockburn (2003); Dedner et al. (2007) and references therein. These esti-
mates were derived by exploiting Kruzˇkov’s estimates. A different approach for the a posteriori analysis
uses reconstructions of the discrete solutions to estimate the error in a suitable energy norm, cf. Geor-
goulis et al. (2014), or in the L2-norm (Dedner & Giesselmann (2016); Giesselmann et al. (2015)). The
approach in Dedner & Giesselmann (2016) combines the reconstruction of the discrete solutions with
the relative entropy framework Dafermos (2016). In contrast to Kruzˇkov’s scalar theory, this approach
is also applicable for hyperbolic systems that are endowed with a strictly convex entropy/entropy-flux
pair.
While there exists a rather firm theory for the a posteriori analysis of random elliptic and parabolic
equations in combination with the SG method (Butler et al. (2011); Deb et al. (2001); Eigel et al. (2014);
Mathelin & Le Maıˆtre (2007); Pultarova´ (2015) ), the a posteriori analysis for hyperbolic problems is less
developed. Beside the missing a posteriori analysis, most applications of the SG method for hyperbolic
equations are rather ad-hoc, in the sense that the resolution in the stochastic space is rather arbitrary and,
in particular, not related to resolution in space and time. We address exactly this issue and, in particular,
provide a posteriori error control in the form of a computable upper bound for the “overall”, i.e., spatio-
temporal and stochastic, error. Moreover, the derived error estimator splits into two parts. One part
quantifies errors caused by discretising stochastic space while the other part quantifies errors due to
discretization of time and physical space. This allows a precise tuning of the stochastic discretization
with respect to the space-time discretization.
We study uncertainty in hyperbolic conservation laws resulting from uncertain initial data, para-
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metrized by absolutely continuous random variables or random source terms. The main contribution
of this paper is an a posteriori error estimator for a class of numerical schemes. In the schemes under
consideration the random conservation law is discretised in stochastic space by the SG method. The
resulting deterministic SG system is then numerically solved by a Runge-Kutta Discontinuous Galerkin
method. Our a posteriori analysis follows the approach in Dedner & Giesselmann (2016) in that it makes
use of a space-time-stochastic reconstruction of the discrete solutions. It turns out that this reconstruc-
tion satisfies a perturbed version of the original random conservation law with computable residual, so
that the relative entropy framework allows us to prove a computable upper bound for the space-stochastic
error. This upper bound is the main result of this paper (Theorem 3.7). The resultant estimator is valid
also for discontinuous solutions, but it is only bounded as long as solutions are Lipschitz continuous. A
particular feature of our analysis is that the corresponding residual admits an orthogonal decomposition
into a stochastic residual and a spatial residual (Theorem 3.8). This splitting enables us to determine
if the overall error is dominated by the stochastic error, or the spatial error and thus, if we should in-
crease resolution in stochastic space, or refine in physical space to efficiently decrease the overall error.
Furthermore, our a posteriori analysis complements the a priori analysis in Gottlieb & Xiu (2008); Hu
et al. (2015), where the authors proved spectral convergence of the approximate solutions of the SG
system. In our numerical experiments the stochastic residual converges spectrally, i.e. our estimator for
the SG-discretization error converges in the same way as the SG-discretization error according to the
findings of Gottlieb & Xiu (2008); Hu et al. (2015).
The outline of this work is as follows: In Section 2, we recall the notion of random entropy solu-
tions and give a short introduction to the SG method. In Section 3 we describe how to reconstruct the
numerical solutions for fully-discrete SG Discontinuous Galerkin schemes. Furthermore, we show how
to construct so-called space-time-stochastic reconstructions for the random scalar conservation law. We
then prove the above mentioned a posteriori error estimate and the orthogonal decomposition. Finally,
in Section 4 we present numerical experiments illustrating the scaling behavior of the two parts of the
space-stochastic residual.
2. Notation and Preliminaries
Let (Ω ,F ,P) be a probability space, where Ω is the set of all elementary events ω ∈ Ω , F is a σ -
algebra onΩ and P is a probability measure. We further consider a second measurable space (E,B(E)),
with E being a Banach space and B(E) the corresponding Borel σ -algebra. An E-valued random
field is any mapping X : Ω → E such that {ω ∈ Ω : X(ω) ∈ B} ∈F holds for any B ∈B(E). For
p ∈ [1,∞)∪{∞} we consider the Bochner space Lp(Ω ;E) of p-summable E-valued random variables
X equipped with the norm
‖X‖Lp(Ω ;E) :=
(
∫
Ω
‖X(ω)‖pE dP(ω))1/p = E(‖X‖pE)1/p, 16 p < ∞,
esssupω∈Ω ‖X(ω)‖E , p = ∞.
In the following we consider absolutely continuous, real-valued random variables ξ : Ω → R, this
means that there exists a density function pξ : R→ R+, such that
∫
R
pξ (y) dy = 1 and P[ξ (ω) ∈ A] =∫
A
pξ (y) dy, for any A ∈B(R).
For T ∈ (0,∞) and f ∈C2(R) the equation of interest is the scalar conservation law with uncertain
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initial data and source term:
∂tu(t,x,ξ (ω))+∂x f (u(t,x,ξ (ω))) = S(t,x,ξ (ω)), (t,x,ω) ∈ (0,T )× [0,1]per×Ω ,
u(0,x,ξ (ω)) = u0(x,ξ (ω)), (x,ω) ∈ [0,1]per×Ω .
(RIVP)
To ensure the existence of weak solutions of (RIVP), via path-wise use of Kruzˇkov’s theorem, we impose
the following conditions on the initial data and the source term.
(A1) There exists a constant M1 > 0, such that ‖u0(·,ξ (ω))‖L∞(0,1) 6M1, P-a.s. ω ∈ Ω and we have
u0 ∈ L2(Ω ;L2(0,1)).
(A2) There exists a constant M2 > 0, such that ‖S(·, ·,ξ (ω))‖L∞((0,T )×(0,1)) 6 M2, P-a.s. ω ∈ Ω and
S ∈ L2(Ω ;L2((0,T )× (0,1)), S(·, ·,ξ (ω)) ∈C1([0,T ]× [0,1]per), P-a.s. ω ∈Ω .
To ensure uniqueness of a weak solution of (RIVP) we apply the well-known entropy criterion. We say
that a convex function η ∈C1(R) and q∈C1(R) form an entropy/entropy-flux pair (η ,q), if they satisfy
q′ = η ′ f ′. Following the definition in Mishra & Schwab (2012) we define random entropy solutions,
which correspond P-a.s. to entropy solutions as in the deterministic case.
DEFINITION 2.1 (Random entropy solution) We call a weak solution u ∈ L2(Ω ;L1((0,T )× (0,1)),
with u(·, ·,ξ (ω)) ∈ L∞((0,T )× (0,1)), P -a.s. ω ∈ Ω , a random entropy solution of (RIVP), if the
inequality
T∫
0
1∫
0
η(u(t,x,ξ (ω)))∂tφ(t,x)+q(u(t,x,ξ (ω)))∂xφ(t,x)dxdt
+
T∫
0
1∫
0
S(t,x,ξ (ω))η ′(u(t,x,ξ (ω)))φ(t,x) dxdt+
1∫
0
η(u0(x,ξ (ω)))φ(0,x) dx> 0 (2.1)
holds P-a.s. ω ∈Ω , for all φ ∈C∞c ([0,T )× [0,1]per,R+) and for all entropy/entropy-flux pairs (η ,q).
REMARK 2.1 For u(·, ·,ξ (ω)) ∈ L∞((0,T )× (0,1)), P -a.s. ω ∈Ω , we have
∂tη(u(·, ·,ξ (ω)))+∂xq(u(·, ·,ξ (ω)))−S(·, ·,ξ (ω))η ′(u(·, ·,ξ (ω)))6 0
in the distributional sense. Therefore, this distribution has a sign and, thus, is a measure. Then, we may
replace the smooth test functions in Definition 2.1 by Lipschitz continuous ones, cf. (Dafermos, 2016,
Section 4.5).
In Mishra & Schwab (2012) it is shown, that under the conditions (A1) - (A2), there exists a unique
random entropy solution u ∈ L2(Ω ;C((0,T );L1(0,1))) of (RIVP). The approach relies on the path-wise
existence and uniqueness of entropy solutions of the scalar conservation law and the following path-wise
mapping properties of the data-to-solution operator S (t) : u0(·,ξ (ω)) 7→S (t)u0(·,ξ (ω)). These can
be found in Kruzˇkov (1970) and will be useful for the proof of Lemma 2.1 below.
• L1(0,1)-contraction:
‖S (t)u0(·,ξ (ω))−S (t)v0(·,ξ (ω))‖L1(0,1) 6 ‖u0(·,ξ (ω))− v0(·,ξ (ω))‖L1(0,1),
for almost all t ∈ (0,T ), P-a.s. ω ∈Ω .
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• L∞(0,1)-boundedness: there exists a constant M3 = M3(T,M1,M2)> 0, such that
‖S (t)u0(·,ξ (ω))‖L∞(0,1) 6M3,
for almost all t ∈ (0,T ), P-a.s. ω ∈Ω .
REMARK 2.2 Although we apply Kruzˇkov’s notion of entropy solutions for the well-posedness of
(RIVP), our a posteriori estimates rely on the relative entropy framework of Dafermos instead of Kruzˇkov’s
doubling of variables technique. This has three advantages. Firstly, for smooth solutions, upper bounds
for the numerical error that result from Kruzˇkov’s theory are only of half-order, i.e. have a rate of con-
vergence of (p+1)/2, when p∈N is the polynomial degree, cf. Gosse & Makridakis (2000); Kro¨ner &
Ohlberger (2000). In contrast, the worst case for error bounds for smooth solutions obtained using the
relative entropy framework is loosing one order, i.e. the rate of convergence is p. Secondly, the resulting
residual of the relative entropy framework allows for an orthogonal decomposition into a spatial (deter-
ministic) residual and a stochastic residual. This decomposition relies on a discretization error estimate
for the stochastic Galerkin system and, thus, cannot be obtained when using Kruzˇkov estimates. Finally,
the relative entropy framework requires only one strictly convex entropy/entropy flux pair and, hence,
is extendible to the systems case.
In the following sections we are dealing with the Bochner space L2(Ω ;L2((0,T )× (0,1))), instead of
L2(Ω ;L1((0,T )× (0,1))) as in Mishra & Schwab (2012). To ensure that the Bochner integrals are
well-defined we prove the following
LEMMA 2.1 Under the conditions (A1) - (A2) the mapping
(Ω ,F ) 3 ω 7→ u(·, ·,ξ (ω)) ∈ (L2((0,T )× (0,1)),B(L2((0,T )× (0,1))))
is measurable.
Proof. We use the interpolation inequality ‖ f‖2L2 6 ‖ f‖L1‖ f‖L∞ to estimate for almost all t ∈ (0,T )
and u0,v0 ∈ L∞(0,1),
‖S (t)u0−S (t)v0‖L2(0,1) 6 ‖S (t)u0−S (t)v0‖1/2L1(0,1)‖S (t)u0−S (t)v0‖
1/2
L∞(0,1)
6 (2M3)1/2‖S (t)u0−S (t)v0‖1/2L1(0,1)
6 (2M3)1/2‖u0− v0‖1/2L1(0,1)
6 (2M3)1/2‖u0− v0‖1/2L2(0,1).
Therefore, the data-to-solution operator S (t) : L2(0,1)→ L2(0,1) is Ho¨lder continuous with expo-
nent 1/2 for almost all t ∈ (0,T ). We immediately obtain that the mapping S : L2(0,1) 3 u0(·) 7→
S (·)u0(·) ∈ L2((0,T )× (0,1)), is also Ho¨lder continuous with exponent 1/2. Using the fact that the
Borel σ -algebra B(L2(0,1)) is the smallest σ -algebra containing all open subsets of L2(0,1) and that
S −1(B) is open for B ∈B(L2((0,T )× (0,1)), it follows by the continuity of S , that S is a measur-
able mapping from
(
L2(0,1),B(L2(0,1))
)
to
(
L2((0,T )× (0,1)),B(L2((0,T )× (0,1))). For u0 as in
(A1) the map (Ω ,F ) 3 ω 7→ u0(·,ξ (ω)) ∈ (L2(0,1),B(L2(0,1)) is measurable. Thus, we have that
(Ω ,F ) 3 ω 7→ u(·, ·,ξ (ω)) = S(·)u0(·,ξ (ω)) ∈ (L2((0,T )× (0,1)),B(L2((0,T )× (0,1))) is measur-
able as composition of measurable functions. 
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Let us now introduce the Stochastic Galerkin (SG) method. We first expand the solution of (RIVP)
into a generalized Fourier series using a suitable orthonormal basis. Let {Ψi(ξ (·))}i∈N0 : Ω → R be a
L2(Ω)-orthonormal basis with respect to the density function pξ , i.e. for i, j ∈ N0 we have〈
Ψi,Ψj
〉
:= E(ΨiΨj) =
∫
Ω
Ψi(ξ (ω))Ψj(ξ (ω)) dP(ω)
=
∫
R
Ψi(x)Ψj(x)pξ (x) dx = δi, j.
(2.2)
Following Abgrall & Mishra (2017); Wiener (1938), the random entropy solution u∈ L2(Ω ;L1((0,T )×
(0,1)) of (RIVP) can be written as
u(t,x,ξ (ω)) =
∞
∑
n=0
un(t,x)Ψn(ξ (ω)). (2.3)
The deterministic Fourier modes un = un(t,x) in (2.3) are defined by,
un(t,x) = E(u(t,x,ξ (·))Ψn(ξ (·))), ∀n ∈ N0 .
From the Fourier modes we can immediately extract the expectation and variance of u, namely
E(u(t,x,ξ (ω))) = u0(t,x) and Var(u(t,x,ξ (ω))) =
∞
∑
n=1
un(t,x)2.
For the error estimates in Section 3 we need an additional assumption on the choice of the orthonormal
basis.
ASSUMPTION 2.2 We assume that the elements of the L2(Ω)-orthonormal basis {Ψn(ξ (·))}∞n=0 (w.r.t.
the scalar product (2.2)) are essentially bounded in L∞(Ω), i.e., for all n ∈ N0 we have
‖Ψn(ξ (·))‖L∞(Ω) < ∞.
Let us mention three examples of orthonormal bases satisfying Assumption 2.2.
EXAMPLE 2.3
1. The classical generalized polynomial chaos approach uses global polynomials which satisfy (2.2)
for the corresponding probability density function. In this case one chooses Legendre polynomials
if random variables are uniformly distributed, or Jacobi polynomials for a beta distribution. See
Xiu & Karniadakis (2002) for more details. For a normal distribution the corresponding Hermite
polynomials do not satisfy Assumption 2.2, however one can scale the Hermite polynomials by
e−ξ (ω)/2 to obtain the so-called Hermite functions. Due to the Crame´r inequality this orthonormal
system is again bounded, cf. (Erde´lyi et al., 1981, p. 207).
2. Instead of choosing a polynomial basis we can choose a discontinuous Haar-Wavelet basis as in
Le Maıˆtre et al. (2004).
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3. Another approach is the multi-element approach. For its illustration, we assume that Ω = [0,1]
and decompose Ω into 2Ne , Ne ∈ N0, elements:
Ω =
2Ne−1⋃
l=0
[2−Ne l,2−Ne(l+1)].
We introduce on each stochastic element INel := [2
−Ne l,2−Ne(l+1)] the shifted and scaled family
of orthonormal polynomials:
ΨNen,l (ξ (ω)) =
{
2Ne/2Ψn(2Neξ (ω)− l), ξ (ω) ∈ INel ,
0, else
for all n = 0, . . . ,N, l = 0, . . . ,2Ne −1. Here,Ψn are either the classical orthonormal polynomials
from (1), or a Wavelet basis as in (2). If we introduce the indices m = (N +1)l+ i, i = 0, . . . ,N,
N˜ := (N + 1)2Ne , define Ψm :=ΨNen,l , um := u
Ne
n,l , we may write (cf. Bu¨rger et al. (2014); Ko¨ppel
et al. (2017); Mu¨ller (2003)):
u(t,x,ξ (ω)) = lim
Ne,N→∞
N˜
∑
m=0
um(t,x)Ψm(ξ (ω)) in L2(Ω).
We now truncate the infinite series (2.3) at N ∈ N0:
N
∑
m=0
um(t,x)Ψm(ξ (ω)), (t,x,ω) ∈Ωt,x. (2.4)
To obtain a weak formulation of (RIVP) on the finite-dimensional space with respect to ω ∈ Ω , we
insert (2.4) and test the resulting equation against {Ψi(ξ )}Ni=0. Using the orthogonality relation (2.2)
yields the truncated Stochastic Galerkin system
∂tul(t,x)+
〈
∂x f (
N
∑
n=0
un(t,x)Ψn(ξ )),Ψl
〉
=
〈
S,Ψl
〉
, ∀ l = 0, . . . ,N. (S)
With a slight abuse of notation we define u := (u0, . . . ,uN)> ∈RN+1, S ∈RN+1, Si :=
∫
Ω
SΨi dP(ω) and
f : RN+1→ RN+1, f(u)i :=
∫
Ω
f (
N
∑
n=0
unΨn)Ψi dP(ω). We then may write the initial value problem for (S)
in the conservation form
∂t u+∂x f(u) = S, (t,x) ∈ (0,T )× [0,1]per,
u0 =
(〈
u0,Ψl
〉)N
l=0
, x ∈ [0,1]per.
(SG)
We give two examples for the structure of the (SG) system, for global orthonormal polynomials.
EXAMPLE 2.4
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(a) We consider the linear advection equation, i.e., f (u) = au for a ∈ R. In this case the system (SG)
decouples into N+1 scalar advection equations. This is due to
f(u)i = a
∫
Ω
N
∑
n=0
unΨnΨi dP(ω) = aui,
and therefore (SG) takes the form
∂t u+a∂x u = S .
(b) For Burgers’ equation, i.e. (RIVP) with f (u) = u
2
2 , we use the symmetric triple product matrices
[Ck]Ni, j=0 :=
∫
Ω
ΨjΨiΨk dP(ω), which are well-defined due to Assumption 2.2. They enable us to
rewrite the (SG) system of Burgers’ equation as
∂t uk+
1
2
∂x(u>Ck u) = Sk,
for all k = 0, . . . ,N. Therefore the system (SG) of Burgers’ equation is a hyperbolic system but
highly coupled, cf. Despre´s et al. (2013).
3. Spatio-temporal-stochastic reconstructions and a posteriori error analysis
In this section we prove the main theorem of this contribution. We first consider space-time recon-
structions for fully discrete Discontinuous Galerkin (DG) schemes applied to the system (SG). We then
introduce space-time-stochastic reconstructions to prove an a posteriori error estimate for the random
scalar conservation law (RIVP), using the relative entropy framework of Dafermos Dafermos (2016).
Finally we prove the orthogonal decomposition of the space-time-stochastic residual into a spatial and
a stochastic residual.
3.1 The DG scheme for the SG-system and space-time reconstructions
We shortly recall the Discontinuous Galerkin spatial discretization as for example in Cockburn & Shu
(1998, 2001). Let 0 = x0 < x1 . . . < xM = 1 be a quasi-uniform triangulation of [0,1] and 0 = t0 < t1 <
.. . < tNt = T be a temporal decomposition of [0,T ]. We identify x0 = xM to account for the periodic
boundary conditions, set ∆ tn := (tn+1− tn), for the temporal mesh and hk = (xk+1− xk), for the spatial
mesh. We now define the (spatial) piecewise polynomial DG spaces for p ∈ N0:
V sp := {w : [x0,xM]→ RN+1 | w |(xi−1,xi)∈ Pp((xi−1,xi),RN+1), 16 i6M}.
After spatial discretization of (SG) we obtain the following semi-discrete scheme for the discrete solu-
tion uh ∈C1([0,T );V sp).
M−1
∑
i=0
xi+1∫
xi
∂t uh ·ψ h dx =
M−1
∑
i=0
xi+1∫
xi
(f(uh) ·∂xψ h+S ·ψ h) dx−
M−1
∑
i=0
G(uh(x−i ),uh(x
+
i )) · [[ψ h ]]i,
uh(t = 0) = IV sp u
0,
(DG-SG)
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for all ψ h ∈V sp . Here, IV sp is an interpolation or projection operator,
G : RN+1×RN+1→ RN+1 denotes a numerical flux, the spatial traces are defined asψ (x±) := lim
h↘0
ψ (x±
h) and [[ψ h ]]i := (ψ h(x
−
i )−ψ h(x+i )) are jumps. To account for the periodic boundary condition, we set
uh(x−0 ) = uh(x
−
M), uh(x
+
M) = uh(x
+
0 ). The initial-value problem (DG-SG) can now be solved numeri-
cally by any single- or multi-step method. We focus onK -order Runge-Kutta time-step methods as in
Cockburn & Shu (2001). In writing down the method we denote by Lh(uh(t, ·)) the right-hand side of
(DG-SG), with the operator Lh : V sp→V sp being defined appropriately. Furthermore,ΛΠh RN+1→RN+1
is the TVBM minmod slope limiter from Cockburn & Shu (2001). Then, the complete S-stage time-
marching algorithm for given n-th time-iterate unh ∈V sp reads as follows:
1. Set u(0)h = u
n
h.
2. For j = 1, . . . ,S compute the auxiliary functions:
u( j)h =ΛΠh
( j−1
∑
l=0
α jl w
jl
h
)
, w jlh = u
(l)
h +
β jl
α jl
∆ tnLh(u
(l)
h ).
3. Set un+1h = u
(S).
h
The parameters α jl ,β jl satisfy the conditions α jl > 0,
j−1
∑
l=0
α jl = 1 , and if β jl 6= 0, then α jl 6= 0 for all
j = 1, . . . ,K , l = 0, . . . , j.
The relative entropy framework requires one quantity which is at least Lipschitz continuous in space
and time. We cannot expect that the entropy solution of (RIVP) satisfies this condition, therefore, we
reconstruct the numerical solution of (DG-SG) to obtain a Lipschitz continuous function in space and
time. Following Dedner & Giesselmann (2016), we define the temporal reconstruction uˆt , as a C0- or
even C1-function (depending on the polynomial degree) which is piecewise polynomial. From a practi-
cal perspective it makes sense to choose the polynomial degree of the reconstruction such that it matches
the formal convergence order of the time-stepping method. This choice ensures that the temporal resid-
ual has the same order of convergence as the temporal discretization error (Dedner & Giesselmann,
2016, Theorem 13). Thus, the error estimator enables us to detect whether the convergence order is
reduced, e.g. in case f is not sufficiently smooth for the formal convergence order to be reached. Let
{u0h, . . . ,uNth } be a sequence of approximate solutions of (DG-SG) at points {tn}Ntn=0 in time. For the
reconstruction in time we define for any vector space V the spaces of piecewise polynomials in time of
degree r by
V tr ((0,T );V ) := {w : [0,T ]→V | w |(tn,tn+1)∈ Pr((tn, tn+1),V )}.
Using the methodology proposed in Dedner & Giesselmann (2016), which consists of Hermite interpo-
lations on each time interval [tn, tn+1], we construct a temporal reconstruction
uˆt ∈V tr ((0,T );V sp). With the temporal reconstruction at hand, we now define the space-time reconstruc-
tion of the DG-solutions of (SG). The analysis in Dedner & Giesselmann (2016) requires numerical
fluxes G which admit a special representation. In particular, there needs to exist a locally Lipschitz
function w : RN+1×RN+1 → RN+1, with the additional property w(u,u) = u, such that G can be ex-
pressed as
G(u,v) = f(w(u,v)), ∀u,v ∈ RN+1 . (3.1)
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For our numerical computations we consider the upwind flux with w(u,v) = u and the Lax-Wendroff
flux with w(u,v) = u+v2 − ∆ t2h (f(u)− f(v)), both satisfying (3.1).
We now define the spatial reconstruction which is applied to the temporal reconstruction uˆt(t, ·) for
each t ∈ (0,T ) using the function w (cf. Dedner & Giesselmann (2016); Giesselmann et al. (2015)).
DEFINITION 3.1 (Space-time reconstruction) Let uˆt be the temporal reconstruction of a sequence
{unh}Ntn=0 of solutions of the fully discrete scheme of (DG-SG) using a numerical flux satisfying (3.1).
The space-time reconstruction uˆst(t, ·) ∈V sp+1 is defined as the solution of
M−1
∑
i=0
xi+1∫
xi
(uˆst(t, ·)− uˆt(t, ·)) ·ψ dx = 0 ∀ψ ∈V sp−1,
uˆst(t,x±k ) = w(uˆ
t(t,x−k ), uˆ
t(t,x+k )) ∀ k = 0, . . . ,M.
We have the following property of the space-time reconstruction.
LEMMA 3.1 Let uˆst be the space-time reconstruction from Definition 3.1. For each t ∈ (0,T ), the
function uˆst(t, ·) is well defined. Moreover,
uˆst ∈W 1∞((0,T );V sp+1∩C0[0,1]per).
Proof. Cf. (Dedner & Giesselmann, 2016, Lemma 24). 
Since uˆst is Lipschitz continuous in space and time, we can compute the space-time residual.
DEFINITION 3.2 (Space-time residual) We define Rst := ∂t uˆst +∂x f(uˆst)−S∈ L2((0,T )×(0,1);RN+1)
to be the space-time residual.
3.2 Space-time-stochastic reconstructions and a posteriori estimate for the random scalar conserva-
tion law
Expanding the space-time reconstruction uˆst from Section 3.1 in the finite orthonormal system
{Ψi(ξ (ω))}Ni=0 enables us to consider the so-called space-time-stochastic residual, which is a crucial
part for the upcoming a posteriori error estimate. Before defining the space-time-stochastic residual,
we first give a definition of what is our approximation of a random entropy solution of (RIVP). For
simplicity, we will write u(t,x,ω) for u(t,x,ξ (ω)).
DEFINITION 3.3 (Numerical solution of (RIVP)) Let {u0h, . . . ,uNth } be the sequence of solutions of (DG-
SG) at points {tn}Ntn=0 in time. For n = 0, . . . ,Nt , unh(x,ω) =
N
∑
i=0
(unh(x))iΨi(ω) is called the numerical
solution of (RIVP).
DEFINITION 3.4 (Space-time-stochastic residual)
Let uˆsts(t,x,ω) :=
N
∑
l=0
(uˆst)l(t,x)Ψl(ω) ∈ L2(Ω)⊗ (W 1∞(0,T );(V sp+1∩C0([0,1]per)) be the space-time-
stochastic reconstruction, where
V sp := {w : [x0,xM]→ R | w |(xi−1,xi)∈ Pp((xi−1,xi),R), 16 i6M}.
We define the space-time-stochastic residual by
Rsts := ∂t uˆsts+∂x f (uˆsts)−S ∈ L2((0,T )× (0,1)×Ω ;R). (3.2)
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For the proof of the main theorem of this article, we need the notion of the relative entropy and the
relative entropy flux. We follow the definition in (Dafermos, 2016, Section 5.2).
DEFINITION 3.5 (Relative entropy and entropy flux) We define the relative entropy η(·|·) :R×R→R
and the relative entropy flux q(·|·) : R×R→ R by:
η(u|v) = η(u)−η(v)−η ′(v)(u− v), (3.3)
q(u|v) = q(u)−q(v)−η ′(v)( f (u)− f (v)). (3.4)
EXAMPLE 3.6 (relative entropy ) For η(u) = u
2
2 we compute
η(u|v) = u
2− v2
2
− v(u− v) = (u− v)
2
2
. (3.5)
This choice is used in the proof of Theorem 3.7 below. For arbitrary strictly convex η ∈C2(R), an anal-
ogous proof leads to very similar estimates which contain constants related to the modulus of convexity
of η , see Dedner & Giesselmann (2016) for further details.
Using the relative entropy framework we are able to derive the following a posteriori error bound
for (RIVP).
THEOREM 3.7 (A posteriori error bound for the reconstruction of the numerical solution) Let u be a
random entropy solution of (RIVP). Then, the difference between u and the reconstruction uˆsts from
Definition 3.4 satisfies
‖u(s, ·, ·)− uˆsts(s, ·, ·)‖2L2((0,1)×Ω˜) 6
(
‖Rsts ‖2L2((0,s)×(0,1)×Ω˜)+‖u0− uˆsts(0, ·, ·)‖2L2((0,1)×Ω˜)
)
× exp
( s∫
0
(
C f ′′‖∂xuˆsts(t, ·, ·)‖L∞((0,1)×Ω˜)+
1
4
)
dt
)
,
for 06 s6T and for any P-measurable set Ω˜ ⊂Ω . Here, C f ′′ :=max
u∈M
| f ′′(u)|
2 , with M :=Conv([−M3,M3]∪
Ran(uˆsts)), where Conv denotes the convex hull and Ran the image of uˆsts.
REMARK 3.1
1. All quantities in the upper bound of Theorem 3.7 are computable during a numerical simula-
tion. However, the computation of Ran(uˆsts) can be very expensive, in particular for large DG
polynomial degrees.
2. Due to Lemma 3.1 every component of uˆst is Lipschitz continuous in space and therefore has a
bounded derivative. Combined with Assumption 2.2 we obtain that every summand of
∂xuˆsts =
N
∑
l=0
∂x(uˆst)l(t,x)Ψl(ω)
is in L∞((0,1)×Ω), which ensures that
‖∂xuˆsts(s, ·, ·)‖L∞((0,1)×Ω) < ∞ ∀ s ∈ (0,T ].
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Note also that we actually only need ‖∂xuˆsts(s, ·, ·)‖L∞((0,1)×Ω˜) < ∞. Thus, we could remove
Assumption 2.2 and formulate Theorem 3.7 only for those subsets Ω˜ ⊂Ω for which
‖Ψn(ξ (·))‖L∞(Ω˜) < ∞ for all n ∈ N0.
3. As described in Pettersson et al. (2015), the solution of system (SG) may exhibit discontinuities
in the spatial variables, even if the solution of the original problem is smooth. In case the exact
solution of the (SG)-system is discontinuous, the quantity ‖∂xuˆsts‖L∞(Ω×[0,1]) is expected to scale
like h−1 and hence the estimator will blow up for h→ 0 in the vicinity of discontinuities.
4. For linear equations f (u) = au, a ∈ R, we have that C f ′′ = 0. Therefore, for linear equations we
expect no blow-up of the estimator for h→ 0 even in case the solution is discontinuous.
REMARK 3.2 (Localization of the error estimators) Due to the point-wise definition of the random en-
tropy solution, the choice of Ω˜ is arbitrary. This enables us to localize the error estimator in the stochas-
tic variable. With some more effort it is also possible to localize the error estimator in the physical space
in a wave-cone around the region of interest, cf. the proof of Theorem 5.2.1 in Dafermos (2016). For
scalar problems and a L1-theory a restriction to a smaller wave cone is possible, see Gosse & Makridakis
(2000). The L2-theory as in our case is more challenging for the scalar case and, as already noted in
Remark 3.1 (c), the estimator will blow up in the vicinity of a discontinuity. However, in contrast to the
Kruzˇkov framework, the relative entropy framework is extendable to systems of conservation laws and
allows us to derive similar error estimators for the case of systems.
Proof of Theorem 3.7.
Because u is a pointwise entropy solution of (RIVP) P-a.s. ω ∈ Ω , we can integrate the entropy
inequality (2.1) with respect to any P-measurable Ω˜ ⊂Ω . Thus, we have for any nonnegative Lipschitz
continuous test function φ = φ(t,x) the inequality
06
∫
Ω˜
T∫
0
1∫
0
η(u)∂tφ +q(u)∂xφdxdtdP(ω)+
∫
Ω˜
T∫
0
1∫
0
Sη ′(u)φ dxdtdP(ω) (3.6)
+
∫
Ω˜
1∫
0
η(u0)φ(0,x) dxdP(ω).
Next, we multiply (3.2) by η ′(uˆsts). Upon using the chain rule for Lipschitz continuous functions and
the relationship q′ = η ′ f ′ we derive the following relation
η ′(uˆsts)Rsts = ∂t(η(uˆsts))+∂xq(uˆsts)−η ′(uˆsts)S. (3.7)
For the rest of the proof we choose a quadratic entropy function, i.e. we set η(u) = u
2
2 . We then consider
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the weak form of (3.7), integrate with respect to Ω˜ ⊂Ω and subtract this from (3.6) to obtain
06
∫
Ω˜
T∫
0
1∫
0
(η(u)−η(uˆsts))∂tφ +(q(u)−q(uˆsts))∂xφ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
Rsts uˆstsφ dxdtdP(ω)+
∫
Ω˜
T∫
0
1∫
0
S(u− uˆsts)φ dxdtdP(ω)
+
∫
Ω˜
1∫
0
(η(u0)−η(uˆsts0 ))φ(0,x) dxdP(ω),
with uˆsts0 := uˆ
sts(0, ·, ·). Using Definition 3.5 of the relative entropy and the relative entropy flux, we may
write
06
∫
Ω˜
T∫
0
1∫
0
(η(u|uˆsts)+ uˆsts(u− uˆsts))∂tφ dxdtdP(ω)
+
∫
Ω˜
T∫
0
1∫
0
(q(u|uˆsts)+ uˆsts( f (u)− f (uˆsts)))∂xφ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
Rsts uˆstsφ dxdtdP(ω)+
∫
Ω˜
T∫
0
1∫
0
S(u− uˆsts)φ dxdtdP(ω)
+
∫
Ω˜
1∫
0
(η(u0)−η(uˆsts0 ))φ(0,x) dxdP(ω). (3.8)
Using the Lipschitz continuous (in space and time) test function φ uˆsts in the weak form of (RIVP) and
in (3.2) we obtain
0 =
∫
Ω˜
T∫
0
1∫
0
(u− uˆsts)∂t(uˆstsφ)+( f (u)− f (uˆsts))∂x(uˆstsφ) dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
Rsts uˆstsφ dxdtdP(ω)+
∫
Ω˜
1∫
0
(u0− uˆsts0 )φ(0,x)uˆsts0 dxdP(ω). (3.9)
Using the product rule
∂t(uˆstsφ) = ∂t uˆstsφ +∂tφ uˆsts,
∂x(uˆstsφ) = ∂xuˆstsφ +∂xφ uˆsts.
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Combining (3.9) with (3.8), we obtain
06
∫
Ω˜
T∫
0
1∫
0
η(u|uˆsts)∂tφ +q(u|uˆsts)∂xφ −∂t uˆsts(u− uˆsts)φ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
(∂xuˆsts( f (u)− f (uˆsts))φ −S(u− uˆsts)φ) dxdtdP(ω)
+
∫
Ω˜
1∫
0
η(u0|uˆsts0 )φ(0,x) dxdP(ω).
Using the fact that
∂t uˆsts =− f ′(uˆsts)∂xuˆsts+Rsts+S,
we conclude that
06
∫
Ω˜
T∫
0
1∫
0
η(u|uˆsts)∂tφ +q(u|uˆsts)∂xφ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
[− f ′(uˆsts)∂xuˆsts+Rsts+S](u− uˆsts)φ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
[∂xuˆsts( f (u)− f (uˆsts))φ −S(u− uˆsts)φ ] dxdtdP(ω)
+
∫
Ω˜
1∫
0
η(u0|uˆsts0 )φ(0,x) dxdP(ω).
The last inequality is reformulated as
06
∫
Ω˜
T∫
0
1∫
0
η(u|uˆsts)∂tφ +q(u|uˆsts)∂xφ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
∂xuˆsts( f (u)− f (uˆsts)− f ′(uˆsts)(u− uˆsts))φ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
Rsts(u− uˆsts)φ dxdtdP(ω)+
∫
Ω˜
1∫
0
η(u0|uˆsts0 )φ(0,x) dxdP(ω). (3.10)
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Up to now the choice of φ was arbitrary. Now we fix s > 0 and ε > 0 and define φ as follows
φ(σ ,x) :=

1 : σ < s,
1− σ−sε : s < σ < s+ ε,
0 : σ > s+ ε.
With this particular choice we obtain
06− 1
ε
∫
Ω˜
s+ε∫
s
1∫
0
η(u|uˆsts) dxdtdP(ω)−
∫
Ω˜
T∫
0
1∫
0
∂xuˆsts( f (u)− f (uˆsts)− f ′(uˆsts)(u− uˆsts))φ dxdtdP(ω)
−
∫
Ω˜
T∫
0
1∫
0
Rsts(u− uˆsts)φ dxdtdP(ω)+
∫
Ω˜
1∫
0
η(u0|uˆsts0 ) dxdP(ω).
Sending ε → 0 we find for all Lebesgue-points s of η(u(σ , ·, ·)) in (0,T ) that
06−
∫
Ω˜
1∫
0
η(u(s, ·, ·)|uˆsts(s, ·, ·)) dxdP(ω)
−
∫
Ω˜
s∫
0
1∫
0
∂xuˆsts( f (u)− f (uˆsts)− f ′(uˆsts)(u− uˆsts)) dxdtdP(ω)
−
∫
Ω˜
s∫
0
1∫
0
Rsts(u− uˆsts) dxdtdP(ω)+
∫
Ω˜
1∫
0
η(u0|uˆsts0 ) dxdP(ω).
We then estimate
∫
Ω˜
s∫
0
1∫
0
Rsts(u− uˆsts) dxdtdP(ω)
by Young’s inequality. The integral
∫
Ω˜
s∫
0
1∫
0
∂xuˆsts( f (u)− f (uˆsts)− f ′(uˆsts)(u− uˆsts)) dxdtdP(ω)
is estimated by Taylor’s theorem which yields the constant C f ′′ . The remaining terms are estimated
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using the explicit form of η(·, ·), cf. Example 3.6. Altogether we obtain
∫
Ω˜
1∫
0
|u(s, ·, ·)− uˆsts(s, ·, ·)|2 dxdP(ω)
6C f ′′
s∫
0
(
‖∂xuˆsts(t, ·, ·)‖L∞((0,1)×Ω˜)
∫
Ω˜
1∫
0
|u− uˆsts|2 dxdP(ω)
)
dt
+‖Rsts ‖2L2((0,s)×(0,1)×Ω˜)+
1
4
∫
Ω˜
s∫
0
1∫
0
|u− uˆsts|2 dxdtdP(ω)
+‖u0− uˆsts(0, ·, ·)‖2L2((0,1)×Ω˜).
Gronwall’s inequality yields the assertion. 
We now want to formulate Theorem 3.7 in terms of the numerical solution unh of (RIVP). By means
of the triangle inequality we obtain directly
COROLLARY 3.1 (A posteriori error bound for the numerical solution) Let u be a random entropy
solution of (RIVP). Then, the difference between u and the numerical solution unh from Definition 3.3
satisfies:
‖u(tn, ·, ·)−unh(·, ·)‖2L2((0,1)×Ω˜) 6 2‖uˆsts(tn, ·, ·)−unh(·, ·)‖2L2((0,1)×Ω˜)
+2
(
‖Rsts ‖2L2((0,tn)×(0,1)×Ω˜)+‖u
0− uˆsts(0, ·, ·)‖2L2((0,1)×Ω˜)
)
× exp
( tn∫
0
(
C f ′′‖∂xuˆsts(t, ·, ·)‖L∞((0,1)×Ω˜)+
1
4
)
dt
)
for all n = 0, . . .Nt and for all measurable sets Ω˜ ⊂Ω .
3.3 An orthogonal decomposition of the space-time-stochastic residual
Due to Corollary 3.1 we have a computable upper bound for the space-stochastic error. However, we still
cannot distinguish between the errors arising from spatial and stochastic discretization. We therefore
want to show a remarkable property of the space-time-stochastic residual Rsts from Definition 3.4,
which indeed allows us to distinguish between spatial and stochastic error. Namely, the coefficients of
the projection of Rsts onto span{Ψ0, . . . ,ΨN} coincide with the coefficients of Rst . This can be seen
from the following computation:〈
Rsts,Ψl
〉
=
〈
∂t uˆsts+∂x f (uˆsts)−S,Ψl
〉
=
∫
Ω
(
∂t
N
∑
k=0
(uˆst)kΨk +∂x f (
N
∑
k=0
(uˆst)kΨk)−S
)
Ψl dP(ω)
= ∂t(uˆst)l +(∂x f(uˆst))l−Sl = (Rst)l .
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On the other hand, for l > N,〈
Rsts,Ψl
〉
=
∫
Ω
(
∂x f (
N
∑
k=0
(uˆst)kΨk)−S
)
Ψl dP(ω) =: (Rstoch)l .
These properties ofRsts translate into the following
THEOREM 3.8 (Orthogonal decomposition of the space-time-stochastic residual) The space-time-stoch-
astic residualRsts, from Definition 3.4, admits the following orthogonal decomposition in L2(Ω),
Rsts =
N
∑
i=0
(Rst)iΨi+
∞
∑
i=N+1
(Rstoch)iΨi. (3.11)
Further,
‖Rsts ‖2L2((0,s)×(0,1)×Ω) =
N
∑
i=0
‖(Rst)i‖2L2((0,s)×(0,1))+
∞
∑
i=N+1
‖(Rstoch)i‖2L2((0,s)×(0,1))
=:Rst +Rstoch . (3.12)
Proof. Formula (3.11) follows from the previous computations and formula (3.12) is an application of
the Pythagorean theorem for the Hilbert space L2(Ω). 
REMARK 3.3 In the same manner we can find an orthogonal decomposition of the approximation error
in the initial condition. Let us define the orthogonal projection ΠN(u0) :=
N
∑
m=0
〈u0,Ψm〉Ψm. Then, the
Pythagorean theorem implies
‖u0− uˆsts(0, ·, ·)‖2L2((0,1)×Ω) =‖u0−ΠN(u0)‖2L2((0,1)×Ω)+‖ΠN(u0)− uˆsts(0, ·, ·)‖2L2((0,1)×Ω)
=‖
∞
∑
m=N+1
〈u0,Ψm〉‖2L2(0,1)+
N
∑
m=0
‖〈u0,Ψm〉− uˆstm(0, ·)‖2L2(0,1)
= : E stoch0 +E
st
0 .
Theorem 3.8 allows us to decompose the error estimator for the space-time-stochastic error into
parts quantifying the stochastic and the space-time discretization error, respectively. The stochastic
error, introduced by truncating the Fourier series in (2.3), can be quantified by E stoch0 +R
stoch. The
space-time discretization error, i.e., the error which arises by discretising the SG system (SG) in space
and time, can be quantified by E st0 +R
st . The optimality of the spatial residual in the case of linear
hyperbolic equations was proven in Dedner & Giesselmann (2016). Optimality means that the space-
time residual has the same order of convergence as the DG scheme. However, in the nonlinear case, the
optimality of the residual in the first time step is still open. We address this issue in Section 4. For the
stochastic residual we expect, at least for smooth solutions, spectral convergence. Let us mention how
to compute Rstoch in the case of the linear advection equation and Burgers’ equation.
EXAMPLE 3.9
(a) In the case of the linear advection equation the stochastic residual (Rstoch)l , l > N, in (3.11)
vanishes due to orthogonality. This means that the stochastic error is only inferred from projecting
the initial condition onto the orthonormal system, cf. Example 2.4 (a). Due to linearity of the
advection equation the initial stochastic error does not increase when advancing in time.
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(b) In the case of Burgers’ equation and classical global orthonormal chaos polynomials, we have
∫
Ω
∂x f
( N
∑
k=0
(uˆst)kΨk
)
Ψl dP(ω) =
1
2
∫
Ω
∂x
( N
∑
k=0
(uˆst)kΨk
)2
Ψl dP(ω).
Again, due to orthogonality it follows that
∫
Ω
∂x f
( N
∑
k=0
(uˆst)kΨk
)
Ψl dP(ω) = 0 for l > 2N. We
therefore only need to compute (Rstoch)l for l = N+1, . . . ,2N. Moreover,
1
2
∫
Ω
∂x
( N
∑
k=0
(uˆst)kΨk
)2
Ψl dP(ω) = (∂x uˆst)>Cl uˆst,
where [Ck]Ni, j=0 :=
∫
Ω
ΨjΨiΨk dP(ω), k = N+1, . . . ,2N, is the symmetric triple product matrix.
(c) For a multi-element approach, as discussed in Remark 2.3, we can compute the spatial and
stochastic residual on each stochastic element INel , l = 0, . . . ,2
Ne in parallel.
4. Numerical Examples
In this section we present numerical experiments, where we examine the scaling behavior of the space-
time-stochastic residual. For the following test cases, we consider the classical polynomial chaos expan-
sion using Legendre orthonormal polynomials for uniformly distributed random variables. As numerical
solver for the SG system we use the Runge-Kutta Discontinuous Galerkin solver Flexi Hindenlang et al.
(2012). For the time-stepping we use an explicit RK3-7 method Toulorge & Desmet (2012), a time-
reconstruction of order three and for the physical space we use DG polynomials of degree one or two.
As numerical flux for the linear advection equation, we choose the upwind flux,
G(u,v) = f(w(u,v)), w(u,v) = u,
and as projection operator for the initial data, we choose the Radau-projection operator IV sp = R
+
h , as
defined in Zhang & Shu (2010). For the Burgers equation, where we have no upwind transport, we use
the Lax-Wendroff numerical flux
G(u,v) = f(w(u,v)), w(u,v) =
1
2
(
(u+v)+
∆ t
h
(
f(v)− f(u))).
In this case, we use Gauss-Legendre interpolation of the initial data in our numerical experiments. We
have also tried other interpolation and projection operators and all of them lead to the same scaling be-
havior of the space-time residual. The integrals are numerically evaluated by a Gauß-Legendre quadra-
ture in space, time and the stochastic space. For the time integration we use 8 points, in the physical
space we use 25 points, and in the stochastic space 80 points.
REMARK 4.1 As already mentioned after Remark 3.3, for nonlinear hyperbolic equations, the space-
time residual is suboptimal (by one order) on the first time step. Indeed, we loose half an order of
convergence in the (global) space-time residual, i.e. when the error is of order hp+1 the error estimator
is of order hp+1/2. This is due to a lack of compatibility between the projection/interpolation of the
initial data into the DG space and the spatial-reconstruction. For the linear advection equation, where we
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compute the numerical solution using an upwind numerical flux, the Radau projection is the compatible
choice, as it accounts for the upwind direction. Indeed, we have used it in our numerical experiments
and observed optimal rates for the error estimator. A similar concept for nonlinear equations is up to
now missing. We would like to stress once again that the estimates based on Kruzˇkov’s doubling of
variables technique leads to a much more reduced rate of convergence for smooth solutions, namely
h(p+1)/2. If we start to reconstruct the numerical solution of the Burgers equation from t = 0, we loose
half an order of convergence in the space-time residual. Therefore, we start to reconstruct the numerical
solution after the first time step on the coarsest mesh, where we conducted our computations. This
corresponds to t = 0.008. We also start to integrate the space-time residual from t = 0.008 and obtain
the full order of convergence in the space-time residual.
4.1 The linear advection equation
We consider the linear advection equation ∂tu+ 2∂xu = 0, on the spatial domain [0,2]per and with
T = 0.2. We start the computation with 16 elements and a time-step size of ∆ t = 0.02. We then
subsequently reduce h and ∆ t by a factor of two. The initial condition is given by u0(x,ξ ) = ξ (1−
0.5cos(pix)), where we assume ξ ∼ U [1,3] to be uniformly distributed. In Figures 1 and 2 we show
the space-stochastic numerical error between the exact solution u(t,x,ξ ) = ξ (1− 0.5cos(pi(x− 2t)))
and the numerical solution computed by the Runge-Kutta Discontinuous Galerkin method for one and
three chaos polynomials (N = 0,2), evaluated at tn = T . Thanks to C f ′′ = 0 in this special case, the
exponential term of the error indicator from Corollary 3.1 vanishes. We further plot the norm of the
space-time residual, denoted byRst , as in Theorem 3.8. In Figure 1 we can see that the space-stochastic
error is not decreasing when h tends to zero. This is due to the term E stoch0 , cf. Remark 3.3. The
overall error is dominated by the error we make in projecting the initial condition onto span{Ψ0}. If
we increase the number of orthonormal polynomials to three, we obtain an exact representation of the
initial condition in the orthonormal basis, i.e., E stoch0 = 0. Therefore, the space-stochastic numerical
error only consists of the space-time discretization error, this can be seen in Figure 2. After increasing
the polynomial chaos degree, the space-stochastic error converges with the same order as the spatial
residual. Furthermore, for p = 1,2 both residuals have the correct order of convergence, that is p+1.
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FIG. 1: Error and eoc plot for the linear advection equation in the case of one
orthonormal polynomial and DG polynomial degrees p = 1,2.
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FIG. 2: Error and eoc plot for the linear advection equation in the case of three
orthonormal polynomials and DG polynomial degrees p = 1,2.
4.2 The Burgers equation with smooth solution
In this numerical example we consider Burgers’ equation ∂tu+∂x( u
2
2 ) = S with the source term
S(t,x,ξ ) = piξ 2 sin(pi(x−ξ t))(cos(pi(x−ξ t))−1),
ξ ∼U [1,3]. For the initial condition u0(x,ξ ) = ξ cos(pix), the exact solution is
u(t,x,ξ ) = ξ cos(pi(x−ξ t)).
The numerical solution is computed up to time T = 0.2 on the spatial domain [0,2]per and we start the
computations initially on a mesh with 16 elements and time step size ∆ t = 0.008. Again we reduce h and
∆ t by a factor of two. The DG polynomial degree is two and the reconstruction in time is of order three.
In the following numerical computations we consider different cases, where on the one hand we refine
the physical space and on the other hand we increase the polynomial degree of the orthonormal (chaos)
polynomials. The latter corresponds to a refinement in the stochastic space. We plot Rst , Rstoch as in
Theorem 3.8 and ‖u(T, ·, ·)−uNth ‖L2((0,2)×Ω), which we call numerical error. We start our computations
by considering mesh refinements in the physical space with a fixed polynomial chaos degree. In Figure
3 (a) we display the numerical solution using only one chaos polynomial, which corresponds to N = 0.
We can see that the overall error is clearly dominated by E stoch0 +R
stoch. To reduce the overall error
significantly, we have to increase the polynomial chaos degree. We increase the number of polynomials
to five, corresponding to N = 4 . We observe in Figure 3 (b), that for the coarse space discretization
with 16 elements the space-stochastic error is dominated by the space-time residual. After this point
any significant reduction of the overall error requires again an increase of the polynomial chaos degree.
When increasing the polynomial degree to thirteen (N = 12), we can see in Figure 3 (c) that the overall
error is now dominated by the space-time residual as the stochastic discretization is fine enough. The
overall error now converges with the same rate as the space-time residual. Additionally, in Figure 3
(d) we plot the exponential factor from Theorem 3.7 for different polynomial degrees N and different
mesh sizes h. We can see that in the smooth case the exponential factor stays bounded for h→ 0. The
exponential factor for N = 0 is smaller than for N = 4,12 because we solve the (SG)-system only for
the mean value.
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(a) Error plot for the Burgers equation in the
case of one
orthonormal polynomial and DG polynomial
degree p = 2.
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(b) Error plot for the Burgers equation in the
case of five
orthonormal polynomials and DG polynomial
degree p = 2.
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(c) Error plot for the Burgers equation in the
case of thirteen
orthonormal polynomials and DG polynomial
degree p = 2.
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FIG. 3: Error plots for the Burgers equation for h-refinement.
In the previous computations we have considered spatial refinements for a fixed polynomial chaos
degree. Now we want to examine the behavior of Rstoch for different mesh sizes and a DG polyno-
mial degree two. In Figure 4 (a) we show results for a fixed spatial discretization with 16 elements.
We can see that the space-stochastic error is dominated by the space-time residual, because the spatial
discretization is too coarse. We can also see, that the spatial residual remains unchanged by increasing
the polynomial chaos degree. Additionally, we note that the stochastic residual exhibits spectral conver-
gence. To reduce the overall error we therefore need to increase the number of spatial elements or the
DG polynomial degree. Finally, in Figure 4 (b) we consider a very fine mesh, consisting of 1024 ele-
ments. Due to the fine resolution of the physical space, the overall error is dominated by the stochastic
residual up to N = 8 and can only be decreased by increasing the polynomial chaos degree. After that
point, the overall error can only be significantly decreased by performing a spatial refinement. We can
now also see how the overall space-stochastic error converges spectrally until its convergence is again
dominated by the spatial error.
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Let us note that the spectral convergence of the stochastic residual is in accordance with what is
known theoretically for stochastic discretization errors in SG schemes. Indeed, the authors of Gottlieb
& Xiu (2008) prove spectral convergence of the SG method for the linear transport equation with random
transport velocity. This indicates that the stochastic residual allows us to assess the magnitude of the
stochastic discretization error in an optimal (spectral) way.
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(a) Error plot for the Burgers equation for a
fixed mesh with 16 elements and DG polyno-
mial degree p = 2.
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(b) Error plot for the Burgers equation for a
fixed mesh with 1024 elements and DG poly-
nomial degree p = 2.
FIG. 4: Error plots for the Burgers equation for N-refinement.
4.3 The Burgers equation, the artificial shock case
We study now the same example as in the previous section, but we compute numerical solutions up to
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(a) N = 1, residuals indicated on the right y-axis
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FIG. 5: Plot of the numerical solution, spatial residual and stochastic residual for the Burgers
equation in the case of two and three orthonormal polynomial and DG polynomial degree p = 2.
T = 0.56 and use the slope limiter ΛΠh from Cockburn & Shu (2001). It is a well-known drawback of
the SG-methodology, cf. the numerical example in Section 6 of Pettersson et al. (2015), that, even if the
solution to (RIVP) is smooth up to time T , the solutions of the (SG)-system may develop discontinuities
before that time. Indeed, this is the case in the example at hand. In Figure 5(a), we display the numerical
solutions and residuals for N = 1 at time T . The solution of the zeroth mode appears to contain a shock
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FIG. 6: Comparison of residuals and numerical error for one and two orthonormal polynomials and
DG polynomial degree p = 2.
at approximately x≈ 1.6. We see that the spatial discontinuity is clearly picked up by the spatial residual
and, to some extent, also in the stochastic residual. Moreover, we can see in Figure 6, that for h→ 0 the
spatial residual blows up, although the numerical error stays constant. We may therefore use the spatial
residual as an indicator for spatial mesh refinements, which will be left for future research.
Also the stochastic residual grows with h→ 0, however very slow compared to the spatial residual.
Increasing the polynomial chaos degree to N = 2, also increases the smoothness of the numerical so-
lution, which can be seen in Figure 5 (b). In Figure 6, we can see that for N = 2 the spatial residual
decreases when h tends to zero.
The artificial generation of shocks is a general problem of the SG method, however our residuals
were able to detect the position of the shock correctly. This demonstrates that our error estimator picks
up on the “artificial” discontinuity and can help the user to determine a more suitable polynomial degree
in which no such discontinuities are present. It should be noted, however, that the estimator cannot
distinguish between discontinuities in the solution u of (RIVP) and “artificial” discontinuities in the
solution of the (SG)-system. Furthermore, there are cases in which the “artificial” discontinuities can
not as easily be avoided as in the example at hand. In one example in (Pettersson et al., 2015, Section
6) each (SG)-solution contains shocks and for increasing N the number of shocks increases while their
size decreases. From the numerical point of view (for some fixed h > 0) a solution with very small
shocks cannot be distinguished from a smooth solution. In such a case it is probably possible to obtain
a sequence of approximate solutions for which the error estimator converges by choosing h and N such
that they are properly related, but a detailed discussion of this issue is beyond the scope of this work.
4.4 The Burgers equation, the shock case
As last numerical example we consider a Riemann problem for Burgers’ equation, where the jump size
of the discontinuity and thus the shock speed is random. The spatial domain is now [−1,1] and we set
T = 0.1. The initial condition is given by
u0(x,ξ ) =
{
1+ξ , if x6 0,
0.5+ξ else,
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where ξ ∼U [−0.2,0.2]. The shock speed can be computed as s(ξ ) = 1.5+2ξ and therefore the exact
solution is given by
u(t,x,ξ ) =
{
1+ξ , if x6 s(ξ )t
0.5+ξ else.
As the shock speed is P−a.s. positive, we use the upwind numerical flux in this numerical experiment.
We use the slope limiterΛΠh from Cockburn & Shu (2001) and consider a very fine physical resolution
with 512 elements and DG polynomial degree of 2, Although the exact solution is discontinuous we
can see in Figure 7 that the stochastic residual exhibits exponential convergence for a sufficiently large
number of orthonormal polynomials. This is due to the fact that the coefficients in the polynomial chaos
expansion are smooth, cf. (Pettersson et al., 2015, Section 6). Hence, although the exact solution is
discontinuous the stochastic residual displays the correct (spectral) type of convergence and moreover,
it gives us information about the resolution in the stochastic space independent of the spatial resolution.
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FIG. 7: Error plot for the Burgers equation for a fixed mesh with 512 elements and DG
polynomial degree p = 2.
5. Conclusions
This work provides a first rigorous a posteriori error analysis of scalar conservation laws with uncertain
initial conditions and source terms. We derived an a posteriori error estimator for the random conserva-
tion law and additionally showed that the space-time-stochastic residual admits an orthogonal splitting
into a residual representing the space-time error and a residual, representing the stochastic error. Nu-
merical experiments demonstrate that the two parts of the error estimator scale in N and h as expected.
Moreover, in the case of the linear advection equation, the space-time residual exhibits the optimal order
of convergence. Furthermore, the numerical experiments showed that both residuals serve as indicators
to determine if, after a completed computation, one should increase the polynomial chaos degree or per-
form a spatial refinement to decrease the overall numerical error. In the case of a spatial discontinuity,
the discontinuity is also visible in the stochastic residual.
Future work will focus on the a posteriori error analysis of systems of conservation laws with uncer-
tain initial conditions or uncertain parameters, for example for the Euler equations. Due to the relative
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entropy framework we expect our theory to be extendable to this case. For further applications of our
method, the construction of space-stochastic adaptive schemes using the Hybrid Stochastic Galerkin
method (Bu¨rger et al. (2014)) and the residuals as local indicators, will be considered.
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