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Abstract—The performance of a deep neural network is heavily
dependent on its architecture and various neural architecture
search strategies have been developed for automated network
architecture design. Recently, evolutionary neural architecture
search (ENAS) has received increasing attention due to the at-
tractive global optimization capability of evolutionary algorithms.
However, ENAS suffers from extremely high computation costs
because a large number of performance evaluations is usually
required in evolutionary optimization and training deep neural
networks is itself computationally very intensive. To address this
issue, this paper proposes a new evolutionary framework for
fast ENAS based on directed acyclic graph, in which parents are
randomly sampled and trained on each mini-batch of training
data. In addition, a node inheritance strategy is adopted to gen-
erate offspring individuals and their fitness is directly evaluated
without training. To enhance the feature processing capability of
the evolved neural networks, we also encode a channel attention
mechanism in the search space. We evaluate the proposed
algorithm on the widely used datasets, in comparison with 26
state-of-the-art peer algorithms. Our experimental results show
the proposed algorithm is not only computationally much more
efficiently, but also highly competitive in learning performance.
Index Terms—Evolutionary optimization, neural architecture
search, node inheritance, fitness evaluation, convolutional neural
networks.
I. INTRODUCTION
DEEP learning has achieved remarkable success in solvingvarious tasks such as image classification [1], speech
recognition [2], natural language processing [3], among many
others. Since the performance of deep neural networks heavily
depends on their architecture, a large body of research effort in
the deep learning community has been dedicated to the design
of novel architectures such as DenseNet [4], ResNet [5, 6], and
VGG [7]. In general, most powerful deep networks were man-
ually designed by human experts who have extensive expertise
in both deep learning and the related problem domain. Not
until recently has automated neural architecture design, i.e.,
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neural architecture search (NAS), shown great opportunity to
allow interested users without adequate domain knowledge to
benefit from the success of deep neural networks [8].
An NAS task can generally be formulated as a complex
optimization problem [9, 10]. In the field of computational
intelligence, evolutionary algorithms (EAs) [11] have widely
been used to solve various neural network training problems
[12], such as weight training [13], architecture design [14],
and learning rule adaptation [15]. Most recently, evolution-
ary neural architecture search (ENAS) employing an EA as
the optimizer for NAS received increasing attention [16–19].
Despite that EAs have shown strong search performance on
a variety of optimization tasks [20–23], they generally suffer
from high computation costs as a class of population-based
search methods. This is particular true for ENAS since EAs
typically require a large number of fitness evaluations, and
each fitness evaluation in NAS is computationally intentive
as it usually involves the training of a deep neural network
from scratch on a large amount of data. For example, it takes
22 GPU days with three 1080TI GPUs for AE-CNN [19] to
obtain an optimized CNN architecture on CIFAR10 dataset.
Therefore, various techniques have been suggested in ENAS
to reduce the computation costs without seriously degrad-
ing the optimization performance. For example, low fidelity
estimates of the performance are commonly used, which
unfortunately substantially deteriorate the search performance
[9, 24]. In [25], Bayesian optimization [26] is used to speed
up evolutionary optimization, which is called Freeze-thaw
Bayesian optimization. The main idea is to build a model to
predict the performance based on the training performance in
the previous epochs. Unfortunately, this algorithm is based on
Markov chain Monte Carlo sampling and also suffers from
high computational complexity. Recently, Sun et al. proposed
a surrogate-assisted ENAS termed E2EPP, which is based on a
class of surrogate-assisted evolutionary optimization [18, 27–
29] that was meant for data-driven evolutionary optimization
of expensive engineering problems. Specifically, E2EPP builds
a surrogate that can predict the performance of a candidate
CNN, thereby avoiding the training of a large number of neural
network during the ENAS. Compared with AE-CNN, a variant
of AE-CNN assisted by E2EPP (called AE-CNN+E2EPP)
can reduce 214% and 230% GPU days on CIFAR10 and
CIFAR100, respectively. However, AE-CNN+E2EPP still re-
quires 3 GPUS for 17 days to achieve its best results since
training sufficiently accurate surrogates can still be computa-
tionally expensive since it requires to train a large number of
deep neural networks.
In addition to surrogate-assisted ENAS, several ideas of
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information reuse have been proposed to reduce computation
costs, including parameter sharing [30] that forces all sub-
models to share a set of weights, knowledge inheritance [31]
that makes the child model directly inherit the weight of the
convolution kernel of the parent model [31], and informed
mutation [16] that is designed to facilitate weight sharing.
Another related work is known as network morphism [32],
which aims to keep the functionality of a neural network while
changing its architecture.
Apart from automated neural architecture design using
ENAS, other methodologies such as attention mechanisms
[33] have been investigated to improve the performance of
deep neural networks such as convolutional neural networks
(CNNs). Inspired by the human visual system, attention
mechanisms attempt to recognize objects by selecting the
key parts of an object instead of the whole object [34, 35].
Consequently, introducing an attention mechanism into CNNs
can bring more discriminative feature representation capability
[36]. In general, attention mechanism based methods can
be divided into two categories. The first category includes
methods focusing on channel attention, such as SE-Net [37],
ECA-Net [38], while the second category refers to meth-
ods based on spatial attention, such as spatial transformer
networks [39], and deep recurrent attentive writer (DRAW)
neural network [40]. Compared with spatial attention, channel
attention can be more easily incorporated into CNNs for
them to be trained end-to-end. Specifically, a channel attention
module contains at least two branches: a mask branch and a
trunk branch. The trunk branch performs feature transmitting
or processing, while the mask trunk generates and learns
weights of the output channels. The principle of the channel
attention mechanism is to reconstruct channel-wise features,
i.e., assigning a new weight to each channel to make the
feature response of the key channel stronger, so that it can
learn to selectively emphasize significant informative features
and penalize excessive redundant features [37]. However,
most previous work merely constructed attention mechanisms
by manually stacking multiple attention modules into neural
networks. Such naive stacking attention modules may lead to
poor performance of the network [36].
To improve the efficiency of ENAS, this paper proposes a
fast ENAS framework based on sampled training of the parent
individuals and node inheritance for generating offspring in-
dividuals, called SI-ENAS, thereby significantly reducing the
computation costs. The main contributions of this paper are
summarized below:
• A sampling technique is proposed to train the individual
networks in the parent population. Specifically, for each
mini-batch of the training data, a parent individual is
randomly chosen and trained on the mini-batch. Since
the batch size of the training data is usually much larger
than the population size, each individual in the parent
population will be trained sequentially on a number of
randomly chosen mini-batches of the training data.
• A node inheritance strategy is proposed to generate off-
spring individuals by applying a one-point crossover and
an exchange mutation. This way, offspring individuals
directly inherit the parameters from their parents and none
of them needs to be trained from scratch for evaluating
their fitness value.
• A multi-scale channel attention mechanism is incorpo-
rated into neural architecture search. As a result, channel-
wise features can be presented with respect to the spatial
information on different scales.
• We empirically demonstrate that the proposed SI-ENAS
method cannot only achieve excellent performance on
CIFAR-10 and CIFAR-100, but also significantly reduces
the computation cost of the architecture search process.
Moreover, we show that the neural architecture designed
for CIFAR-10 by SI-ENAS can be transferred to more a
challenging classification task and achieve highly com-
petitive results.
The rest of this paper is organized as follows. Section II
introduces the background of this work. Section III describes
the DAG-based neural network architecture encoding and the
channel attention mechanism, followed by the details of the
proposed algorithm in Section IV. Experimental settings and
experimental results are presented in Section V and Section
VI, respectively. Finally, Section VII concludes the paper.
II. PRELIMINARIES
In this section, we briefly review the basic background of
convolutional neural networks, channel attention mechanisms,
and evolutionary optimization.
A. Convolutional neural networks
Convolution extracts locally correlated features by dividing
the image into small slices, making it capable of learn-
ing suitable features [10]. The convolutional layer uses the
convolution kernel recognized as an array of square block
neurons to implement convolutional operations on the input
data. For example, given an input x = [x1, x2, · · · , xc],
k = [k1, k2, · · · , ks] is used to denote the set of convolution
kernels, where s refers to the number of filter. Let σ be the
activation function and ’*’ be a convolution operation, then
the output yˆ = [yˆ1, yˆ2, · · · , yˆs] is computed by a nonlinear
activation function as follows:
yˆ = σ(k ∗ x) , (1)
The pooling layer is a non-linear down-sampling operation,
which can be added to CNNs after several convolutional
layers. Generally, there are two types of pooling layers in
CNNs, max pooling and average pooling. Hence, the output
of the filter is the maximum or mean value of the area.
Subsequently, the feed-forward propagation passes through
several convolution and pooling layers and outputs the result
of classification. Usually, the rectified linear units (ReLU)
[41] is used as the activation function in the fully connected
classification layers and the softmax function is employed as
the activation function in the output layer:
σReLU (h) = max(0, h) (2)
σsoftmax(hj) =
exp(hj)∑n
i=1 exp(hj)
, (3)
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where h is the output of the previous layers and n is the
total number of class labels. In image classification, the cross-
entropy is commonly utilized as the loss function L(w) to be
minimized:
L(w) = −
∑
ϕ
y log yˆ (4)
minL(w) = 1
M
∑
l
L(w, xl) xl ∈ {x1, x2, · · · , xM} , (5)
where w are the trainable parameters, i.e., weights and bias,
xl is the l-th training sample, and M is the size of training
data.
The mini-batch stochastic gradient descent (mini-batch
SGD) is adopted in this work, which randomly chooses the
mini-batch size of the training data for computing the gradient.
This approach aims to balance the computation efficiency and
training stability in each training iteration:
gi =
1
b
∇w(w, xi:i+b) (6)
wi+1 = wi − η ∗ gi , (7)
where η is the learning rate, b is the size of mini-batch, and gi
is the average gradient over data samples xi:i+b with respect
to the elements in wi in the i-th iteration. Parameter w will
be updated by iteratively subtracting η ∗ gi from the current
model parameter in training the neural network.
B. Channel attention
Incorporating channel attention mechanisms into CNNs has
been shown very promising for performance improvement
[37, 38, 42, 43]. Among these mechanisms, the squeeze-and-
excitation network (SENet) [37] is one of the competitive
structures, which learns channel attention for the convolution
layer. Despite their promising capability in performance en-
hancment, these methods are computationally intensive [44,
45]. To address this problem, Wang et al. [38] proposed an
efficient channel attention (ECA) module that involves a small
number of parameters by using a fast 1D convolution layer
to capture cross-channel interactions. In addition, Wang et
al. [36] introduced the idea of attention residual learning to
improve the performance of attention mechanisms. Although
the attention module works as feature selectors that enhance
good channels or features, it can potentially damage the useful
properties of original feature maps. Hence, attention residual
learning uses residual connections [5] to pass the original
features forward to the deeper layers, which can enhance
feature selection while keeping good properties of the original
features.
C. Evolutionary Neural Architecture Search (ENAS)
loop
Mapping each genotyped individual 
to the corresponding neural network
Network training
Fitness evaluation
Crossover and Mutation
Offspring population
Mapping each genotyped individual 
to the corresponding neural network
Network training
Fitness evaluation
Population 
combining
Environmental 
selection
New 
population
selection
Population initialization
Fig. 1. A generic ENAS framework.
Fig. 1 shows a generic framework of ENAS [14, 18, 19],
which consists of the following six main steps:
1) Randomly generate K neural networks for the initial
population P0 based the corresponding network encod-
ing strategy.
2) Evaluate the fitness of each individual (neural network)
in Pt by training the network on a set of given data.
The fitness function is usually a loss function to be
minimized.
3) Generate offspring (new candidate neural networks)
from parent individuals using genetic operators such as
crossover and mutation. Offspring population Qt has the
same size as the parent population Pt.
4) Evaluate the fitness of the generated offspring Qt and
merge it with parent population Pt into a combined
population Rt, i.e., Rt = Pt+Qt has a size of 2K. Note
that in ENAS, the parent individuals sometimes also
need to be trained and evaluated before environmental
selection to avoid bias towards the offspring individuals.
5) The parent population for the next generation Pt+1 is
obtained by selecting K better solutions from Rt using
an environmental selection method.
6) Go to Step 3 if the evolution is not terminated; other-
wise, select the best individual (neural network) in the
parent population as the final solution.
From the above, we can see that in general, ENAS follows
the basic steps of an evolutionary algorithm (EA) [11, 46],
i.e., population initialization, reproduction, fitness evaluation,
and environmental selection [47]. For fitness evaluations in
ENAS, a neural network is trained on a training dataset and
then evaluated a validation dataset to avoid overfitting. Hence,
fitness evaluations in ENAS may take hours if the network is
large and if the training dataset is huge. Since EAs are a type
of population-based search method, they often require a large
number of fitness evaluations, making ENAS computationally
very expensive. For instance, on the CIFAR10 and CIFAR100
datasets, CNN-GA [19] consumed 35 days and 40 days on
3 GPUs, respectively, the genetic CNN [14] spent 10 days
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Fig. 2. An example of two blocks in the defined search space with four computational nodes. Left: A computational DAG topology composed of two blocks.
Right: the corresponding neural architecture consisting of two blocks. The first block contains one source node (node 1) and four computational nodes, node 5
is the block’s output. The second block contains two source nodes (node 1 and node 2) and four computational nodes, node 6 is the block’s output. Here, the
solid arrows represent the information flow in the DAG and the dotted arrows represent skip connections.
on 10 GPUs, and the large-scale evolutionary algorithm [16]
consumed 22 days on 250 GPUs. Therefore, it is essential
to accelerate fitness evaluations in ENAS when computational
resource is limited.
III. ARCHITECTURE SEARCH SPACE
In this section, we describe the neural architecture encoding
method used in this work, which defines the architecture
search space. Our encoding method is built upon the micro
search spaces proposed in [30], which is represented using a
single directed acyclic graph (DAG). We first design smaller
convolutional modules, denominated blocks, and then stack
them together to create the overall neural network.
A. Block structure
A block is a fully convolutional network. Fig. 2 shows
an illustrative example of a computational DAG topology
consisting of two blocks (left panel), and the corresponding
neural architecture (right panel). Each block consists of source
nodes and Nc computation nodes. The source node is treated
as the block’s input, which is the output of the previous
blocks or the input of the overall network. Each computation
node consists of two computational operations and ends with
an element-wise addition operation. Overall, we can describe
a node d in a block i in the search space with a 5-tuple,
(I1, I2,O1,O2,M), where, I1, I2 ∈ Ix specifies the input
of the current node, O1,O2 ∈ Ox specifies the operation to
be applied to the input tenor Ij of node d, and M specifies
the element-wise addition operation that sums up the two
operation’s results of a node to generate the feature map
corresponding to the output of this node, which is denoted
by Pdi .
The set of possible inputs Ix is composed of the set of
all previous nodes inside the block, (P1i ,P2i , ......,Pd−1i ), the
output of the previous block, Pi−1, the output of the previous-
previous block, Pi−2. Clearly, for each computation node, the
input search space may change. Ox is the operation space
consisting of the set of possible operations. Finally, all the
outputs of the nodes that were not used as inputs to any other
node within the block will be concatenated along the depth
dimension to form the block’s output.
B. From block to neural network
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Fig. 3. Connecting five blocks, the first block followed by two sets of the
normal block and the reduction block, to form the overall network.
In our work, three types of blocks can be designed by the
proposed algorithm: the first block, the normal block, and the
reduction block. Eac block maps an h × w × c tensor to
another H × W × C tensor. The only difference between
the first block and other blocks is that the first block has
one source node only. Moreover, the normal block applies all
operations with a stride of 1, thus H = h and W = w; the
reduction block applies all operations with a stride of 2, thus
H = h/2 and W = w/2. Hence, the reduction block can
increase the receptive field of the deeper layers and reduce
the spatial dimension of feature maps. As shown in Fig. 3,
the network architecture begins with a first block, followed
by two sets of blocks consisting of a normal block and a
reduction block (with the same structure, but untied weights).
All blocks are connected by a skip connection. At the end of
the network, we utilize a softmax layer as the output layer
of the neural network instead of large fully connected layers
[19].
C. Encoding strategy
The encoding strategy defines the genotype-phenotype,
which is required for an EA to be employed to optimize
the architecture of neural networks. Here, the phenotypes are
different neural network architectures and the genotypes are
the genetic encoding. The proposed encoding strategy aims at
initializing a set of neural networks with different architectures
by individuals in the EA. In our work, the EA only designs
the computational nodes in each block.
The chromosome for each block consists of a node
string and an operation string. The node string represents
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TABLE I
THE GENOTYPE-PHENOTYPE MAPPINGS
Phenotype Short name Genotype
identity mapping Identity 1
depthwise separable
convolution with kernel size 3 DW3 2
depthwise separable
convolution with kernel size 5 DW5 3
FR Convolution with kernel size 3 FR3 4
FR Convolution with kernel size 5 FR5 5
Average pooling with kernel size 3 AVG 6
max pooling with kernel size 3 MAX 7
the input of the corresponding node inside the block,
while the operation string represents the operation type of
each input. The chromosome is fully described by a tuple
((I1, I2, ......), (O1,O2, ......)). All genotype-phenotype map-
pings used in this work are presented in Table I. In the
table, DW is a depth-wise separable and efficient convolution
operation. Depth-wise separable convolution is able to reduce
network parameters without losing network performance. Here
we use two DW operations with a kernel size 3×3 and 5×5,
SW3 and SW5 for short. In addition, FR represents a feature
reconstruction convolutional operation, which consists of a
normal convolutional layer followed by a channel attention
module. In this work, two available operators are FR3 and
FR5, which have a normal convolutional layer with kernel size
3× 3 and 5× 5, respectively. More discussions about the FR
operation will be discussed in Section III.D. Fig. 4 provides an
example of an encoded block and the corresponding network
structure, where Nc = 3.
Block i-1
Block i-2
AVG
DW3
+
DW5
MAX
+
DW3
DW5
+
concat
Block i
Node 1
Node 2
Node 3
Node 4
Node 5
Node string
Operation string
1 1 2 2 3 3
3 7 6 2 2 3
Node 3 Node 4 Node 5
Fig. 4. A block structure and its chromosome. The block has two source nodes
and Nc = 3 computation nodes. In the figure, node 1 and node 2 receive their
input from block i-1 and i-2. The first two integers 1,1 in the node string
indicate that both operations of node 3 receive input from node 1. The first
two integers 3,7 in the operation string denote that operations DW5 and MAX
are applied to the two inputs, respectively.
D. Multi-scale feature reconstruction convolutional operation
Inspired by the previous work on efficient channel attention
mechanism [38], we propose a feature reconstruction convolu-
tional operation as a building block in the neural architecture
search, FR for short. FR consists of a normal convolutional
layer followed by a channel attention module.
Convolutional 
layer
GAP
layer
Sigmoid
layer
       
          
            
   
Fig. 5. The structure of the FR convolutional operation. An array of the
square block represents the input features. After a global average pooling
(GAP) layer is the channel attention module followed by a σsigmoid function
layer that computes weights using a 1D convolution of size θ. The rectangles
represent feature maps of channels. Gray rectangles represent the output of
1D convolution. Blue rectangles represent the weight of channels. An array of
the colorful square block represents the output feature maps of FR operation.
Fig. 5 plots the components of the FR convolutional op-
eration. Specifically, given the input features, FR first uses a
normal convolutional layer to extract the features. Different
convolutional kernel sizes can be used to capture the spatial
information at different scales (both at fine and coarse grain
level) [10]. The normal convolutional layer expands the input
feature maps from x ∈ RC×H×W to feature maps T (x) ∈
RC×H1×W1 . Then a global average pooling (GAP) layer is
employed for each channel independently. After that, a 1D
convolutional layer of size θ followed by a σsigmoid function
layer is utilized to generate the weight of each channel. The
1D convolutional layer of size θ is designed to capture the
non-linear cross-channel interaction for each channel with its
θ neighboring channels, where the kernel size θ represents how
many neighboring channels take part in the attention prediction
of the channel. Parameter θ is adaptively determined by an
exponential function proposed in [38].
Channel attention is generated by the feedforward process
and learned by the feedback process. The whole structure can
be trained end-to-end. During the feedforward process, FR
is able to reconstruct the channel-wise feature response to
reduce the feature redundancy of channels. During the back-
propagation process, FR can prevent unimportant gradient
(from the unimportant channel) to update the parameter [36].
IV. PROPOSED ALGORITHM
As discussed above, the search space of the proposed SI-
ENAS is represented using a single DAG, where a neural
network architecture can be realized by taking a subgraph of
the DAG. Different connection relationships between the nodes
will result in a large number of neural networks with different
architectures. We use SI-ENAS to learn the connection rela-
tionship between nodes and to find better topologies for deep
neural networks. Except for the source nodes, each node in
DAG represents some local computation, which is specified
by the weights and bias. Since an offspring individual (a new
neural network model) generated by applying genetic opera-
tions on parent individuals (existing neural network models
in the parent population) can be seen as the recombination of
the nodes of the parent models, the parameters of the offspring
individual can be directly inherited from the parent networks.
We call this method node inheritance. Moreover, because each
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Fig. 6. The overall framework of SI-ENAS
node is repeatedly used throughout the evolutionary optimiza-
tion, all parameters of the nodes are trained and updated in the
evolutionary search process. Consequently, SI-ENAS is able
to avoid training offspring individuals from scratch with the
help of node inheritance, thereby effectively reducing the high
computation costs usually required by ENAS.
A. Overall framework
Algorithm1 lists the main components of the SI-ENAS.
It starts with an initial population of P0 consisting of K
randomly generated individuals (line 1). Then, we repeat the
following steps (lines 4-22) for G generations. Each generation
is composed of training and evaluation of parent individuals
(line 4-10), generation and evaluation of offspring individuals
(line 11-14), combination of the parent and offspring popu-
lations (line 15), and environmental selection with an elitism
strategy (line 16-21). The main differences between SI-ENAS
and most existing ENAS lie in population initialization, parent
population training and fitness evaluation of the offspring
using node inheritance, which are to be detailed in Subsections
IV-B and IV-C.
In SI-ENAS, the fitness of an individual is the classification
accuracy of the neural network decoded from the individual on
the given validation dataset. When decoding a neural network,
we need to pay attention to the following practices of modern
CNNs [5]. First, a batch normalization operation followed
by a ReLU activation function is added to the output of the
depth-wise separable convolution layer. Second, the pooling
layer starts with the ReLU activation function. Third, the zero-
Algorithm 1 The framework of SI-ENAS
Input: population size K, maximum number of generations G, batch size b,
training data Dtrain, validation dataset Dvalid
Output: the best neural network architecture
1: P0 ← initialize a population with a size of K by Algorithm 2
2: t ← 0
3: while t < G do
4: for each batch data in Dtrain do
5: net← randomly sample an individual from Pt and decode it into
the corresponding neural network
6: Training net on mini-batch Dtrain
7: end for
8: for each individual in Pt do
9: Calculate the classification accuracy of individual on Dvalid
10: end for
11: generate offspring |Qt| = K by Algorithm 3
12: for each individual in Qt do
13: Calculate the classification accuracy of individual on Dvalid
14: end for
15: Rt ← Pt ∪ Qt
16: pbest,δbest ← select the individual with the best fitness from Rt
17: Set δbest as the fitness of Rt
18: Pt+1 ← select K individuals from Rt by environment selection
19: if pbest is not in Pt+1 then
20: Replace the one that is the worst individual in Pt+1 by pbest
21: end if
22: t ← t+ 1
23: end while
24: Return the best individual from Pt and decode it into the corresponding
neural network
padding operation is used to make the size of the input feature
map and the output feature map of each node to be the same.
The selection operation plays a key role in enhancing the
performance of SI-ENAS, including mate selection (selection
of parent individuals for reproduction) and environmental
selection (selection individuals for the parents of the next
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generation). In mate selection, the binary tournament selection
is adopted that randomly picks two individuals from the parent
population and selects the one with the better fitness. In
environmental selection, a population of individuals with a
size of K is selected from the combined population, Rt, as
the parent individuals for the next generation. Theoretically,
in order to prevent the search from getting trapped in a local
minimum and to avoid premature convergence, a sufficient
degree of population diversity should be maintained [11]. In
our algorithm, we select the individual by the binary tour-
nament selection to enhance the diversity of the population.
However, the best individual in the parent population may be
lost using the tournament selection. Hence, we always pass
the best individual into the next population, which is called
an elitism strategy in EAs.
The framework of the overall SI-ENAS is illustrated in
Fig. 6. Note that in SI-ENAS, each individual in the parent
population is trained by a sampling method. That is, for each
mini-batch of the training data, one individual in the parent
population is randomly selected and trained on Dtrain. When
the training of the parent population is finished, all parameter
of computation nodes in search space are updated. After that,
all parent individuals are tested on the validation dataset to
calculate their fitness.
Subsequently, an offspring population are generated by
means of node inheritance, which will be detailed in Sub-
section IV.C. Then, the offspring individuals will be directly
tested on the validation dataset without training. When the
evolutionary loop terminates, SI-ENAS outputs the best indi-
vidual and decodes it into the corresponding neural network
architecture. It should be pointed out that the best individual
will undergo a complete training before it is tested on the test
dataset for a final performance assessment.
From the above discussions, we can see that the proposed
fast ENAS framework, SI-ENAS, is significantly different
from the conventional ENAS shown in Fig. 1. The main
differences are that in SI-ENAS, the parent individuals are
randomly sampled and trained on mini-batches of training
data, while the offspring individuals generated using a node
inheritance strategy and do not need to be trained for fitness
evaluations. This way, SI-ENAS is able to significantly reduce
the training time while avoiding biases towards either parent
or offspring individuals.
B. Population initiation
As introduced in Section III.B, we encode a neural network
by a chromosome of 2-tuple [node string, operation string],
where node string represents the input of each corresponding
node and operation string represents the operation applied to
the input. The details of population initialization are described
in Algorithm2. For each computation node in the block, the
EA first selects the two integers from the input search space
node space as the input to the current node. Then, two integers
are selected from the operation space operation space as the
corresponding operations. This process repeats until all nodes
are configured. After that, the nodes are linked and stored in
P0. Finally, K individuals are randomly initialized in the same
way and they are stored in P0.
Algorithm 2 Population initialization
Input: population size K, node space, operation space
Output: the initial population P0
1: P0 ← ∅
2: first block,normal block,reduction block ← Create three types of
blocks containing NC nodes
3: while |P0| < K do
4: node string ← ∅
5: operation string ← ∅
6: for each computation node in first block do
7: If1,If2 ← randomly select two integers from node space
8: Of1,Of2← randomly select two integers from operation space
9: node string ← node string ∪ If1,If2
10: operation string ← operation string ∪ Of1,Of2
11: end for
12: first block ← node string ∪ operation string
13: for each computation node in normal block do
14: In1,In2 ← randomly select two integers from node space
15: On1,On2 ← randomly select two integers from
operation space
16: node string ← node string ∪ In1,In2
17: operation string ← operation string ∪ On1,On2
18: end for
19: normal block ← node string ∪ operation string
20: for each computation node in reduction block do
21: Ir1,Ir2 ← randomly select two integers from node space
22: Or1,Or2 ← randomly select two integers from operation space
23: node string ← node string ∪ Ir1,Ir2
24: operation string ← operation string ∪ Or1,Or2
25: end for
26: reduction block ← node string ∪ operation string
27: P0 ← first block ∪ normal block ∪ reduction block
28: end while
29: return P0
C. Node inheritance
By node inheritance, we mean in this work to generate new
neural network architectures (offspring) from parents using
crossover, exchange mutation and weight inheritance. Both
node/operation crossover and mutation can be achieved by
exchanging the access order of the computing nodes in the
DAGs. Note that no untrained new node will be generated in
node inheritance and consequently, no weight training of the
offspring individuals is needed before evaluating their fitness
on the validation dataset.
Algorithm3 shows the details of the node inheritance
operator in SI-ENAS. The first part is one-point crossover(lines
3-12). Two parents are selected from the population Pt us-
ing the binary tournament selection to create two offspring
by applying one-point crossover on the node and operation
strings. This process is repeated until K offspring individuals
are generated. The second part is the node/operation exchange
mutation (lines 14-19), which can be seen as a type of mutation
in which an individual randomly exchanges the order of two
computation nodes or operations in its chromosome.
Fig. 7 provides an illustrative example of offspring gen-
eration by means of node inheritance. In the example, two
parents, p1 and p2 are chosen using the tournament selec-
tion for reproduction. The position between the second and
third genes are chosen as the crossover point to apply one-
point crossover. Then, an exchange mutation occurs to q2, in
which its third gene and fifth gene exchange their position.
This way, all nodes, including their weights, in the offspring
are inherited from the parents and therefore, no training is
required for fitness evaluation. Although one-point crossover
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Fig. 7. An example of offspring generation by means of node inheritance, including crossover, exchange mutation and weight inheritance. Given two parents,
p1 and p2, two offspring individuals, q1 and q2 are created by a crossover between the second gene and third gene. Then, one of of the offspring q2 has a
mutation by exchanging the third gene and the fifth gene. All weights are directly inherited from their parents.
and exchange mutation are simple, they have been shown to
considerably improve the performance of NAS, which will be
experimentally demonstrated in Section VI.
V. EXPERIMENTAL SETTINGS
The final goal of SI-ENAS is to efficiently find the op-
timal neural network architecture which achieves promising
classification accuracy based on the benchmark dataset. To
this end, a series of experiments are designed in this work to
demonstrate the advantage of the proposed approach compared
to the state-of-the-art. First, we evaluate the performance
of the proposed algorithm by investigating the classification
performance of the evolved neural networks. Second, we
examine the effectiveness of the proposed node inheritance
and FR operation. Finally, we transfer the optimized network
architecture evolved on CIFAR10 to CIFAR100 and SVHN to
evaluate the transferability of the evolved network architecture.
In this section, the peer competitors chosen to compare
with the proposed algorithm are introduced in Subsection V.A.
Then, the used benchmark datasets are to be introduce in
Subsection V.B. Finally, the parameter settings of the SI-ENAS
Algorithm 3 Node inheritance
Input: population Pt, probability of crossover Pc, probability of mutation
Pm.
Output: offspring population Qt
1: Qt ← ∅
2: while |Qt| < |Pt| do
3: p1,p2 ← select two individuals from population Pt by the binary
tournament selection
4: γ ← uniformly generate a number from (0,1]
5: if γ < Pc then
6: q1,q2 ← generate offspring by one-point crossover
7: else
8: q1 ← p1
9: q2 ← p2
10: end if
11: Qt ← Qt ∪ q1 ∪ q2
12: end while
13: for each individual p in Qt do
14: γ ← uniformly generate a number from (0,1]
15: if γ < pm then
16: qn ← change the individual by exchange mutation
17: end if
18: end for
19: return Qt
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and the final test if the evolved neural network are presented
in Subsection V.C.
A. Peer competitors
In order to demonstrate the superiority of the proposed algo-
rithm, various peer competitors are selected for comparison.
The selected competitors can be divided into three different
groups.
The first group includes the state-of-the-art CNN archi-
tectures which are manually designed by human experts,
including DenseNet[4], ResNet [5], Pre-act-ResNet-110 [6],
Maxout [48], VGG [7], Network in network [49], Highway
network [50], All-CNN [51], Fractal-Net [52], DSN [53],
Residual-attention-236 [36] IGCV3-D (G1 = 4, G2 = 2) [54].
Considering the attractive performance of ResNet, we utilize
three different network depths of 56, 101, 1202.
The second group comprises various non-evolutionary NAS
methods, such as NAS [8], MetaQNN [55], EAS [8], and
Block-QNN-S [56].
The third group represents the state-of-the-art evolutionary
NAS for CNN architecture design, including Genetic-CNN
[14], neural networks evolution [31], Large-scale Evolution
[16], Hierarchical evolution [57], AmoebaNet + cutout [58],
CGP-CNN [17], CoDeepNEAT [59], CNN-GA [19], AE-CNN
[19], and AE-CNN+E2EPP [18].
B. Benchmark datasets
In our experiments, the benchmark datasets include CI-
FAR10 [60], CIFAR100 [60], and SVHN datasets [61], which
are all widely adopted in state-of-the-art CNNs and NAS
algorithms.
CIFAR10 is a 10-category classification dataset consisting
of 50,000 training datasets and 10,000 test datasets, and each
image has a dimension of 32 × 32. CIFAR100 has the same
number of images in the training datasets and test datasets as
those of CIFAR10, except that it is 100-category classification
problem.
The SVHN (Street View House Number) dataset is com-
posed of 630,420, 32×32 RGB color images in total, of which
73,257 samples are used for training, 26,032 for validation,
and the rest 531,131 for test. The task of this dataset is to
classify the digit located at the center of each image.
In the experiments, to avoid seeing the test data in the
evolutionary process, the training datasets of each benchmark
dataset are divided into two parts. The first part accounts
for 80% of the data and is used as the training dataset. The
remaining 20% images are used for validation in calculating
the fitness value. Moreover, the datasets are processed by the
same data pre-processing and augmentation routine, which is
often used in peer competitors during the training [4, 5].
C. Parameter settings
In this subsection, the parameter settings for SI-ENAS are
detailed. All the parameter settings are summarized in Table
II. The parameter settings are applied to all experiments.
TABLE II
A SUMMARY OF THE PARAMETER SETTINGS
SI-ENAS
Parameter name Parameter value
Computation node Nc 5
Crossover probability 0.95
Mutation probability 0.05
Batch size 128(CIFAR10, SVHN)64(CIFAR100)
Weight decay 1× 10−4
Initialized Learning rate 0.1
Optimizer SGD
Momentum 0.9
Nesterov Ture
Dropout 0.5
Channel number 32(CIFAR10, SVHN)64(CIFAR100)
Best individual Initialized Learning rate 0.05
validation Epoch 500
Our algorithm parameters are divided into two parts: evo-
lutionary search and best individual validation. For the evolu-
tionary search, the parameter settings follow the practices in
evolutionary computation. Although a larger population size
and a larger number of generations will in principal lead to
better performance, the computation costs will also become
prohibitive. Hence, we investigate the impact of the popu-
lation size and the maximum number of generations on the
performance and computation cost of SI-ENAS in Subsection
V-D. The probabilities of crossover and mutation are set to
0.95 and 0.05, respectively. The mini-batch SGD is used to
train both individuals whose weights are initialized with the
He initialization [62]. Meanwhile, the momentum, nesterov,
weight decay, drop out are adopted as widely accepted in the
deep learning community. During the evolutionary search, we
run the evolutionary process for 300 generations and set the
population size to 25. The learning rate is set to 0.1 from
the first generation to the 149-th generation, 0.01 from the
150-th generation to the 224-th generation, and 0.001 for the
remaining generation.
When the evolutionary process terminates, the best individ-
ual is retrained from scratch and its classification accuracy
is evaluated on the validation dataset. In this training, the
best neural network is trained 500 epochs, and the learning
rate is initialized to 0.05 and scaled by dividing it by 10 at
the 300-th epoch and again at the 450-th epoch. The other
parameters are set the same as in the evolutionary search.
Finally, the trained neural network is tested on the test dataset.
The test classification accuracy is reported as the best result
of our experiments, following the practice in deep learning.
Note that these experimental settings are constrained by the
computational resources available to us. All experiments are
performed on one Nvidia GeForce RTX 2080Ti.
D. Sensitivity to population size
To investigate the influence of the population size on the
performance and computation cost of the proposed algorithm,
we set the population size K = 15, 20, 25, 30 and run the
evolutionary search for 300 generations on CIFAR10 and
CIFAR100. The change of the classification accuracy of the
best individual in the population over the generations for
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Fig. 8. Change of best fitness value of the population over the generations
for different population sizes (15, 20, 25, 30) on the CIFAR10 (left) and
CIFAR100 (right) datasets.
TABLE III
THE ACCURACY OF THE BEST NETWORK FOUND BY SI-ENAS AND ITS
RUNTIME IN GPU DAYS ON THE CIFAR10 AND CIFAR100 BENCHMARK
DATASETS WHEN THE POPULATION SIZE IS SET TO 15, 20, 25, AND 30.
Search dataset Population size Fitness valueof population
Search time
(GPU days)
15 90.4 0.375
20 92.4 0.459
CIFAR10 25 93.7 0.551
30 93.5 0.646
15 73.6 0.729
20 74.4 0.792
CIFAR100 25 75.2 0.917
30 75.1 1.042
different population sizes are plotted in Fig. 8. The final
classification accuracy and runtime of SI-ENAS with different
population sizes are listed in Table III, where the runtime is in
GPU days, which is a unit proposed in [18] meaning a single
GPU is fully utilized in one day. From these results, we can
conclude that the best performance (93.7% on CIFAR10 and
75.2% CIFAR100) is achieved when the population size is set
both to 25. When the population size is increased to 30, no
performance improvement is observed, although the runtime
will become higher and higher. Hence, the population size is
set to 25 in the remaining experiments.
VI. COMPARATIVE STUDIES
Here we conduct a series of comparative studies to demon-
strate the advantage of the proposed algorithm. Subsection
VI.A compared the proposed algorithm, SI-ENAS with 29
state-of-the-art NAS methods in terms of both classification ac-
curacy and computation costs. In Subsections VI.B and VI.C,
the effectiveness of FR operation and node inheritance are
examined, respectively. Finally, we test the accuracy of the best
architecture evolved on CIFAR10 on two different datasets,
CIFAR100 and SVHN to investigate the transferability of the
evolved neural architecture in Subsection VI.D.
A. Overall results
The experimental results in terms of the classification ac-
curacy and consumed GPU days of all compared algorithms
are presented in Table IV. In the table, symbol – means that
the corresponding result was not published. Note that all the
results of the competitors in this table are extracted from the
papers the methods were published.
From the results in Table IV, we can see that SI-ENAS
is able to achieve better performance than all state-of-the-
art manually designed DNNs. The performance enhancement
of SI-ENAS on CIFAR100 is larger than 10% compared to
Maxout, VGG, Network in Network, Highways network, All-
CNN and DSN, and larger than 5% compared to DenseNet,
ResNet(depth=101), and ResNet(depth=1202).
The classification accuracy of SI-ENAS is better than all
four non-evolutionary NAS methods considered in this work,
including NAS, MetaQNN, EAS, Block-QNN-S on both CI-
FAR10 and CIFAR100 datasets. Note also, NAS, MetaQNN,
Block-QNN-S, and EAS have consumed 22400, 100, 90 and
10 GPU days, respectively, to achieve their best classification
accuracies, while SI-ENAS has consumed only 1.8 GPU days.
Compared with the 11 ENAS methods, SI-ENAS performs
better than Genetic-CNN, EVO, Large-scale evolution, CGP-
CNN, CoDeepNEAT, CNN-GA, AE-CNN, AE-CNN+E2EPP,
although slightly worse than Hierarchical evolution (0.44%)
and AmoebaNet+cutout (0.73%) on CIFAR10. On CIFAR100,
however, SI-ENAS has achieved the highest classification
accuracy among all compared ENAS algorithms. Note again,
Hierarchical evolution and AmoebaNet+cutout have consumed
300 and 3150 GPU days, respectively, while SI-ENAS has
only consumed 1.8 GPU days.
B. Effectiveness of the FR operation
In the deep learning community, the channel attention
mechanism is manually incorporated into a neural network. In
this work, the channel attention module is part of the search
operation in the encoded search space and will be adaptively
incorporated into the network if it helps improve the learning
performance. To check the effectiveness of the FR operation,
we compare the neural network evolved by SI-ENAS with
three other neural networks. One is a neural network evolved
by SI-ENAS by switching off the FR operation, which is
denoted by SI-ENAS without FR. The other two networks are
obtained by mannually stacking the channel attention module,
i.e., SE-block (SE) [37] and the residual channel attention
module (RCAM) [36], respectively, into SI-ENAS without
FR as a connection structure between two blocks, which are
denoted by SI-ENAS+SE and SI-ENAS+RCAM. For a fair
comparison, all other settings are kept the same as those
utilized for the experiment described in Subsection VI.A.
Table V presents the classification results of the four neural
networks under comparison on CIFAR10 and CIFAR100. As
we can see from Table V, SI-ENAS without FR, SI-ENAS+SE,
and SI-ENAS+RCAM obtain the best classification accura-
cies of 93.72%, 94.36%, 94.85% on CIFAR10, and 77.93%,
79.13%, 78.38% on CIFAR100, respectively, while SI-ENAS
with FR obtains the best classification accuracies of 95.93%
on CIFAR10 and 81.36% on CIFAR100, respectively. We also
note that SI-ENAS+RCAM achieves better classification per-
formance than SI-ENAS+SE, indicating that the performance
of the residual channel attention module is betters than the
channel attention mechanism.
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TABLE IV
COMPARISON OF SI-ENAS AND THE PEER COMPETITORS IN TERMS OF THE CLASSIFICATION ACCURACY (%) AND THE CONSUMED GPU DAYS ON THE
CIFAR10 AND CIFAR100 DATASETS
Method Peer Competitors CIFAR10 CIFAR100 GPU Days Performance EnhancementCIFAR10 CIFAR100
State-of-art CNN
architecture
DenseNet(L = 40; k = 12) [4]
ResNet(depth=56) [5]
ResNet(depth=101) [5]
ResNet(depth=1202)[5]
Pre-act-ResNet-110 [6]
Maxout [48]
VGG [7]
Network in Network [49]
Highways network [50]
All-CNN [51]
Fractalnet [52]
DSN [53]
Residual-attention-236 [36]
IGCV3-D [54]
94.76
93.03
93.57
92.07
93.63
90.70
93.34
91.19
92.28
92.75
94.78
91.8
95.86
94.71
75.58
–
74.84
72.18
–
61.40
67.95
64.32
67.61
66.29
77.70
64.30
78.84
77.84
–
–
–
–
–
–
–
–
–
–
–
–
–
–
1.17
2.9
2.36
3.86
2.3
5.23
2.59
4.74
3.65
3.18
1.15
4.13
0.07
1.22
5.78
–
6.52
9.18
–
19.96
13.41
17.04
13.75
15.07
3.66
17.06
2.52
3.52
Non-evolutionary
NAS
NAS [8]
MetaQNN [55]
EAS [8]
Block-QNN-S [56]
93.91
93.08
95.77
95.62
–
77.14
–
79.35
22400
100
10
90
2.02
2.85
0.16
0.31
–
4.22
–
2.01
ENAS
Genetic-CNN [14]
EVO-91a [31]
EVO-91b [31]
Large-scale evolution [16]
Hierarchical evolution [57]
AmoebaNet+cutout [58]
CGP-CNN [17]
CoDeepNEAT [59]
CNN-GA [19]
AE-CNN [19]
AE-CNN+E2EPP [18]
94.61
94.29
94.81
94.60
96.37
96.66
94.02
92.70
95.22
95.3
94.70
74.88
71.3
75.4
77.00
–
–
–
–
77.97
77.6
77.98
17
–
–
2750
300
3150
27
–
37.5
52
8.5
1.32
1.64
1.12
1.33
-0.44
-0.73
1.91
3.23
0.71
0.63
1.23
6.48
10.06
5.96
4.36
–
–
–
–
3.39
3.76
3.38
SI-ENAS 95.93 81.36 1.8 – –
TABLE V
CLASSIFICATION ACCURACY (%) OF SI-ENAS WITH FR, SI-ENAS+SE,
SI-ENAS+RCAM AND SI-ENAS WITHOUT FR ON CIFAR10 AND
CIFAR100
Algorithm CIFAT10 CIFAR100
SI-ENAS with FR 95.93 81.36
SI-ENAS+SE 94.36 78.38
SI-NAS+RCAM 94.85 79.13
SI-ENAS without FR 93.72 77.93
SI-ENAS with node inheritance
SI-ENAS with parameter sharing                                
SI-ENAS with node inheritance
SI-ENAS with parameter sharing                                
Fig. 9. Comparison of the validation accuracy of SI-ENAS with that of SI-
ENAS with parameter sharing on CIFAR10 (left) and CIFAR100 (right).
C. Effectiveness of Node inheritance
To check the effectiveness of the proposed node inheri-
tance mechanism, we compared it with the parameter sharing
method [30], which was shown to speed up NAS by more than
1000 times. In other words, we replace the node inheritance
strategy in SI-ENAS with the parameter sharing method during
the evolution by forcing all offspring networks to copy weights
from their parents. Recall that the parameter sharing strategy
requires that each individual in the parent population has a
separate set of weights. Therefore, once the offspring are
generated by applying the genetic operations on the parents,
all offspring models will share the weights of the best parent
individual. This way, offspring models are never trained from
scratch and the computation costs can also be reduced. For
a fair comparison, all other settings are kept unchanged.
The training processes are presented in Fig. 9 and the final
accuracies are listed in Table VI.
TABLE VI
CLASSIFICATION ACCURACY (%) OF SI-ENAS WITH NODE INHERITANCE
AND SI-ENAS WITH PARAMETER SHARING ON THE CIFAR10 AND
CIFAR100 DATASETS.
Algorithm CIFAR10 CIFAR100
SI-ENAS with node inheritance 95.93 81.36
SI-ENAS with parameter sharing 94.82 79.59
As shown in Table VI, SI-ENAS with node inheritance
achieves a classification accuracy of 95.93% and 81.36%,
respectively, on CIFAR 10 and CIFAR100. By contrast, SI-
ENAS with parameter sharing achieves a classification ac-
curacy of 94.82% and 79.59%, respectively. This is due to
the fact that parameter sharing forces all offspring models
to share a set of weights from the best parent individual,
and consequently the offspring models do not inherit the
parameters from their own parents. As a result, the estimated
fitness value of the offspring networks is subject to big errors,
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which may prevent the EA from finding the best neural
architecture.
D. Neural architecture transferring
Here, we examine if the network architecture optimized
on CIFAR10, a relatively small dataset, can be directly used
to effectively learn bigger datasets such as CIFAR100 and
SVHN.
To observe the change of the transferring performance of
the neural networks during the optimization, we divide the
evolutionary process into three stages based on the changes
of the learning rate. Specifically, the initial population is
denoted as stage 0, generations 1 to 149 is denoted as stage
1, generations 150 to 224 is denoted as stage 2, generations
225 to 299 as stage 3. Then, we evaluate the performance
of the best individual at each stage on all data in the SVHN
and CIFAR100 datasets, respectively. Note that an individual
is randomly picked from the initial population at stage 0.
TABLE VII
THE PERFORMANCE OF THE NEURAL ARCHITECTURE OPTIMIZED ON
CIFAR10 AND TESTED ON CIFAR100 AND SVHN, RESPECTIVELY, IN
VARIOUS SEARCH STAGES. CIFAR100-CIFAR100 DENOTES THE
NETWORK OPTIMIZED ON THE TRAINING AND VALIDATION SETS OF
CIFAR100 AND EVALUATED ON THE TEST DATASET OF CFAR100, AND
SVHN-SVHN THE NETWORK OPTIMIZED ON THE TRAINING AND
VALIDATION DATASETS OF SVHN, AND TESTED ON THE VALIDATION
DATA OF SVHN.
Test dataset Search dataset Individual Accuracy
SVHN CIFAR10
Stage 0
Stage 1
Stage 2
Stage 3
97.16
97.74
98.02
98.31
SVHN SVHN-SVHN 98.43
CIFAR100 CIFAR10
Stage 0
Stage 1
Stage 2
Stage 3
74.83
75.96
79.84
80.13
CIFAR100 CIFAR100-CIFAR100 81.36
The experimental results are presented in Table VII. From
the table, we can see that the best individual trained on
CIFAR10 is able to achieve a classification accuracy of 98.31%
and 80.13% on CIFAR100 and SVHN, respectively, which
is slightly lower than the network trained on CIFAR100
(98.43%) and SVHN (81.36%). From these results, we can
conclude that the neural network structure optimized by the
proposed SI-ENAS has a promising capability to be transferred
to different datasets.
VII. CONCLUSION AND FUTURE WORK
This work proposes a fast ENAS framework that is well
suited for implementation on devices with limited computa-
tion resources. The computation costs of fitness evaluations
is dramatically reduced by two related strategies, sampled
training of the parent individuals and node inheritance of the
offspring individuals. To further improve the expression ability
in evolving large neural networks, the multi-scale feature
reconstruction convolutional operation is encoded into search
space. Our experimental results demonstrate that the SI-ENAS
can effectively speed up the evolutionary architecture search
and achieve very promising classification accuracy. Finally,
we transfer the neural architecture optimized on the smaller
dataset CIFAR10 to larger CIFAR100 and SVHN datasets and
encouraging experimental results are obtained.
Although the SI-ENAS is competitive to design a high-
performance neural network architectures, its search capability
remains to be examined on larger datasets and real-world
problems. We will also extend the proposed method to NAS
for optimizing properties in addition to classification accuracy,
such as robustness and explanability. In this case, multi-
objective evolutionary neural architecture search may play an
important role.
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