We consider solutions to a nonlinear reaction diffusion equation when the reaction term varies randomly with respect to the spatial coordinate. The nonlinearity is either the ignition nonlinearity or the bistable nonlinearity, under suitable restrictions on the size of the spatial fluctuations. It is known that the solution develops an interface which propagates with a well-defined speed in the large-time limit. The main result of this article is a functional central limit theorem for the random interface position.
Introduction
We consider solutions to a scalar reaction-diffusion equation in which the reaction term varies randomly with respect to the spatial coordinate: u t = ∆u + f (x, u, ω), x ∈ R.
(1.1)
When f = f (u) is independent of x, there may be traveling wave solutions moving with constant speed. A similar phenomenon may occur even when there is spatial variation in f . When f varies randomly with respect to x, in a statistically stationary way, such wave-like solutions may propagate with a well-defined asymptotic speed as t → ∞, and in this setting it is natural to ask how the (random) solution fluctuates about its mean behavior. The main result of this article is a functional central limit theorem, or invariance principle, for the position of the interface in the large time limit. Under suitable scaling, the interface behaves like a Brownian motion with positive drift. We suppose that f has the form f (x, u, ω) = g(x, ω)f 0 (u) where f 0 (u) is a nonlinear, Lipschitz continuous function of u. We consider two cases for f 0 . In both cases f 0 (0) = f 0 (1) = 0, and the solution u will take values in the interval [0, 1] . In this first case, we suppose that f 0 (u) = 0 for u < θ 0 , f 0 (u) > 0 for u ∈ (θ 0 , 1), f (1) = 0, f ′ 0 (1) < 0, (1.2) for some constant θ 0 ∈ (0, 1). Such a nonlinearity is sometimes called an ignition-type nonlinearity, and the constant θ 0 is called the ignition temperature. The second case we consider is the bistable type nonlinearity:
f 0 (u) < 0 for u ∈ (0, θ 0 ), f 0 (u) > 0 for u ∈ (θ 0 , 1), f The function g(x, ω) : R × Ω → (0, ∞) is a stationary, ergodic random field defined over a probability space (Ω, F , P). We suppose that g(x, ω) is almost surely Lipschitz continuous with respect to x and that sup
Furthermore, we suppose that there are deterministic constants g min , g max such that the bounds 0 < g min ≤ g(x, ω) ≤ g max < ∞ (1.5)
hold almost surely. For the bistable type nonlinearity, we make the additional assumption that with probability one, for some positive constant ǫ b . This condition precludes the possibility of the front being pinned (X(t) bounded for all t), as described in [15] , for example. In the case that f = f (u) is deterministic and independent of x, it has been known for many decades that semilinear reaction diffusion equations of the form
( 1.7) may admit stable traveling wave solutions existing for all t ∈ R. For example, if f is an ignitiontype or bistable-type nonlinearity, as described above, then u ≡ 0 and u ≡ 1 are equilibrium solutions to (1.7), and there exists a monotone traveling wave solution u(t, x) = φ(x−ct) for some unique speed c > 0. The wave connects these two equilibria in the sense that lim x→−∞ u(t, x) = 1 and lim x→+∞ u(t, x) = 0, and the interface position X(t) defined by u(t, X(t)) = θ 0 moves with constant speed. Moreover, the traveling wave is exponentially stable, which means that if z(t, x) solves the Cauchy problem with suitable initial data at t = 0, then sup x∈R |u(t +τ , x) − z(t, x)| ≤ Ce −rt , ∀ t > 0 (1.8)
for some constants C, r > 0, andτ ∈ R. Results on the existence and stability of traveling waves for various nonlinearities may be found in [14, 6, 11, 12, 13, 1, 5, 20] .
Generalized transition fronts
It is natural to ask how solutions behave when the reaction term is no longer homogeneous with respect to the spatial coordinate: u t = u xx + f (x, u).
(1.9)
Is there a more general notion of traveling wave in this setting? If so, how do the spatial fluctuations in f effect the wave and the interface? In this setting there have been extensions of the aforementioned results, even under very few structural conditions on the function f . If f varies periodically with respect to x, then in many cases there exist solutions called pulsed traveling waves which oscillate periodically within the moving reference frame [2] , [26] . Even without periodicity in x, however, there may be nontrivial, wave-like solutions to (1.9) that exist for all t ∈ R. For example, supposing that f (x, u) = g(x)f 0 (u) where f 0 (u) is either the bistable or ignition nonlinearities, then under suitable assumptions about g(x), there exist functions u(t, x) satisfying the following:
(i) u(t, x) solves (1.9) for all x ∈ R and t ∈ R.
(ii) 0 < u < 1 and u t > 0, for all x ∈ R and t ∈ R.
(iii) There is a continuous increasing function X(t), the interface, such that u(t, X(t)) = θ 0 , and The third property tells us that the width of the interface remains uniformly bounded in time. A function u(t, x) satisfying these properties is called a generalized transition front or generalized traveling wave [3] . The existence of such solutions to the equation (1.9) was proved in [17] and [18] , while in [16] it was shown that the generalized transition front is unique and exponentially stable. Berestycki and Hamel [3] have developed a very general framework for such solutions to reaction-diffusion equations in inhomogeneous media.
In the present article, we impose a particular statistical structure on f and derive a central limit theorem for the interface X(t, ω) which is now a random variable. It was shown in [18] that there exists a generalized transition front solution u(t, x, ω) : R 2 × Ω → R to (1.1) having the following properites:
(P1) For almost every ω ∈ Ω, u(t, x, ω) is a generlized transition front solution to (1.1).
(P2) The function u(0, x, ω) : R × Ω → R is jointly measureable with respect to the product field B ⊗ F, where B is the Borel σ-algebra of R.
(P3) There exists a measureable function X(t, ω) : R × Ω → R such that u(t, X(t, ω), ω) = θ 0 and u(t, x + X(t, ω), ω) = u(0, x, π X(t,ω) ω).
(1.12)
P-almost surely.
(P4) There is a monotonically decreasing function v(x) such that 0 < v(x) < 1 and v ′ (x) < 0 for all x ∈ R, v(+∞) = 0, v(−∞) = 1 (1.13) u(t, x + X(t, ω), ω) ≤ v(x) ≤ θ 0 e −λx ∀ x > 0, t ∈ R (1.14) u(t, x + X(t, ω), ω) ≥ v(x) ∀ x < 0, t ∈ R.
(1.15)
Here λ > 0 is a nonrandom constant independent of t ∈ R or x ∈ R.
(P5) There are constants C min , C max > 0 such that C min ≤ X ′ (t, ω) ≤ C max holds for all t, P-almost surely. For each R > 0, there is a deterministic constant δ R > 0 such that inf t∈R inf |x|≤R u t (t, x + X(t, ω), ω) ≥ δ R > 0 (1.16) holds almost surely.
In property (P3), {π x } x∈R is a group of measure-preserving transformations which acts ergodically on (Ω, F , P) such that g(x + h, ω) = g(x, π h ω). Therefore, property (P3) is analogous to the statement that u(t, x) = φ(x − ct) in the case that the medium is homogeneous. Property (P4) describes bounds on the wave speed and on the width of the interface that are uniform in time and uniform with respect to P. This notion of a random transition front, or random traveling wave, is due to Shen (see [21] , Def. 2.2). In addition to proving existence of such a random traveling wave, the work of [18] shows that the interface position satisfies
almost surely. So, the speed of the random traveling wave is well-defined in this asymptotic sense, and it is deterministic, due to the ergodicity assumption. This may be regarded as a law of large numbers for the interface position. In the case of the so-called KPP-type nonlinearity (e.g. f (x, u, ω) = g(x, ω)f 0 (u) with f 0 (u) = u(1 − u)), Freidlin and Gärtner [8, 7] used different techniques to obtain a similar asymptotic result for solutions to the Cauchy problem. In that case, a generalized traveling wave may not exist, yet the asymptotic speed of the interface is still well-defined as in (1.17) . It is not known whether the invariance principle derived here can be extended to the KPP case.
The main results
The main result of this paper is a functional central limit theorem, or invariance principle, for the randomly fluctuating interface X(t, ω).
Theorem 1.1 Assume that the random field g(x, ω) is φ-mixing (in the sense of (1.25) ) with
where
for any α > 0.
Moreover, in Case A, the family of processes {Y n (t)} n≥0 defined by
converges weakly to a standard Brownian motion on [0, 1] as n → ∞.
The weak convergence described by the theorem means weak convergence of the family of probability measures induced by {Y n (t)} n on the metric space C([0, 1]), with the topology of uniform convergence. See [4] for more details about this notion of convergence. This theorem applies to the generalized transition front solution to (1.1), which is defined for all t ∈ R. However, using the stability result of [16] we can extend this to solutions to the Cauchy problem for suitable initial data at t = 0.
Corollary 1.2
Assume that the random field g(x, ω) is φ-mixing (in the sense of (1.25) ) with
for some positive constants C and α. Let the interface position X z (t, ω) be defined by
Then, if Case A holds,
Moreover, the family of processes 
Perhaps the most closely related asymptotic results for nonlinear PDEs with random coefficients are the works of Rezakhanlou [19] , Wehr and Xin [23, 24] , and Varadhan and Zygouras [25] . Rezakhanlou has studied fluctuations in solutions to stochastic Hamilton-Jacobi equations near a homogenization limit. Wehr and Xin have analyzed the large-time behavior of solutions to Burgers' equation with either random flux or random initial conditions. Varadhan and Zygouras have studied the asymptotic behavior of the tails of solutions to a semi-linear heat equation with a random source at the origin. Theorem 1.1 includes a mixing condition on the random environment. To state this condition we define two families of σ-algebras {F − k } k∈Z and {F
These are the σ-algebras generated by the random fields
These families satisfy the order relations
and
is a continuous decreasing function such that φ(+∞) = 0. We say that the random field g(x, ω) is φ-mixing if the following holds: for all
This mixing condition is a natural condition that arises in the proof of the central limit theorem for sums of stationary random variables (see [10] ).
Strategy of the proof
Let us describe the method of proof and the outline of the paper. To prove Theorem 1.1, we analyze the sequence of random variables {T n } n which are the times at which the interface reaches the integer points x = n ∈ Z. Because X(t, ω) is increasing in t, its inverse T (x, ω) : R × Ω → R is well-defined by the relation x = X(T (x, ω), ω). Thus,
From the definition of T and u it follows that u(x + y, T (y, ω), ω) = u(x, 0, π y ω) for all y ∈ R. This means that as the wave passes through the point y the statistics of the profile of the wave are invariant with respect to y. Consequently, the increments ∆T n = T n+1 − T n are stationary, and T n satisfies a law of large numbers [18] :
which is another way of expressing (1.17). We will show that the limit
exits for some constant σ 2 ≥ 0, and that if σ 2 > 0, then the family of processes
converges weakly to the standard Brownian motion on [0, R] for any R > 0. From this Theorem 1.1 will follow, with κ = (c * ) 3/2 σ. The increments ∆T n are correlated in a complicated way through the nonlinear equation (1.1); this is the fundamental obstacle to deriving the main result. Nevertheless, we may derive (1.26) and (1.27) using the martingale approximation method due to Gordin [9] and developed further in [10] and [22] . In order to make this approximation strategy work, one must estimate the conditional expectations E[∆T k |F − j ] and E[∆T j |F + k ] when k is much larger than j. If ∆T k were F + r -measureable for some r with j < r < k, then we could bound E[∆T k |F − j ] using the mixing assumption (1.25) . However, the mixing condition (1.25) is imposed on the environment, rather than on the σ-algebras generated by the interface position X(t, ω) or by the increments ∆T n (ω). In fact, ∆T k is not F + r -measureable for any r ∈ R, and in the case of the the bistable-type nonlinearity, ∆T k is not F − r -measureable for any r ∈ R. Therefore, a key step in applying the martingale approximation argument will be a stability estimate for perturbations of generalized transition fronts. One may interpret these estimates to mean that the movement of the interface depends primarily on the local environment, and only weakly on the distant past and distant future. In other words, the stability of the generalized transition front implies that the interface "forgets its past"; this fact leads to the universal Gaussian behavior of the interface position in the large time limit.
The paper is organized as follows. In Section 2 we first recall a general sufficient condition for the central limit theorem to hold for sums of identically distributed random variables. This is Theorem 2.1. We then apply Theorem 2.1 to derive (1.26) and the invariance principle for Z n (x) defined by (1.27) . From this and the inverse relationship between T n (ω) and X(t, ω) we then derive the main results, Theorem 1. We first prove (1.26) and the invariance principle for Z n (x) and then show how this leads to Theorem 1.1, the invariance principle for for X(t, ω). We will apply the following general result of Hall and Heyde [10] (see Section 5.4 therein, as well as Volný [22] ), which yields the invariance principle for stationary sequences that can be approximated suitably by sequences of martingale differences: Theorem 2.1 (See Hall and Heyde [10] , and Volný [22] 
and that the two series
converges in L 2 (Ω, F , P). Then, the limit
exists. If σ 2 > 0 and S k = k−1 j=0 η j , the family of processes Since E[∆T k ] =τ > 0, we define the centered random variables ∆T k = ∆T k −τ , and we now demonstrate that the random variables η k = ∆T k satisfy the criteria of this theorem. By definition, E[∆T k ] = 0. The stationarity of the increments ∆T k follows from the definition of T (x, ω) and property (1.12) of u. That is, since u(
. Therefore, our main task is to demonstrate that (2.1) holds for η k = ∆T k , which means that the two series
and 
holds for all k ≥ j, and
holds for all j ≥ k. The constants C 1 and C 2 do not depend on the function φ in (1.25) .
We postpone the proof of Proposition 2.2 until Section 3, and we continue verifying the convergence of the series in (2.4). The convergence of the second series in (2.4) follows immediately from (2.6). For the first series, we need to estimate the conditional expectation E ∆T k |F − 0 and show that
This will follow from (2.5) and the mixing condition (1.25), as we now demonstrate.
We bound the first term on the right by choosing j = ⌊k/2⌋ and using the mixing condition (1.25) . Since E[∆T k ] = 0, we conclude
Here we have used the fact that 0 ≤ ∆T ≤ (C min ) −1 . We estimate the second term in (2.8) with the Cauchy-Schwarz inequality and (2.5):
was arbitrary, we conclude that
Therefore, the triangle inequality implies
Since the series
converges. Now, having shown that both series in (2.4) converge in L 2 (Ω, F , P), we may apply Theorem 2.1 with η k = ∆T k . Then, if σ 2 > 0, the process
converges weakly to the standard Brownian motion W (x). In particular, the family of measures on C([0, 1]) induced by the processes {Z n (x)} n is tight, and for any 0 ≤ x 1 ≤ · · · ≤ x k , the finite dimensional distributions ofZ n (x 1 ), . . . ,Z n (x k ) converge to those of W (x 1 ), . . . , W (x k ) as n → ∞. Now, the invariance principle forZ n (x) implies an invariance principle for Z n (x) defined by (1.27), as well. To see this, suppose k ∈ Z, k ≤ n, and |nx − k| ≤ 1. Then
Therefore, for any ǫ > 0,
Proof of the invariance principle for X(t)
Now we will use the weak convergence of the processes {Z n (x)} n to derive an invariance principle for the interface position X(t, ω), establishing Theorem 1.1. Suppose σ 2 > 0 and that κ = (c * ) 3/2 σ. Define the family of continuous processes
By Theorem 8.1 of [4] , it suffices to show that
(ii) The family of measures on C([0, 1]) induced by {Y n (t)} n is tight: for any ǫ 1 , ǫ 2 > 0, there is δ ∈ (0, 1) and N ∈ Z such that
for all n ≥ 1, if β is sufficiently large.
Convergence of the finite dimensional distributions
be a finite subset of [0, 1], and let
By definition of X and T , X(T x (ω), ω) = x for all x ∈ R, with probability one. Therefore
where we have defined x n k = n −1/2 κα k + ct k , for k = 1, . . . , K. Now for any ǫ > 0, we have
Since Z n converges weakly to W , in the sense of C([0, R]) for any R > 0, the associated family of measures is tight and therefore
So, we see that for any ǫ > 0,
where F is the cumulative normal distribution. Similarly,
Since ǫ is arbitrary, we conclude that
Tightness
The tightness of the family of measures induced by {Y n (t)} n also follows from the weak convergence of Z n (x). Verifying (2.17) is trivial since Y n (0) = 0, almost surely. Now we need to verify (2.16). Observe that X(nt) − X(ns) − nc
Therefore, the tightness of the family of measures induced by Z n (t) implies that
Similarly, we find that
So, we conclude that
holds as well. The combination of (2.20) and (2.21) yields (2.16). This completes the proof of Theorem 1.1.
Proof of Corollary 1.2
Having established Theorem 1.1, we now prove Corollary 1.2, the invariance principle for X z (t, ω). From [16] we know that sup
holds, P-almost surely, where τ = τ (ω) is a random shift satisfying |τ (ω)| ≤ C τ and r > 0. This and the fact that |X
In Case A, κ 2 > 0, and this limit is F (β/κ). Otherwise, κ 2 = 0 and the limit is equal to 0 for β < 0, and it is equal to 1 for β > 0. In Case A,
Uniform Stability Estimates
The goal of this section is to prove the estimates in Proposition 2.2. Our strategy will be to use the stability of the traveling wave to show that the movement of the interface depends primarily on the local environment and is not strongly effected by the distant past and distant future. This is the essence of Theorems 3.1 and 3.4, which we prove later in Section 4 and Section 5, respectively.
Dependence on the past
We first examine the dependence of ∆T k on g(x, ω) for x < < k, which is the environment that lies far behind the interface. Our idea is to modify the equation for u in the region x < 0 and then consider how the solution to the modified equation compares with the solution to the original unmodified equation at large times. Suppose that f 0 (u) is either the ignition-type nonlinearity or the bistable type nonlinearity. Letĝ(x, ω) be a jointly B ⊗ F + 0 -measureable random field which satisfies (1.4) and (1.5) and which agrees with g(x, ω) for x > 0, almost surely. For example, we might letĝ(x, ω) be defined byĝ
Roughly speaking, the following theorem implies that the wave "forgets the past" rapidly, since the solution to the modified equation associated with the modified fieldĝ converges rapidly to the transition front which solves the original unmodified equation:
for some K, α > 0. There are constants C, C τ , r > 0 and a random variable τ (ω) such that, almost surely with respect to P, both |τ (ω)| ≤ C τ and
hold for all t > 0.
If z(t, x, ω) solves the modified problem (3.1), we let T z k (ω) denote the time at which the interface corresponding to z(t, x, ω) reaches the point x = k:
Due to the definition ofĝ and z, the increments ∆T
-measureable random variables, while ∆T k is not F + j -measureable for any j. However, using Theorem 3.1 we derive a uniform estimate of the difference between ∆T z k and ∆T k , from which we will obtain (2.5): Corollary 3.2 There are deterministic constants C, h > 0 such that
for all k ≥ 0.
We will prove Corollary 3.2 in Section 6.
Dependence on the future
Next, we examine the dependence of ∆T k on g(x) for x > > k, which is the environment far ahead of the interface. We will treat separately the two cases of the nonlinearity f 0 (u).
Proof: The fact that T k is F − k -measureable follows from the construction of the traveling wave in [18] and the fact that f 0 (u) vanishes where u ≤ θ 0 . The traveling wave satisfies u(t, x, ω) ≤ θ 0 for all x > k and t < T k (ω), so that f 0 (u) = 0 for all x > k and t < T k (ω). Therefore,
holds P-almost surely.
Observe that for the ignition-type nonlinearity, (2.6) is an immediate consequence of Lemma 3.3. If f 0 (u) is the bistable-type nonlinearity, however, f 0 does not vanish on an open set containing u = 0, and in this case more analysis is required to estimate
To this end, we will consider solutions to a modified equation, which has been modified only for x > > 1; comparing the solution to the modified equation with the solution to the unmodified equation will show that u does not strongly depend on g(x, ω) for x > > 1. We letĝ N (x, ω) be a jointly B ⊗ F − N -measureable random field which satisfies (1.4) and (1.5) and which agrees with g(x, ω) for x < N , almost surely. For example, we might letĝ N be defined by:
Roughly speaking, the following theorem tells us that for a time proportional to N , z N does not depend strongly on what lies far ahead of the interface in the region x > N : Theorem 3.4 Let f 0 be the bistable nonlinearity. Suppose that z 0 (x) ∈ C(R) satisfies
for some constants K, α > 0. For N > 0, let z N (t, x, ω) solve the modified initial value problem
There are non-random constants C, C τ , r > 0, p 0 ∈ (0, 1), and a random variable τ N (ω) such that for almost surely with respect to P, both |τ N (ω)| ≤ C τ and sup
holds for all t ∈ [0, p 0 N ], for all N > 0. The constants C, C τ , r, and p 0 are independent of N .
Observe that the estimate (3.9) only applies over a time interval t ∈ [0, pN ]. We should not expect the estimate to hold for all t > 0, since eventually, the interface corresponding to z N will pass into the region x > N where the two equations do not coincide. Let T N k (ω) denote the time at which the interface corresponding to z N (t, x, ω) reaches the point x = k:
The increments ∆T
N -measureable random variables. Using Theorem 3.4 we derive a uniform estimate of the difference between ∆T N k and ∆T k , from which we will obtain (2.6):
Corollary 3.5 Let f 0 (u) be the bistable-type nonlinearity. There are deterministic constants C > 0, h > 0, and s ∈ (0, 1) such that
holds for all k ≤ sN , for all N > 0. The constants C, h, and s are independent of N .
As with (3.9), the estimate (3.11) holds only for k ≤ sN , since z N is close to u only for a time proportional to N (for t ∈ [0, p 0 N ]). We will prove Corollary 3.5 in Section 6.
Proof of Proposition 2.2
The bound (2.5) follows immediately from Corollary 3.2, the stationary of ∆T k , and the fact that
For the ignition type nonlinearity, Lemma 3.3 shows that ∆T k is F − j -measureable for any j ≥ k+1. So, in this case, the bound (2.6) is trivial. For the bistable type nonlinearity, however, ∆T k may not be F − j -measureable for any j ∈ Z. In this case, the bound (2.6) follows from Corollary 3.5. Let s ∈ (0, 1) be the constant from Corollary 3.5, let j − k ≥ (1 − s)/s, and let r ∈ [
be a positive integer. Let N = r + j − k. Thus, r ≤ sN and N − r = j − k. Due to the stationary of ∆T k and the fact that T N r is F − N -measureable, we see that
This proves Proposition 2.2.
Proof of Theorem 3.1
Theorem 3.1 is proved via a modification of the arguments developed in [16] . There it was shown that if ϕ(t, x) solves (1.1) for t > 0 with initial condition ϕ(0, x) satisfying (3.2), then ϕ(t, x) converges exponentially fast to some translate of the transition front:
for some constants C, r > 0 and τ ∈ R (see Theorem 1.1 of [16] ). The main difference between Theorem 3.1 and the result of [16] is that z(t, x, ω) and u(t, x, ω) solve different equations. Nevertheless, the equations agree for x > 0, which enables us to apply the strategy of [16] as the interface moves away from the origin. Here we sketch the proof and point out where modification is needed. It is easy to see that the probabilistic structure of the coefficients is superfluous in the following proof; the argument may be carried out entirely for each ω regardless of the translation invariance of P. However, because of the application at hand, we take care to explain why the constants in (3.3) may be chosen uniformly with respect to P. The first step in the proof is to show that the function z (which solves the modified equation (3.1)) may be trapped between two translates of the transition front u (corresponding to the original equation (1.1) ). Then we show that the gap between these two translates may be reduced exponentially fast as t → ∞. Although the constants C, r, and τ depend on the initial condition z 0 (x), the rate r depends only on α, the decay rate of the initial data as x → ∞. The constant C depends on α and on the initial gap between the two translates of u necessary to trap z 0 (x). Therefore, because of the uniform properties of u and because the initial data z 0 (x) is deterministic, these constants may be chosen uniformly with respect to P. In proving Theorem 3.1, we will suppose that f 0 (u) is the ignition-type nonlinearity. The case of the bistable nonlinearity (under the condition (1.6)), which is somewhat simpler, may be handled similarly with some minor modifications. Since these modifications will be highlighted later in the proof of Theorem 3.4, we do not focus on the bistable case now.
In order to trap the solution z from behind and before, we construct sub-and super-solutions having the form
This is a generalization of the construction developed in [5] . Here q(t) = ǫ(ω)e −r0t and Γ(x) is a smooth decreasing function satisfying 0 ≤ Γ(x) ≤ 1 and
The constant L 0 > 2 is chosen to be sufficiently large so that for almost every ω ∈ Ω,
holds for all t ∈ R, where
That such a nonrandom constant L 0 exists follows from property (iv) of the random traveling wave. The monotonically increasing functions ζ ± (t) are defined by
Observe that ξ ± 0 (ω) and ǫ(ω) may be random variables so that the functions ζ ± (t) and q(t) may depend on ω ∈ Ω.
It was shown in [16] that for a suitable choice of these parameters, the functionsū andũ are super-and sub-solutions, respectively, to equation (1.1). Specifically, it is necessary to choose the constant B > 0 sufficiently large:
where C Γ = Γ C 2 (R) and K f is a uniform Lipschitz bound for f :
This quantity is finite, by our assumption (1.4). Then, ǫ(ω) > 0 must be chosen sufficiently small:
Finally, we let β ∈ (0, g min |f ′ 0 (1)|/2) and ν = αC min /2−α 2 , which is positive for 0 < α < C min /2. Then r 0 must be chosen sufficiently small: 1) , respectively, they are not necessarily super-and sub-solutions to the modified equation (3.1), sinceĝ(x, ω) = g(x, ω) for x ≤ 0. However, we now introduce additional conditions that will guarantee thatũ ≤ z ≤ū for all x ≤ 0. First, since g ≥ g min andĝ ≥ g min there are deterministic constants K 0 > 0 and r 1 > 0, depending on g min , such that
holds with probability 1. To see this, let η(t, x) solve η t = η xx + g min f 0 (η) for t > 0 with initial data
Since u(0, 0, ω) = θ 0 almost surely, property (1.14) of u implies that for M sufficiently large, η(0, x + M ) ≤ u(0, x, ω) holds for all x ∈ R, almost surely. Since η is a subsolution to (1.1), the maximum principle then implies that
for t ≥ 0. Furthermore, it follows from the results of [5] (e.g. Lemma 4.3, therein) that
for some constants C and r 1 that depend only on g min , f 0 , M . This implies (4.11). By the same argument, perhaps with a larger constant K 0 , we also see that
holds with probability 1, sinceĝ ≥ g min and since η(0, x + M ) ≤ z 0 (0, x) for all x ∈ R, if M is sufficiently large. Now using (4.11) and (4.13), we may bound z(t, x, ω) byū andũ as follows: 
holds for all x ∈ R. If ǫ ≥ K 0 e −r0t0 , then
holds for all t ≥ t 0 , x ∈ R, with ζ − defined by (4.4) .
(ii) Assume that ǫ(ω) ∈ (0, ǫ 0 ) and that for some ξ + 0 (ω) and t 0 ≥ 0
holds for all t ≥ t 0 , x ∈ R, with ζ + is defined by (4.4) .
Proof of Lemma 4.2:
We first prove part (i). Suppose ǫ ≥ K 0 e −r0t0 . In this case, we see that
holds for all t ≥ t 0 , almost surely with respect to P. The first inequality follows from the definition of Γ and the constant L. Sinceũ is a sub-solution to the modified equation in the region x ≥ 0, the maximum principle then implies thatũ(t, x, ω) ≤ z(t, x, ω) holds for all t ≥ t 0 , x ∈ R, as well. Now we prove part (ii). Suppose t 0 +ξ
0 |log(ǫ/2K 0 )| holds. Since t+ζ + (t−t 0 ) ≥ t 0 + ξ + 0 ≥ 0 for t ≥ t 0 , it follows that X(t+ζ + (t−t 0 )) ≥ 0 for t ≥ t 0 and that Γ(x−X(t+ζ + (t−t 0 ))) = 1 for all x ≤ 0 and t ≥ t 0 . Using this fact and (4.11), we see that
holds for all t ≥ t 0 , almost surely with respect to P. Therefore, since g(x, ω) =ĝ(x, ω) for x ≥ 0, the maximum principle implies that with probability 1, z(t, x, ω) ≤ū(t, x, ω) for all x ∈ R, t ≥ t 0 .
Proposition 4.3 Let r 0 be chosen sufficiently small, as required by Lemma 4.2. There exist deterministic constants
and random sequences {q n (ω)} n≥0 , {ζ + n (ω)} n≥0 , and {ζ − n (ω)} n≥0 , such that P-almost surely, the bounds
hold for all t ≥ t n = nT + T 0 , n = 0, 1, 2, . . . , and x ∈ R, while the sequences {ζ
23)
24)
Proof of Proposition 4.3: The proposition may be proved inductively, as in [16] . For each n we will apply Lemma 4.2. To make this possible, we will also require that the sequences {ζ + n (ω)}, {ζ − n (ω)}, and {q n (ω)} satisfy 
holds almost surely. Then Lemma 4.2 and the fact that u t > 0 imply 
for all x ∈ R, t ≥ t 0 . Here ζ − is defined by (4.4) with ǫ = q 0 , and ζ (4.25) , and (4.26) hold for some n ≥ 0, and we complete the induction step from n to n + 1. This may be done as in the proof of Proposition 2.2 of [16] using the following strategy. We will consider three regions in the timespace domain: Λ R will denote a (random) set of points (t, x) near the interface; Λ − R will denote a set of points behind the interface, where u takes values close to 1; Λ + R will note a set of points ahead of the interface where u takes small values. The subscript R > 0 controls the width of the middle region, Λ R . In this region we will apply the Harnack inequality to show that z must separate from the two translates of the transition front (denoted by u n and offsets q n will be random variables. However, we will suppress this dependence in our notation, and all constants chosen during the induction step will not depend on ω.
In the present setting, we must modify the argument of [16] to handle the region behind the moving interface, since u and z do not satisfy the same equation in this region. We overcome this obstacle by using the fact that u and z are converging exponentially fast to 1 in the region x ∈ (−∞, 0]. To apply this observation later, we now fix a constant τ 0 > 0 sufficiently large so that with probability one
holds for all τ ≥ τ 0 and integers k ≥ 1. This is made possible by the lower bound (4.11).
1. Near the interface. We first consider the middle region
with R > 2L 0 > 0 chosen sufficiently large so that Λ R contains all points (t, x) where both u(t + ζ 
holds for all (t, x) ∈ R 2 \ Λ R , for all n. Observe that if T 0 is sufficiently large, then
holds with probability one. Thus, by choosing T 0 larger, if necessary, we may guarantee that x > 0 whenever (t, x) ∈ Λ 3R and t > T 0 . Let u + n (t, x) and u − n (t, x) denote the functions u(t+ ζ + n , x) and u(t+ ζ − n , x), respectively. From property (P5) of u, we know that for all (t, x) ∈ Λ 3R we have
with the constant δ 3R being independent of n and independent of ω ∈ Ω. Defines n = t n + τ 1 with τ 1 = max(r −1 0 log(p), τ 0 ). Here p > 1 is a large constant that we will set later. Then, if (4.19) and (4.20) imply
and u − n (t − ǫ n , x) ≤ u(t + ζ − n , x) − ǫ n δ 3R ≤ z(t, x) if t ≥s n and (t, x) ∈ Λ 3R . So, the functions u + n (t + ǫ n , x) − z(t, x) and u − n (t − ǫ n , x) − z(t, x) are strictly positive and strictly negative, respectively, within the region Λ 3R wherever t ≥s n . Due to (4.33), x > 0 whenever (t, x) ∈ Λ 3R and t > t 0 . Therefore, the functions u + n (t + ǫ n , x), u − n (t − ǫ n , x), and z satisfy the same equation in the region Λ 3R if t ≥s n . This enables us to apply the Harnack inequality to these functions. Equation (4.34) implies that for any t ≥s n , either
must hold. For some deterministic constants σ > 1 and τ 2 > 1 to be chosen later, we apply the Harnack inequality to obtain a constant h ∈ (0, 1) -depending on ζ ± 0 and the parameter τ 2 , but independent of ω ∈ Ω -such that
if (4.35) holds at t =s n + σ − 1, and
if (4.36) holds at t =s n + σ − 1. Eventually we will choose both σ and τ 2 to be very large. It is important to observe here that the Harnack constant h depends on τ 2 , but it does not depend on the factors σ and p or ons n . Assume from now on that (4.35) and (4.37) hold, the other case can be treated in a similar fashion. Let γ ∈ (0, min(hδ 3R /2, 1 2 )). Due to property (v.) of u, we know that for t ∈ [s n + σ,s n + σ + τ 2 ] and (t, x) ∈ Λ R :
Since h is independent of the factor p, we may choose p large and γ small, independently of n, so that the right hand side is positive for (t, x) ∈ Λ R and t ∈ [s n + σ,s n + σ + τ 2 ]: u
We will set t n+1 =s n + σ + τ 2 , so that t n = nT with T = τ 1 + σ + τ 2 and τ 1 , σ, and τ 2 sufficiently large.
2. Behind the interface. Next we look at the part of R \ Λ R which is behind the interface:
By our choice of R, u(t + ζ
provided that we choose σ sufficiently large, independently of n and ω ∈ Ω. Hence, the function
with a(t, x) ≤ −β < 0 in Λ − R . Now we use the comparison principle to bound v from below at time t n =s n + σ + τ 2 . Because u t > 0, the right boundary of Λ − R , which is the set (t, X(t + (ζ
is a smooth curve, and v(t, x) ≥ 0 on this curve because of (4.39). Initially, at time t =s n + σ we have, with C = sup t,x u t L ∞ (Ω) :
for all x ∈ R. We used here the induction assumption 0 ≤ q n ≤ ζ
The lower bound (4.30) implies that at the left boundary where x = 0 we have 
By the induction assumption ζ
3. Ahead of the interface. Finally we consider the region in R \ Λ R ahead of interface:
By our choice of R, u(t + ζ + 0 + 1, x) ≤ θ 0 /2 in this region. In a manner identical to the argument in [16] we may show that
where C = sup t,x u t L ∞ (Ω) < ∞.
Shrinking the gap ζ
n . Now we combine the estimates (4.39), (4.44) and (4.45). We have shown that if (4.35) holds (rather than (4.36)) then at times t ∈ (s n + σ,s n + σ + τ 2 ) we have
for (t, x) ∈ Λ − R , and
We also still have the lower bound:
for all t ≥ t n and x ∈ R, and by the induction assumption q n ≤ (ζ
. We may now set t n+1 =s n + σ + τ 2 , so that t n = nT with T = τ 1 + σ + τ 2 . We define the new shifts as
and the new correction q n+1/2 = C(ζ
Here we assume r 2 is chosen to be r 2 < min(ν, λ) ≤ β. Then for t = t n+1 we conclude that
Just as in [16] we may correct the argument of the function Γ in (4.50) to obtain
Here we have defined q n+1 = Cq n+1/2 , with C a non-random constant depending only on C max and ζ + 0 − ζ − 0 . We will conclude the induction step by applying Lemma 4.2 to (4.49) and (4.51). To this end, we set
(4.52)
and K 3 = B/r 0 . The constant K 3 comes from the observation that |ζ
Let us verify (4.21)-(4.25). First, from (4.52) we see that
provided that τ 2 is sufficiently large. So, (4.21) holds for n + 1. Next,
The parameter γ ∈ (0, 1/2) depends on the Harnack constant over the time interval of length τ 2 . By first taking τ 2 sufficiently large and then choosing σ large enough, independently of ω ∈ Ω, we can ensure that
Therefore, by the induction assumption 2
The new values in (4.52) were obtained under the assumption that (4.35) rather than (4.36) holds, yet the geometric bound (4.54) holds in either case. In either case we also find that
provided that τ 2 and σ are sufficiently large. This is (4.23). Taking γ smaller, if necessary, we conclude that (4.24) also holds. Finally,
n From (4.54) and the definition of q n , the ratio q n+1 /q n satisfies (1 − γ) ≤ q n+1 /q n ≤ (1 − γ/2). Therefore, since T = τ 1 + σ + τ 2 where γ is independent of τ 1 and σ, we may increase σ or τ 1 as necessary to obtain t n+1 + ζ
)| which shows that (4.25) holds for t n+1 . Since (4.25) holds for n + 1, Lemma 4.2 applied to (4.49) and (4.51) implies that for t ≥ t n+1 we have
This completes the proof of Proposition 4.3.
Theorem 3.1 now follows directly from Proposition 4.3. From (4.23) -(4.24) it is easy to see that for almost every ω ∈ Ω, {ζ + n (ω)} n is a Cauchy sequence and that there is a random variable τ (ω) and a constant C such that
In particular, |τ (ω)| is uniformly bounded since |ζ
n also holds, this implies (3.3). This completes the proof of Theorem 3.1.
Proof of Theorem 3.4.
Now f 0 (u) is the bistable type nonlinearity. We follow the same strategy as in the proof of Theorem 3.1 using sub-and super-solutions. Again, the argument is similar to that in [16] ; the main new difficulty is the fact that z N and u satisfy different equations, which agree only for x ≤ N . In order to trap the solution z from behind and before, we construct super-and sub-solutions having the form
This is a variation of the construction first developed in [5] . Here q(t) = ǫ(ω)e −r0t . The monotonically increasing functions ζ ± (t) are defined by
For a suitable choice of these parameters, the functionsū andũ are super-and sub-solutions, respectively, to equation (1.1). We choose a constant L 0 > 2 sufficiently large so that for almost every ω ∈ Ω,
holds for all t ∈ R, where θ 1 ∈ (θ 0 , 1) is chosen so that f
It is necessary to choose the constant B > 0 sufficiently large, according to (4.5). Then, ǫ(ω) > 0 must be chosen sufficiently small:
Finally, we let β ∈ (0,
Then r 0 must be chosen sufficiently small:
where the constant K f is defined by (4.6).
Lemma 5.1 Let B, ǫ 0 , and r 0 be chosen according to (4.5) , (5.3) , and (5.4) . Suppose ǫ(ω) ≤ ǫ 0 . Thenū holds with probability 1. Taking r 0 smaller, if necessary, we may assume r 0 ∈ (0, r 1 /2).
and this last term is negative if
This implies thatũ ≤ z N for all x ≥ N , while for x ≤ N ,ũ is a sub-solution to equation (1.1). Therefore, the comparison principle implies
holds with probability 1. Now we prove part (ii). Letū be defined by (5.1). By Lemma 5.1,ū is a super-solution to equation (1.1), but it is not globally a super-solution to the modified equation (3.8) sinceĝ N may not agree with g for x > N . However, we will show that
The hypotheses on z 0 imply that
for some deterministic constant r 3 > 0. Therefore (5.12) holds if
holds for t ∈ [t 0 , p 0 N ]. Since u > 0, this holds under the condition
Now by choosing p 0 smaller, p 1 larger, and p 2 smaller, if necessary, we see that (5.12) holds under the condition log(ǫ) ≥ p 1 − p 2 N . The hypothesis (5.9) impliesū(t 0 , x, ω) ≥ z N (t 0 , x, ω) for all x ∈ R, P-almost surely. Therefore, (5.12) and the comparison principle implies thatū ≥ z N for all x ∈ (−∞, N ] and all t ∈ [t 0 , p 0 N ]. This proves (ii).
Proposition 5.3 Let ǫ 0 be defined by (5.3) . Let r 0 be chosen sufficiently small, as required by Lemma 5.2 . There exist deterministic constants T > 1, r 2 > 0, K 1 > 0, γ ∈ (0, 1/2), and ℓ ∈ (0, p 0 /T ) such that for all N sufficiently large, there are random sequences {q n (ω)} n≥0 , {ζ + n (ω)} n≥0 , and {ζ − n (ω)} n≥0 , such that P-almost surely the following hold: 15) holds for all t ∈ [t n , t n+1 ] and x ∈ R, where t n = nT .
(ii) The sequences {ζ + n (ω)}, {ζ − n (ω)}, and {q n (ω)} satisfy 
hold almost surely. Then Lemma 5.2 implies that 
holds for all (t, x) ∈ R 2 \ Λ R , for all n. If p 0 is sufficiently small and N is sufficiently large, then
Just as in the case of the ignition type nonlinearity, one may apply the Harnack inequality to conclude that either u
must hold for (x, t) ∈ Λ R and t ∈ [s n + σ,s n + σ + τ 2 ] ifs n + σ + τ 2 ≤ p 0 N . As before, u − n (t, x) and u + n (t, x) denote the functions u(t + ζ − , x) and u(t + ζ + , x), respectively. Also,s n = t n + τ 1 ; the parameters τ 1 , σ, and τ 2 are chosen as before. We will set t n+1 =s n + σ + τ 2 , so that t n = nT with T = τ 1 + σ + τ 2 and τ 1 , σ, and τ 2 sufficiently large. The condition ℓ ≤ p 0 /T implies that t n ≤ p 0 N for all n ∈ [0, ℓN ]. Assume for now on that (5.26) holds, rather than (5.27).
2. Behind the interface. This step also may be carried out just as in the case of the ignition-type nonlinearity. We find that
0 log 2, β) and
We define the difference v(t, x) = u
and bound it from above. Observe that
if σ > 0 is large enough and (t, x) ∈ Λ + R . Therefore, v solves an equation of the form v t − v xx = a(t, x)v with a(t, x) ≤ −β < 0 in Λ + R . Moreover, at the time t =s n + σ we have
for all x ∈ R. On the left boundary of Λ 
for (t, x) ∈ Λ + R and t ≤ p 0 N . Using the induction assumption (ζ
4. Shrinking the gap ζ + n − ζ − n . As in [16] , we now combine the estimates (5.26), (5.28) and (5.30) and complete the induction step. We have shown that if (5.26) holds (rather than (5.27)) then at times t ∈ (s n + σ,s n + σ + τ 2 ) we have
We also still have the upper bound:
for all t ∈ [t n , p 0 N ] and x ∈ R, and by the induction assumption q n ≤ (ζ + n − ζ − n ). We may now set t n+1 =s n + σ + τ 2 , so that t n = nT with T = τ 1 + σ + τ 2 . We define the new shifts as ζ
and the new correction q n+1 = C(ζ
. Again, r 2 is chosen to satisfy 0 < r 2 < min(ν, λ) ≤ β. Then for t = t n+1 we conclude that
We will complete the induction step by applying Lemma 4.2 to (5.34) and (5.35). To this end, we set 
if ℓ is sufficiently small and and N is sufficiently large. This is (5.20) . Observe that the constants defining defining σ, τ 1 , τ 2 , and γ to not depend on N . Since (5.20) holds for n + 1, Lemma 5.2 applied to (5.34) and (5.35) implies that for t ∈ [t n+1 , p 0 N ] we have
This completes the induction and the proof of Proposition 5.3. for n ∈ [0, ℓN ] and some deterministic constants C, h > 0 independent of N . Therefore, Proposition 5.3 implies that for t ∈ [t n , t n + 1] and x ∈ R,
This and a similar lower bound imply (3.9) . This completes the proof of Theorem 3.4.
Proof of Corollary 3.2 and Corollary 3.5
We prove only Corollary 3.5; the proof of Corollary 3.2 is almost identical and even simpler since the parameter N is not involved. Due to property (iv) of the transition front u(t, x, ω), we may pick L 1 > 0 large enough so that both
hold with probability one. Then, Theorem 3.4 implies that by choosing t 1 sufficiently large and
with probability one. In the middle region where
holds for all t ∈ [t 1 , p 0 N ], while (6.1) holds away from the interface for t ∈ [t 1 , p 0 N ]. Consequently,
. Here X N (t) denotes the interface associated with z N (the largest x such that z N (t, x, ω) ≥ θ 0 ). This implies that
for all t ∈ [t 1 , p 0 N ]. Observe that t 1 is independent of N . Now we are going to choose t = T k + ǫ − τ N and plug this into (6.3) . Recall that 
An example of Case A
In this section we construct an example in which Case A of Theorem 1.1 holds. Let us suppose that f 0 is the ignition nonlinearity. Let ξ k (ω) be independent, identically distributed random variables defined over probability space (Ω, F , P). Suppose that ξ k = 1 or ξ k = −1, each with probability 1/2. For L > 0 and each k ∈ Z, define the interval I k = [Lk, L(k + 1)). Define the random field g 0 (x, ω) = g max , if x ∈ I k , ξ k (ω) = 1 g min , if x ∈ I k , ξ k (ω) = −1
Let g(x, ω) = φ ǫ * g 0 (x, ω) = R φ ǫ (x − y)g 0 (y, ω) dy, where φ ǫ (x) ≥ 0 is a smooth approximation of the identity with compact support in the interval [−ǫ, ǫ]. The point is that for almost every ω ∈ Ω, g(x, ω) is constant on large intervals of length L − 2ǫ. On these intervals, the interface will move with average speed approximately equal to either C max or C min with equal probability. Since the ξ k are independent, the speed in one interval will be approximately independent of the speed in the next interval, as we now demonstrate.
We now show that for for some constant C > 0, 
Letting N → ∞ and applying Kronecker's lemma, we obtain
Define the random variables {β j } j∈Z by β j (ω) = ( 1 C min −τ )I ξj <0 + ( 1 C max −τ )I ξj >0 .
Here I ξj <0 denotes the indicator function of the set {ω| ξ j (ω) < 0}. We claim that there is a finite constant C > 0, independent of L, such that
for all j ∈ Z. Postponing the proof of this claim, we now show how (7.2) implies σ 2 ≥ CL for some constant C > 0, if L is sufficiently large.
First Since C max > C min , we observe that E[β Finally, we combine (7.5), (7.8),
Thus, by first letting R be sufficiently large, and then letting L be sufficiently large, we conclude that σ 2 ≥ ǫ 1 L/2 > 0 for all L sufficiently large. It remains to establish the claim (7.2) . This follows from Theorem 3.1 and Corollary 3.2. Let φ + (t, x) and φ − (t, x) be the unique traveling wave solutions to φ t = φ xx + g max f 0 (φ) and φ t = φ xx + g min f 0 (φ), normalized by φ(0, 0) = θ 0 . These waves move with speed C max and C min respectively. Then define z(t, x, ω) = φ + (t, x), if ξ 0 (ω) > 0 φ − (t, x), if ξ 0 (ω) < 0, (7.10) andĝ (ω) = g max , if ξ 0 (ω) > 0 g min , if ξ 0 (ω) < 0. (7.11) For x ∈ [ǫ, L − ǫ], g(x, ω) =ĝ(ω). Also, for t ≤ T L−1 (ω), we have X(t, ω) ≤ L − 1 ≤ L − ǫ, so z(t, x, ω) and u(t, x, ω) both satisfy z t = z xx +ĝ(ω)f 0 (z) (7.12) u t = u xx +ĝ(ω)f 0 (u) (7.13) for all x ∈ [ǫ, ∞), t ≤ T L−1 (ω). For x ≥ L − ǫ, (7.13) holds because u ≤ θ 0 for all x ≥ L − ǫ and t ≤ T L−1 (ω), so that f 0 (u) = 0 in this region. Now, it follows from Theorem 3.1 that sup x∈R |z(t, x, ω) − u(t + τ (ω), x, ω)| ≤ Ce −rt (7.14) holds for t ≤ T L−1 (ω). Then, from Corollary 3.2, we have
Ce −hk , (7.15) which is bounded, independently of L. However, by construction,
I ξ0>0 = (L − 1)(β 0 +τ ) (7.16) Therefore,
Due to (7.15) , this establishes the claim (7.2). In view of (1.26) the above analysis shows that κ 2 = (c * ) 3 σ 2 ≥ (c * ) 3 CL, for L sufficiently large. The asymptotic speed c * also depends on L, and in this example it is easy to use (7.1) and (7.2) to show that .
