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∗
Abstract
We provide a representation formula for viscosity solutions to an
elliptic Dirichlet problem involving Pucci’s extremal operators. This
is done through a dynamic programming principle derived from [7].
The formula can be seen as a nonlinear extension of the Feynman–Kac
formula.
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1 Introduction
The purpose of this paper is to provide a representation formula for the
viscosity solution to the problem

1
2
P+λ,Λ
(
D2u
)
+ f(x) = 0, x ∈ D,
u(x) = g(x), x ∈ ∂D,
(1)
where D is a bounded domain satisfying an exterior cone condition, f and
g are two continuous function in D, and P+λ,Λ is Pucci’s maximal operator.
Let us recall here the definition of Pucci’s maximal operator: given two
parameters Λ ≥ λ > 0, for any symmetric N ×N matrix S,
P+λ,Λ(S) := Λ
∑
λi≥0
λi + λ
∑
λi<0
λi,
where {λi}
N
i=1 are the eigenvalues of S, or equivalently
P+λ,Λ(S) := max
A∈MN
λ,Λ
tr(AS),
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whereMNλ,Λ is the set containing the N×N symmetric matrix such that their
eigenvalues are in [λ,Λ]. Pucci’s extremal operators represent an important
prototype of fully nonlinear operators and as such they are the main subject
of many papers, as in e.g. [6, 8, 17]. These operators also have a central role
in the study of the regularity of viscosity solutions to fully nonlinear second
order PDEs, as can be seen in the monograph of Cabré and Caffarelli [4].
For a comprehensive treatment of the theory of viscosity solution we refer to
[5].
We will prove that the viscosity solution to (1) is given by the formula
u(x) := sup
σ∈A
E
(
g
(
Xxσ,τxσ
)
+
∫ τxσ
0
f
(
Xxσ,t
)
dt
)
, (2)
where A is a set that will be defined later, {Xσ}σ∈A is a collection of sto-
chastic processes and τσ is the exit time of Xσ from the domain D. The
connection with the well known Feynman–Kac formula is evident, indeed
this is to all intents and purposes a nonlinear extension of the Feynman–Kac
formula.
The main tool to prove (2) is a dynamic programming principle, which
will be illustrated later and is an adaptation of the one presented by Denis,
Hu and Peng in [7]. It is obtained using stochastic control techniques, in this
regard we cite, among the others, [2, 9, 10, 11, 12, 13]. We point out that in
[7] this principle is used to give a representation formula to a Cauchy type
problem involving a sublinear operator which generalize Pucci’s maximal
operators and is related to nonlinear expectation, a topic thoroughly studied
by Peng in this and in many other articles, see [14] for a complete overview
of this subject. We recall that in [16], we have used the same techniques
to prove a representation formula for solutions to a more general class of
nonlinear parabolic PDEs.
Another representation formula for solutions of the problem (1) has been
proposed by Blanc, Manfredi and Rossi in [3] under the additional assump-
tion that D satisfies a uniform exterior sphere condition. They approximate
the viscosity solution to (1) using a family of functions {uε}, where, for any
ε > 0, uε is given as a supremum over all the possible strategies of the ex-
pected outcome of a game. Roughly speaking, we can say that uε tends to
the function represented by formula (2) as ε tends to 0.
We conclude pointing out that our method can be extended, going along
the same lines of [16], to obtain representation formulas for viscosity solutions
to more general Dirichlet problems.
Notation
Here we fix the notation and some conventions that we will use later. We
also recall some basic results. Assume that we have a filtered probability
space (Ω,F , {Ft}t∈[0,∞),P), then
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• F is a complete σ–algebra on Ω;
• the stochastic process {Wt}t∈[0,∞) will denote the N dimensional Brow-
nian motion under P;
• {Ft}t∈[0,∞) is the filtration defined by {Wt}t∈[0,∞) satisfying the usual
condition of completeness and right continuity;
• {W ts}s∈[t,∞) := {Ws −Wt}s∈[t,∞) is a Brownian motion independent
from {Ws}s∈[0,t] by the strong Markov property ;
• {F ts}s∈[t,∞) is the filtration generated by {W
t
s}s∈[t,∞) which we assume
satisfy the usual condition and is independent from Ft;
• we will say that a stochastic process {Ht}t∈[0,∞) is adapted if Ht is
Ft–measurable for any t ∈ [0,∞);
• we will say that a stochastic process {Ht}t∈[0,∞) is progressively mea-
surable, or simply progressive, if, for any T ∈ [0,∞), the applica-
tion that to any (t, ω) ∈ [0, T ] × Ω associate Ht(ω) is B([0, T ]) × FT –
measurable;
• a function on R is called cadlag if is right continuous and has left limit
everywhere;
• a cadlag (in time) process is progressive if and only if is adapted;
• F∞ := σ(Ft|t ∈ [0,∞));
• if A ∈ RN×M then A† will denote its transpose and eigA its spectrum;
• (Frobenius product) if A,B ∈ RN×M then
〈A,B〉 := tr
(
AB†
)
=
N∑
i=1
M∑
j=1
Ai,jBi,j;
• if A ∈ RN×M then |A| will denote the norm
√
〈A,A〉 =
√
N∑
i=1
M∑
j=1
A2i,j;
• SN is the set containing all the symmetric matrix of RN×N and SN+ is
its the subset containing all the positive definite matrix;
• MNλ,Λ :=
{
A ∈ SN : eigA ⊂ [λ,Λ]
N
}
.
3
2 Proof of the Result
We start defining what we mean with viscosity solution to the second order
PDE problem
F
(
x, u(x),∇u(x),D2u(x)
)
= 0, (3)
where F is a arbitrary continuous function. For a detailed overview of the
viscosity solution theory we refer to [5].
Definition 2.1. Given an upper semicontinuous function u we say that a
function ϕ is a supertangent to u at x if x is a local maximizer of u− ϕ.
Similarly we say that a function ψ is a subtangent to a lower semicontinuous
function v at x if x is a local minimizer of v − ψ.
Definition 2.2. An upper semicontinuous function u is called a viscosity
subsolution to (3) if, for any suitable x and C2 supertangent ϕ to u at x,
F
(
x, u(x),∇ϕ(x),D2ϕ(x)
)
≥ 0.
Similarly a lower semicontinuous function v is called a viscosity supersolution
to (3) if, for any suitable x and C2 subtangent ψ to v at x,
F
(
x, v(x),∇ψ(x),D2ψ(x)
)
≤ 0.
Finally a continuous function u is called a viscosity solution to (3) if it is
both a super and a subsolution to (3).
The next definition is crucial to our problem, as we will show later.
Definition 2.3. We will call a set C ⊂ RN a convex cone if for every
x, y ∈ C then x+ y ∈ C and αx ∈ C for any non negative α.
We will say that a set D satisfies the exterior cone condition if, for any
x ∈ ∂D, there is a convex cone C with intC 6= ∅ and a positive δ such that
(x+ C) ∩D ∩Bδ(x) = {x}.
We will deal with the following problem:
Problem 2.4. Let D ⊂ RN be an open bounded set which satisfies an
exterior cone condition. Given λ, Λ in R such that 0 < λ ≤ Λ, we consider
the Pucci’s extremal operator P+λ,Λ defined by
P+λ,Λ(S) := max
A∈MN
λ,Λ
〈A,S〉, for any S ∈ SN .
We further consider two continuous functions f, g : RN → R, and denote by
ℓ a positive constant such that max
x∈D
(|f(x)| ∨ |g(x)|) ≤ ℓ.
We want to study the solution u to the elliptic PDE

1
2
P+λ,Λ
(
D2u
)
+ f(x) = 0, x ∈ D,
u(x) = g(x), x ∈ ∂D.
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For the above problem a comparison result holds true, as a consequence
of the maximum principle proved in [4].
Theorem 2.5. Let u and v be respectively a subsolution and a supersolution
to problem 2.4 such that u ≤ v on ∂D. Then u ≤ v on D.
Usually, to obtain representation formulas for viscosity solutions to a
second order PDE with linear operator, is useful to use a matrix σ such
that σσ† is the diffusion part of the operator. We point out that every
positive semidefinite matrix can be decomposed in this way. Using a similar
approach, we define the set K made up by the matrices σ ∈ RN×N such that
σσ† ∈ MNλ,Λ, so that we can write
P+λ,Λ(S) := max
σ∈K
〈
σσ†, S
〉
. (4)
For each σ ∈ K, t ∈ [0,∞) and ζ ∈ L2
(
Ω,Ft;R
N
)
, we define the linear
operator Lσ such that, for any S ∈ S
N ,
Lσ(S) :=
1
2
〈
σσ†, S
〉
,
the stochastic process
Xt,ζσ,s := ζ +
∫ s
t
σdWr, s ∈ [t,∞), (5)
and τ t,ζσ as the exit time of X
t,ζ
σ from D, i.e.,
τ t,ζσ := inf
{
s ∈ [0,∞) : Xt,ζσ,t+s /∈ D
}
. (6)
For notation’s sake we will omit the dependence from σ of X and τ when
obvious and we will write Xζσ,s and τ
ζ
σ,s instead of X
0,ζ
σ,s and τ
0,ζ
σ,s , respectively.
It is well known from the Feynman–Kac formula that the viscosity solu-
tion to the problem{
Lσ
(
D2v
)
+ f(x) = 0, x ∈ D,
v(x) = g(x), x ∈ ∂D,
is given by
v(x) := E
(
g
(
Xxσ,τxσ
)
+
∫ τxσ
0
f
(
Xxσ,t
)
dt
)
.
Moreover, since
1
2
P+λ,Λ = max
σ∈K
Lσ, basic properties of viscosity solutions yield
that
u(x) := sup
σ∈K
E
(
g
(
Xxσ,τxσ
)
+
∫ τxσ
0
f
(
Xxσ,t
)
dt
)
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is a subsolution to problem 2.4.
Our method to obtain representation formulas relies on a dynamic pro-
gramming principle which is an adaptation of the one presented by Denis,
Hu and Peng in [7, Proposition 45] and is based on a construction on a
broader set which contains K. This set, which we call A, is made up of the
progressive processes σ : [0,∞) × Ω → RN×N which are cadlag, i.e. right
continuous and left bounded, on [0,∞) and such that, for any t ∈ [0,∞) and
ω ∈ Ω, the eigenvalues of (σσ†)(t, ω) belong to [λ,Λ]N . A is obviously non
empty, since it contains K. Furthermore we have by our assumptions that,
for any p > 0 and T ∈ [0,∞), A ⊂ Lp([0, T ] × Ω), thus we endow A with
with the topology of the L2–convergence on compact set, which is to say
that a sequence in A converges to an element of A if and only if it converges
in L2([0, T ]× Ω) for any T ∈ [0,∞).
For any a.e. finite stopping time ρ, an useful subset of A, which we will use
later, is Aρ, which consists of the σ belonging to A such that {σρ+t}t∈[0,∞)
is progressive with respect to the filtration {Fρt }t∈[0,∞). Trivially A
0 = A.
We point out that if σ ∈ Aρ, then the process
{
Xρ,xσ,ρ+t
}
t∈[0,∞)
is progressive
with respect to the filtration {Fρt }t∈[0,∞). Moreover, as a consequence of the
definition, we have
P+λ,Λ(S) = max
σ∈Aρ
〈
σρ+tσ
†
ρ+t, S
〉
,
since this is true for each ω ∈ Ω and t ∈ [0,∞), thanks to (4).
The dynamic programming principle is, in our case as in [7], an instru-
ment that permit us to break a stochastic trajectory in two or more parts
(this intuitively explain why we require σ to be cadlag in time), i.e., for any
a.e. finite stopping time ρ,
u(x) = sup
σ∈A
E
(
Y ρσ
(
Xxσ,ρ∧τxσ
)
+
∫ ρ∧τxσ
0
f
(
Xxσ,s
)
ds
)
= sup
σ∈A
sup
σ′∈A
E
(
Y ρσ′
(
Xxσ,ρ∧τxσ
)
+
∫ ρ∧τxσ
0
f
(
Xxσ,s
)
ds
)
= sup
σ∈A
E
(
ess sup
σ′∈A
E
(
Y ρσ′(y)
∣∣∣y = Xxσ,ρ∧τxσ
)
+
∫ ρ∧τxσ
0
f
(
Xxσ,s
)
ds
)
,
(7)
where
Y ρσ (ζ) := g
(
Xρ,ζ
σ,ρ+τρ,ζσ
)
+
∫ τρ,ζσ
0
f
(
Xρ,ζσ,ρ+s
)
ds.
To prove it, we proceed by steps analyzing, for any ζ ∈ L2
(
Ω,Fρ;D
)
, the
functions Y ρσ (ζ) and Φρ(ζ) := ess sup
σ∈A
E(Y ρσ (ζ)|Fρ). We point out that the
initial datum ζ here represents the first part of the trajectory defined by Xσ
broken off at ρ, i.e. is a generalization of the term Xxσ,ρ in (7), moreover
τ
ρ,Xxσ,ρ
σ = max{τ
x
σ − ρ, 0}. (8)
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Further notice that, given two a.e. finite stopping times ρ and ρ′ such that
ρ ≤ ρ′, the definition yields
Y ρσ (ζ) = Y
ρ′
σ
(
Xρ,ζ
σ,ρ′∧τρ,ζσ
)
+
∫ ρ′∧τρ,ζσ
0
f
(
Xρ,ζσ,ρ+s
)
ds. (9)
Remark 2.6. The reason why we require the elements of A to be cadlag in
time can be understood looking at the second identity of (7). While it is
clearly true in A, since given two elements σ1, σ2 in A σ3,t := σ1,tχ{t<ρ} +
σ2,tχ{t≥ρ} belongs to A, this could not be valid in a space with time contin-
uous elements.
We preliminarily study the continuity of Y ρσ and τ
ρ
σ , where ρ is an a.e.
finite stopping time.
Lemma 2.7. For any a.e. finite stopping time ρ, x ∈ RN and σ ∈ A, define
the stopping time τρ,xσ := inf
{
s ∈ [0,∞) : Xρ,xσ,ρ+s /∈ D
}
. Then
P(τρ,x = τρ,x) = 1 (10)
for any a.e. finite stopping time ρ, x ∈ RN and σ ∈ A.
The identity (10) will be used in theorem A.2 and remark A.3 to prove
the continuity of the exit times and consequently will allow us to prove the
continuity of our candidate viscosity solution. In the proof of the Lemma we
will employ the exterior cone condition for D.
Proof. The statement is obvious if x /∈ D, while, if instead x ∈ D, by (8) it
is equivalent to
P
(
τ τ
ρ,x,X
ρ,x
τρ,x = 0
)
= 1, (11)
for any a.e. finite stopping time ρ and σ ∈ A. Instead of (11) we will prove
the stronger result
P(τ ρ,y = 0) = 1 (12)
for any a.e. finite stopping time ρ, σ ∈ A, x ∈ D and y ∈ ∂D.
We will proceed by steps.
Step 1. Using the same proof of [1, Proposition III.3.1] we have that, for any
σ ∈ A and x ∈ ∂D, P(τx = 0) = 1.
Step 2. Since for any a.e. finite stopping time ρ and σ ∈ Aρ we can take a
σ ∈ A such that, for any y ∈ ∂D, Xρ,yσ,ρ+t and X
y
σ,t have the same distribution,
we have that τρ,yσ and τ
y
σ have the same distribution, and consequently (12)
is true for any a.e. finite stopping time ρ, σ ∈ Aρ and y ∈ ∂D.
Step 3. Fix an a.e. finite stopping time ρ and consider the set
J :=


σ ∈ A : σ|[ρ,∞) =
n∑
i=0
χAiσi|[ρ,∞), where {σi}
n
i=0 ⊂ A
ρ
and {Ai}
n
i=0 is a Fρ–partition of Ω

 .
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For each σ :=
n∑
i=0
χAiσi ∈ J , (12) holds true for any y ∈ ∂D since, by the
previous step,
P (τρ,yσ = 0) =
n∑
i=0
P
(
Ai ∩
{
τρ,yσi = 0
})
=
n∑
i=0
P(Ai)P
(
τρ,yσi = 0
)
=
n∑
i=0
P(Ai) = 1.
Step 4. As a consequence of the density of the simple functions and since
each set in F∞ is the result of intersections and unions of sets in Fρ and F
ρ
∞,
fixed a σ ∈ A we know that it is the limit of a sequence in J . Therefore,
fixed a σ ∈ A and two positive constants α and ε, we will prove that there
exists a σ ∈ J such that
P(τ ρ,yσ > τ
ρ,y
σ + α) < ε. (13)
Notice that by the previous step τρ,yσ = 0 a.e. for any σ ∈ J , thus (13) is
equivalent to
P(τρ,yσ > α) < ε,
therefore the arbitrariness of σ, y, ρ, α and ε proves (12) for any a.e. finite
stopping time ρ, σ ∈ A and y ∈ ∂D concluding the proof.
Fix an a.e. finite stopping time ρ, y ∈ ∂D and define for any σ ∈ J the
stopping times
τβσ := inf
{
t ∈ [0,∞) : inf
z∈D
∣∣Xρ,yρ+t − z∣∣ ≥ β
}
.
By proposition A.1 we can take a positive T depending only on D, ℓ, λ and
ε such that P (τρ,yσ ≥ T ) <
ε
3
. Similarly we can choose a β, depending on α
and ε, such that P
(
τβσ > τ
ρ,y
σ + α
)
<
ε
3
for any σ ∈ J , in fact if that would
not be true we should have, thanks to the reverse Fatou’s lemma,
P(τ ρ,yσ > α) ≥ lim sup
β→0
P
(
τβσ > τ
ρ,y
σ + α
)
≥
ε
3
for some y ∈ D, in contradiction with the previous step. Thus we have that
P(τρ,yσ > τ
ρ,y
σ + α) ≤P
(
τβσ > τ
ρ,y
σ + α
)
+ P(τρ,yσ ≥ T )
+ P
({
τρ,yσ > τ
β
σ
}
∪ {τ ρ,yσ < T}
)
≤P
({
τρ,yσ > τ
β
σ
}
∪ {τ ρ,yσ < T}
)
+
2ε
3
.
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Finally Markov’s and Burkholder–Davis–Gundy’s inequalities yield
P
({
τρ,yσ > τ
β
σ
}
∪ {τ ρ,yσ < T}
)
≤P
({∣∣∣Xρ,y
σ,ρ+τβσ
−Xρ,y
σ,ρ+τβσ
∣∣∣ ≥ β} ∩ {τ ρ,yσ < T})
≤
1
β2
E
(
sup
t∈[0,T ]
∣∣∣Xρ,yσ,ρ+t −Xρ,yσ,ρ+t∣∣∣2
)
≤
c
β2
E
(∫ T
0
|σt − σt|
2dt
)
,
where c is an independent constant, hence we can choose a σ ∈ J such that
P
({
τρ,yσ > τ
β
σ
}
∪ {τ ρ,yσ < T}
)
<
ε
3
proving (13).
The previous lemma permit us to use theorem A.2 and remark A.3 to
prove that:
Proposition 2.8. The function (t, x, σ) ∈ [0,∞)×RN ×A 7→ τ t,xσ is, under
our assumptions, continuous in probability.
Lemma 2.9. Under our assumptions there exists a constant c, which de-
pends only on ℓ, λ and D such that
E
(
|Y ρσ (ζ)|
2
)
≤ c (14)
for any a.e. finite stopping time ρ, σ ∈ A and ζ ∈ L2
(
Ω,Fρ;D
)
. Further-
more the function
Y : [0,∞) ×RN ×A −→ L1(Ω;R)
(t, x, σ) 7−→ Y tσ(x)
is continuous and, for any a.e. finite stopping time ρ, the family of functions
{Y ρσ }σ∈A is uniformly equicontinuous.
Proof. Proposition A.1 yields (14), while the continuity is just a consequence
of (14), proposition 2.8 and the dominated convergence theorem. Thus we
only have to show the equicontinuity.
To prove the uniform equicontinuity we fix a positive ε and find a δ for which
E(|Y ρσ (x)− Y
ρ
σ (y)|) < ε
for any σ ∈ A, x ∈ RN and y ∈ Bδ(x). Preliminarily fix an a.e. finite
stopping time ρ and note that, by Hölder’s and Markov’s inequalities and
proposition A.1, we can choose a T > 0 such that
E(|Y ρσ (x)−Y
ρ
σ (y)|; τ
ρ,x ≥ T ) =
(
E
(
|Y ρσ (x)− Y
ρ
σ (y)|
2
)) 1
2 (P(τρ,x ≥ T ))
1
2 <
ε
3
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for any x, y ∈ RN and σ ∈ A. Similarly we can, given an α > 0 that will be
fixed later, use theorem A.2 to obtain a δ such that, for any σ ∈ A, x ∈ RN
and y ∈ Bδ(x),
E(|Y ρσ (x)− Y
ρ
σ (y)|; |τ
ρ,x − τρ,y| > α) <
ε
3
.
Therefore we just have to prove that
E(|Y ρσ (x)− Y
ρ
σ (y)|; {|τ
ρ,x − τρ,y| ≤ α} ∩ {τρ,x < T}) <
ε
3
.
Now define τx := τ
ρ,x ∧ T , τy := (τx − α) ∨ (τ
ρ,y ∧ (τx + α)) and let
Yx := g
(
Xρ,xρ+τx
)
+
∫ τx
0
f
(
Xρ,xρ+s
)
ds,
Yy := g
(
Xρ,yρ+τy
)
+
∫ τy
0
f
(
Xρ,yρ+s
)
ds.
Since Yx = Y
ρ
σ (x) and Yy = Y
ρ
σ (y) on {|τρ,x − τρ,y| ≤ α} ∩ {τρ,x < T}, we
have that
E(|Y ρσ (x)− Y
ρ
σ (y)|; {|τ
ρ,x − τρ,y| ≤ α} ∩ {τρ,x < T}) ≤ E(|Yx − Yy|),
so to conclude the proof we will show that, for a suitable δ,
E(|Yx − Yy|) <
ε
3
(15)
for any σ ∈ A, x ∈ RN and y ∈ Bδ(x).
For any fixed σ ∈ A, from our assumptions it follows that
E(|Yx − Yy|) ≤ E
( ∣∣∣g (Xρ,xρ+τx)− g (Xρ,yρ+τy)∣∣∣+ αℓ
+
∫ τx∧τy
0
∣∣f (Xρ,xρ+t)− f (Xρ,yρ+t)∣∣ dt
)
,
(16)
hence to prove (15) we will give an upper bound to the right side of this
inequality. Notice that
E
(∣∣∣Xρ,xρ+τx −Xρ,yρ+τy ∣∣∣2
)
≤2E
(∣∣Xρ,xρ+τx −Xρ,yρ+τx ∣∣2 + ∣∣∣Xρ,yρ+τx −Xρ,yρ+τy ∣∣∣2
)
≤2E
(
|x− y|2 +
∫ τx+α
(τx−α)+
|σt|
2dt
)
≤2|δ|2 + 4NΛα,
thus there exists a δ′ depending on α and δ such that
E
(∣∣∣g (Xρ,xρ+τx)− g (Xρ,yρ+τy)∣∣∣ ; ∣∣∣Xρ,xρ+τx −Xρ,yρ+τy ∣∣∣ > δ′) < ε6 . (17)
From the Heine–Cantor theorem we know that f and g are uniformly con-
tinuous in D, then, thanks to (17), we can choose δ and α such that (16)
holds true.
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We can now focus on our dynamic programming principle, which we point
out is a generalization of the one presented by Denis, Hu and Peng in [7,
Section 3.1], and will be proved along the same lines. However our controls
are cadlag in time, instead of just progressive as in [7], because they are more
suitable to our needs, as will appear clear later in the proof of theorem 2.16.
Define, for any a.e. finite stopping time ρ and ζ ∈ L2
(
Ω,Fρ;RN
)
, our
candidate viscosity solution
Φρ(ζ) := ess sup
σ∈A
E(Y ρσ (ζ)|Fρ).
We proceed stating some preliminary results which can be proved slightly
adapting the proofs of [7, Lemmas 41–44].
Lemma 2.10. For each σ1 and σ2 in A there exists a σ ∈ A such that
E(Y ρσ (ζ)|Fρ) = E
(
Y ρσ1(ζ)
∣∣Fρ) ∨ E (Y ρσ2(ζ)∣∣Fρ) .
Therefore exists a sequence {σi}i∈N in A such that a.e.
E
(
Y ρσi(ζ)
∣∣Fρ) ↑ Φρ(ζ).
We also have
E(Φρ(ζ)) = sup
σ∈A
E(Y ρσ (ζ)) <∞, (18)
and, for any stopping time ρ′ such that ρ′ ≤ ρ,
E
(
ess sup
σ∈A
E(Y ρσ (ζ)|Fρ)
∣∣∣∣Fρ′
)
= ess sup
σ∈A
E(Y ρσ (ζ)|Fρ′). (19)
Lemma 2.11. For each x ∈ RN , u(x) := Φρ(x) is a deterministic function.
Furthermore Φρ(x) = Φ0(x), i.e. the definition of u does not depend on ρ.
At a first sight the fact that Φρ(x) is deterministic may seem trivial, but
we remember to the reader that in general the conditional expectation, hence
E (Y ρσ (x)|Fρ), is not deterministic.
Thanks to (18) and the equicontinuity proved in lemma 2.9 the following
proposition holds true:
Proposition 2.12. The function u(x) := Φρ(x) = sup
σ∈A
E(Y ρσ (x)) is bounded
and continuous.
Lemma 2.13. For each ζ ∈ L2
(
Ω,Fρ;D
)
, we have that u(ζ) = Φρ(ζ) a.e..
Now we have all the ingredients ready to prove the dynamic programming
principle, however, before that, we will show another consequence of the
above preliminary results.
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Proposition 2.14. The function u(x) := sup
σ∈A
E
(
Y 0σ (x)
)
is a continuous
viscosity subsolution to problem 2.4.
Proof. Thanks to proposition 2.12 we already know that u is continuous. In
order to demonstrate that u is a viscosity subsolution, we will prove that,
for any fixed a σ ∈ A, v(t, x) := E(Y tσ(x)) is a viscosity subsolution to
∂tv +
1
2
P+λ,Λ
(
D2xv
)
+ f = 0 (20)
on {0} ×RN . Indeed, thanks to well known properties of the viscosity solu-
tion theory, u(t, x) := sup
σ∈A
E
(
Y tσ(x)
)
is then a viscosity subsolution to (20)
on {0} × RN , while (18) and lemma 2.11 yield that ∂tu ≡ 0. This implies
that u is a viscosity subsolution to problem 2.4.
We argue by contradiction assuming that, given an x ∈ D and a ϕ super-
tangent to v in (0, x),
∂tϕ(0, x) +
1
2
〈
σ0σ
†
0,D
2
xϕ(0, x)
〉
≤ ∂tϕ(0, x) +
1
2
P+λ,Λ
(
D2xϕ(0, x)
)
< −f(x).
We assume that ϕ(0, x) = v(0, x) and, for an opportune δ > 0,
ϕ(t, y) ≥ v(t, y), for any (t, y) ∈ [0, δ) ×Bδ(x) ⊆ D. (21)
Since σ is cadlag, there exists a set A ∈ F with P(A) > 0 such that
∂tϕ(t, y) +
1
2
〈
σtσ
†
t ,D
2
xϕ(t, y)
〉
< −f(y) (22)
a.e. on A for any (t, y) ∈ [0, δ)×Bδ(x), possibly taking a smaller δ > 0. Let
ρ be the stopping time
ρ := δ ∧ inf{t ∈ [0,∞) : |Xxt − x| ≥ δ}
and note that by (9)
v(0, x) = E
(
Y ρσ
(
Xxρ
)
+
∫ ρ
0
f(Xxt )dt
)
= E
(
v
(
ρ,Xxρ
)
+
∫ ρ
0
f(Xxt )dt
)
.
(23)
From Itô’s formula we obtain
ϕ(0, x) = E
(
ϕ
(
ρ,Xxρ
)
−
∫ ρ
0
(
1
2
〈
σtσ
†
t ,D
2
xϕ(t,X
x
t )
〉
+ ∂tϕ(t,X
x
t )
)
dt
)
,
thus, by (21), (22) and (23), v(0, x) < ϕ(0, x) for any σ ∈ A, in contradiction
with the dynamic programming principle.
Now we bring back our focus to the dynamic programming principle.
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Theorem 2.15 (Dynamic Programming Principle). Let ρ be an a.e. finite
stopping time, then under our assumptions, for any x ∈ RN ,
u(x) = sup
σ∈A
E
(
u
(
Xxσ,ρ∧τxσ
)
+
∫ ρ∧τxσ
0
f
(
Xxσ,t
)
dt
)
. (24)
Proof. By (9) and since the σ in A are cadlag, we have
u(x) = sup
σ∈A
E
(
Y 0σ (x)
)
= sup
σ∈A
sup
σ′∈A
E
(
Y ρσ′
(
Xxσ,ρ∧τxσ
)
+
∫ ρ∧τxσ
0
f
(
Xxσ,t
)
dt
)
.
Furthermore it follows from (19) and lemma 2.13 that
sup
σ′∈A
E
(
Y ρσ′
(
Xxσ,ρ∧τxσ
))
=E
(
ess sup
σ′∈A
E
(
Y ρσ′
(
Xxσ,ρ∧τxσ
)∣∣∣Fρ)
)
=E
(
u
(
Xxσ,ρ∧τxσ
))
,
hence (24) is true.
Finally we can prove the main statement of this paper.
Theorem 2.16. The function u(x) := sup
σ∈A
E
(
Y 0σ (x)
)
is the unique viscosity
solution to problem 2.4 such that u(x) = g(x) for any x ∈ ∂D.
Proof. That u(x) = g(x) on ∂D follows from the definition, while the unique-
ness is a consequence of theorem 2.5. From proposition 2.14 we already know
that u is a continuous viscosity subsolution, hence we only have to show that
u satisfies the supersolution property.
Fixed x ∈ D, let ψ be a subtangent to u in x which we assume, without loss
of generality, equal to u in x and δ a positive constant such that
ψ(y) ≤ u(y), for any y ∈ Bδ(x) ⊆ D. (25)
We will proceed by contradiction assuming that
1
2
P+λ,Λ
(
D2ψ(x)
)
> −f(x).
We know by definition that there exists a continuous and deterministic σ ∈ A
for which
P+λ,Λ
(
D2ψ(x)
)
=
〈
σ0σ
†
0,D
2ψ(x)
〉
,
then, by continuity,
1
2
〈
σtσ
†
t ,D
2ψ(y)
〉
> −f(y) (26)
for any (t, y) ∈ [0, δ) ×Bδ(x), possibly taking a smaller δ.
If we define
Y := u
(
Xxρ
)
+
∫ ρ
0
f(Xxt )dt,
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where ρ is the stopping time
ρ := δ ∧ inf{t ∈ [0,∞) : |Xxt − x| ≥ δ},
then we get from the dynamic programming principle 2.15 that
sup
σ∈A
E
(
Y
)
= u(x) = ψ(x). (27)
However Itô’s formula yields that
ψ(x) = E
(
ψ
(
Xxρ
)
−
1
2
∫ ρ
0
〈
σtσ
†
t ,D
2ψ(Xxt )
〉
dt
)
,
which contradicts (27), since u
(
Xxρ
)
≥ ψ
(
Xxρ
)
, which follows from (25), and
(26) imply that E
(
Y
)
> ψ(x).
A Exit Times
In this appendix we will give some properties of the exit times defined in (6)
which are needed in the paper. The following result is well known and can
be found in many textbook, like [1, 15].
Proposition A.1. Fixed σ ∈ A, let D be a bounded set, X as in (5) and
τ , as in (6), the exit time of X from D. Then there exists a constant c,
which depends only on D, ℓ and λ, such that E (τρ,x) ≤ c for any a.e. finite
stopping time ρ and x ∈ RN .
In particular τρ,x is a.e. finite and, for any ε > 0, there exists a T ∈ [0,∞),
which depends only on D, λ and ε, such that P (τρ,x ≥ T ) < ε for any a.e.
finite stopping time ρ and x ∈ RN .
We proceed giving the following
Theorem A.2. Fixed σ ∈ A, let D be a bounded set, X as in (6), τ the exit
time of X from D and τ the exit time of X from D. Assume that, for some
a.e. finite stopping time ρ, P (τρ,x = τρ,x) = 1 for any x ∈ RN . Then, fixed
two positive constants ε and α we have that exists a δ > 0, depending on D,
λ, ε and α, such that
P (|τρ,x − τρ,y| > α) < ε
for any x ∈ RN and y ∈ Bδ(x). Therefore τ
ρ is continuous in probability
with respect to x.
The continuity of the exit times is already known, see, e.g., [1]. What we
add here is a sort of uniformity with respect to the initial conditions.
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Proof. To ease notation assume that ρ = 0 and restrict x in D, since for
x /∈ D this is obviously true. We start fixing x ∈ D, defining for any y ∈ D
τyβ := inf
{
t ∈ [0,∞) : inf
z∈D
|Xyt − z| ≥ β
}
and noting that
P(|τx − τy| > α) =P({|τx − τy| > α} ∩ {τx ≥ T})
+P
(
{τy > τx + α} ∩
{
τxβ > τ
x + α
}
∩ {τx < T}
)
+P
(
{τy > τx + α} ∩
{
τxβ ≤ τ
x + α
}
∩ {τx < T}
)
+P
(
{τx > τy + α} ∩
{
τyβ > τ
y + α
}
∩ {τx < T}
)
+P
(
{τx > τy + α} ∩
{
τyβ ≤ τ
y + α
}
∩ {τx < T}
)
≤P(τx ≥ T ) + P
(
τxβ > τ
x + α
)
+P
({
τy > τxβ
}
∩
{
τxβ < T + α
})
+ P
(
τyβ > τ
y + α
)
+P
({
τx > τyβ
}
∩
{
τyβ < T
})
.
By proposition A.1 we can take a positive T depending only on D, ℓ, λ and
ε such that P(τx ≥ T ) <
ε
5
. Similarly we can choose a β, depending on α
and ε, such that P
(
τyβ > τ
y + α
)
<
ε
5
for any y ∈ D, in fact if that would
not be true we should have, thanks to the reverse Fatou’s lemma,
P(τy > τy + α) ≥ lim sup
β→0
P
(
τyβ > τ
y + α
)
≥
ε
5
for some y ∈ D, in contradiction with our hypothesis.
Now, for the other terms, we can use Markov’s inequality to get
P
({
τy > τxβ
}
∩
{
τxβ < T + α
})
≤P
({∣∣∣Xxτx
β
−Xyτx
β
∣∣∣ ≥ β} ∩ {τxβ < T + α})
≤
1
β2
E
(
sup
t∈[0,T+α]
|Xxt −X
y
t |
2
)
≤
1
β2
|x− y|2
and similarly
P
({
τx > τyβ
}
∩
{
τyβ < T
})
≤
1
β2
|x− y|2.
Therefore there exists a δ > 0 depending on D, λ, ε and α such that
P
({
τy > τxβ
}
∩
{
τxβ < T + α
})
+ P
({
τx > τyβ
}
∩
{
τyβ < T
})
≤
2ε
5
for any y ∈ Bδ(x) and consequently P
(∣∣τ t,x − τ t,y∣∣ > α) < ε.
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Remark A.3. We point out that under the same assumptions and with a
similar proof, we can prove that the function (t, σ) ∈ [0,∞) × A 7→ τ t,xσ is
continuous for any x ∈ RN .
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