Abstract We study error estimates for new inversion methods of the Laplace transform based on -stable rational approximations to the exponential function of order ≥ 1. It is shown how each -stable rational approximation to the exponential function provides an scheme for inverting the Laplace transform of (exponentially) bounded continuous functions ; In this way, can be approximated in terms of their Laplace transformˆ at time > 0 by expressions of the form ∑
Introduction
The numerical inversion of the Laplace transform has been studied by many authors over the years due to the wide array of applications of the Laplace transform technique to different areas of science. However, the inversion has been cataloged by some authors as more of an art than a science since most methods use several parameters that need to be adjusted in order to obtain reasonable results, cf. [12] . Furthermore, many inversion methods usually work only for specific classes of functions. One of the most successful methods for inverting the Laplace transform is Talbot's method, also known as the quadrature method (see [1] , [37] , [53] , [58] , [59] ). The quadrature method assumes that the Laplace transformˆ of a function has an analytic extension to a complex region that is (a) symetric to the -axis, (b) contains a half plane := { ∈ ℂ : Re( ) > } for some ∈ ℝ, and (c) ∩ ∕ = ∅. However, it is not hard to find functions whose Laplace transforms do not have analytic extensions beyond a right half plane for some ∈ ℝ. This paper studies error estimates for a new class of rational Laplace transform inversion procedures that uses only information ofˆ ( ) and its derivatives for Re( ) > where is a continuous and exponentially bounded function with values in a Banach space . Furthermore, since the results hold for Banach space valued functions, the methods are applicable to problems of parabolic and hyperbolic type. The main contribution of the present paper is the characterization of those functions for which the inversion methods provide time independent error estimates. In this way, new time independent approximation schemes for the fractional abstract Cauchy problem are found when the operator is generates an analytic semigroup; fractional PDEs model phenomena such as anomalous diffusion. Time discretization methods for evolution equations of convolution type provided by different Laplace transform inversion methods have shown to be very fruitful, see [40] , [51] , [52] , [54] , [55] . Another example where our method would be useful includes the approximation to solutions of a number of physics and engineering problems related to transport in multiscale porous materials (examples are oil and gas exploration, and controlling underground source of pollution such as high-level radioactive waste and geologically stored carbon dioxide). The solution of these integropartial differential equations is expressed in terms of its Laplace transform (see [8] and references therein); therefore, one can calculate the derivatives of them and use the inversion provided by our method.
The rational Laplace transform inversion methods are derived from the theory of rational approximation methods for operator semigroups using results due to Hersh and Kato [21] , Brenner and Thomée [6] , Larsson, Thomée and Wahlbin [38] , Hansbo [20] , and Crouzeix, Larsson, Piskarev and Thomée [11] (see also [32] and [54] ). They first appear as an example of rational approximation methods for bi-continuous semigroups in [26] .
The first section of this work compiles the results concerning rational approximations of operator semigroups emphasizing the approximation results for the shift semigroup. Section 2 contains the error analysis for the inversion of the Laplace transform via -stable rational approximations to the exponential. In Section 3 and 4 we implement the different rational inversion schemes and in the last section we provide numerical examples.
Rational approximation of operator semigroups
The papers [6] , [11] , [21] , and [38] contain some of the main results for rational approximation schemes ( ) := ( ) for strongly continuous operator semigroups ( ) generated by a linear operator with domain ( ) and range in a Banach space , where = ( , polynomials with = ( ) ≤ ( ) = ) is an -stable rational approximation to the exponential function of order ; i.e.,
It is a well-known result of Padé [42] that ≤ + for all rational approximations to the exponential function. The rational approximations of maximal order = + are called Padé approximations. They are of the form
As shown in [14] , Padé approximations are -stable if and only if −2 ≤ ≤ . Another class of rational approximations to the exponential function are the restricted Padé approximants
where denotes the -th Laguerre polynomial ( ) = ∑ =0 (−1) ( ) ! . They are of order = + 1 for suitable ∈ ℝ. It was shown by G. Wanner, E. Hairer, and S. P. Nørsett [57] (see also [19] , [23] ) that the only -stable restricted Padé approximants of order = + 1 are {1} , {2} , {3} and {5} .
A. Iserles developed in [22] a method called Composite Exponential Approximations (CEA) which combines rational approximations to the exponential in order to obtain -acceptable rational functions; i.e., | ( )| ≤ 1 for Re( ) ≤ 0 and ( ) = + ( ) as → 0. The basic idea is to consider the product of rescaled rational approximation to the exponential (which are not necessarily -stable) and to show that they are -acceptable. Since every -acceptable rational function is an -stable rational approximation to the exponential, the constructed approximation improves the order of convergence in many cases. Thus, the (CEA) method allows one to construct higher order -stable approximations of the exponential function by using, for instance, lower order Padé approximants, see [22] for details.
Lemma 1
If is an -stable rational approximation to the exponential of order
Proof By the binomial formula,
It is one of the key results in the approximation theory for operator semigroups (see Theorem 1 below) that Lemma 1 holds if is replaced by the generator of a bounded (or exponentially bounded), strongly continuous semigroup ( ) = on a Banach space ; i.e.,
for all ∈ ( +1 ). Moreover, if is an -stable approximation to the exponential, then ( ) − → 0 for all ∈ if and only if the operators ( ) := ( ) are stable; that is, there exist , ≥ 0 such that ∥ ( )∥ ≤ for each ∈ ℕ 0 and ≥ 0. This follows from the following celebrated result due to Lax and Richtmyer [36] and, in final form, to Chernoff [9] (see also [15] ): if { ( ); ≥ 0} ⊂ ℒ( ) is an approximation scheme with (0) = and ′ (0 + ) = for all in a dense set ⊂ ( ), then (i) ( ) is stable if and only if (ii) lim →∞ ( ) = ( ) for all ≥ 0 and ∈ . Approximation schemes ( ) = ( ) defined by -stable rational approximation to the exponential of order ≥ 1 were investigated in the ground-breaking papers of Hersh and Kato [21] and Brenner and Thomée [6] .
Theorem 1 Let
be the generator of a strongly continuous semigroup ( ) with ∥ ( )∥ ≤ for some , > 0. If ( ) := ( ) for some -stable rational approximation to the exponential or order ≥ 1, then (⋅) may not be stable. However, there are constants , such that for all ≥ 0 ( ) ≤ √ .
for every ≥ 0, ∈ ℕ, and ∈ ( ), where
2 , then for every ≥ 0, ∈ ℕ, and ∈ (
Remark 1 (i) The theorem above extends to bi-continuous semigroups and to C-regularized semigroups, see [25] , [26] , [27] . In particular, Theorem 1 applies to the shift semigroup on the space of bounded and continuous functions with values in a Banach space denoted by (ℝ + , ), in which case the generator ∂ := is not densily defined, with the supremum norm. and Theorem 1 holds with ( ) replaced by * ( ) :=
(v) The first subdiagonal Padé approximants { −1, } are of order = 2 − 1 and (iv) holds with˜ = 2 and˜ = 2 − 1, see [6] . In particular, ( ) ≤ for all ≥ 0 and * ( ) = +1 for 0 ≤ ≤ + 1, ∕ = . (vi) The restricted Padé approximant {2} (Calahan) has order = 3 and (iv) holds with˜ = 4 and˜ = 3. In particular, {2} ( ) is stable and * ( ) = Time independant convergence estimates for -stable rational approximations can be obtained for bounded analytic semigroups as attained by Larsson, Thomée and Wahlbin [38] and Crouzeix, Larsson, Piskarev, and Thomée [11] (see also [54] ).
Theorem 2 If generates an analytic semigroup ( ) on with
, and is an -stable rational approximation to the exponential of order ≥ 1, then there is a constant satisfying
Even though -stable rational approximations are stable for analytic semigroups ( ) generated by , the convergence ( ) → ( ) can be arbitrarily slow for non-smooth initial data if | (∞)| = 1 (e.g., Crank-Nicolson). Rannacher [48] , and in the final form Hansbo [20] , proposed a stabilization technique for unstable rational approximations by first applying a stable lower order approximation with | (∞)| = 0 and then combining the smoothing property of the lower order scheme with the improved accuracy of the higher order approximation scheme. The stabilization of rational approximation schemes for non-analytic strongly continuous semigroups was investigated by McAllister and Neubrander in [39] .
Let be a Banach space. We denote by (ℝ + , ) the Banach space of bounded and continuous functions from ℝ + into and
the space of all analytic functions :
→ , and ( , ) the space of all bounded, uniformly continuous functions from into . For a proof of the following statements, see [3] and [26] .
, and bounded and analytic on = ( , ) ∩ ( , ).
Rational Laplace Transform Inversion
In this section it will be shown that approximation methods for semigroups of operators yield sharp inversion methods for the Laplace transform by applying them to the shift semigroup ( ) : → ( + ) with generator = ∂ := / on spaces of continuous functions (where ∂ is always considered on its maximal domain (∂) = { ∈ :
′ ∈ }). The results below confirm that the advection equation
is, from a numerical point of view, already one of the hardest linear partial differential equations. It will be shown, that the advection equation is not only a suitable test case for numerical methods for approximations of hyperbolic problems (see also [7] , [16] , [56] ), but for all convolution type evolution equations that can be treated with Laplace transform methods. That is, numerical results for the shift semigroup translate into results for the Laplace transform, and thus to all problems that can be treated with Laplace transform techniques. Let be a Banach space. Consider the shift semigroup ( ) :
. Then, by Proposition 1, ( ) is a strongly continuous (bi-continuous, analytic) semigroup with generator ∂ = / , where (∂) = { ∈ : ′ ∈ } and the resolvent operator is denoted by ( , ∂) :
Now, let ( ) = ( ) ( ) be an -stable rational approximation to the exponential function of order ≥ 1. Then, using partial fraction decomposition, there exist constants 0 , {1, , } , ∈ ℂ with ( ) > 0, and ∈ ℕ such that
or, more general, for each ∈ ℕ, there exist constants { , , } ∈ ℂ such that
(see Section 3 and Section 4). In particular, ( ∂
it follows that the approximation error ( , , ) :
can be estimated by
Thus, the semigroup results of Theorems 1 and 2 applied to the shift semigroup yield the following result concerning the inversion of the Laplace transform.
Theorem 3 (Rational Laplace Transform Inversion) Let be anstable rational approximation to the exponential function of order
, and consider
Then the following statements hold.
where ( ) is given by ( ) or * ( ) as defined in Theorem 1. In particular,
for all ≥ 0, where ∈ [ Remark 2 In Theorem 3 (iii), it seems to be unknown if there are rational schemes for which the order of convergence is ( 1 ) for some ≥ 1 and all with , (1) ∈ (ℝ + , ).
Let , (ℝ + , ) be the Banach space of continuous functions from ℝ
Since the norm of the shift semigroup is bounded by on , (ℝ + , ), Theorem 1 yields also error estimates for rational Laplace transform inversions for ∈ , (ℝ + , ).
Subdiagonal Padé Inversion of the Laplace Transform
To provide a first example of rational Laplace transform inversion procedures, consider the subdiagonal Padé approximants { −1, } := with ( ) = ( ) ( ) , where , are as in (1)). These Padé approximants are -stable, of order = 2 − 1, and the statements of Theorem 2 (c) and the Remark (v) to Theorem 1 hold. It is known (see, e.g., [19] , [50] ) that has distinct poles with ( ) > 0. Thus, by using partial fraction decomposition,
where {1, ,1} = ( ) ∏ ∕ = ( − ) . If a rational function is of the form (3.1), then another partial fraction argument yields that, for each ∈ ℕ,
where the constants { , , } (1 ≤ ≤ , 1 ≤ ≤ ) are inductively given by
for all 2 ≤ ≤ , and where := 1 − . For the proof of (9) see [25] . Thus, for a subdiagonal Padé approximation to the exponential function of order = 2 − 1 ( ≥ 1) with given poles 1 , 2 , . . . , , Theorem 3 is applicable with 0 = 0 and { , , } given in (9) . Observe that (i) and (iv) of Theorem 3 are applicable since (∞) = 0 and ( ) is stable for = / on all spaces of continuous functions considered above (see Remark (v) to Theorem 1). The numerical implementation of the subdiagonal rational Laplace transform inversion method rely on the accuracy of the roots of the polynomial for ≥ 5. For different methods concerning the numerical approximation of zeros of polynomials, we refer to [43] , [44] , and the references therein. Symbolic tools of widely available software such as Maple, Mathematica, or Matlab provide very fast algorithms in order to find the zeros of with arbitrary precision. However, in this case, it is important to use algorithms which calculate the roots of with high precision since the error growth of the recursion (8) is exponential as increases. A simple Mathematica code for the scalar-valued case can be found in [25] . For = 1, 2, 3, 4, 11 (respectively = 1, 3, 5, 7, 21) the subdiagonal Padé inversions of the Laplace transform are as follows. 
satisfies, for all ≥ 0,
Moreover, lim →∞ 1 ( , , ) = 0 for all ∈ (ℝ + , ) and the Backward Euler approximations (10) retain essential structural characteristics of (positivity, monotonicity, convexity, etc.; see [24] , [33] ). To see the connection between (10) and the Post-Widder inversion
By applying (10) to andˆ and by using (1.8) in [17] , it follows that
Thus, for all ∈ (ℝ + , ), the Post-Widder inversion (11) converges "in the average" towards at a rate of 1 √ (see also [18] ). It is well known (see, e.g., Thm 1.7.7 in [2] ) that the Post-Widder inversion (11) converges pointwise to ( ) for all ∈ , (ℝ + , ) and all ≥ 0; however, the convergence can be arbitrarily slow. . Now (5) holds for 0 = 0, = 1, and { , , } to be computed as in (8) with = 2. It follows that Theorem 3 holds for = 3 and that
for all ≥ 0. Moreover, lim →∞ ( , , ) = 0 for all ∈ (ℝ + , ). 
. Now (5) holds for 0 = 0, = 1, and { , , } to be computed as in (8) with = 3. It follows that Theorem 3 holds for = 5 and that
for all ≥ 0. Moreover, for all ∈ (ℝ + , ), lim →∞ ( , , ) = 0.
Padé-{3,4} Inversion ( = 7)
The largest value of for which all constants can be computed symbolically is = 4. Then = 7 and the subdiagonal Padé approximation {3,4} is given by . Now (5) holds for 0 = 0, = 1, and { , , } to be computed as in (8) with = 3. It follows that Theorem 3 holds for = 7 and that
satisfies for all ≥ 0
Moreover, for all ∈ (ℝ + , ), lim →∞ ( , , ) = 0.
Since the poles of are given symbolically, all 4 coefficients { , , } (1 ≤ ≤ 4, 1 ≤ ≤ ) needed in (14) are, in principal, computable symbolically (error free). However, since in applications it is often difficult to handleˆ
for large (i.e., ≥ 3), let us consider (14) for = 2. In this case, the eight coefficients {2, , } (1 ≤ ≤ 4, 1 ≤ ≤ 2) are easily computable
and the 8-term inversion
gives already reasonable results since 1/2 7 = 0.0078125. In order to get better approximations while keeping the number of derivatives low, one has to increase the order . 
Consider the 22-term inversion
Since 1/2 21 ≤ 0.0000005, Theorem 3 gives reasonably good results for = 2 since
Clearly, the choice of = 21 was arbitrary; i.e., if = 2 and the subdiagonal Padé inversion should have an approximation error ( , , ) of order 10 − , then should be an odd number larger than 10 /3.
Restricted Padé Inversion of the Laplace Transform
A second class of examples of rational Laplace transform inversion methods is provided by the -stable restricted Padé approximants {1} (Crank-Nicolson, = 2) and {2} (Calahan, = 3), where { } is defined as in (2) (for a discussion of {3} ( = 4) and {5} ( = 6), see [41] ). In contrast to the subdiagonal Padé approximants with > 1, these approximants have only one single real pole. Therefore, their associated Laplace transform inversions require only the knowledge ofˆ ( ) for real > 0.
Crank-Nicolson Inversion ( = 2)
The Crank-Nicolson approximation
is an -stable Padé approximation to the exponential function of order = 2.
it follows from Theorem 3 that ( , , ) :=
For ∈ ( , )∩ ( , ) the results can be improved by using Hansbo's stabilization methods [20] ; for , (1) ∈ (ℝ + , ) the results can be improved by stabilizing the Crank-Nicolson scheme using the methods in [39] .
Calahan Inversion ( = 3)
The Calahan approximation
3 is an -stable restricted Padé approximation of of order = 3. Since
for all ≥ 0. Moreover, the stability of the Calahan scheme, see Remark 1-(vi), yields lim →∞ 3 ( , , ) = 0 for all ∈ (ℝ + , ).
CEA Inversion of the Laplace Transform
As previously mentioned, the composite exponential approximation (CEA) method for generating -stable rational approximations to the exponential was developed by A. Iserles in [22] . Among the several -stable rational approximations to the exponential obtained in [22] , in this section we implement the composite approximation provided by the Padé approximants since they provide higher order approximations to the exponential by using lower order Padé approximants. It was shown in [22] that if 1 := { , } and 2 := { −1, +1} , 1 := * 1+ * , 2 := 1 , where
then the CEA rational approximation of the exponential given by CEA( ) ( ) := 1 ( 1 ) 2 ( 2 ) is -stable of order 2 + 1. For example, if = 2, then CEA(2) ( ) = 1 ( ) 2 ( ) where
Moreover, CEA(2) ( ) = 1 ( ) 2 ( ) provides an -stable rational approximation to the exponential of order = 5 for which the zeros of are 1,2 = 3.52 ± 5.23 , 3 = 5.47, 4,5 = 5.77 ± 3.33 . It follows from Theorem 3 that the error
Applications and Numerical Examples
In order to demonstrate the accuracy of the rational inversion formulas, we provide in this section some numerical examples. First we compare the rational Laplace transform inversion method with the quadrature method for a scalar problem of convolution type that was considered in [47] . Then, it will be shown how to approximate solutions of scalar differential-difference equations including the case of neutral differential-difference equations where the quadrature method for inverting the Laplace transform cannot be applied. Finally, we show two applications to evolution equations by approximating solutions of the abstract Cauchy problem ′ ( ) = ( ), (0) = and the fractional abstract Cauchy problem in a general Banach space for generators of -regularized semigroups and analytic semigroups respectively. The semigroup approach has shown to be very fruitful for solving partial differential equations (and evolution equations) by rewriting a PDE in the form of an abstract Cauchy problem, see for example [2] , [13] , [15] , [35] , or [46] .
Comparison with the inversion obtained by quadrature methods
In [47] , W. McLean, I. H. Sloan, and V. Thomée use the numerical inversion of the Laplace transform provided by quadrature methods developed in [51] and [52] in order to obtain time discretizations for certain parabolic integrodifferential equations. Section 5.1 of [47] shows the error of the approximation by the numerical inversion of the Laplace transform via the quadrature method to the solution of the integro-differential equation of convolution type
In this case, ( ) = − (cos( ) − sin( )) and its Laplace transform is given bŷ ( ) = 2 +2 +2 . Table 1 and Table 2 of [47] shows that the numerical approximation provided by the quadrature method is superior to the one obtained by using a finite difference method. Figure 1 shows the logarithmic error of different approximations obtained by using subdiagonal Padé schemes as well as the logarithmic error obtained when using the approximation by quadrature methods 80 to the solution of (17) .
In this case, the approximation of by using the Padé-{20, 21} scheme obtains more than 30 decimal places of accuracy on the interval [0, 4] by adding 21 terms of the form ˆ ( ) . Table 1 of [47] ) for the approximation of the solution of (17) for ∈ [0, 4].
First order linear differential-difference equations of retarded and neutral type
In order to show examples where the accuracy of the rational inversion of the Laplace transform is time-dependant, we consider first order linear differentialdifference equations of retarded type. For references and a comprehensive introduction to differential-difference equations see [5] . Let be the solution of the differential-difference equation of retarded type given by
where ∈ ([−1, 0], ℝ). Under suitable conditions on , one obtains that the unique solution of (18) is -times continuously differentiable on [−1, ∞), see Thm. 3.1 of [5] . Clearly, the solution of (18) can be obtained by recursively integrating (18) on the intervals of the form [ , + 1] for ∈ ℕ 0 . Furthermore, it can be shown that Figure 2 shows the logarithmic error of the numerical approximation of the solution of (18) 
. Therefore, we can use rational approximations to the exponential up to order = 7. Now, consider the neutral delay differential equation where ∈ ([−1, 0], ℝ). In this case the solution of (20) is simply the periodic extension of over the intervals of the form [ , + 1] for ∈ ℕ 0 and under suitable conditions over , Figure 3 shows the logarithmic error of the numerical approximation to the solution of (20) 
Remark 3
The quadrature methods for inverting the Laplace transform cannot be applied to solutions of neutral differential-difference equations since in this case the Laplace transformˆ has infinitely many poles on a vertical line (as in (21)) and therefore there is no analytic extension ofˆ into a sectorial region { : |arg( )| < } of angle > 2 .
Approximating solutions of the abstract Cauchy problem
In order to show how to apply Theorem 3 for the approximation of solutions of the abstract Cauchy problem, we consider the theory of -regularized semigroups. Let be a bounded and injective operator defined on . A strongly continuous map 
for all ≥ 0. Theorem 3.4 of [13] asserts that if is a -regularized semigroup generated by , ∈ ( ) and ≥ 0, then ( ) = + ∫ 0 ( ) . In this way, ( ) := ( ) is a classical solution of the abstract Cauchy problem
Moreover, if ∈ ( ) for some ∈ ℕ, then ( ) := ( ) ∈ ([0, ∞), ), and ( ) ( ) = ( ). The concept of -semigroups is a natural extension of strongly continous semigroups since a strongly continuous semigroup is an -regularized semigroup where is the identity operator on . Furthermore, it allows the study of well-posed and ill-posed abstract Cauchy problems, see [13] . Generators of -regularized semigroups include generators of integrated semigroups as well as distributional semigroups with important examples such as the Schrödinger operator − on (ℝ ) for 1 ≤ ≤ ∞ for suitable potentials , see [28] and [45] . It can be shown that if is the generator of a -regularized semigroup of type ( , ) then the -resolvent set defined by ( ) := { ∈ ℂ : ( − ) is injective and Im( )
is holomorphic from Re( ) > into L ( ), and the Laplace transform of satisfies thatˆ ( ) = ( , ) for > , see [13, Prop. 17.2] . In this way, the approximation of solutions of (ACP) when generates a -regularized semigroup as discussed in Theorem 3.1 of [27] can be obtained directly by applying Theorem 3 (iii) without the need of a functional calculus for generators of -regularized semigroups. An important example is given by the Backward Euler scheme, i.e., ( ) = 
where the limit is uniform on compact sets and where the error is given by Theorem 3-(iii). In this way, (27) provides a new method for the approximation of solutions of the fractional abstract Cauchy problem (26) .
A classical example where the solution can be explicitly found is provided by the fractional diffusion equation on the Hilbert space := 2 (0, ) given by (28) is equivalent to (26) with = 1 2 . Therefore, the solution ( , ) = erfc( ) sin( ) of (28) can be approximated uniformly in time by (27) where the limit is in the 2 -sense and the error norm is in the sense of 2 as well. Figure 5 shows the logarithmic error for the approximation (27) to the solution of (28) when using some of the schemes of Section 3. 
Conclusions
We show the implementation of different numerical inversion schemes for the inversion of the Laplace transform of continuous and (exponentially) bounded functions with values in a general Banach space provided by -stable rational approximations to the exponential function. In this way, each -stable rational approximation to the exponential provides an scheme in the form of a linear combination ofˆ and its derivatives (evaluated at suitable complex number independent of ) which approximates the function in the Banach space norm. The analysis shows that for functions in the analyticity domain of the shift operator semigroup, the approximation error of the numerical schemes is independent of time. Further research should include the error analysis of the discretization of the formulas by using finite difference schemes in order to obtain a method where the calculation of the derivatives ofˆ is not necessary.
