Abstract-The Random Access (RA) procedure in existing cellular networks is not capable of functioning properly during high access load conditions. For this purpose, overload control mechanisms are needed. Most proposed mechanisms in the literature offer a tradeoff between access rate and experienced delay. However, when the maximal tolerated delay and the energy spent on retransmissions are tightly bounded, the very high access rate, targeted for 5G systems, cannot be achieved. For these situations, we propose the Delay Estimation based RA (DERA)-scheme that has the potential to meet very stringent reliability requirements, even in high access load conditions. The present work shows that this goal can be achieved only in the cost of limited additional complexity. Furthermore, we also study the optimal switchover point at which the proposed scheme moves from low-load to the high-load phase. The derived tool can also be used along with other proposed RA overload control schemes, e.g. when to invoke access class barring. The performance evaluation results show that the novel DERA scheme can significantly improve the control channels' resource utilization along with the success rate in dense deployment scenarios.
I. INTRODUCTION
Machine Type Communication (MTC) is envisioned to play a vital role in successful deployment of Internet of Things (IoT). MTC also known as cellular IoT is the 3GPP, ETSI terminology, often regarded as a part of machine to machine (M2M) connections via cellular networks like LTE-A, and 5G networks. The ubiquitous coverage, secure connectivity, and roaming competence make cellular networks attractive for many IoT services. For that, this new service opens up a new revenue opportunity for mobile network operators (MNOs). As a result, currently there is a strong drive for MTC connectivity.
Although there are opportunities for new revenue streams from MTC services, the cellular networks face several new challenges. Among these, 3GPP has pointed out the necessity of initial access mechanism design improvements so that the future cellular networks can handle large number of devices per cell [1] . The use cases of 5G and beyond services are widespread from traditional services like voice services (LTE-VOIP) and mobile broadband (MBB) to augmented reality, 4k video streaming, and large numbers of IoT-device connections [2] . This multiservice traffic will be generated by massive asynchronous devices that belong to different service sets.
In addition, with the proliferation of IoT services, device density in a geographical location may become large, potentially in the order of hundreds of thousands of devices per km 2 . This means the amount of multiservice traffic per cell may increase significantly. This may, in turn, change the access traffic pattern. Previous studies show that the access patterns may become more bursty [3] . Furthermore, event-driven services e.g. smart meters, smart grid, earthquake detection, flood detection, and disaster management services may cause access overload by activating numerous devices in a geographical area to send incident report to the remote server [4] . In such conditions, a huge number of MTC devices may attempt to access the network within a short period of time.
Moreover, most of the M2M devices are identified as battery-driven smart devices with limited or in many cases no recharging possibilities. It is imagined that a sensor device should sustain 10-15 years without changing the battery. Hence, to avoid battery drain any level of retransmission should be as low as possible in order to meet the promised MTC devices' battery lifespan.
In cellular networks, a device may transmit and receive packets if it is time-synchronized with the Base station (BS) and has received uplink (UL) and downlink (DL) resource grant from the BS. The main aim of the RA procedure is to reserve radio resources in the data plane and create UL time-synchronization between the BS and the device [5] . In other words, the random access channel (RACH) works as a gatekeeper to avoid access congestion in the data plane.
According to the METIS-II, NORMA and 5GPPP use cases [6] , monitoring services like smart metering, flood monitoring remote sensors, seismograph sensors require as low activity as one packet transmission per day to one packet transmission per five minutes. While, services like vehicular-type communications and smart grid need at least one packet transmission per minute. Indeed, present cellular systems are adapted to handle one transmission per day with few retransmission attempts. However, when very large numbers of devices attempt to access the network within a short period of time or multiservices devices try to send packets in a short interval, e.g. one packet in every five minutes, the system is only able to handle simultaneous attempts either by introducing access blocking, delay or by assigning additional physical resources to the system. Previous studies show that in dense MTC deployment scenarios the access collision rate increases, which in turn increases devices' retransmission rates, and hence, decreases devices battery lifetimes [7] .
Furthermore, the BS cannot detect a collision in the initial phase if multiple access requests with the same preamble arrive within certain delay spread interval. This type of collision is usually referred as an undetectable collision. In case of undetectable collisions, the BS can detect a collision in third step of access procedure. Then, in best case, after a few Hybrid-ARQ (HARQ) retrials, collided devices can realize the collision and backoff to retry again. By then, the device already has spent some time in collision or idle listening, which in turn increases its access delay and reduces its battery lifetime. As a result, undetectable collisions decrease MTC device battery lifetime as collided devices need to send access reservation messages and continuously scan DL for respond. Furthermore, this problem can increase the OPEX of the IoT Service provider (ITSP); hence, make MTC service less rewarding from an ITSP standpoint.
A detailed scrutiny of the RACH procedure limitation for massive MTC and a set of stand-ins are presented in [4] - [9] . Among the proposed solutions, access class barring (ACB) seems like a favorable method. ACB has been recommended by 3GPP as the most viable standard solution, and has been adopted for cellular access congestion control to lessen the contention among nodes at the cost of longer access delays [10] . Extended class barring (EAB) also has been included in 3GPP release 10, where BS broadcasts a barring bitmap for access class 0 to 9 [11] . This is a promising solution to exclude a specific type of services access. However, it increases devices' experienced access delay. In coexistence scenarios, resource separation, also referred as virtual resource allocation, has been proposed which splits the accessible preambles between human to human (H2H) and M2M traffics in time and/or frequency domain in order to guarantee the quality of services (QoS) of H2H traffic, [12] . However, this scheme, as well as the other solutions discussed in [9] , can partially address the massive access problem; the scarce obtainable resources for MTC decrease the QoS of MTC in overloaded scenarios. A contention resolution scheme based on distributed queuing is proposed in [13] . This scheme increases the channel utilization by splitting devices into groups for the succeeding retrial, which decreases the access delay and the collision probability. Thus, this method is intended only for the extreme arrival cases foreseen in MTC. Using Fixed timing alignment (TA) information for decreasing RA collision of stationary devices has been presented in [14] . This promising solution also brings potential advantage on access delay, collision probability, and energy efficiency. However, this method is limited to fixed devices and might lose its advantage in multiservice scenarios. [15] extends the idea to use timing advance on top of ACB to reduce access overload. However, with the schemes presented in [14] - [15] devices that are closer to the base station have a higher chance to be served first. So access fairness is an issue for these schemes. In addition, later method does not solve the false detection problem of the former method.
In this paper, we present a new RA mechanism, called load-adaptive RA (LARA), which offers improved collision detection, backoff, and resolution competence in low and high load of access attempts. This scheme can assure better physical random access channel (PRACH) and control channel resource utilization at different access load conditions. Furthermore,false detection and resource utilization perception for DERA have been analyzed and compared to the existing overload control schemes. The early stage collision resolution of DERA is shown to be effective because it reduces the average experienced delay, and increases the control channel and PRACH resource utilization. Furthermore, we present a useful tool to decide when to switch between multiple modes to trigger the overload control mechanisms like ACB and EAB.
The rest of this paper is organized as follows. Current RA procedure is presented in section II. The description of the DERA scheme is presented in section III. The integration of DERA and RA is presented in section IV. Simulation results are presented in section V. The concluding remarks are given in section VI.
II. CONVENTIONAL RA MECHANISM RA has been used by mobile devices for cellular networks initial access control. Both user equipment (UE) and MTC devices are generally: i) detached from the cell, ii) unaware about the data planes resource schedule information, and iii) not UL-synchronized with the BS. Two types of RA have been standardized in LTE, and LTE-A: i) contention-based RA, and ii) contention-free RA. The RA procedure is executed for the following cases [16] [17]:
• Upon initial-access from RRC IDLE.
• Handover.
• Upon DL data arrival when device is Out-of-Sync but in RRC CONNECTED step.
• Upon new data transmission when device is Out-of-Sync.
• During RRC connection Re-establishment when device is Out-of-Sync. Usually, contention-free RA has been executed in case ii, and iii, above and is out of this work scope. If a device is in IDLE state and needs to send data; first, it must establish a control plane connection with the BS by using the following steps, illustrated in fig 1:
Step 1: The device first selects one of the available preambles randomly from the preambles reserved by the BS for contention-based RA. Then transmit the preamble signature on specific PRACH slot. The RACH slot is formed by timefrequency resources. A collision occurs when more than one device sends same preamble over same PRACH slot.
Step 2: In this stage, the BS detects which preambles are transmitted. The BS calculates the power delay profile (PDP) using the received aggregated signals via PRACH and if there is any peak in the i-th preamble detection zone, which exceeds the detection threshold, the eNB assumes that i-th preamble has been transmitted. During the detection procedure, the eNB calculates the timing alignment from the first peak of the detected preamble. If the BS detects a preamble signature it replies with the random access respond (RAR) message over the physical downlink control channel (PDCCH) which contains following information: i) detected preamble ID(PID), ii) timing alignment information for UL synchronization, and UL resource grant information for Msg.3 transmission, iii) cell radio network temporary identifier (CRNTI), and iv) an optional Backoff Indicator (BI).
The RAR contains different subheaders. One of the subheaders for the BI information and additional subheaders contain information for each identified preamble. A device will execute the BI subheader mentioned backoff time, if none of the received RAR contains the preamble it used before the RA response window expires [18] .
In case of multiple peaks detect within the preamble detection zone, BS may detects the collision whenever the cell size is more than twice the distance corresponding to the maximum delay spread, and if they appear distinctly apart in the PDP [16] . In this case, the BS does not respond to any of the requests. Then, after the RA response window expires, the colliding devices restart the random access procedure. When the cell size is small, the collision is undetectable and the same RAR message will be received by more than one device [16] .
Step 3: If the device receives any RAR message that contains the devices chosen PID, it configures the uplink based on the granted resource allocation and TA info. Then it transmits Radio resource control (RRC) connection setup request and triggers a contention resolution timer.
In case of undetectable collision, the colliding devices will decode same RAR message, and send RRC message using the same temporary C-RNTI. They will use the same resource block when transmitting their RRC message. This may result destructive interference that the BS possibly cannot decode any of the devices message correctly. In this occasion, devices restart the initial access procedure once it reaches the maximum number of HARQ retransmissions. However, if one of the devices is detected by the BS, the contention remains unsolved for the other devices.
Step 4: In case of a collision followed by successful decoding of RRC message from step 3, the BS may realize multiple devices presence. In such case, the BS responds to a specific device by addressing the devices unique identity. Only the device whose identity matches will continue the connection with couple of HARQ feedback. Other devices realize the collision and exit the procedure to start another one.
3GPP has standardized the Access class barring (ACB) and Extended Access Barring (EAB) scheme for RAN and core network overload control. The BS broadcast the barring information to prevent ACB/EAB enabled devices to send any access request. If BS activates ACB, before transmitting preamble request device draws a random number between zero and one, and compares with the BS broadcasted barring factor. If the random number is less than the barring factor the device can transmit otherwise the access is barred for the given barred time duration. If EAB is active, devices belong to the barred access class wait until the corresponding broadcast bit is changed [11] .
64 orthogonal signature sequences are obtainable per slot per cell. These sequences are generated from one or several cyclic shifts of Zadoff-Chu root sequence [19] . In total 838 root sequences are available for LTE, and LTE-A systems [20] . The set of preambles, available per cell, is subdivided into two subsets: i) contention-free RA, and ii) contentionbased RA. Contention-based RA is further subdivided into two subgroups to carry one bit of information relating to the amount of transmission resource needed to transmit the RRC message at Step 3. It is very likely that multiple devices select the same preamble for RA in a RACH-slot.
III. DERA: DELAY ESTIMATED RANDOM ACCESS
A novel random access scheme DERA was first introduced in [7] , where we have proposed a delay-estimation based collision awareness mechanism which expedites collision detection and resolution capability in step 2 of RA. This improved collision cognizance method shown to be effective in decreasing the average access delay and consumed energy in RA, especially when the coverage area is large. This scheme exploits the fact that each device encounters different propagation delays(PDs), which can be estimated efficiently by the BS and each device. Then using the BSs assistance, one of the collided devices can resolve the collision and complete the initial access. While other devices can understand the collision and exit from step 2 to start another one.
If the power delay profile (PDP) detects the existence of RACH preamble in the received signal, peak searching function can estimate the preamble. Also, as the peak position is affected by the cyclic shift and propagation delay, the preamble detection module can estimate the PD if the quantity of propagation delay in temporal domain is less than the unit cyclic shift value [16] , as follows:
In this expression, T ref is the reference time at the BS, and T x is the time at which the preamble from device x is received, as depicted in fig 2. Then, the BS transmits a message comprising T BS P D and the BS's processing period, along with RAR 1 , in the
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ERAR Rx
is the time at which ERAR is received at the device end and T
P RACH x
is the time at which the device sends the preamble. Then the device Compare its own calculated PD with the received PD embedded with the RAR. This provides the device an awareness of collision for each received RAR. Based on this, each contending device can comprehend the RAR that matched the used preamble is intended for it or not.
A. RAR Mis-detection/ False Detection
Here, we investigate the false detection probability, i.e. the probability that a device assumes a RACH response is not intended for it while it is. This event can happen due to the mismatch between delay estimation at the BS and device. Assume the threshold mismatch delay for deciding to accept or reject a response is T th . In this case, the false detection probability is defined as P f = pr(T th < |T
As per [21] , we model the absolute delay estimation error as a two-level uniform distribution, i.e. we assume with probability p 1 the absolute delay estimation error is less than t 1 , and with probability 1 − p 1 the absolute delay estimation error is between t 1 and t 2 . Then, the false detection probability can be rewritten as:
To decrease the false detection probability, one may increase the treshold delay, however, this may increase the collision probability. To investigate the impact of T th on the overall network performance, we consider the case in which users have been uniformly distributed in a 2D cell with radius R. In this case, the threshold delay can be transformed to a threshold distance, i.e. D th = C light T th . Also, the joint PDF of radial distances between two randomly selected device in the cell is found as f (R1,R2) (r 1 , r 2 ) = 4r 1 r 2 /R 4 . Then, the collision probability is found as the probability that the difference between two radial distances is lower than D th , and can be found as: From this expression, one sees While increasing T th decreases the false detection probability, in the same time it increases the probability that multiple colliding devices assume that the RAR message is intended for them. This, in turn, increases the collision probability which is not desired. Then, T th offers a tradeoff between collision and false detection probabilities, and should be tuned carefully with regard to the delay estimation error statistics of the network.
IV. LARA: LOAD-ADAPTIVE RA
We start with a high-level exemplification of this proposed scheme. Let us assume an event in which one of the PRACH slots detect high numbers of preambles. This usually indicates, higher numbers of devices attempting to connect using the same slot. According to our study, the device collision is equally proportional to preamble usage 2 . The BS may estimate from the received preamble count that when devices have higher probability of encountering a collision. Based on this information, the BS can switch between the conventional RA and a disaster handy scheme. In such way, a BS can assure the best performance of RA in any access load condition by reacting on demand basis. DERA may use as a disaster handy scheme to resolve the collision and give collision knowledge to the devices. Fig 2, illustrates the proposed LARA procedure in six steps. First step which is the RA preamble request is alike as the first step of the conventional RA. After receiving the access request in a specific RACH slot, the BS counts the detected preambles and decide which scheme to follow. Depending on the detected preamble count, BS sends ERAR or RAR msg in step 2. If the BS detects the preamble count reached the set threshold limit it may activate DERA where eNB sends the RAR messages that contain the estimated PD info. After receiving the ERAR msg with the conveyed PID, in step 3a, device compare the ERAR embedded PD with its own estimated PD. If the difference falls within the acceptable deviation range for a device, it takes up that the RAR is for him. Hence, it goes to step 3. Here, the device transmits RRC setup/reactivation request according to the granted resources provided in the RAR message. The third and fourth steps are alike as the third and fourth steps of the contention-based RA scheme. In light of above portrayal, one sees that LARA is adept to perform in both low and high access load with minimal complexity and resource requirements added to the system. In high load, DERA can allow the devices to detect and avoid any possible collision before stepping to step 3, which in turn reduce access delays compared to the conventional RA. However, this also leads to RAR false detection which is possible to avoid with this proposed LARA scheme in low load conditions. At the same time, LARA can boost the access capability in high load by using the early stage collision awareness functionality of DERA. Also, this scheme gives the privilege to the BS to adopt multiple schemes depending on the initial access attempt rate.
V. PERFORMANCE EVALUATION

A. System Model and Definitions
In this section, we present a simulation-based performance evaluation comparison between the conventional RA and the DERA. We have used the enhanced NS3 LENA model [22] for RA performance evaluation. We have considered LTE-FDD mode for a single cell scenario, in which: (i) PRACH period is set to 20ms; (ii) all the devices are downlink-synchronized; (iii) all the devices have received the required configuration parameters related to the RA procedure during cell selection procedure. All the devices attempt to connect from EPS IDLE to EPS CONNECTED mode within a short interval period. Furthermore, we assume a PRACH slot barring in case of a RA collision. This message will broadcast over system information block 2 (SIB2), and will prevent other devices to request initial access by using that congested slot. Also, the contending devices in that particular slot will keep contending on that specific RACH slot in future PRACH periods until they get access successfully 3 . This decreases the congestion resolve period, access delay and increases the energy efficacy of both devices and the network. In this study, we consider that only one slot per PRACH period is allocated for contention resolution, in order to evaluate scheme performance in an extreme case. Also, we assess up to 300 devices' arrival within 2 ms, using the simulation parameters presented in Table I , with the following metrics:
• Preamble Usage Rate: Number of preamble requests detected by the BS in a PRACH period.
• Collision Occurrence Rate: The probability of occurring a collision per slot per PRACH interval.
• Device Collision Rate: The ratio between the number of successful devices in a RA slot and the total number of contending devices on that slot.
• Access Success Rate: The probability to complete the random access within the maximum permitted number of retransmissions.
• Access Delay: Elapsed time between the transmission of the first message and the receiving RA success message.
• Retransmission Rate: The numbers of retransmissions performed by a device to get access.
B. Results
In this section, performance of the EAB enabled RA is compared with the proposed DERA scheme. We ran each test for 1500 times. Fig 4 presents relation between the number of preamble detected per slot at the BS, and device collision probability,as well as collision occurrence rate. In other words, from the detected preamble counted per slot, BS can estimate the undetectable device collision rate and the probability by which a collision may take place 4 .The BS may use this piece of information to set the switchover threshold to determine the switching time between schemes in multi-scheme solutions. This might be a useful mechanism to determine the activation threshold of EAB and ACB and the parameters could be tuned according to certain requirements and use-cases. We will clarify this point further in our following discussion. Fig 5a, shows the initial access rate of our studied system. Compared to conventional RA, the EAB enabled RA is capable of providing 99.999% success rate in low load regime, i.e. around 20 attempts although the system has 50 preambles. This means more time-frequency resources are needed to achieve the envisioned success rate of 5G to meet the link reliability requirements. On the other hand, with 0.5μs 5 PD estimation error window, regardless the encountered estimation error, DERA can uphold the same success rate with ten times more attempt load 6 . One can see, the more accurate the PD, the better our proposed system performs. It also means DERA can meet the 5G requirements without any extra slot allocations.
In fig 5b, one sees that the EAB enabled RA outperforms the conventional RA scheme. However, in DERA, devices require on average around three transmissions in order to complete the RA access 7 . The conventional RA performs better than the EAB enabled RA when it comes to user experienced delay. This is because the barring adds extra waiting time, and hence, increases the devices overall waiting time before getting the initial access. Fig 5c shows the experienced delay, which indicates that DERA outperforms the other two methods in high load regimes. Fig 5d, shows the collision probability at step 3. It is evident that DERA can avoid collisions in the early stage. Only around 15% of the total encountered collisions need further collision resolution to solve the collision where 70% of the collisions require collision resolution in conventional RA. DERA with shorter inaccuracy tolerance window entail less collision due 5 This is the standard timing alignment granularity 6 We consider different time values for ΔT regardless the eNB delay estimation error in order to capture the behavioral changes of DERA system. 7 In both cases we did not consider backoff because the backoff reduces the retransmission rate with the price of introducing delay.
to the fact that it will increase RAR misdetection 8 . Table  II indicates that misdetection increases by decreasing the tolerance window. However, the overall performance gain of DERA is still significantly higher than the other two methods.
Additionally, we have investigated the control channel resource utilization (RU) for the aforementioned schemes illustrated in fig 6 . In low load, one sees identical RUs for proposed and benchmark schemes, in fig 6a, which shows uniform decrease of RU over time. However, in high access load the conventional RA with or without EAB performs poorly as illustrated in figure 6b . In such case, benchmark RA can achieve very low RU at first trials. EAB enabled RA can attain high RU with lower trials but with the cost of the non-uniform RU. The peak at the 6th and 9th trial space shows the retransmission impact which may interrupt the schedulers performance as the control resources are shared resources to serve different purposes. DERA, in this case, can assure over 80% RU without compromising the uniformity which can help the system to avoid RA created resource allocation disputes.
In case of an event driven traffic case, EAB enabled RA actually reacts very late which cannot solve the collision adaptively. On the other hand, DERA reacts immediately which helps to control the load situation better than any other compared schemes. LARA in this aspect can assure low experienced delay in both low and high arrival rate with 99.999% reliability. It can assure better resource utilization in both cases as well. This performance can be achieved with no or minimal complexity introduced to the system. Furthermore, the revealed relation between detected preamble and device collision can be used as a switchover point that provides a mechanism to determine the timing of ACB/EAB activation, which, in turn, helps to increase the system performance.
VI. CONCLUSION
A novel multi-mode access procedure LARA for densely deployed cellular networks has been presented. This scheme utilizes the fact that based on the detected number of preambles per slot, BS can estimate the access collision probability. Then, using that piece of information, it can trigger our proposed massive initial access procedure to resolve the undetectable collision without adding any extra barring and delay. A thorough analysis of collision probability, success rate, resource utilization, and experienced access delay using both the proposed and benchmark RA schemes have been provided, Our analysis reveals that the mis-synchronization error in uplink communications can run into false detection that affects the initial access performance of the proposed scheme slightly. The simulation results show that the proposed scheme can considerably contribute to contention resolution in overloaded scenarios at the cost of broadcasting no extra overload related information.
