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Abstract
Consider n non-intersecting Brownian particles on R (Dyson Brownian mo-
tions), all starting from the origin at time t = 0, and forced to return to x = 0
at time t = 1. For large n, the average mean density of particles has its support,
for each 0< t < 1, on the interval ±√2nt(1− t). The Airy process A (τ) is de-
fined as the motion of these non-intersecting Brownian motions for large n, but
viewed from the curve C : y =
√
2nt(1− t) with an appropriate space-time
rescaling. Assume now a finite number r of these particles are forced to a differ-
ent target point, say a = ρ0
√
n/2 > 0. Does it affect the Brownian fluctuations
along the curve C for large n? In this paper, we show that no new process ap-
pears as long as one considers points (y, t) ∈ C , such that 0 < t < (1+ρ20 )−1,
which is the t-coordinate of the point of tangency of the tangent to the curve
passing through (ρ0
√
n/2,1). At this point of tangency the fluctuations obey a
new statistics, which we call the Airy process with r outliersA (r)(τ) (in short:
r-Airy process). The log of the probability that at time τ none of the particles in
the cloud exceeds x is given by the Fredholm determinant of a new kernel (ex-
tending the Airy kernel) and it satisfies a non-linear PDE in x and τ , from which
the asymptotic behavior of the process can be deduced for τ →−∞. This kernel
is closely related to one found by Baik, Ben Arous and Pe´che´ in the context of
multivariate statistics.
c© 2000 Wiley Periodicals, Inc.
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Dyson [16] made the important observation that putting dynamics into random
matrix models leads to finitely many non-intersecting Brownian motions (onR) for
the eigenvalues. Applying scaling limits to the random matrix models, combined
with Dyson’s dynamics, then leads to interesting infinitely many diffusions for the
eigenvalues. This paper studies a model, which stems from multivariate statistics
and which interpolates between the Airy and Pearcey processes.
Consider n non-intersecting Brownian particles on the real line R,
−∞< x1(t)< .. . < xn(t)< ∞,
with (local) Brownian transition probability given by
(0.1) p(t;x,y) :=
1√
pit
e−
(y−x)2
t ,
all starting from the origin x = 0 at time t = 0, and forced to return to x = 0 at time
t = 1. For very large n, the average mean density of particles has its support, for
each 0< t < 1, on the interval (−√2nt(1− t),√2nt(1− t)), as sketched in Figure
0.1.
The Airy process A(τ) is defined as the motion of these non-intersecting Brow-
nian motions for large n, but viewed from an observer on the (right hand) edge-
curve
C : {y =
√
2nt(1− t)> 0}
of the set of particles, with space stretched by the customary GUE-edge rescaling
n1/6 and time rescaled by the factor n1/3 in tune with the Brownian motion space-
time rescaling; this is to say that in this new scale, slowed down microscopically,
the left-most particles appear infinitely far and the time horizon t = 1 lies in the very
remote future. Thus, the Airy process describes the fluctuations of the Brownian
particles near the edge-curve C , looked at through a magnifying glass, as shown in
Figure 0.1.
The Airy process was introduced by Pra¨hofer and Spohn [25] and further inves-
tigated in [20, 21, 27, 3]. Notice that in this work the Airy process is not viewed
as the motion of the largest particle (point process), but as the motion of the cloud
of particles, which will be described as a determinantal process. Giving a pathwise
description of this motion remains an open problem.
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FIGURE 0.1. Airy process
C := {x=
√
2nt(1− t)}
Assume now that, among those n paths, 0 ≤ r ≤ n are forced to reach a given
final target a≥ 0, while the (n−r) remaining particles return to the position x= 0.
Consider the probability that, at any given time 0< t < 1 , all of the particles avoid
a window E ⊂ R, namely (the superscript in the probability P0aBr here and later
refers to the target points)
(0.2)
P0aBr (all x j(t) ∈ Ec) :=P
 all x j(0) = 0all x j(t) ∈ Ec r right paths end up at a at t = 1
(n− r) paths end up at 0 at t = 1
 .
Does the fact that a finite number r of particles are forced to a different target
point, in particular the target point a = ρ0
√
n/2 > 0 for some arbitrary parameter
ρ0, affect the Brownian fluctuations along the curve C for very large n? It is
understood here that near the points of the curve (under consideration), one uses
the same scaling as the Airy process. In this paper, we show that no new process
appears as long as one considers points
(0.3) (y, t) ∈ C , such that 0< t < 1
1+ρ20
.
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FIGURE 0.2. The r-Airy process
Observe that t = t0 = (1+ ρ20 )−1 corresponds to the point of tangency (y0, t0) of
the tangent to the curve passing through the point (ρ0
√
n/2,1) of the (t = 1)-axis;
i.e.
(0.4) (y0, t0) =
(
ρ0
√
2n
1+ρ20
,
1
1+ρ20
)
∈ C .
At this point of tangency (y0, t0) the fluctuations obey a new statistics, which we
call theAiry process with r outliersA (r)(τ) (in short: r-Airy process); see Figure
0.2 In particular, for the target point a =
√
n/2, the r-Airy process occurs at the
the maximum of the edge curve C ; i.e., ρ0 = 1 and thus t0 = 1/2. Notice, the r-
Airy process is an extension of the Airy process; the r-Airy process coincides with
the Airy process, when the target point a coincides with 0 or, what is the same,
when r = 0. The Airy process is stationary, whereas the r-Airy process ceases to
be stationary.
Given a target point a = ρ0
√
n/2, the point of tangency of the tangent to the
curve C , passing through a, can be written, in accordance with (0.4),
(0.5) (y0, t0) =
(
ρ0
√
2n
1+ρ20
,
1
1+ρ20
)
= (y0, t0) =
( √
2n
2coshτ0
,
eτ0
2coshτ0
)
∈ C ,
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upon introducing a new parameter τ0, whose significance as a new time parameter
will be clear from section 1 (formula (1.8)), and which is defined by
(0.6) e−τ0 := ρ0 =
√
1− t0
t0
.
Given a subset E ⊂ R, the r-Airy process in the new time τ will be obtained by
taking the following limit:
P(A (r)(τ)∩E = /0)(0.7)
:= lim
n→∞P
(0,ρ0
√
n/2)
Br
(
all xi
(
1
1+ e−2(τ0+
τ
n1/3
)
)
∈
√
2n+ E
c√
2n1/6
2cosh(τ0+ τn1/3 )
)
.
Notice that for τ = 0 and upon ignoring the set Ec, space and time on the right hand
side of the formula above equal (y0, t0) as in (0.5). In section 2, the limit above will
be shown to exist, independently of the parameter ρ0, at the same time establishing
some universality.
In order to state Theorem 0.1 below, define the functions1
(0.8) A±r (u;τ) :=
∫
C
e
1
3 ia
3+iau (∓ia− τ)±r da
2pi
and the standard Airy function A(u) := A−0 (u;τ) = A
+
0 (u;τ), satisfying the differ-
ential equation A′′(x) = xA(x). Given these functions, the Airy and r-Airy kernels
are defined by (0.9) below and will be used in Theorem 0.1:
K(0)(u,v) =
∫ ∞
0
dwA(w+u)A(w+ v) =
A(u)A′(v)−A′(u)A(v)
u− v
K(r)τ (u,v) =
∫ ∞
0
dwA−r (w+u;τ)A
+
r (w+ v;τ).
(0.9)
We now state:
Theorem 0.1. Consider non-intersecting Brownian motions as above with r par-
ticles forced to a target point ρ0
√
n/2 > 0 at time t = 1. For large n, the average
mean density of particles as a function of t has its support on a region bounded to
the right by the curve C (defined just below (0.1)). The tangent line to C , passing
through (ρ0
√
n/2,1) has its point of tangency at (y0, t0), given by (0.4). Letting
n→∞ and given an arbitrary point (y, t)∈C with t ≤ t0, a phase transition occurs
at t = t0, which is conveniently expressed in terms of the new parameters defined
1C is a contour running from ∞e5ipi/6 to ∞eipi/6, such that −iτ lies above the contour.
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FIGURE 0.3. Pearcey process
by2 t = (1+ e−2σ )−1 and t0 = (1+ e−2τ0)−1; one has the following limit:
lim
n→∞P
(0,ρ0
√
n/2)
Br
(
all xi
(
1
1+ e−2(σ+
τ
n1/3
)
)
∈
√
2n+ E
c√
2n1/6
2cosh(σ + τn1/3 )
)
(0.10)
=

P(A (τ)∩E = /0) = det(I−K(0))E for 0≤ t < t0
( i.e., 0≤ σ < τ0),
P(A (r)(τ)∩E = /0) = det
(
I−K(r)τ
)
E
for t = t0
( i.e., σ = τ0).
These Fredholm determinants are genuine probability distributions for each value
of τ . Notice that for 0 ≤ σ < τ0, the limit above is independent of the time τ and
the number of outliers r, unlike the case σ = τ0.
As is clear from Figure 0.2 and for t > t0, the r outliers separate from the bulk
as a group; thus after an appropriate shift to take into account their displacement
from the curve C and using a different scaling, they behave probabilistically like
the r eigenvalues of an r× r matrix in the GUE ensemble.
The r-Airy process can also be viewed as an interpolation between the Airy
and Pearcey processes. The Pearcey process [28, 23, 4, 5] is defined as the limit of
2 Remember from (0.6), one has ρ0 = e−τ0 .
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non-intersecting Brownian motions (for large n), all leaving from 0 at time t = 0,
with (1− p)n paths forced to end up at 0 and pn paths forced to end up at a√n/2
at time t = 1; see Figure 0.3. The Pearcey process then describes this Brownian
cloud of particles (for n→ ∞) near the time t of bifurcation, where the support of
the average mean density goes from one interval into two intervals, with stretched
space and time. Then the boundary of the support of the average mean density of
particles in (y, t)-space has a cusp. In section 8 it will be shown sketchily how the
location of the cusp, when the proportion p of particles tends to 0 as r/n, tends to
the precise place (y0, t0) where the r-Airy process occurs.
Remark 0.2. To simplify the notation, one often writes
(0.11) P(supA (r)(τ)≤ x) := P(A (r)(τ)∩ (x,∞) = /0).
Remark 0.3. The joint probabilities for the r-Airy processes for a finite number of
times can be defined in a similar way and lead to a matrix Fredholm determinant,
to be discussed in a later paper.
This phenomenon is closely related to statistical work by Baik-Ben Arous-
Pe´che´ [8], Baik [9] and Pe´che´ [29]. Indeed, consider a (complex) Gaussian popu-
lation −→y ∈ CN , with covariance matrix Σ. Given M samples −→y1 , . . . ,−→yM, the (cen-
tered) sample covariance matrix S := 1M XX¯
>, where
X =
(
−→y1 − 1M
M
∑
1
−→yi , . . . ,−→yM− 1M
M
∑
1
−→yi
)
,
is a positive definite matrix and is an estimator of the true covariance matrix Σ.
One may test the statistical hypothesis that Σ = I or that Σ has all eigenvalues
= 1, except for a few outliers. When all the eigenvalues of Σ are = 1, then the
limit distribution of the largest eigenvalue of the sample covariance matrix S, for
N and M tending to ∞ in the same way, is given by the Tracy-Widom distribution.
Then Baik-BenArous-Pe´che´ [8] noticed that, this is still so, if the eigenvalues of Σ
contain some outliers, which are not too large. There is a critical point at which
and beyond which the largest eigenvalue of the sample covariance matrix S will
be different from the Tracy-Widom distribution. At this point of phase transition
Baik-BenArous-Pe´che´ [8] have found an Airy-type distribution in x, which is given
by the Fredholm determinant
det(I−K(r)τ )(x,∞)
∣∣∣
τ=0
,
where r denotes the number of eigenvalues of Σ that are equal to 1+ γ−1, while
all the others are = 1; γ is such that M/N = γ2 for M and N very large. This
distribution was further generalized in [8] to the case where τ 6= 0 in the kernel K(r)τ .
Baik proved in [9] that the Fredholm determinant of K(r)τ is a genuine probability
distribution. In the statistical problem above, the covariance matrix S is positive
definite and therefore its eigenvalues satisfy Laguerre-type distributions; this idea
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was extended to GUE-type distributions by S. Pe´che´ [29]. In the present paper one
finds that the shift τ appearing in the kernel K(r)τ is precisely the rescaled time of the
non-intersecting Brownian motion model! The arguments will appear in sections 1
and 2.
This paper also shows that the probability of the r-Airy process or, what is the
same, the Fredholm determinant det
(
I−K(r)τ
)
(x,∞)
satisfies a non-linear PDE in x
and τ , depending on the number r of outliers, as established in section 6:
Theorem 0.4. The logarithm of the probability
Q(τ,x) := logP(supA (r)(τ)≤ x) = logdet(I−K(r)τ )(x,∞)
satisfies the following non-linear PDE3 , with both, the function Q(τ,x) and the
PDE, being invariant4 under the involution (τ,x,r)→ (−τ,x,−r),
(0.12) ∂ 3Q∂τ∂x2 ,
 (r− ∂ 2Q∂τ∂x)2( ∂ 3Q∂x3 )+(r− ∂ 2Q∂τ∂x) ∂∂τ (2τ ∂ 2Q∂x∂τ + ∂ 2Q∂τ2 )
+ ∂
3Q
∂τ∂x2
(
2r ∂
2Q
∂x2 +2
∂Q
∂τ − xr
)
+ ∂∂x
(
1
4(
∂ 2Q
∂τ2 )
2+ τ ∂
2Q
∂τ2
∂ 2Q
∂τ∂x
)

x
−1
2
(
∂ 3Q
∂τ∂x2
)2(∂ 3Q
∂τ3
−4 ∂
2Q
∂τ∂x
∂ 3Q
∂x3
)
= 0,
with “initial condition”, given by the log of the Tracy-Widom distribution,
(0.13) Q0(x) := limτ→−∞Q(τ,x) := logP(supA (τ)≤ x) =−
∫ ∞
x
(α− x)g2(α)dα,
where g(α) is the Hastings-MacLeod solution of Painleve´ II,
(0.14) g′′ = αg+2g3, with g(α)∼= e
− 23α
3
2
2
√
piα1/4
for α ↗ ∞.
Remark 0.5. Obviously, the PDE (0.12) has the following structure
(0.15)
∂
∂x
(
. . .
∂ 3Q
∂τ∂x2
)
=
∂ 3Q
∂τ3
−4 ∂
2Q
∂τ∂x
∂ 3Q
∂x3
.
Remark 0.6. The following simple recipe gives the PDE for P(A (r)(τ)∩E = /0)
for a general set E =∪`1[x2i−1,x2i], replacing the PDE (0.12) for E = (x,∞); indeed,
perform the replacements
∂
∂x
7→∑
i
∂
∂xi
and x
(
∂
∂x
)k
7→
(
∑
i
xi
∂
∂xi
)(
∑
i
∂
∂xi
)k−1
,
3 The Wronskian { f ,g}x with regard to the variable x is defined as f ′g− f g′.
4 The invariance under the involution is obvious for the equation; for the function Q(τ,x), see
Lemma 7.5.
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with the understanding that differentiation must always be pulled to the right.
Although the average mean density of the particles is insensitive to the pres-
ence of outliers, the presence of the r particles forced to reach the target a > 0 at
t = 1 is already felt, when t → 0 in the t-scale; that is when τ → −∞ in the τ-
scale. The net effect is that it pulls the edge of the cloud of particles in the average
towards the right to first order like |r/τ|; i.e., the more so when r gets large; this
edge then behaves like the Airy process shifted in space, up to and including order
1/τ4.The PDE in Theorem 0.4 is a convenient instrument to extract the remote past
asymptotics, as shown in Section 7 and stated in the theorem below.
Theorem 0.7. The PDE with the initial condition Q0(x) as in (0.13) admits the
asymptotic solution, for τ →−∞, of the form
Q(τ,x) =
∞
∑
0
Qi(x)
τ i
= Q0
(
(x+
r
τ
)(1+
r
3τ3
)+
r2
4τ4
)
+
r
5τ5
F5+O(
1
τ6
).
For the probability itself, one has5
P(supA (r)(τ)≤ x)
= P
(
supA (τ)≤ (x+ r
τ
)(1+
r
3τ3
)+
r2
4τ4
)(
1+
r
5τ5
F5+O(
1
τ6
)
)
.
For τ →−∞, the mean and variance of the right edge of the process behave as
E(supA (r)(τ)) = E(supA (0)(τ))
(
1− r
3τ3
)
− r
τ
− r
2
4τ4
+O(
1
τ5
)
var(supA (r)(τ)) = var(supA (0)(τ))
(
1− 2r
3τ3
)
+O(
1
τ5
).
The probability (0.2) is related, via a change of variables, to a Gaussian matrix
model with external potential,
Pn(α, E˜) =
1
Zn
∫
Hn(E˜)
dMe−
1
2 Tr(M
2−2AM),
whereHn(E˜) denotes the Hermitian matrices with eigenvalues in E˜ ⊂ R and with
a diagonal matrix
(0.16) A :=

α
. . . O
α
0
O . . .
0

l r
l n− r
.
5 withF5 := x2Q′0 +4xQ0 +Q
′2
0 +10
∫ ∞
x Q0−6
∫ ∞
x dy
∫ ∞
y duQ
′′2
0 .
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The relationship between the Karlin-McGregor non-intersecting Brownian motions
and matrix models has been developped by Johansson [19] and, for the Gaussian
matrix model with external potential, by Aptekarev-Bleher-Kuijlaars [7]. The latter
model has come up in many other situations; among others, see [24, 11, 12, 13, 32,
33, 20, 10, 28, 4]. Following the method of Adler-van Moerbeke [4], using the
multi-component KP hierarchy (section 3) and the Virasoro constraints (section 4),
it is shown in section 5 that this matrix model satisfies a non-linear PDE in α and
the boundary points of E˜. The PDE of Theorem 0.4 then follows from making an
asymptotic analysis on that PDE. The asymptotic behavior of the r-Airy process
for τ → −∞ follows from solving the partial differential equation near τ = −∞
for the Airy-kernel initial condition; this process introduces some free constants,
which then can be determined by the asymptotic properties of the r-Airy kernel for
x→ ∞. It is an interesting question whether these results can be deduced via the
Riemann-Hilbert methods, in the style of [15].
1 A constrained Brownian motion with a few outliers
The purpose of this section is to motivate the scaling limit (0.7) leading to
the definition of the r-Airy process. The Airy process was originally defined as
an edge scaling limit of Dyson’s non-intersecting Brownian motions, in the same
way that the Tracy-Widom distribution was obtained as an edge scaling limit of
GUE. The non-intersecting Brownian motions (0.2) with target point a = 0 can be
transformed to the Dyson Brownian motion, as will be explained in this section.
This transformation will be used in the case of a a 6= 0 target. In the course of doing
this, one must consider a Gaussian matrix model with external potential.
1.1 Dyson Brownian motion
The Dyson process ([16]) describes the motion of the eigenvalues λi(t ′) of an
n×n Hermitian random matrix B(t ′) whose real and imaginary entries perform in-
dependent Ornstein-Uhlenbeck processes, given that the initial distribution is given
by invariant measure for the process, namely
Z−1
∫
Hn(E ′)
dBe−TrB
2
.
Then the process is stationary and its probability distribution at any time is given
by
(1.1) PDy(all λi(t ′) ∈ E ′) = Z−1
∫
Hn(E ′)
dBe−TrB
2
= Z−1
∫
Hn(
√
2E ′)
dMe−
1
2 TrM
2
.
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The probability for two times 0< t ′1 < t
′
2 is then given by (set c
′ = e−(t ′2−t ′1))
PDy(all λi(t ′1) ∈ E ′1, all λi(t ′2) ∈ E ′2)
= P(all (B(t ′1)-eigenvalues) ∈ E ′1, all (B(t ′2)-eigenvalues) ∈ E ′2)
=
∫ ∫
all B1−eigenvalues ∈E′1
all B2−eigenvalues ∈E′2
Z−1
dB1dB2
(1− c′2)n2/2 e
− 1
1−c′2 Tr(B
2
1+B
2
2−2c′B1B2)
=
∫ ∫
M1∈Hn(
√
2E′1√
1−c′2
)
M2∈Hn(
√
2E′2√
1−c′2
)
Z
′−1dM1dM2 e−
1
2 Tr(M
2
1+M
2
2−2c′M1M2)(1.2)
1.2 Constrained Brownian motion with target a> 0
As in the introduction, consider the n non-intersecting Brownian particles on
R, all starting from the origin at time t = 0, where among those paths, 1 ≤ r ≤ n
are forced to end up at the target a > 0, while the (n− r) other paths return to the
position x= 0 at time t = 1. Remember P0aBr denotes the transition probability. Then
the probability that all the particles belong to some window E ⊂ R at a given time
0 < t < 1, can be expressed in terms of a Gaussian matrix model with an external
potential, using the Karlin-McGregor formula [22] for non-intersecting Brownian
motions (see [17, 19, 7, 4]), itself involving the Brownian transition probability
(0.1), namely:
P0aBr (all x j(t) ∈ E) := P
 all x j(0) = 0all x j(t) ∈ E r right paths end up at a at t = 1
(n− r) paths end up at 0 at t = 1

= lim
all γi→ 0
δ1, . . . ,δn−r→ 0
δn−r+1, . . . ,δn→ a
∫
En
1
Zn(γ,δ )
n
∏
1
dxi
det(p(t;γi,x j))1≤i, j≤n det(p(1− t;xi′ ,δ j′))1≤i′, j′≤n,
= Pn
(
a
√
2t
1− t ;E
√
2
t(1− t)
)
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where6
Pn(α, E˜) =
1
Zn
∫
Hn(E˜)
dMe−
1
2 Tr(M
2−2AM)
=
1
Z′n
∫
E˜n
∆n(x,y)
(
∆r(x)
r
∏
i=1
e−
x2i
2 +αxidxi
)(
∆n−r(y)
n−r
∏
i=1
e−
y2i
2 dyi
)
,
with A as in (0.16). In short, the conditioned Brownian motion is related to a
Gaussian matrix model with an external potential A as follows:
(1.3) P0aBr (all x j(t) ∈ E) = Pn
(
α, E˜
)
with E˜ = E
√
2
t (1− t) , α = a
√
2 t
1− t .
The joint probability for the constrained Brownian motion at two times is related
to a chain of two Gaussian matrix models (see [5]) with an external potential A,
which again by Karlin-McGregor reads as follows:
(1.4) P0aBr(all xi(t1) ∈ E1,all xi(t2) ∈ E2) = Pn
(
α;c′; E˜1, E˜2
)
,
where (A is the same diagonal matrix as in (0.16))
Pn
(
α;c′; E˜1, E˜2
)
=
1
Zn
∫
Hn(E˜1)×Hn(E˜2)
e−
1
2 Tr(M
2
1+M
2
2−2c′M1M2−2AM2)dM1dM2,
with
E˜1 = E1
√
2t2
(t2− t1)t1 , E˜2 = E2
√
2(1− t1)
(1− t2)(t2− t1)
(1.5) c′ =
√
(1− t2)t1
(1− t1)t2 =
√
t1
1−t1√
t2
1−t2
, α = a
√
2(t2− t1)
(1− t2)(1− t1)
1.3 Comparing the Dyson and constrained Brownian motions with tar-
get a = 0
From the identities (1.1) and (1.3), one deduces the following set of identities
for one time t ′ (in the time t ′ of the Dyson process), setting the point a = 0,
(1.6) PDy (all λ j(t ′) ∈ E ′) = Pn(α, E˜)
∣∣∣
α=0
= P0aBr (all x j(t) ∈ E)
∣∣∣
a=0
,
where
√
2E ′ = E˜ = E
√
2
t (1− t) .
6∆r(x) denotes the Vandermonde determinant, with regard to the r variables x = (x1, . . . ,xr) and
∆n(x,y) denotes the Vandermonde determinant, with regard to the n variables x = (x1, . . . ,xr) and
y = (y1, . . . ,yn−r).
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Similarly, for two times t ′1 and t
′
2, one deduces from the identities (1.2) and (1.4),
PDy(all λi(t ′1) ∈ E ′1, all λi(t ′2) ∈ E ′2) = Pn
(
α;c′; E˜1, E˜2
)∣∣∣
α=0
= P0aBr(all xi(t1) ∈ E1,all xi(t2) ∈ E2)
∣∣∣
a=0
,
where, as follows from (1.2) and (1.5), one deduces
√
2E ′1√
(1− c′2) = E˜1 = E1
√
2t2
(t2− t1)t1
√
2E ′2√
(1− c′2) = E˜2 = E2
√
2(1− t1)
(1− t2)(t2− t1)(1.7)
with
c′ =
et
′
1
et ′2
=
√
t1
1−t1√
t2
1−t2
.
Thus the processes are related by a clock change
(1.8) et
′
i =
√
ti
1− ti ⇐⇒ ti =
1
1+ e−2t ′i
⇐⇒ 1√
ti(1− ti)
= 2cosh t ′i ,
and thus 1− c′2 = t2−t1t2(1−t1) . Comparing extremities in (1.7), one finds
E ′1 = E1
√
2t2
(t2− t1)t1
√
(1− c′2)/2 = E1 1√
t1(1− t1)
E ′2 = E2
√
2(1− t1)
(1− t2)(t2− t1)
√
(1− c′2)/2 = E2 1√
t2(1− t2)
.
This fact, combined with (1.8), yields
(1.9) Ei = E ′i
√
ti(1− ti) = E
′
i
2cosh t ′i
.
So, summarizing (1.8) and (1.9), one has the relation between the parameters of
the Dyson process and constrained Brownian motions,
(1.10) et
′
i =
√
ti
1− ti , Ei
√
2
ti(1− ti) =
√
2E ′i .
Theorem 1.1. (Tracy-Widom [26], Adler-van Moerbeke [3]) Taking a limit on the
Dyson process, in an appropriate time and space scale, one finds the Airy process,
which is stationary:
lim
n→∞PDy
(
all λi
( τ
n1/3
)
∈ (−∞,
√
2n+
x√
2n1/6
)
)
= P(A (τ)≤ x) = F(x),
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F(x) being the Tracy-Widom distribution. Similarly the limit of the joint probability
for the Dyson process yields the joint probability for the Airy process:
lim
n→∞PDy
 all λi( τ1n1/3) ∈ (−∞,√2n+ x1√2n1/6 )
all λi
(
τ2
n1/3
)
∈ (−∞,√2n+ x2√
2n1/6
)
= P( A (τ1)≤ x1,
A (τ2)≤ x2
)
.
Its logarithm (setting s = (τ2− τ1)/2)
H(s;x,y) := logP(A (τ1)≤ x+ y,A (τ2)≤ x− y) ,
satisfies the Airy PDE
(1.11) 2s
∂ 3H
∂ s∂x∂y
=
(
2s2
∂
∂y
− y ∂
∂x
)(∂ 2H
∂y2
− ∂
2H
∂x2
)
+
{
∂ 2H
∂x∂y
,
∂ 2H
∂x2
}
x
.
Corollary 1.2. Taking an appropriate scaling limit on the constrained Brownian
motion, we have
lim
n→∞P
0a
Br
(
all xi
(
1
1+ e−2τ/n1/3
)
∈
(−∞,√2n+ x√
2n1/6
)
2cosh(τ/n1/3)
)∣∣∣
a=0
= P(A (τ)≤ x)
and similarly for two times.
Proof. This statement follows immediately from Theorem 1.1 and the correspon-
dence (1.6), upon using the clock change (1.8) and the space change (1.9), with the
appropriate time and space scalings of Theorem 1.1. 
Remembering the definition
Pn(α, E˜) =
1
Zn
∫
Hn(E˜)
dMe−
1
2 Tr(M
2−2AM),
for the diagonal matrix A as in (0.16), we now state a Theorem of Pe´che´, which is
closely related to the multivariate statistical problem mentioned in the introduction;
see [8].
Theorem 1.3. (Pe´che´ [29])
(1.12) lim
n→∞Pn
(
ρ
√
n,(−∞,2√n+ x
n1/6
)
)
=

F(x) for ρ < 1
F(r)(x) for ρ = 1
where
(1.13) F(r)(x) = det(I−K(r)τ χ(x,∞)(y))
∣∣∣
τ=0
is the Fredholm determinant of the kernel (see (0.8))
(1.14) K(r)τ (x,y) =
∫ ∞
0
duA−r (x+u;τ)A
+
r (y+u;τ).
For r = 0, (1.13) yields the Tracy-Widom distribution F(x).
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The Airy process will now be deformed in a way which is compatible with
Pe´che´’s Theorem, especially concerning the target point a,
P(0a)Br
(
all xi
(
1
1+ e−2τ/n1/3
)
∈
(−∞,√2n+ x√
2n1/6
)
2cosh(τ/n1/3)
)
.
Since, from (1.3),
P0aBr (all x j(t) ∈ E) = Pn
(
a
√
2t
1− t ;E
√
2
t(1− t)
)
holds, we have
P(0a)Br
(
all xi
(
1
1+ e−2τ/n1/3
)
∈
(−∞,√2n+ x√
2n1/6
)
2cosh(τ/n1/3)
)
= Pn
(
a
√
2eτ/n
1/3
;(−∞,2√n+ x
n1/6
)
)
.
Comparing this formula at time t = 1/2, or what is the same at τ = 0, with formula
(1.12) suggests the choice
(1.15) a = ρ
√
n
2
.
We thus define the Airy process with r outliers (in short: r-Airy process)A (r)(τ)
by means of the Airy scaling as in Corollary 1.2 and with the choice of a above for
ρ = 1. Notice from (1.3) and using (1.10), this can also be expressed in terms of
the matrix model with external potential:
P(A (r)(τ)∩E = /0) := lim
n→∞P
(0,
√
n/2)
Br
(
all xi
(
1
1+ e−2τ/n1/3
)
∈
√
2n+ E
c√
2n1/6
2cosh(τ/n1/3)
)
= lim
n→∞Pn
(√
neτ/n
1/3
;2
√
n+
Ec
n1/6
)
.
In a similar way, one defines the joint probability of A (r)(τ) for any number of
times. The next section deals with this limit expressed in terms of a Fredholm
determinant.
2 The existence of the limit to the r-Airy kernel
The first part of this section deals with a sketch of the proof of Theorem 0.1;
details and rigor can be found in [8] and [29]. In the second part, the r-Airy kernel
(1.14) will be expanded for large time τ .
Proof of Theorem 0.1. From the explicit Brownian motion transition probability,
one shows (see Johansson [19] and Tracy-Widom [28])
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P0aBr (all x j(t) ∈ E) = det(I−H(r)n )L2(Ec)
where
H(r)n (x,y)dy =
(2.1) − dy
2pi2(1− t)
∫
D
dz
∫
ΓL
dw e−
tz2
1−t +
2xz
1−t +
tw2
1−t− 2wy1−t
(
w
z
)n−r(w−a
z−a
)r 1
w− z ;
D is a closed contour containing the points 0 and a, which is to the left of the line
ΓL := L+ iR by picking L large enough. So, ℜ(w− z)> 0. Consider now an arbi-
trary point (y, t) on the curve C , parametrized by (2.2) and the point (ρ
√
n/2,1),
which is the point of intersection of the tangent to C at (y, t) with the axis (t = 1);
as pointed out before, it is convenient to parametrize ρ by ρ = e−σ and thus
(2.2) (y, t) =
(
ρ
√
2n
1+ρ2
,
1
1+ρ2
)
=
( √
2n
2cosh(σ)
,
1
1+ e−2σ
)
∈ C .
Consider the Brownian motions with r outliers forced to a point ρ0
√
n/2 with
0 < ρ0 ≤ ρ at time t = 1; here also parametrize ρ0 by ρ0 = e−τ0 and set α =
ρ0/ρ = eσ−τ0 .
The main issue is to compute the following limit, for 0< ρ0 ≤ ρ
lim
n→∞P
(0,ρ0
√
n/2)
Br
(
all xi
(
1
1+ e−2(σ+
τ
n1/3
)
)
∈
√
2n+ E
c√
2n1/6
2cosh(σ + τn1/3 )
)
,
which dictates the space- and time-scale to be used in the kernel H(r)n for large n.
Let t and y be the time and space variables for the Brownian motion, which in terms
of the new time and space scaleL reads:
(2.3)
L : t =
1
1+ e−2(σ+τ/n1/3)
, x =
√
2n+ u√
2n1/6
2cosh(σ + τn1/3 )
, y =
√
2n+ v√
2n1/6
2cosh(σ + τn1/3 )
,
with target point a = ρ0
√
n/2 = e−τ0
√
n/2. Putting this rescaling in the integral
(2.1) suggests changes of integration variables
z := z˜
√
n
2
e−σ−τ/n
1/3
and w := w˜
√
n
2
e−σ−τ/n
1/3
in the integral (2.1); the exponential will contain a function F(z), with Taylor series
at z = 1:
(2.4) F(z) =
z2
2
−2z+ logz = F(1)+ 1
3
(z−1)3+O(z−1)4.
Also set ζ := 1+ γn1/3 for some parameter γ and
(2.5) Zn =
{
n−r/3enF(1) for α = 1
(1−α)renF(1) for 0< α < 1 .
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Then, using,
1
n1/3(w˜− z˜) =
∫ ∞
0
e−yn
1/3(w˜−z˜)dy, for ℜ(w˜− z˜)> 0,
one checks7 , using the rescaling (2.3):
H(r)n (x,y)dy
∣∣∣
L
= −
(
n1/3
2pi
)2
dv
∫
D
dz˜
∫
ΓL
dw˜e(−
n
2 z˜
2+z˜(2n+n1/3u))e−(−
n
2 w˜
2+w˜(2n+n1/3v))
(
w˜
z˜
)n( w˜−αeτ/n1/3
w˜
)r(
z˜−αeτ/n1/3
z˜
)−r
1
n1/3(w˜− z˜)
= −eζn1/3(u−v)dv
∫ ∞
0
dy
Znn1/3
2pi
∫
D
dz˜ e−nF(z˜)
(
z˜
z˜−αeτ/n1/3
)r
en
1/3(u+y)(z˜−ζ )
n1/3
2piZn
∫
ΓL
dw˜ enF(w˜)
(
w˜
w˜−αeτ/n1/3
)−r
e−n
1/3(v+y)(w˜−ζ ).
Conjugating the kernel, which leaves invariant the Fredholm determinant, one finds
en
1/3(v−u) H(r)n (x,y)
∣∣∣
L
dy =−dv eγ(u−v)
∫ ∞
0
dy I (n)τ (u+ y)J
(n)
τ (v+ y)
with
I
(n)
τ (x) =
n1/3Zn
2pi
∫
D
dz˜ e−nF(z¯)
(
z˜
z˜−αeτ/n1/3
)r
en
1/3x(z˜−ζ )(2.6)
J
(n)
τ (y) =
n1/3
2pi Zn
∫
ΓL
dw˜ enF(w˜)
(
w˜
w˜−αeτ/n1/3
)−r
e−n
1/3y(w˜−ζ ).
7 by elementary computation
t
1−t = e
2(σ+ τ
n1/3
)
,
dy
1− t
dzdw
w− z =
n
1
3 dz˜dw˜dv
w˜− z˜ ,
2xz
1−t = (2n+un
1
3 )z˜,
tz2
1−t =
n
2
z˜2.
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Using the Taylor series (2.4) for F(z) and the value (2.5) for Zn, one is led naturally
to pick a new variable u such that z˜−1 = un1/3 . Then
n1/3Zndz˜ e−nF(z˜)
(
z˜
z˜−αeτ/n1/3
)r
en
1/3x(z˜−ζ )
= n1/3Zn
du
n1/3
(
e−nF(1)−
u3
3 +O
(
1
n1/3
))
 u+n1/3
u+n1/3−α
(
1+ τn1/3 +. . .
)
n1/3
r ex(u−γ)
=
{
e−xγdu e−
u3
3 +xu
( 1
u−τ
)r + lower order terms for α = 1
e−xγdu e−
u3
3 +xu+ lower order terms for 0< α < 1.
Upon remembering the definition of the functions A±r (x,τ) and the Airy function
A(x) and also the fact that α = ρ0/ρ , the rigorous saddle point argument, given in
[8, 29], yields
lim
n→∞I
(n)
τ (x) =
1
2pi
∫
D ′
1
(z−τ)r e
− z33 ex(z−γ)dz =Iτ(x) := e−xγA−r (x,τ)
for ρ0 = ρ
1
2pi
∫
D ′ e
− z33 ex(z−γ)dz =I(x) := e−xγA(x)
for 0< ρ0 < ρ
(2.7)
lim
n→∞J
(n)
τ (y) =
1
2pi
∫
D ′′(z− τ)re
z3
3 e−y(z−γ)dz =Jτ(y) :=−eyγA+r (y,τ),
for ρ0 = ρ
1
2pi
∫
D ′′ e
z3
3 e−y(z−γ)dz =J (y) :=−eyγA(y),
for 0< ρ0 < ρ
(2.8)
where D ′ is a contour running from ∞e4ipi/3 to ∞e2ipi/3, with an indentation to the
right of τ , such that τ is to the left of the contour, and where D ′′ is a contour
running from ∞e−ipi/3 to ∞eipi/3, with an indentation to the right of τ , such that τ
lies also to the left of the contour. Upon rotating the two contours and deforming
D ′′ slightly, since the integrand is pole-free, one gets the final identities in the
equations above.
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Therefore P(supA (r)(τ)∩E = /0) = det(I−K(r)τ )E , with
K(r)τ (u,v)dv = limn→∞e
n1/3(v−u)H(r)n (x,y)dy
∣∣∣
L
=
 dv
∫ ∞
0 dw A
−
r (u+w,τ)A+r (v+w,τ) for ρ0 = ρ
dv
∫ ∞
0 dw A(u+w,τ)A(v+w,τ) for 0< ρ0 < ρ.
Baik [9] has shown that the Fredholm determinant of the r-Airy kernel is a proba-
bility distribution, i.e.,
lim
x→±∞det
(
I−K(r)τ
)
(x,∞)
=
{
1
0.
This establishes Theorem 0.1. 
Remark 2.1. In this section one lets τ→−∞, which implies that−iτ remains above
the contour C and is thus compatible with the contour mentioned above. Letting
τ →+∞ would require a drastic change of the functions A±r .
The next statement concerns the asymptotic behavior of the r-Airy kernel for
τ →−∞,
(2.9) K(r)τ (u,v) =
∫ ∞
0
dwA−r (u+w;τ)A
+
r (v+w;τ),
where (remember)
(2.10) A±r (u;τ) =
∫
C
e
1
3 ia
3+iau (∓ia− τ)±r da
2pi
,
where C is a contour running from ∞e5ipi/6 to ∞eipi/6, such that −iτ lies above the
contour. This limit is compatible with the contour C appearing in the definition of
the functions A±r , since then −iτ remains above the contour C, as required.
Lemma 2.2. Given the “initial condition”
lim
τ→−∞K
(r)
τ (u,v) = K(0)(u,v) :=
A(u)A′(v)−A′(u)A(v)
u− v = “Airy kernel”,
the kernel K(r)(u,v) behaves asymptotically for τ →−∞, as
K(r)(u,v) = K0+
K(r)1
τ
+
K(r)2
τ2
+
K(r)3
τ3
+ . . . ,
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where8 for n≥ 1,
K(r)n (u,v) = −r
n
n!
(
∂
∂w
)n−1
A(u+w)A(v+w)
∣∣∣
w=0
− r
n−1
2(n−2)!
(
∂
∂w
)n−2(
A′(u+w)A(v+w)−A(u+w)A′(v+w)
)∣∣∣
w=0
− r
n−2
(n−3)!
 3n−124
(
∂
∂w
)n−1
A(u+w)A(v+w)
−n−12
(
∂
∂w
)n−3
A′(u+w)A′(v+w)
∣∣∣∣∣
w=0
+ (polynomial of degree n−3 in r).
Although the kernel K(r)τ (u,v) involves integration, the terms K
(r)
i (u,v) in the ex-
pansion never involve integration, they are quadratic in the Airy function and its
derivatives; also the K(r)i (u,v) are polynomials in r of degree i, divisible by r, with
alternately symmetric and skew-symmetric coefficients in u and v, the top coeffi-
cient being symmetric.
Proof. In order to expand the kernel (0.9) with regard to τ for τ → −∞, set the
expressions (2.10) into the kernel (0.9), which then becomes a triple integral. Set
α = ia and β = ib and consider the following Taylor expansions about τ =−∞,
1
(α− τ)r(−β − τ)−r =
(
1+
α+β
τ
1− ατ
)r
= 1+
∞
∑
n=1
1
τn
[ n−12 ]
∑
j=0
(
(r(α+β ))n−2 jQ2 j(α,β )
+(r(α+β ))n−2 j−1(α−β )Q˜2 j(α,β )
)
= 1+
∞
∑
n=1
1
τn
 (r(α+β ))nn! + (r(α+β ))n−1(α−β )2(n−2)!
+ (r(α+β ))
n−2
(n−3)!
(
(3n−1)(α+β )2
24 − (n−1)αβ2
)
+ . . .
 ,(2.11)
where Q2 j and Q˜2 j are symmetric homogeneous polynomials of degree 2 j in the
arguments, since the first expression is invariant under the involution r 7→ −r and
α 7→ −β . The coefficients of 1/τn are divisible by r, for the simple reason that for
r = 0, the expression above equals 1.
Also notice multiplication by ia of the integrand in the kernel (0.9),
K(r)τ (u,v)=
∫ ∞
0
dw
∫
C
e
1
3 ia
3+ia(w+u)
(
1
ia− τ
)r da
2pi
∫
C
e
1
3 ib
3+ib(w+v) (−ib− τ)r db
2pi
=
∫ ∞
0
dw
∫
C
∫
C
dadb
4pi2
e
1
3 ib
3+ib(w+v)e
1
3 ia
3+ia(w+u)(1+
r
τ
(ia+ ib)+ . . .)
8 Whenever ∂/∂w appears with a negative exponent in the formula below, it is set = 0.
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can be realized by taking ∂K
(0)
∂u and similarly multiplication of the integrand by ib
is realized by taking ∂K
(0)
∂v ; thus we have the following recipe
ia ↔ ∂K
(0)
∂u
=
∫ ∞
0
dwA′(u+w)A(v+w)
ib ↔ ∂K
(0)
∂v
=
∫ ∞
0
dwA(u+w)A′(v+w),
and so in particular,
(ia)k1(ib)k2(ia+ib)n ⇔
∫ ∞
0
(
∂
∂u
+
∂
∂v
)n( ∂
∂u
)k1( ∂
∂v
)k2
A(u+w)A(v+w)dw
=−
(
∂
∂w
)n−1
A(k1)(u+w)A(k2)(v+w)
∣∣∣
w=0
.
Notice that, since ia+ ib factors out of every term in the expansion (2.11), the
kernels obtained never contain integration. In addition, since ia− ib factors out
of every other term, every other term in K(r)i (u,v) must be skew; in particular it
vanishes for u= v. One then reads off the K(r)i (u,v)’s from the expansion (2.11) and
the recipe above, upon using occasionally the differential equation A′′(x) = xA(x)
for the Airy function, thus ending the proof of Lemma 2.2. 
Remark 2.3. As an example, we give explicit expressions for the first few K(r)i (u,v)’s:
(2.12)
K(r)0 (u,v) = K
(0)(u,v) =
A(u)A′(v)−A′(u)A(v)
u− v
K(r)1 (u,v) = −r A(u)A(v)
K(r)2 (u,v) = −
r2
2
(A′(u)A(v)+A(u)A′(v))+
r
2
(u− v)K(0)(u,v)
K(r)3 (u,v) = −
r3
6
(A′′(u)A(v)+2A′(u)A′(v)+A(u)A′′(v))+
r2
2
(v−u)A(u)A(v)
− r
3
(
A′′(u)A(v)+A(u)A′′(v)−A′(u)A′(v)) .
In order to find the PDE for the transition probability, one will need an estimate
on how the actual transition probability for the finite problem converges for n→∞.
This will be used in (6.3).
Corollary 2.4. For x ∈ R sufficiently large, one has for some constant C > 0,∣∣∣∣∣logP(0,ρ0
√
n
2 )
Br
(
all xi
(
1
1+e−2(τ0+
τ
n1/3
)
)
≤
√
2n+ x√
2n1/6
2cosh(τ0+ τn1/3 )
)
(2.13)
− logP(supA (r)(τ)≤ x)
∣∣∣≤Cn−1/3.
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Proof. For any trace class operators Kn and K∞, set 9
M := max(||Kn||, ||K∞||).
Then assuming M < 1, one checks, using Kin−Ki∞ =∑i−1`=0 K`∞(Kn−K∞)Ki−1−`n and
||AB||tr ≤ ||A|| ||B||tr and ||AB||tr ≤ ||A||tr ||B||,
|logdet(I−Kn)− logdet(I−K∞)| = |tr(log(I−Kn)− log(I−K∞))|(2.14)
≤
∞
∑
1
∣∣∣∣tr(Kin−Ki∞i )
∣∣∣∣
≤
∞
∑
1
1
i
||Kin−Ki∞||tr
≤ ||Kn−K∞||tr
∞
∑
0
Mi
≤
||Kn−K∞||tr
1−M .
Setting (see notation (2.6))
Kn(u,v) :=
∫ ∞
0
dyI (n)τ (u+ y)J
(n)
τ (v+ y)
K∞(u,v) := e(v−u)γ
∫ ∞
0
dyA−r (u+ y,τ)A
+
r (v+ y,τ),
one checks
|Kn(u,v)−K∞(u,v)|
≤
∣∣∣∣∫ ∞0 dy
(
I
(n)
τ (u+ y)− e−(u+y)γA−r (u+ y,τ)
)
J
(n)
τ (v+ y)
∣∣∣∣
+
∣∣∣∣∫ ∞0 dye−(u+y)γA−r (u+ y,τ)
(
J
(n)
τ (v+ y)− e(v+y)γA+r (v+ y,τ)
)∣∣∣∣ .
An argument similar to the one of Baik-BenArous-Pe´che´ [8, 29] shows that for
given x0 ∈ R, there are constants C > 0, N > 0,∣∣∣I (n)τ (x)− e−xγA−r (x,τ)∣∣∣ ≤ Ce−cxn1/3∣∣∣J (n)τ (x)− exγA+r (x,τ)∣∣∣ ≤ Ce−cxn1/3 , for n≥ N and x≥ x0.
9 Define the three norms on a Hilbert space: the sup, the trace and the Hilbert-Schmidt norms,
with ||T || ≤ ||T ||HS ≤ ||T ||tr :
||T ||= sup
v∈H
|T v|
|v| = sup |λi|, ||T ||tr = Tr(T
∗T )1/2 =∑ |λi|, ||T ||HS = (TrT ∗T )1/2 = (∑ |λi|2)1/2.
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Viewing the functions in the integrals on the right hand side as kernels representing
Ha¨nkel-like integral operators on (x0,∞), one has, using the inequality ||AB||tr ≤||A||HS ||B||HS for Hilbert-Schmidt operators,
||Kn−K∞||tr ≤ ||I
(n)
τ (u+ y)− e−(u+y)γA−r (u+ y,τ)||HS ||J (n)τ (v+ y)||HS
+||e−(u+y)γA−r (u+ y,τ)||HS ||J (n)τ (v+ y)− e(v+y)γA+r (v+ y,τ)||HS
≤ 2C′n−1/3,
where
C′ = max(||e−(u+y)γA−r (u+ y,τ)||HS , sup
n≥N
||J (n)τ (v+ y)||HS)Ce−cx0 .
Then, from (2.14), one has that
|logdet(I−Kn)− logdet(I−K∞)| ≤ 2C
′
1−M n
−1/3.
Remembering the representation of the probabilities in the statement (2.13) in
terms of Fredholm determinants establishes Corollary 2.4. 
3 An integrable deformation of Gaussian random ensemble with
external source and 3-component KP
The connection between the Gaussian random ensemble with external source
and the multi-component KP hierarchy is explained in [4] and [6]. The main ideas
are sketched in this section. For the multicomponent KP hierarchy, see [30].
3.1 Two sets of weights and the p+q-KP hierarchy
Define two sets of weights
ψ1(x), . . . ,ψq(x) and ϕ1(y), . . . ,ϕp(y), with x,y ∈ R,
and deformed weights depending on time parameters sα = (sα1,sα2, . . .) (1≤ α ≤
q) and tβ = (tβ1, tβ2, . . .) (1≤ β ≤ p), denoted by
(3.1) ψ−sα (x) := ψα(x)e
−∑∞k=1 sαkxk and ϕ tβ (y) := ϕβ (y)e
∑∞k=1 tβkyk .
That is, each weight goes with its own set of times. For each set of positive inte-
gers10 m = (m1, . . . ,mq), n = (n1, . . . ,np) with |m|= |n|, consider the determinant
10 |m|= ∑qα=1 mα and |n|= ∑pβ=1 nβ .
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of a moment matrix Tmn of size |m|= |n|, composed of pq blocks of sizes min j; the
moments are taken with regard to a (not necessarily symmetric) inner product 〈· | ·〉
τmn(s1, . . . ,sq; t1, . . . , tp)(3.2)
:= det

(〈
xiψ−s1 (x)
∣∣y jϕ t1(y)〉) 0≤i<m1
0≤ j<n1
. . .
(〈
xiψ−s1 (x)
∣∣y jϕ tp(y)〉) 0≤i<m1
0≤ j<np
...
...(〈
xiψ−sq (x)
∣∣y jϕ t1(y)〉) 0≤i<mq
0≤ j<n1
. . .
(〈
xiψ−sq (x)
∣∣y jϕ tp(y)〉) 0≤i<mq
0≤ j<np
 .
We now state a non-trivial Theorem involving a relationship between the deter-
minants of the block moment matrices above, by increasing or decreasing the sizes
of the blocks by one. Modifying the size nβ in n = (n1, . . . ,np) by 1 is indicated
by n 7→ n± eβ , where eβ = (0, . . . ,0,1,0, . . . ,0), with 1 at place β . The proof and
many simple examples can be found in [6]:
Theorem 3.1. (Adler, van Moerbeke and Vanhaecke [6]) Then the block matrices
τmn satisfy the (p+ q)-KP hierarchy; to be precise, the functions τmn satisfy the
bilinear relations11
(3.3)
p
∑
β=1
∮
∞
(−1)σβ (n)τm,n−eβ (tβ − [z−1])τm∗,n∗+eβ (t∗β +[z−1])e∑
∞
1 (tβk−t∗βk)z
k
znβ−n
∗
β−2 dz =
q
∑
α=1
∮
∞
(−1)σα (m) τm+eα ,n(sα − [z−1])τm∗−eα ,n∗(s∗α +[z−1])e∑
∞
1 (sαk−s∗αk)zk zm
∗
α−mα−2 dz,
for all m,n,m∗,n∗ such that |m∗|= |n∗|+1 and |m|= |n|−1 and all s, t,s∗, t∗ ∈C∞
and where σα(m) = ∑αα ′=1(mα ′−m∗α ′) and σβ (n) = ∑ββ ′=1(nβ ′−n∗β ′).
Computing the residues in the contour integrals above, the functions τmn, with
|m|= |n|, satisfy the following PDE’s in terms of the Hirota symbol, defined in the
11 The integrals are contour integrals along a small circle about ∞, with formal Laurent series
as the integrand. Also, for z ∈ C, we define [z−1] := ( z−11 , z
−2
2 ,
z−3
3 , . . .). For a given polynomial
p(t1, t2, . . .), the Hirota symbol between functions f = f (t1, t2, . . .) and g = g(t1, t2, . . .) is defined
by p( ∂∂ t1 ,
∂
∂ t2 , . . .) f ◦ g := p(
∂
∂y1 ,
∂
∂y2 , . . .) f (t + y)g(t − y)
∣∣∣
y=0
. We also need the elementary Schur
polynomials s`, defined by e∑
∞
1 tkz
k
:= ∑k≥0 sk(t)zk for ` ≥ 0 and s`(t) = 0 for ` < 0; moreover, set
s`(∂˜t) := s`( ∂∂ t1 ,
1
2
∂
∂ t2 ,
1
3
∂
∂ t3 , . . .).
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footnote 11:
τ2mn
∂ 2
∂ tβ ,`+1∂ tβ ′,1
logτmn = s`+2δββ ′
(
∂˜tβ
)
τm,n+eβ−eβ ′ ◦ τm,n+eβ ′−eβ
τ2mn
∂ 2
∂ sα,`+1∂ sα ′,1
logτmn = s`+2δαα ′ (∂˜sα )τm+eα ′−eα ,n ◦ τm+eα−eα ′ ,n
τ2mn
∂ 2
∂ sα,1∂ tβ ,`+1
logτmn = −s`(∂˜tβ )τm+eα ,n+eβ ◦ τm−eα ,n−eβ
τ2mn
∂ 2
∂ tβ ,1∂ sα,`+1
logτmn = −s`(∂˜sα )τm−eα ,n−eβ ◦ τm+eα ,n+eβ .(3.4)
3.2 Gaussian ensemble with external source
Consider an ensemble of n× n Hermitian matrices with an external source,
given by a diagonal matrix A = diag(a1, . . . ,an) and a general potential V (z), with
density
Pn(M ∈ [M,M+dM]) = 1Zn e
−Tr(V (M)−AM)dM.
For a subset E ⊂ R, the following probability can be transformed by the Harish-
Chandra-Itzykson-Zuber formula, with D := diag(z1, . . . ,zn),
∆n(z) := ∏
1≤i< j≤n
(zi− z j),
and all distinct ai,
Pn(spectrum M ⊂ E) = 1Zn
∫
Hn(E)
e−Tr(V (M)−AM)dM(3.5)
=
1
Zn
∫
En
∆2n(z)
n
∏
1
e−V (zi)dzi
∫
U(n)
eTrAUDU
−1
dU
=
1
Z′n
∫
En
∆2n(z)
n
∏
1
e−V (zi)dzi
det[eaiz j ]1≤i, j≤n
∆n(z)∆n(a)
=
1
Z′′n
∫
En
∆n(z)det[e−V (z j)+aiz j ]1≤i, j≤n
n
∏
1
dzi,
with ai 6= a j and the Vandermonde ∆n(z) = ∏1≤i< j≤n(zi− z j). The formula re-
mains valid in the limit, when some ai’s coincide, upon making differences of rows
and dividing by the appropriate (ai−a j)’s. In the following Proposition, we con-
sider a general situation, of which (3.5) with A= diag(a, . . . ,a,0, . . . ,0) is a special
case, by setting ϕ+ = eaz and ϕ− = 1. Consider the Vandermonde determinant
∆n(x,y) := ∆n(x1, . . . ,xk1 ,y1, . . . ,yk2). Then we have the following (see [4]):
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Proposition 3.2. Given an arbitrary potential V (z) and arbitrary functions ϕ+(z)
and ϕ−(z), define (n = k1+ k2)
(ρ1, . . . ,ρn) := e−V (z)
(
ϕ+(z),zϕ+(z), . . . ,zk1−1ϕ+(z),
ϕ−(z), zϕ−(z), . . . ,zk2−1ϕ−(z)
)
.
We have
1
n!
∫
En
∆n(z)det(ρi(z j))1≤i, j≤n
n
∏
1
dzi(3.6)
=
1
k1!k2!
∫
En
∆n(x,y)∆k1(x)∆k2(y)
k1
∏
1
ϕ+(xi)e−V (xi)dxi
k2
∏
1
ϕ−(yi)e−V (yi)dyi
= det

(∫
E
zi+ jϕ+(z)e−V (z)
)
0≤ i≤ k1−1
0≤ j ≤ k1+ k2−1(∫
E
zi+ jϕ−(z)e−V (z)
)
0≤ i≤ k2−1
0≤ j ≤ k1+ k2−1

.
3.3 Adding extra-variables t, s u, and β
We add the extra-variables t =(t1, t2, . . .), s=(s1,s2, . . .), u=(u1,u2, . . .) and β
in the exponentials, as follows (n = k1+ k2),
V (z) :=
z2
2
−
∞
∑
1
tizi
ϕ+(z) = eaz+β z
2−∑∞1 sizi , ϕ−(z) = e−∑
∞
1 uiz
i
.(3.7)
The determinant of the moment matrix (3.2) with regard to the inner-product 〈 f ,g〉=∫
E f (z)g(z)e
−z2/2dz, with p = 1, q = 2, n1 = k1 + k2, m1 = k1, m2 = k2, and
ϕ1(x) = 1, ψ1(y) = eay+βy
2
, ψ2(y) = 1 is the same as the determinant (3.6), with
the expressions V (z) and ϕ±(z) as in (3.7), and setting s1i := si, s2i = ui, t1i = ti.
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Therefore by virtue of Theorem 3.1, the expression below satisfies the 3-KP hier-
archy, since p+q = 3, namely,
τk1k2(t,s,u;α,β ;E) := det

(∫
E
zi+ je−
z2
2 +αz+β z
2
e∑
∞
1 (tk−sk)zk dz
)
0≤ i≤ k1−1
0≤ j ≤ k1+k2−1(∫
E
zi+ je−
z2
2 e∑
∞
1 (tk−uk)zk dz
)
0≤ i≤ k2−1
0≤ j ≤ k1 + k2−1

=
1
k1!k2!
∫
En
∆n(x,y)
k1
∏
j=1
e∑
∞
1 tix
i
j
k2
∏
j=1
e∑
∞
1 tiy
i
j(3.8) (
∆k1(x)
k1
∏
j=1
e−
x2j
2 +αx j+βx
2
j e−∑
∞
1 six
i
j dx j
)
(
∆k2(y)
k2
∏
j=1
e−
y2j
2 e−∑
∞
1 uiy
i
j dy j
)
.
Corollary 3.3. The functions τk1k2(t,s,u) satisfy the identities
(3.9)
∂
∂ t1
log
τk1+1,k2
τk1−1,k2
=
∂ 2
∂ t2∂ s1 logτk1,k2
∂ 2
∂ t1∂ s1 logτk1,k2
, − ∂
∂ s1
log
τk1+1,k2
τk1−1,k2
=
∂ 2
∂ t1∂ s2 logτk1,k2
∂ 2
∂ t1∂ s1 logτk1,k2
(3.10)
∂
∂ t1
log
τk1,k2+1
τk1,k2−1
=
∂ 2
∂ t2∂u1 logτk1,k2
∂ 2
∂ t1∂u1 logτk1,k2
, − ∂
∂u1
log
τk1,k2+1
τk1,k2−1
=
∂ 2
∂ t1∂u2 logτk1,k2
∂ 2
∂ t1∂u1 logτk1,k2
.
Proof. The bilinear identities (3.3) imply the PDE’s (3.4) for
τk1k2(t,s,u) := τk1,k2,k1+k2(t,s,u),
(in the notation of (3.2), setting m = (k1,k2) and n = k1+k2) expressed in terms of
Hirota’s symbol, for j = 0,1,2, . . .,
s j(∂˜t)τk1+1,k2 ◦ τk1−1,k2 = −τ2k1k2
∂ 2
∂ s1∂ t j+1
logτk1k2(3.11)
s j(∂˜s)τk1−1,k2 ◦ τk1+1,k2 = −τ2k1k2
∂ 2
∂ t1∂ s j+1
logτk1k2
s j(∂˜t)τk1,k2+1 ◦ τk1,k2−1 = −τ2k1k2
∂ 2
∂u1∂ t j+1
logτk1k2
s j(∂˜u)τk1,k2−1 ◦ τk1,k2+1 = −τ2k1k2
∂ 2
∂ t1∂u j+1
logτk1k2 .
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In particular for j = 0, one finds the following expressions
∂ 2 logτk1,k2
∂ t1∂ s1
= −τk1+1,k2τk1−1,k2
τ2k1,k2
∂ 2 logτk1,k2
∂ t1∂u1
= −τk1,k2+1τk1,k2−1
τ2k1,k2
(3.12)
and another set of expressions for j = 1. Then taking appropriate ratios of these
expressions yields the formulae of Corollary 3.3. 
4 Virasoro constraints
Define the differential operatorsBm involving the boundary points of the set E,
Bm :=
2r
∑
i=1
bm+1i
∂
∂bi
, for E =
r⋃
i=1
[b2i−1,b2i]⊂ R,
and the differential operators V−1 and V0 involving differentiation with respect to
the auxiliary variables ti, si, ui and β :
V−1 := − ∂∂ t1 −2β
∂
∂ s1
+∑
i≥2
(
iti
∂
∂ ti−1
+ isi
∂
∂ si−1
+ iui
∂
∂ui−1
)
+k1(t1− s1)+ k2(t1−u1)+αk1
V0 := − ∂∂ t2 −2β
∂
∂ s2
−α ∂
∂ s1
+∑
i≥1
(
iti
∂
∂ ti
+ isi
∂
∂ si
+ iui
∂
∂ui
)
+k21 + k
2
2 + k1k2.
Theorem 4.1. The integral τk1k2(t,s,u;α,β ;E) defined in (3.8) satisfies :
(4.1) Bm τk1k2 = Vmτk1k2 for m =−1 and 0,
with Vm as in (4.1).
Proof. Let Ik1k2(x,y) be the integrand of the integral τk1k2(t,s,u;α,β ;E) defined in
(3.8):
τ := τk1k2(t,s,u;α,β ;E) =
∫
En
Ik1k2(x,y)
k1
∏
1
dxi
k2
∏
1
dy j.
To obtain (4.1), one uses the fundamental Theorem of calculus and the commuta-
tion relation
n
∑
1
(
∂
∂xi
xi− xi ∂∂xi ) = n;
one uses the fact that for any Vandermonde,
k
∑
1
∂
∂xi
∆(x1, . . . ,xk) = 0
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and
k
∑
1
xi
∂
∂xi
∆(x1, . . . ,xk) =
n(n−1)
2
∆(x1, . . . ,xk).
Also one uses the fact that the sum of the xi and yi derivatives of the integrand Ik1,k2
translates into the ti, si and ui-derivatives of Ik1,k2 , i.e., the auxiliary parameters
t,s,u;α,β were precisely added for this very purpose! So we find:
B−1τ =
∫
En
(
k1
∑
1
∂
∂x j
+
k2
∑
1
∂
∂y j
)
Ik1,k2
k1
∏
1
dxi
k2
∏
1
dy j
=
∫
En
V−1(Ik1,k2)
k1
∏
1
dxi
k2
∏
1
dy j
= V−1
(∫
En
Ik1,k2
k1
∏
1
dxi
k2
∏
1
dy j
)
= V−1τ
and
B0τ =
∫
En
(
k1
∑
1
∂
∂x j
x j +
k1
∑
1
∂
∂y j
y j
)
Ik1,k2
k1
∏
1
dxi
k2
∏
1
dy j
=
∫
En
V0(Ik1,k2)
k1
∏
1
dxi
k2
∏
1
dy j
= V0
(∫
En
Ik1,k2
k1
∏
1
dxi
k2
∏
1
dy j
)
= V0τ,
establishing Theorem 4.1. Aother way of computing this has appeared in [2]. 
We also have the following identities, valid when acting on τk1k2(t,s,u;α,β ;E):
(4.2)
∂
∂ tn
=− ∂
∂ sn
− ∂
∂un
,
(4.3)
∂
∂ s1
=− ∂
∂α
,
∂
∂ t1
=
∂
∂α
− ∂
∂u1
,
∂
∂ s2
=− ∂
∂β
,
∂
∂ t2
=
∂
∂β
− ∂
∂u2
.
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Corollary 4.2. On the locusL = {t = s = u = β = 0}, the function
f := logτk1k2(t,s,u;α,β ;E) satisfies the Virasoro constraints :
∂ f
∂ s1
= − ∂ f
∂α
,
∂ f
∂ s2
=− ∂ f
∂β
(4.4)
∂ f
∂ t1
= −B−1 f +αk1, ∂ f∂u1 =
(
B−1+
∂
∂α
)
f −αk1
∂ f
∂ t2
=
(
−B0+α ∂∂α
)
f +
(
k21 + k
2
2 + k1k2
)
∂ f
∂u2
=
(
B0−α ∂∂α +
∂
∂β
)
f −
(
k21 + k
2
2 + k1k2
)
∂ 2 f
∂ t1∂u1
= −B−1
(
B−1+
∂
∂α
)
f − k2(4.5)
∂ 2 f
∂ t1∂u2
= −B−1
(
B0−α ∂∂α +
∂
∂β
)
f +2
(
B−1+
∂
∂α
)
f −2αk1
∂ 2 f
∂ t2∂u1
=
(
−B0+α ∂∂α +1
)(
B−1+
∂
∂α
)
f −2αk1
∂ 2 f
∂ t1∂ s1
= B−1
(
∂
∂α
)
f − k1(4.6)
∂ 2 f
∂ t1∂ s2
=
(
B−1
∂
∂β
−2 ∂
∂α
)
f
∂ 2 f
∂ t2∂ s1
=
(
B0−α ∂∂α −1
)(
∂
∂α
)
f .
Proof. Upon dividing by τ , equations (4.4) are a direct consequence of (4.1) and
(4.3), when evaluated on the locus L . To derive equations (4.5) and (4.6), we use
the fact that the boundary operators
Bm =
2r
∑
j=1
bm+1j
∂
∂b j
commute with pure time-differential operators. For example, the calculation of the
first equation in (4.5) goes as follows. We know from (4.1) and (4.3) that :
−B−1 f =
(
∂ f
∂ t1
−αk1+L1 f + `1
)
,
(
B−1+
∂
∂α
)
f =
(
∂ f
∂u1
+αk1+L2 f + `2
)
,
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where the Li are linear differential operators vanishing on L (commuting with
Bm) and the `i are functions vanishing onL (i = 1,2). Therefore:
−B−1
(
B−1+
∂
∂α
)
f
∣∣∣
L
=−B−1
(
∂ f
∂u1
+αk1+L2 f + `2
)∣∣∣
L
=−B−1
(
∂ f
∂u1
+L2 f
)∣∣∣
L
=−
(
∂
∂u1
+L2
)
B−1 f
∣∣∣
L
=−
(
∂
∂u1
)
B−1 f
∣∣∣
L
=
∂
∂u1
(
∂ f
∂ t1
−αk1+L1 f + `1
)∣∣∣
L
=
(
∂ 2 f
∂ t1∂u1
+
∂
∂u1
L1 f +
∂`1
∂u1
)∣∣∣
L
.
Since
L1 =−2β ∂∂α −∑i≥2
(
iti
∂
∂ ti−1
+ isi
∂
∂ si−1
+ iui
∂
∂ui−1
)
and `1 = k1s1+ k2u1− (k1+ k2) t1, one checks that, along the locusL , one has
∂
∂u1
L1 f = 0 and
∂`1
∂u1
= k2,
yielding the expression for ∂
2 f
∂ t1∂u1 in (4.5). A similar procedure applies to establish
all the identities above. 
5 A PDE for the Gaussian ensemble with external source
Consider the Gaussian Hermitian random matrix ensemble Hn with external
source A, given by the diagonal matrix (0.16) (set n = k1+ k2) and density
(5.1)
1
Zn
e−Tr(
1
2 M
2−AM)dM.
Given a disjoint union of intervals E :=
⋃r
i=1[b2i−1,b2i]⊂ R, define the algebra of
differential operators, generated by
(5.2) Bk =
2r
∑
i=1
bk+1i
∂
∂bi
.
Consider the following probability:
(5.3) Pn(α;E) := P( all eigenvalues ∈ E) = 1Zn
∫
Hn(E)
e−Tr(
1
2 M
2−AM)dM,
where Hn(E) is the set of all Hermitian matrices with all eigenvalues in E. The
purpose of this section is to prove the following theorem:
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Theorem 5.1. The log of the probability Pn(a;E) satisfies a fourth-order PDE in
a and in the endpoints b1, ...,b2r of the set E, with quartic non-linearity:(
F+B−1G−+F−B−1G+
)(
F+B−1F−−F−B−1F+
)
−
(
F+G−+F−G+
)(
F+B2−1F
−−F−B2−1F+
)
= 0,(5.4)
or what is the same
(5.5) det

G+ B−1F+ −F+ 0
−G− B−1F− −F− 0
B−1G+ B2−1F
+ 0 −F+
−B−1G− B2−1F− 0 −F−
= 0,
where
F+ =B−1
∂
∂α
logPn− k1, F− =−B−1
(
B−1+
∂
∂α
)
logPn− k2
H+1 = 4
∂
∂α
logPn+4αk1+
4k1k2
α
,
H−1 = −2
(
B0−α ∂∂α +1
)
∂
∂α
logPn− 4k1k2α
H+2 = 2
(
B0−α ∂∂α−1−2αB−1
)
∂
∂α
logPn
H−2 = −2
(
B0−α ∂∂α−1
)(
B−1+
∂
∂α
)
logPn
2G± =
{
H±1 ,F
±}
B−1
∓{H±2 ,F±}∂/∂α .
Remark 5.2. It is not surprising that the PDE (5.4) has exactly the same form as
the PDE derived in [4] and [5], associated to the Gaussian Unitary Ensemble with
an external source, in the case where the source matrix admits two eigenvalues
of opposite signs. The only difference is that the expressions for the functions
F±,H±1 ,H
±
2 and G
± obtained here, differ from those in [4]. The reason is that cor-
responding τ-functions satisfy the same integrable equation (the 3-KP hierarchy,
as in Section 3.3), whereas the Virasoro constraints leading to (5.4) are different.
In particular, there is no more involution relating the variables sk and uk.
Proof of Theorem 5.1. Remember:
Pn(α,E) := Pn(specM ⊆ E) = τk1k2(t,s,u;α,β ;E)τk1k2(t,s,u;α,β ;R)
∣∣∣
L≡{t=s=u=β=0}
.
The denominator, that is the integral (3.8) over the whole range, can be expressed in
terms of moments, which contain standard Gaussian integrals (the reader is referred
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to the Appendix 1 in [4]), leading to an exact evaluation, with ck1k2 a constant,
depending on k1,k2 only:
(5.6) τk1,k2(t,s,u;α,β ;R)
∣∣∣
L
= ck1k2α
k1k2ek1(α
2/2).
Consequently (with Ck1k2 a constant, depending on k1,k2 only):
(5.7) logPn(α,E) = logτk1,k2(t,s,u;α,β ;E)
∣∣∣
L
− k1
2
α2− k1k2 log(α)−Ck1k2 .
Then, we turn our attention to the numerator τk1k2(t,s,u;α,β ;E), more briefly
noted as τk1k2 . On the locusL , by (3.9), and (4.4), one finds:
∂ 2
∂ t2∂ s1 logτk1,k2
∂ 2
∂ t1∂ s1 logτk1,k2
=
∂
∂ t1
log
(
τk1+1,k2
τk1−1,k2
)
=−B−1 log
(
τk1+1,k2
τk1−1,k2
)
+2α(5.8)
∂ 2
∂ t1∂ s2 logτk1,k2
∂ 2
∂ t1∂ s1 logτk1,k2
= − ∂
∂ s1
log
(
τk1+1,k2
τk1−1,k2
)
=
∂
∂α
log
(
τk1+1,k2
τk1−1,k2
)
.
In (5.8), acting with ∂/∂α on the first expression, then acting with B−1 on the
second expression, and adding the two, yields:
∂
∂α
( ∂ 2
∂ t2∂ s1 logτk1,k2
∂ 2
∂ t1∂ s1 logτk1,k2
−2α
)
+B−1
( ∂ 2
∂ t1∂ s2 logτk1,k2
∂ 2
∂ t1∂ s1 logτk1,k2
)
= 0.
This identity can conveniently be expressed as Wronskians:
(5.9)
{
B−1
∂
∂β
logτk1k2
∣∣∣
L
,F+
}
B−1
=
{
H+1 ,
F+
2
}
B−1
−
{
H+2 ,
F+
2
}
∂
∂α
=: G+,
where
F+ :=
∂ 2
∂ t1∂ s1
logτk1,k2(5.10)
H+1 := −2
∂ 2
∂ t1∂ s2
logτk1,k2 +2B−1
∂
∂β
logτk1k2
H+2 := 2
(
∂ 2
∂ t2∂ s1
logτk1,k2−2α
∂ 2
∂ t1∂ s1
logτk1,k2
)
.
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In this way, by virtue of (4.6) and (5.7) one obtains, along the locus L , explicit
expressions for F+, H+1 and H
+
2 that are free of partials in β ; namely:
F+ = B−1
(
∂
∂α
)
logτk1,k2− k1 =B−1
(
∂
∂α
)
logPn− k1(5.11)
H+1 = 4
(
∂
∂α
)
logτk1,k2 = 4
(
∂
∂α
)
logPn+4αk1+4
k1k2
α
H+2 = 2
(
B0−α ∂∂α −1−2αB−1
)(
∂
∂α
)
logτk1,k2 +4αk1
= 2
(
B0−α ∂∂α−1−2αB−1
)(
∂
∂α
)
logPn.
Subsequently, one repeats exactly the same operations for the Virasoro and KP-
identities involving the tk and uk variables. From (3.10) and (4.4), one finds on
L :
∂ 2
∂ t2∂u1 logτk1,k2
∂ 2
∂ t1∂u1 logτk1,k2
=
∂
∂ t1
log
(
τk1,k2+1
τk1,k2−1
)
=−B−1 log
(
τk1,k2+1
τk1,k2−1
)
(5.12)
∂ 2
∂ t1∂u2 logτk1,k2
∂ 2
∂ t1∂u1 logτk1,k2
=− ∂
∂u1
log
(
τk1,k2+1
τk1,k2−1
)
=−
(
B−1+
∂
∂α
)
log
(
τk1,k2+1
τk1,k2−1
)
.
So, in (5.12), acting on the first equation with
(
B−1+ ∂∂α
)
and on the second
equation withB−1 , then subtracting the two yields:
B−1

(
∂ 2
∂ t2∂u1 − ∂
2
∂ t1∂u2
)
logτk1,k2
∂ 2
∂ t1∂u1 logτk1,k2
+ ∂
∂α
( ∂ 2
∂ t2∂u1 logτk1,k2
∂ 2
∂ t1∂u1 logτk1,k2
)
= 0,
or equivalently (remember the brackets are Wronskians) :
(5.13)
−
{
B−1
∂
∂β
logτk1k2
∣∣∣
L
,F−
}
B−1
=
{
H−1 ,
F−
2
}
B−1
+
{
H−2 ,
F−
2
}
∂
∂α
=: G−
in terms of the functions
F− :=
∂ 2
∂ t1∂u1
logτk1,k2(5.14)
H−1 := 2
(
∂ 2
∂ t2∂u1
− ∂
2
∂ t1∂u2
)
logτk1,k2−2B−1
∂
∂β
logτk1k2
H−2 := 2
(
∂ 2
∂ t2∂u1
)
logτk1,k2 .
AIRY PROCESS WITH OUTLIERS 35
Using the Virasoro constraints (4.5), as well as (5.7), we obtain explicit formulae
for F−, H−1 and H
−
2 (which do not contain partials in β ):
F− = −B−1
(
B−1+
∂
∂α
)
logτk1,k2− k2
= −B−1
(
B−1+
∂
∂α
)
logPn− k2
H−1 = −2
(
B0−α ∂∂α +1
)(
∂
∂α
)
logτk1,k2
= −2
(
B0−α ∂∂α +1
)(
∂
∂α
)
logPn−4k1k2α
H−2 = −2
(
B0−α ∂∂α −1
)(
B−1+
∂
∂α
)
logτk1,k2−4αk1
= −2
(
B0−α ∂∂α −1
) (
B−1+
∂
∂α
)
logPn.(5.15)
Equations (5.9) and (5.13) form a linear system in
B−1
∂ logτk1k2
∂β
∣∣∣
L
and B2−1
∂ logτk1k2
∂β
∣∣∣
L
,
which can be solved to extract the quantities:
B−1
∂ logτk1,k2
∂β
∣∣∣
L
=
G−F++G+F−
−F− (B−1F+)+ F+ (B−1F−)(5.16)
B2−1
∂ logτk1,k2
∂β
∣∣∣
L
=
G− (B−1F+)+G+ (B−1F−)
−F− (B−1F+)+F+ (B−1F−) .(5.17)
Finally, subtracting the second relation fromB−1 of the first equation, establishes
the expected PDE (5.4) and Theorem 5.1. To prove the second equation (5.5), set
X := B−1
∂
∂β
logτk1k2
∣∣∣∣
L
;
then the matrix in (5.5) annihilates the column (1,X ,B−1X ,B2−1X)
>, and thus the
determinant vanishes, concluding the proof of Theorem 5.1. 
6 A PDE for the transition probability of the r-Airy process
Proof of Theorem 0.4. Remember from section 1 the identity
lim
n→∞P
(0,ρ
√
n/2)
Br
(
all xi
(
1
1+ e−2τ/n1/3
)
∈
(−∞,√2n+ x√
2n1/6
)
2cosh(τ/n1/3)
)
=
lim
n→∞Pn
(
ρ
√
neτ/n
1/3
;2
√
n+
(−∞,x)
n1/6
)
,
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which for 0≤ ρ ≤ 1 leads by Theorem 0.1 to a phase transition at ρ = 1, for which
the expression above reduces to P(supA (r)(τ)≤ x), according to (0.7). The above
scaling suggests the choice z = n−1/6 as small parameter and considering the map
(τ,x) 7−→ (α,b), given by
α = ρ
√
neτ/n
1/3
=
ρ
z3
eτz
2
, b = 2
√
n+
x
n1/6
=
2
z3
+ xz
with inverse map (α,b) 7−→ (τ,x), given by
τ =
1
z2
log
(
αz3
ρ
)
, x =
b
z
− 2
z4
.
Setting
Q˜(τ,x) := logPn
(
ρ
√
neτ/n
1/3
;2
√
n+
(−∞,x)
n1/6
)
(6.1)
= logPn
(
ρ
z3
eτz
2
;
2
z3
+(−∞,x)z
)
,
yields, via the inverse map,
(6.2) Q˜
(
1
z2
log
(αz3
ρ
)
,
b
z
− 2
z4
)
= logPn(α,(−∞,b)).
From Corollary 2.4 (section 2) it follows that for z→ 0,
(6.3) Q˜(τ,x) = Q(τ,x)+O(z2),
with Q(τ,x) independent of z.
Since we have shown that logPn(α,(−∞,b)) satisfies the PDE (5.4) of The-
orem 5.1, with B−1 ≡ ∂∂b and B0 ≡ b ∂∂b , it follows that, to get a PDE for the
limiting case, we just need to estimate:
(6.4)

(
F+B−1G−+F−B−1G+
)(
F+B−1F−−F−B−1F+
)
−
(
F+G−+F−G+
)(
F+B2−1F
−−F−B2−1F+
) 
∣∣∣∣∣∣ α 7→ (ρ/z3)eτz2
b 7→ xz+ 2z3
n 7→ 1z6
.
To do this, the various expressions in the bracket must be computed in terms of
the function Q˜(τ,x). By (6.1) and (6.2), one immediately gets:
∂ logPn
∂α
=
1
αz2
(
∂ Q˜
∂τ
)
=
z
ρ
e−τz
2
(
∂ Q˜
∂τ
)
,
∂ logPn
∂b
=
1
z
(
∂ Q˜
∂x
)
.
Hereafter, to shorten notation, we will write the partials as
Q˜τx ≡ ∂
2
∂τ∂x
Q˜, Q˜ττx ≡ ∂
3
∂τ2∂x
Q˜, etc.
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Without taking a limit yet, but expanding asymptotically the expressions in powers
of z, we find(
F+B−1F−−F−B−1F+
)
=
Q˜τxx
ρz7
− τQ˜τxx
ρz5
+
Q˜xxx(rρ− Q˜τx)+ Q˜τxx(Q˜xx + τ22 )
ρz3
+O(
1
z
)(
F+B2−1F
−−F−B2−1F+
)
=
Q˜τxxx
ρz8
− τQ˜τxxx
ρz6
+
Q˜xxxx(rρ− Q˜τx)+ Q˜τxxx(Q˜xx + τ22 )
ρz4
+O(
1
z2
).
In order to compute the expansions of G± (which are respectively defined in (5.9)
and (5.13)) and of B−1G±, we need the asymptotics of H±i , as defined in (5.11)
and (5.15). In the end, one finds
F+G−+F−G+ =
2Q˜τxx
ρ2
[
2Q˜τx + r (ρ−1)2
]
1
z10
− 2
ρ3z8
 Q˜τx
(
(ρ−1) Q˜ττx +4ρτQ˜τxx
)
−2rρ(ρ−1)(Q˜ττx + τQ˜τxx)
+Tz6 +O( 1z4 )
F+ B−1G−+F−B−1G+ =
2Q˜τxxx
ρ2
[
2Q˜τx + r (1−ρ)2
]
1
z11
− 2
ρ3z9
 Q˜τx
(
(ρ−1) Q˜ττxx +4ρτQ˜τxxx
)
−2rρ(ρ−1)(Q˜ττxx + τQ˜τxxx)
+T ′z7 +O( 1z5 ),
where T and T ′ are given by the following expressions and where T1 and T ′1
denote further expressions in the derivatives of Q˜,
T = 2r2Q˜xxx +2r(Q˜τxx(Q˜xx + τ2− x)+2τQ˜ττx +2Q˜τx + Q˜τττ )−2Q˜2τx(Q˜xxx +2)
−2Q˜τx(τQ˜ττx + Q˜τττ − Q˜τxx(Q˜xx +4τ2 + x))+2Q˜τxxQ˜τ + Q˜ττ Q˜ττx +(ρ−1)T1,
T ′ = 2r2Q˜xxxx+2r(Q˜τxxx(Q˜xx+ τ2− x)+2τQ˜ττxx+ Q˜τxx+ Q˜τττx)
−2Q˜2τxQ˜xxxx−2Q˜τx(τQ˜ττxx+ Q˜τττx+2Q˜τxx− Q˜τxxx(Q˜xx+4τ2+ x))
+Q˜2ττx+ Q˜ττQ˜ττxx− Q˜τxxQ˜τττ +2Q˜τxxxQ˜τ +(ρ−1)T ′1 .
Consequently, using the two leading orders for the expressions above, one obtains
for small z:
(6.5)
0 =

(
F+B−1G−+F−B−1G+
)(
F+B−1F−−F−B−1F+
)
−
(
F+G−+F−G+
)(
F+B2−1F
−−F−B2−1F+
) 
∣∣∣∣∣∣ α 7→ (ρ/z3)eτ z2
b 7→ xz+ 2z3
n 7→ 1z6
=
4(ρ−1)
ρ4z16
(
2rρ− ∂
2Q˜
∂τ∂x
){
∂ 3Q˜
∂τ2 ∂x
,
∂ 3Q˜
∂τ∂x2
}
x
+
E (Q˜)+(ρ−1)F (Q˜)
z14
+O
(
1
z12
)
,
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where E (Q˜) is given by
E (Q˜) = 2
(
r− ∂
2Q˜
∂τ∂x
)2{ ∂ 3Q˜
∂τ∂x2
,
∂ 3Q˜
∂x3
}
x
+2
(
r− ∂
2Q˜
∂τ∂x
){
∂ 3Q˜
∂τ∂x2
,
∂
∂τ
(
∂
∂τ
(
∂ Q˜
∂τ
+ τ
∂ Q˜
∂x
)
− x∂
2Q˜
∂x2
)}
x
+
{
∂ 3Q˜
∂τ∂x2
,
∂ 3Q˜
∂τ2∂x
(
2rτ+
∂ 2Q˜
∂τ2
)}
x
+
(
∂ 3Q˜
∂τ∂x2
)2 ∂
∂τ
(
∂ 2Q˜
∂τ2
+2
∂ Q˜
∂x
)
,(6.6)
whereF (Q˜) is a similar expression, that will not be needed, and where the bracket
is a Wronskian associated to the “space” operator ∂/∂x.
Hence, for 0≤ ρ < 1, taking the limit z→ 0 above and using (6.3), yields the
equation (
2rρ− ∂
2Q
∂τ∂x
){
∂ 3Q
∂τ2∂x
,
∂ 3Q
∂τ∂x2
}
x
= 0
which is trivially satisfied; indeed, from other considerations we know that eQ is
the Tracy-Widom distribution, which of course is τ-independent.
However, in the critical case ρ = 1, the leading term has order 1/z14, with co-
efficient E (Q˜(τ,x;z)), as in (6.6). Then taking a limit in (6.5) when z→ 0 and
using (6.3), forces upon us the equation
lim
z→0
E (Q˜(τ,x;z)) = E (Q(τ,x)) = 0,
which an easy computation shows can be written as
 ∂ 3Q∂τ∂x2 ,
 r2 ∂ 3Q∂x3 + r
(
∂ 2
∂τ2 (
∂Q
∂τ +2τ
∂Q
∂x )− ∂
3(xQ)
∂τ∂x2 +2
{
∂ 2Q
∂τ∂x ,
∂ 2Q
∂x2
}
x
)
+12
∂ 3Q
∂τ2∂x
∂ 2Q
∂τ2 − ∂
2Q
∂τ∂x
∂ 3Q
∂τ3 +
(
∂ 2Q
∂τ∂x
)2 ∂ 3Q
∂x3 +
{
∂ 2Q
∂τ∂x ,
∂ (τQ)
∂τ2
}
x

x
− 1
2
(
∂ 3Q
∂τ∂x2
)2(∂ 3Q
∂τ3
−4 ∂
2Q
∂τ∂x
∂ 3Q
∂x3
)
= 0,
(6.7)
and further rewritten as equation (0.12), ending the proof of Theorem 0.4. 
Remark 6.1. This “phase transition” at ρ = 1 is completely analogous to the results
found in [8] and [29] for small rank perturbations of random Hermitian matrices.
7 Remote past asymptotics
The aim of this section is to study the behavior of the r-Airy process A (r)(t)
for t → −∞, as stated in Theorem 0.7. In this section τ will be systematically
replaced by t. This theorem will be rephrased as Theorem 7.1, which includes
some additional details.
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Theorem 7.1. The log of the probability of the r-Airy process Q(t,x) =
logP(supA (r)(t) ≤ x) admits an asymptotic expansion, as t → −∞, having the
following form
Q(t,x) = Q0(x)+
1
t
Q1(x)+
1
t2
Q2(x)+ ...,
for the initial condition
lim
t→−∞Q(t,x) := Q0(x) := logP(supA (t)≤ x) =−
∫ ∞
x
(α− x)g2(α)dα,
and where
(7.1)
Q1 = rQ′0, Q2 =
r2
2!
Q′′0 , Q3 =
r3
3!
Q′′′0 +
r
3
xQ′0, Q4 =
r4
4!
Qiv0 +
r2
3
xQ′′0 +
7r2
12
Q′0,
Q5 =
r5
5!
Qv0 +
r3
3 2!
xQ′′′0 +
7r3
12
Q′′0 +
r
5
F5
Q6 =
r6
6!
Qvi0 +
r4
3 3!
xQiv0 +
7r4
12 2!
Q′′′0 +
r2
5
(
F ′5 +
5
18
(x2Q′′0 +13(x+ c6)Q
′
0)
)
...
Qn =
rn
n!
Q(n)0 +
rn−2x
3 (n−3)! Q
(n−2)
0 +
7rn−2
12(n−4)! Q
(n−3)
0 +
[ n−12 ]
∑
i=2
rn−2iQn,n−2i(x)
for some constant c6 and with
F5 := x2Q′0+4xQ0+Q
′2
0 +10
∫ ∞
x
Q0−6
∫ ∞
x
dy
∫ ∞
y
duQ′′20 .
Also
P(supA (r)(t)≤ x) = P
(
supA (t)≤ (x+ r
t
)(1+
r
3t3
)+
r2
4t4
)
×
(
1+
rF5
5t5
+O(
1
t6
)
)
.
The mean and variance of the right edge of the process behave as
E(supA (r)(t)) = E(supA (0)(t))
(
1− r
3t3
)
− r
t
− r
2
4t4
+O(
1
t5
)
var(supA (r)(t)) = var(supA (0)(t))
(
1− 2r
3t3
)
+O(
1
t5
).
Remember the r-Airy kernel
K(r)t (u,v) =
∫ ∞
0
dwA−r (u+w; t)A
+
r (v+w; t),
as in (0.9), where A±r (u;τ) is given by (0.8), where C is a contour running from
∞e5ipi/6 to ∞eipi/6, such that −it lies above the contour. In this section one lets t→
−∞, which, of course, implies that −it will remain above the contour C and thus
this limit is compatible with the contour just mentioned. Letting t → +∞ would
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require a drastic change of the functions A±r . In this section the subscript t will
occasionally be omitted from the r-Airy kernel K(r)t (u,v). Note that K
(0)
t (u,v) =
K(0)(u,v) is the Airy kernel, which is independent of t,
K(0)(u,v) :=
A(u)A′(v)−A′(u)A(v)
u− v =
∫ ∞
0
A(w+u)A(w+ v)dw,
where
A(u) = A±0 (u) =
∫
C
e
1
3 ia
3+iau da
2pi
is the Airy function, satisfying the ordinary differential equation A′′(u) = uA(u)
and behaving asymptotically as
(7.2) A(x) =
e−
2
3 x
3/2
2
√
pix1/4
(1+
∞
∑
1
αi
(x3/2)i
+ . . .), as x→ ∞.
The ODE and limx→∞A(x) = 0 imply the following formulae, upon differentiation
by x, ∫ ∞
x
A2(u)du = (A
′2−AA′′)(x)∫ ∞
x
A
′2(u)du = −1
3
(
(A2)′+ x(A
′2−AA′′)
)
(x).(7.3)
Also remember the Tracy-Widom distribution [26]
det
(
I−K(0)
)
x
= exp
(
−
∫ ∞
x
(α− x)g2(α)dα
)
,
where g(α) is the Hastings-MacLeod solution (0.14) of Painleve´ II. The following
shorthand notation will be used for integers `≥ 1,
O(A`) = O

 e− 23 x 32
2
√
pix1/4
` xk
 , for x→ ∞,
whatever be the power k ∈ R.
Lemma 7.2. Given
Q0(x) = logdet
(
I−K(0)
)
x
=−
∫ ∞
x
(α− x)g2(α)dα,
one checks
Q′0(x) =
∫ ∞
x
g2(u)du = A
′2(x)−A′′(x)A(x)+O(A3)
Q(n)0 (x) = −(g2)(n−2)(x) =−(A2)(n−2)(x)+O(A3), for n≥ 2.
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Proof. The estimates follow from (7.3) and an improved version of the estimate
(0.14) by Hastings-McLeod [18], namely:
g(x) = A(x)+O
(
e−
4
3 x
3/2
x1/4
)
for x↗ ∞,
which is to be interpreted as a genuine asymptotic formula; i.e., it can be both
integrated and differentiated. 
For future use, one needs the following estimates for the Airy function:
Lemma 7.3. For x→ ∞, one has the estimates∫ ∞
x
A(u)du =
e−
2
3 x
3/2
2
√
pix3/4
(1+
∞
∑
1
c′i
(x3/2)i
) = O(A)
∫ ∞
x
A2(u)du = (A
′2−A′′A)(x) = e
− 43 x3/2
8pix
(1+
∞
∑
1
c′′i
(x3/2)i
) = O(A2).
Proof. Upon using integration by parts and upon substituting the asymptotic for-
mula (7.2) for the Airy function, one computes for instance,∫ ∞
x
A2(u)du =
∫ ∞
x
−1
8piu
(1+
∞
∑
1
c˜′i
(u3/2)i
)d(e−
4
3 u
3/2
)
=
e−
4
3 x
3/2
8pix
(1+
∞
∑
1
c˜′i
(x3/2)i
)− 1
8pi
∫ ∞
x
e−
4
3 u
3/2
u2
(1+
∞
∑
1
c˜′′i
(u3/2)i
).
Further terms in the expansion can be obtained by differentiation by parts and sim-
ilarly for the first expression, thus ending the proof of Lemma 7.3. 
Given a kernel F(y,u) acting on L2(E) with E ⊂ R and a bounded continuous
real function f on E, define the norms
||F ||1 = sup
y∈E
∫
E
|F(y,u)|du and || f ||∞ = sup
y∈E
| f (y)|.
If f is a function of several variables, the sup is taken over all variables. Then
||FG||1 ≤ sup
y∈E
∫
E
dz
∫
E
du|F(y,u)G(u,z)|
≤ sup
y∈E
∫
E
du|F(y,u)|sup
u∈E
∫
E
dz|G(u,z)|= ||F ||1||G||1
Hence12
||
∞
∑
1
Fn||1 ≤
∞
∑
1
||F ||n1 =
||F ||1
1−||F ||1
12 Obviously the estimate below requires ||F ||1 < 1. In the application, this is achieved by re-
stricting the domain of the operator to the interval (x,∞) for sufficiently large x.
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and
||F f ||∞ = sup
y∈E
∫
E
|F(y,u) f (u)|du ≤ sup
u∈E
| f (u)|sup
y∈E
∫
E
|F(y,u)|du = ||F ||1|| f ||∞.
Given the kernel K(0), define the resolvent kernel R by
(7.4) I+R := (I−K(0))−1.
Then readily
(7.5) R−K(0) = K(0)2(I+K(0)+K(0)2+ . . .) = (I−K(0))−1K(0)2.
Lemma 7.4. One has the following estimates
||K(0)||1 = O(A2), ||K(0)||∞ = O(A2), and ||R−K(0)||∞ = O(A4).
Proof. Using the fact that A(u) ≥ 0 is monotonically decreasing for u ≥ 0, and
setting E = (x,∞),
||K(0)||1 = sup
u∈(x,∞)
∫ ∞
x
dv
∣∣∣∣∫ ∞0 dw A(u+w)A(v+w)
∣∣∣∣
≤ sup
u∈(x,∞)
∫ ∞
x
dv A(v)
∫ ∞
0
dw A(u+w)
≤
(∫ ∞
x
dv A(v)
)2
= O(A2)
by Lemma 7.3, while
||K(0)||∞ = sup
u,v∈(x,∞)
|K(u,v)| = sup
u,v∈(x,∞)
∣∣∣∣∫ ∞0 A(u+w)A(v+w)dw
∣∣∣∣
≤
∫ ∞
0
A(x+w)2dw
=
∫ ∞
x
A(w)2dw = O(A2),
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also by Lemma 7.3. Considering the function R(·,v) for fixed v, one has, using
(7.5),
||R(·,v)−K(0)(·,v)||∞ = ||(I−K(0))−1(K(0)2(·,v))||∞
≤ ||(I−K(0))−1||1 ||K(0)2(·,v)||∞
≤ 1
1−||K(0)||1
||K(0)2(·,v)||∞
≤ 1
1−||K(0)||1
||K(0)||1 ||K(0)(·,v)||∞.
Hence, with ||K||∞ := sup
u,v∈E
|K(u,v)|,
||R−K(0)||∞ := sup
u,v∈E
|R(u,v)−K(0)(u,v)| ≤ ||K
(0)||1
1−||K(0)||1
||K(0)||∞ = O(A4),
ending the proof of Lemma 7.4. 
The next point is to get an asymptotic expansion for the Fredholm determinant
det(I−K(r)t )x,∞ in t, using the asymptotic expansion of the kernel K(r)t (u,v) in t
(Lemma 2.2); this leads to the next Lemma:
Lemma 7.5. The following probability for the r-Airy process has an asymptotic
expansion in 1/t of the following form
Q(t,x) = logP(supA (r)(t)≤ x) = logdet
(
I−K(r)t
)
x
= Q0(x)+
∞
∑
n=1
Qn(x)
tn
,
where
(7.6) Qn(x) =
[ n−12 ]
∑
i=0
rn−2iQn,n−2i(x) =−TrK(r)n +O(A4),
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where Q0 = logP(supA (t)≤ x) and where the Qi→ 0 and have all their deriva-
tives→ 0 for x→ ∞. Moreover, for x→ ∞, one has
Q1(x) = r(A
′2−AA′′+O(A4))
Q2(x) = −r
2
2
(A2+O(A4))
Q3(x) = −r
3
3!
((A2)′+O(A4))− r
3
(
(A2)′+3
∫ ∞
x
A′2(u)du+O(A4)
)
+O(A4)
...
Qn(x) = −r
n
n!
((A2)(n−2)+O(A4))
− r
n−2
(n−3)!
(
3n−1
24
(A2)′′− n−1
2
(A′)2+O(A4)
)(n−4)
+
[ n−12 ]
∑
i=2
rn−2iTn,n−2i(A)+O(A4),
with Tn,n−2i(A) = quadratic polynomial of A and A′, with coefficients depending
on x +
∫ ∞
x (quadratic polynomial of A and A
′, with coefficients depending on x).
Proof. We shall always operate in L2(x,∞), so that occasionally the x will be sup-
pressed. Then, using the asymptotics for the kernel K(r)t as in Lemma 2.2, one has
the following:
I−K(r)t = I−K(0)−
K(r)1
t
− K
(r)
2
t2
− . . .= (I−K(0))(I−∑
i≥1
Li
t i
)
with (the resolvent operator R of the Airy kernel is defined in (7.4))
(7.7) Li = (I−K(0))−1K(r)i = (I+R)K(r)i .
Using log(1− z) =−z− z22 − z
3
3 − . . ., one finds
Q(t,x) = logdet
(
I−K(r)t
)
x
= Trlog(I−K(r)t ) = Trlog(I−K(0))+
∞
∑
i=1
Qi
t i
,
where
Q1 = −TrL1, Q2 =−Tr(L2+ L
2
1
2
), Q3 =−Tr
(
L3+L1L2+
L31
3
)
,(7.8)
Q4 = −Tr
(
L4+
1
2
L22+L
2
1L2+L1L3+
1
4
L41
)
, . . . .
More generally, the Qn’s are weight-homogeneous polynomials of degree n in the
Li, with weight(Li) = i, having the form below, which can further be expressed in
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terms of the K(r)i and R, using expression (7.7) for the Li,
Qn = −TrLn+TrPn(L1,L2, . . . ,Ln−1)(7.9)
= −TrK(r)n −Tr(RK(r)n )+TrPn(L1,L2, . . . ,Ln−1)
= −TrK(r)n +TrSn(K(r)1 , . . . ,K(r)n−1,R),
with Pk and Sk polynomials of non-commutative variables with no linear or inde-
pendent terms, but with quadratic terms and higher. From Lemma 2.2, the kernels
K(r)i and hence the Li are polynomials in r of degree i having no constant terms;
hence the Qn’s, by their weight-homogeneity, are polynomials of degree n in r,
having no constant term and so (here one must indicate the r-dependence)
(7.10) Qr(t,x) := Q(t,x) =
∞
∑
n=0
(r
t
)n n−1
∑
i=0
Qn,n−i(x)
ri
.
The claim is that only the terms Qn,n−2i(x) appear. Observe from (0.9) and (0.8),
that K(−r)−t (u,v) = K
(r)
t (v,u), and thus
Qr(t,x) = det(I−K(r)t (u,v))x = det(I−K(r)t (v,u))x = det(I−K(−r)−t (v,u))x
= Q−r(−t,x).
So from (7.10), one has
Qr(t,x) =
1
2
(Qr(t,x)+Q−r(−t,x)),
implying that only the even terms appear in the sum ∑i in (7.10), thus proving the
statement (7.6).
Next we now proceed to estimate the two traces above:
• At first
TrSk(K
(r)
1 , . . . ,K
(r)
k−1,R) = O(A
4),
which we now illustrate on a typical example, like Tr(RK(r)1 ) . Note A(u) ≥ 0 for
u≥ 0, and so by Lemma 7.4,
|TrRK(r)1 | = |Tr((R−K(0))K(r)1 )|+ |Tr(K(0)K(r)1 )|
≤ (||R−K(0)||∞+ ||K(0)||∞)
∫∫ ∞
x
|K(r)1 (u,v)|dudv
≤ (O(A4)+O(A2))
∫∫ ∞
x
A(u)A(v)dudv
≤ O(A2)
(∫ ∞
x
A(u)du
)2
≤ O(A4);
the last estimate follows from Lemma 7.3. More generally, the trace of a monomial
of degree ` has order O(A2`).
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• Then we evaluate TrK(r)n ; in order to do so, it suffices to evaluate the kernels K(r)n
of Lemma 2.2 along the diagonal, and to notice that a skew-symmetric operator
vanishes on the diagonal. Since the domain of the operator is unbounded, one needs
to consider K(r)n χ(x,m) ; the trace is then obtained by integrating on the diagonal and
by taking the limit m→ ∞, upon using the decay of the kernel at ∞. Therefore, on
the diagonal, K(r)n (u,v) is a polynomial of degree n in r, skipping every other term,
K(r)n (u,u) = −r
n
n!
(
A2(u)
)(n−1)
− r
n−2
(n−3)!
(
3n−1
24
(
A2(u)
)(n−1)
− n−1
2
(
A
′2(u)
)(n−3))
+ ...
That the Qi → 0 and that Q0 = logP(supA (t) ≤ x) has all their derivatives → 0
for x→ ∞ follows from the statement on Tn,n−2i(A) (which are the coefficients of
rn−2i appearing in Qn(x) as in the statement of Lemma 7.5 ) and the asymptotics of
the Airy function, from which Lemma 7.5 follows. 
Proof of Theorem 7.1. From Section 6, we know that Q(t,x)= logP(supA (r)(t)≤
x) satisfies the non-linear PDE (0.12); it is more convenient here to use version
(6.7) of the equation. Also remember Q(t,x)→ 0, when x→ ∞. Then, assigning
weight= 1 to both variables t and r, one readily checks that the PDE (6.7) can be
graded as follows:
0=
{
∂ 3Q
∂ t∂x2
,r2
∂ 3Q
∂x3
}
(weight= 1)
+
{
∂ 3Q
∂ t∂x2
,r
(
2
∂ 2
∂ t2
(t
∂Q
∂x
)− ∂
3(xQ)
∂ t∂x2
+2
{
∂ 2Q
∂ t∂x
,
∂ 2Q
∂x2
})}
(weight=−1)
+other terms of weight<−1.
Since, by Lemma 7.5, the solution has the following general form
Q(t,x) =
∞
∑
0
Qn(x)
tn
=
∞
∑
0
(r
t
)n(
Qnn(x)+
1
r2
Qn,n−2(x)+
1
r4
Qn,n−4(x)+ . . .
)
,
it follows that one can compute inductively all the Qnn(x) and then inductively all
the Qn,n−2(x) and so the Qn will be as announced in Theorem 7.1.
Setting this solution in the PDE above, yields a series of descending weights,
namely 0 = W1 +W−1 +W−3 + ..., which holds for t → −∞, all x ∈ R and all
integers r> 0; this implies W1 =W−1 =W−3 = ...= 0; one then checks the explicit
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expressions
W1 = −
∞
∑
n=1
rn+2
tn+1
n−1
∑
j=0
{
(n− j)Q′′n− j,n− j,Q′′′j j
}
W−1 =−
∞
∑
n=1
rn
tn+1
n−1
∑
j=0

(n− j)Q′′n− j,n− j,

Q′′′j, j−2+2( j−1)2Q′j−1, j−1
+( j−1)xQ′′j−1, j−1
−2 ∑
`+k= j−1
`{Q′`,`,Q′′kk}


+
{
(n− j)Q′′n− j,n− j−2,Q′′′j j
}

.
Since this holds for all t↘−∞ and r > 0 integer, one must have for all x
(7.11)
n−1
∑
j=0
(n− j){Q′′n− j,n− j,Q′′′j j}= 0, n = 1,2, ...
with Q00 = Q0(x).
• For n = 1, this is {Q′′11,Q′′′0 } = 0, leading to Q11 = c0Q′0 +αx+β . Considering
the asymptotics for x↗ ∞ and using Lemmas 7.2 and 7.5, α and β must = 0,
leading to the equation
0 = Q11− c0Q′0 = (A
′2−AA′′)(1− c0)+O(A3) = (1− c0)O(A2)+O(A3),
implying c0 = 1 and so Q11 = Q′0.
• For n = 2, the equation, with the previous data introduced, reads
0 =
{
2Q′′22,Q
′′′
0
}
+
{
Q′′11,Q
′′′
11
}
=
{
Q′′′0 ,−2Q′′22+Qiv0
}
,
which upon solving leads to Q22 = 12 Q
′′
0 +c1Q
′
0+α ′x+β ′. For the same reason as
before α ′ = β ′ = 0. Then again using Lemma 7.2 and Lemma 7.5, one finds for
x↗ ∞,
0 = Q22− 12Q
′′
0− c1Q′0 = −
A2
2
+
A2
2
− c1(A′2−A′′A)+O(A3)
= c1O(A2)+O(A3),
implying c1 = 0 and thus Q22 = 12 Q
′′
0 .
• By induction, assume Qii = 1i! Q
(i)
0 , for 0≤ i≤ n−1. Then substituting this iden-
tity into equation (7.11) and setting Qnn = 1n! Q
(n)
0 +Rn leads to pairwise cancella-
tions in equation (7.11) with only one remaining contribution {Q′′′0 ,R′′n} = 0, with
solution Rn = cnQ′0+α ′′x+β ′′, where α ′′ = β ′′ = 0, and thus, by the asymptotics
of Lemmas 7.2 and 7.5,
0 = Qnn− 1n!Q
(n)
0 − cnQ′0 = −
1
n!
(A2)(n−2)+
1
n!
(A2)(n−2)− cn(A′2−AA′′)+O(A3)
= cnO(A2)+O(A3)
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leading to cn = 0, completing the proof that Qnn = 1n! Q
(n)
0 for all n = 1,2, .... This
proves the form of the leading term (coefficient of rn) in formulae (7.1) for the
Qn’s. Since from Lemma 2.2, from the form (7.9) of the Qn and the fact that the
coefficients K(r)n (u,v) in the expansion of K(r) are divisible by r, the Qi themselves
are divisible by r. Since they skip every other degree in r, this shows the formulae
for Q1 and Q2; in particular Q20 = 0.
Setting this information Qnn = 1n! Q
(n)
0 into the equation W−1 = 0 and noticing
that the following term vanishes automatically,∑`+k= j−1 `{Q′``,Q′′kk}= 0, one finds
for n≥ 3,
(7.12)
0 =
n−1
∑
j=2
{
Q(n− j+2)0
(n− j−1)! ,
(
Q′j, j−2+
1
( j−2)!
(
xQ( j−1)0 +2( j−2)Q( j−2)0
))′′}
−
n−1
∑
j=0
{
Q( j+3)0
j!
,(n− j)Q′′n− j,n− j−2
}
=
n−3
∑
j=0
Q
( j+3)
0
j!
,
 Q
′
n− j−1,n− j−3− (n− j)Qn− j,n− j−2
+ 1(n− j−3)!
(
xQ(n− j−2)0 +2(n− j−3)Q(n− j−3)0
)

′′
• For n= 3, by using the fact that Q20 = 0, the equation reads {Q′′′0 ,(xQ′0−3Q31)′′}
= 0 yielding Q31 =
( x
3 + c
′
3
)
Q′0 +α ′′′x+ β ′′′ with α ′′′ = β ′′′ = 0. Thus, using
Lemmas 7.5 and 7.2, and the identity (7.3),
0 = Q31−
( x
3
+ c′3
)
Q′0
= −1
3
(
(A2)′+3
∫ ∞
x
A
′2(u)du
)
−
( x
3
+ c′3
)
(A
′2−AA′′)+O(A3)
= −
(∫ ∞
x
A
′2(u)du+
1
3
(
(A2)′+ x(A
′2−AA′′)
))
− c′3(A
′2−AA′′)+O(A3)
= −c′3(A
′2−AA′′)+O(A3) = c′3O(A2)+O(A3), using (7.3)
yielding c′3 = 0, and thus Q31 =
x
3 Q
′
0.
• For n = 4, using the formula for Q31, the equation reads
0 =
{
Q′′′0 ,
(
−4Q42+ 13
(
xQ′0
)′+ xQ′′0 +2Q′0)′′} ,
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with solution Q42 = 13 xQ
′′
0 +
( 7
12 + c
′
4
)
Q′0+α ivx+β iv and thus α iv = β iv = 0, and
by the same Lemmas 7.5 and 7.2,
0 = Q42− 13xQ
′′
0−
(
7
12
+ c′4
)
Q′0
=
3
2
A
′2− 11
24
(A2)′′+
1
3
AA′′−
(
7
12
+ c′4
)
(A
′2−AA′′)+O(A3)
=
3
2
A
′2− 11
12
(A
′2+AA′′)+
1
3
AA′′−
(
7
12
+ c′4
)
(A
′2−AA′′)+O(A3)
= −c′4(A
′2−AA′′)+O(A3) = c′4O(A2)+O(A3),
implying c′4 = 0.
• Using induction, assume
Qi,i−2 =
x
3(i−3)!Q
(i−2)
0 +
7
12(i−4)!Q
(i−3)
0
holds for i = 3, ...,n−1. Then setting
(7.13) Qn,n−2 =
x
3(n−3)!Q
(n−2)
0 +
7
12(n−4)!Q
(n−3)
0 +Rn
into equation (7.12) gives the simple equation for Rn, namely {Q′′′0 ,R′′n}= 0, and so
Rn = c′nQ′0. Then, rewriting (7.13) and using the asymptotics for Qn,n−2 (Lemma
7.5), and for the derivatives Q(i)0 (Lemma 7.2), and using the ODE for the Airy
function xA = A′′, we get
0 = Qn,n−2− 112(n−3)!(4xQ
′′
0 +(3n−5)Q′0)(n−4)− c′nQ′0
=
1
12(n−3)!
(
6(n−1)A′2− (3n−1)(A′2+AA′′)
+4AA′′− (3n−5)(A′2−AA′′)
)(n−4)
−c′n(A
′2−AA′′)+O(A3)
= −c′n(A
′2−AA′′)+O(A3) = c′nO(A2)+O(A3),
implying c′n = 0. Thus the Qn’s are as announced in Theorem 7.1, namely
Qn =
rn
n!
Q(n)0 +
rn−2x
3
Q(n−2)0
(n−3)! +
7rn−2
12
Q(n−3)0
(n−4)! + r
n−4G(x)+
(
lower degree
terms in r
)
.
In the same fashion we compute Q51 and Q62; for example, setting
Q5 =
r5
5!
Q(v)0 +
r3x
3
Q
′′′
0
2!
+
7r3
12
Q
′′
0
1!
+ rQ51
into the equation (6.7), one finds the following differential equation for Q51, namely{
Q′′′0 ,5Q
′′
51−8xQ′′0 +4Q′′20
}
+2Q′′′20 (Q
′′
0 + x) = 0,
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which upon solving leads to
Q51 =
1
5
(
(x2+ c5)Q′0+4xQ0+Q
′2
0
+10
∫ ∞
x Q0−6
∫ ∞
x dy
∫ ∞
y duQ
′′2
0
)
=:
1
5
(F5+ c5Q′0),
with a constant c5, which has been shown by Aminul Huq (private communication,
2008) to be 0. Similarly one finds a differential equation for Q62 and upon solving
one finds, for some integration constant c6,
Q62 =
1
5
(
F ′5+
5
18
(x2Q′′0 +13(x+ c6)Q
′
0)
)
.
Assembling all the pieces, one notices that two Taylor series in Q0 and Q′0 make
their appearance in the 1/t-expansion of Q(t,x), leading to shifts in the argument
of Q0(x) up to order 5:
(7.14)
Q(t,x) =
∞
∑
0
Qi(x)
t i
=
∞
∑
0
(r
t
)n Q(n)0 (x)
n!
+
(
xr
3t3
+
7r2
12t4
) ∞
∑
0
(r
t
)n Q(1+n)0 (x)
n!
+
r
5t5
F5+O(
1
t6
)
= Q0
(
x+
r
t
)
+
( xr
3t3
+
7r2
12t4
)
Q′0
(
x+
r
t
)
+
r
5t5
F5+O(
1
t6
)
= Q0
(
x+
r
t
+
xr
3t3
+
7r2
12t4
)
+
r
5t5
F5+ c5Q′0)+O(
1
t6
).
Exponentiating (7.14), remembering that eQ0(y) = P(supA (t)≤ y), taking a deriv-
ative ddyP(supA (t)≤ y) and setting P0(x) := P(supA (t)≤ x) yields
d
dx
P(supA (r)(t)≤ x) =
(
1+
r
3t3
) d
dy
P(supA (t)≤ y)
∣∣∣
y=(x+ rt )(1+
r
3t3
)+ r
2
4t4
+O(
1
t5
)
= P′0+
r
t
P′′0 +
r2
2t2
P′′′0 +
r
6t3
(r2P(iv)0 +(2xP
′
0)
′)
+
r2
24t4
(r2P(v)0 +14P
′′
0 +8(xP
′′
0 )
′)+O(
1
t5
).(7.15)
For the moments with regard to the density ddxP(supA
(r)(t)≤ x),
µ(r)` (t) =
∫ ∞
−∞
x`
d
dx
P(supA (r)(t)≤ x)dx,
one reads off from (7.15) the following expansion for µ(r)` (t) in terms of the t-
independent moments
µ` =
∫ ∞
−∞
x`
d
dx
P(supA (t)≤ x)dx =
∫ ∞
−∞
x`P′0(x)dx,
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namely,
µ(r)` (t) = µ`− `
r
t
µ`−1+
r2
2t2
`(`−1)µ`−2+ r6t3 (−r
2`(`−1)(`−2)µ`−3−2`µ`)
+
r2
24t4
(r2`(`−1)(`−2)(`−3)µ`−4+ `(8`−14)µ`−1)+O( 1t5 ).
In particular, the mean and second moment behave as
µ(r)1 (t) = µ1−
r
t
− rµ1
3t3
− r
2
4t4
+O
( 1
t5
)
and
µ(r)2 (t) = µ2−
2rµ1
t
+
r2
t2
− 2rµ2
3t3
+
r2µ1
6t4
+O
( 1
t5
)
.
Hence the variance of the right edge of the process behaves as
var(supA (r)(t)) = (µ(r)2 −µ(r)21 )(t) = (µ2−µ21 )
(
1− 2r
3t3
)
+O
( 1
t5
)
= var(supA (0)(t))
(
1− 2r
3t3
)
+O
( 1
t5
)
,
ending the proof of Theorem 7.1. 
8 The r-Airy process, an interpolation between the Airy and Pearcey
processes
Consider n non-intersecting Brownian motions on R, with 0< p< 1 and b< a:
P(a,b)n
 all x j(0) = 0all x j(t) ∈ E for 1≤ j ≤ n pn paths end up at a at t = 1
(1− p)n paths end up at b at t = 1

It is intuitive that, when n→ ∞, the mean density of Brownian particles has its
support on one interval for t ∼ 0 and on two intervals for t ∼ 1, so that a bifurcation
appears for some intermediate time t0, where one interval splits into two intervals.
At this point the boundary of the support of the mean density in (x, t)-space has
a cusp; see Figure 0.3. The Pearcey process describes this cloud of particles near
the point of bifurcation, with time and space stretched in such a way that the outer
particles appear infinitely far and such that the time horizon t = 1 is at infinity. In
[1] it is shown that the same Pearcey process appears in the neighborhood of this
cusp, independently of the target points a and b, and the number np of paths forced
to a, showing “universality” of the Pearcey process. It is convenient to introduce
the parametrization of p,
(8.1) p =
1
1+q3
with 0< q< ∞.
Setting for simplicity b = 0, one has the following:
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Proposition 8.1. [1] For n→ ∞, the cloud of Brownian particles lies within a
region, having a cusp at location (x0
√
n, t0), with
(8.2) x0 =
(2q−1)a
q+1
t0, t0 =
(
1+2a2
q2−q+1
(q+1)2
)−1
.
Moreover, the following Brownian motion probability tends to the probability for
the Pearcey processP(t):
lim
n→∞P
(0,a
√
n)
BR
(
all x j
(
t0+(c0µ)2
2τ
n1/2
)
∈ x0n1/2+ c0Aτ+ c0µ E
c
n1/4
)
= PP (P(τ)∩E = /0) ,(8.3)
with constants expressed in terms of (8.1) and (8.2),
µ :=
(
q2−q+1
q
)1/4
> 0, c0 :=
√
t0(1− t0)
2
> 0,
A := q1/2(1− x0
a
)−q−1/2 x0
a
.
The r-Airy process is an interpolation between the Pearcey process and the Airy
process, which can easily be described by looking at Figure 0.3:
Theorem 8.2. When p→ 0 and for n very large, such that pn equals a fixed integer
r> 0, the tip (x0
√
n, t0) of the cusp (as given by (8.2)) moves towards the right hand
boundary of the picture, and, in particular, to the tangency point of the line through
(a
√
n,1) tangent to the curve y =
√
2nt(1− t):
(x0
√
n, t0)→
(
2a
1+2a2
√
n,
1
1+2a2
)
∈ curve{y =
√
2nt(1− t)}.
Also the Pearcey process near the cusp tends to the r-Airy process in the neighbor-
hood of the point of tangency above.
Proof. Indeed, letting p→ 0, or what is the same from (8.1), letting q→ ∞, one
sees from formula (8.2) that the cusp is located at the point
x0
√
n = 2at0
√
n and t0 =
1
1+2a2
.
This implies that the point (y, t) = (x0
√
n, t0) belongs to the curve y =
√
2nt(1− t)
and that
a
√
n =
√
1− t0
2t0
√
n = ρ0
√
n
2
,
establishing the first part of Theorem 8.2. That the Pearcey process tends to the
r-Airy process will be done elsewhere. 
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9 Appendix
The purpose of this appendix is to show that the first few Qi of Theorem 7.1 can
be obtained, with tears, by functional analytical methods, in the style of Widom
[31]. The proof requires many intricate identities involving the kernels K(r)i , some
of which can be found in Tracy-Widom [26]. This section should convince the
reader of the usefulness of the PDE’s in computing the asymptotics for t→−∞.
Remember the Li = (I+Rx)K
(r)
i from (7.7), where we now indicate the explicit
dependency of the resolvent Rx = K(0)(I−K(0))−1 on x, since all operators act on
L2(x,∞). Then Q(t,x) has an expansion, with Qi’s given in (7.8),
Q = Trlog(I−K(r)t ) =
∞
∑
i=0
Qi
t i
= Trlog(I−K(0))+
∞
∑
i=1
Qi
t i
.
Throughout this section, we shall be using the inner-product
〈 f ,g〉 :=
∫
R
χ
(x,∞)(u) f (u)g(u)du.
Proposition 9.1.
Q1 = rQ′0, Q2 =
r2
2!
Q′′0, Q3 =
r3
3!
Q′′′0 +
r
3
xQ′0.
Lemma 9.2.
TrLn1 = (−r)n〈(I+Rx)A,A〉n.
Proof. Indeed,
Tr((I+Rx)K1)n
= (−r)n
∫
(x,∞)n
du1 . . .dun (((I+Rx)A(u1))A(u2))(((I+Rx)A(u2))A(u3))
. . .(((I+Rx)A(un))A(u1))
= (−r)n〈(I+Rx)A(u),A(u)〉n.

The identities in the following Lemma can be found in or deduced from Tracy-
Widom [26].
Lemma 9.3.
Rx(x,x) = 〈(I+Rx)A,A〉(9.1)(
∂
∂x
+
∂
∂u
+
∂
∂v
)
Rx(u,v) = −((I+Rx)A(u))((I+Rx)A(v))(9.2)(
∂
∂x
+
∂
∂u
)
(I+Rx)A(u) = (I+Rx)A′(u)− (I+Rx)A(u)〈(I+Rx)A,A〉.(9.3)
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2〈(I+Rx)A′,A〉−〈(I+Rx)A,A〉2 = −((I+Rx)A(x))2(9.4)
2〈(I+Rx)A,A′′〉−〈(I+Rx)A′,A′〉 = x〈(I+Rx)A,A〉(9.5)
d
dx
(I+Rx)A′(u) = −Rx(u,x)(I+Rx)A′(x)(9.6)
∂
∂u
(I+Rx)A′(u) = u(I+Rx)A(u)−2〈(I+Rx)A′,A〉(I+Rx)A(u)(9.7)
+〈(I+Rx)A,A〉(I+Rx)A′(u)+R(u,x)(I+Rx)A′(x).
Lemma 9.4. We have
Q′0(x) = 〈(I+Rx)A,A〉 and Q′′0(x) =−((I+Rx)A(x))2
1
2
Q′′′0 (x) = −((I+Rx)A(x))((I+Rx)A′(x))+((I+Rx)A(x))2〈(I+Rx)A,A〉.
Proof. One computes
Q′0(x) =
∂
∂x
Trlog(I−K(0)χ(x,∞))
= − ∂
∂x
Tr
(
K(0)(u,v)+
1
2
∫ ∞
x
K(0)(u,w)K(0)(w,v)dw+ . . .
)
= − ∂
∂x

∫ ∞
x
K(0)(u,u)du+
1
2
∫ ∞
x
∫ ∞
x
K(0)(u,w)K(0)(w,u)dudw
+
1
3
∫ ∞
x
∫ ∞
x
∫ ∞
x
K0(u,w1)K0(w1,w2)K(0)(w2,u)dudw1dw2+ . . .

= K(0)(x,x)+
∫ ∞
x
K(0)(x,v)K(0)(v,x)dv
+
∫ ∞
x
∫ ∞
x
K(0)(x,w1)K(0)(w1,w2)K(0)(w2,x)dw1dw2+ . . .
= Rx(x,x) = 〈(I+Rx)A,A〉, using (9.1)
by the Neumann series for Rx = (I−K(0))−1− I. Moreover, using the previous
result,
Q′′0(x) =
d
dx
Rx(x,x) =
(
∂
∂x
+
∂
∂u
+
∂
∂v
)
Rx(u,v)
∣∣∣
u=v=x
= −((I+Rx)A(u))(I+Rx)A(v))
∣∣∣
u=v=x
using (9.2)
= −((I+Rx)A(x))2,
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and again using the result just obtained and using identity (9.3),
Q′′′0 (x) = −2((I+Rx)A(x))
d
dx
(I+Rx)A(x)
= −2((I+Rx)A(x))
(
∂
∂x
+
∂
∂u
)
(I+Rx)A(u)
∣∣∣
u=x
= −2((I+Rx)A(x))(I+Rx)A′(x)+2((I+Rx)A(x))2〈(I+Rx)A,A〉,
proving Lemma 9.4. 
Lemma 9.5.
Q1(x) = r〈(I+Rx)A,A〉
Q2(x) = −r
2
2
((I+Rx)A(x))2
Q3(x) =
r3
3
(((I+Rx)A(x))2〈(I+Rx)A,A〉− (I+Rx)A(x)(I+Rx)A′(x))
+
rx
3
〈(I+Rx)A,A〉.
Proof. Indeed, by (7.8) and (2.13),
Q1(x) =−TrL1 = −TrK(r)1 −TrRxK(r)1(9.8)
= r
∫ ∞
x
du A(u)
(
A(u)+
∫ ∞
x
Rx(u,v)A(v)dv
)
= r
∫ ∞
x
A(u)((I+R)A)(u)du = r〈(I+Rx)A,A〉.
Computing Q2 by (7.8) involves TrL2 and TrL21. Since K
(r)
2 (u,v) has a symmetric
and skew-symmetric part, and since I + Rx is symmetric, and remembering the
form of K(r)2 (u,v) in (2.13), we have (by symmetry) and the fact that a symmetric
times a skew-symmetric operator is traceless,
TrL2 = Tr(I+Rx)K
(r)
2 = −
r2
2
Tr(I+Rx)(A′(u)A(v)+A(u)A′(v))
= −r2〈(I+Rx)A′,A〉.
Hence, combining this result with the computation of TrL21 in Lemma 9.2, one
finds, using (9.4),
Q2 =−Tr(L2+ L
2
1
2
) =
r2
2
(2〈(I+Rx)A′,A〉−〈(I+Rx)A,A〉2)(9.9)
= −r
2
2
((I+Rx)A(x))2.
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The computation of Q3, by (7.8), involves TrL3, TrL1L2 and TrL31. Using again the
fact that a symmetric times a skew-symmetric operator is traceless, one reads off
from the form of K(r)3 (see (2.13)) the following:
TrL3 = Tr(I+Rx)K
(r)
3 = −
r3
3
(〈(I+Rx)A,A′′〉+ 〈(I+Rx)A′,A′〉)
− r
3
(2〈(I+Rx)A,A′′〉−〈(I+Rx)A′,A′〉)
and using
(I+Rx)K
(r)
2 = −
r2
2
(
((I+Rx)A′(u))A(v)+((I+Rx)A(u))A′(v)
)
− r
2
(
((I+Rx)A′(u))A(v)− ((I+Rx)A(u))A′(v)
)
,
one computes
TrL1L2 = Tr(I+Rx)K
(r)
1 (I+Rx)K
(r)
2
=
r3
2
∫ ∫
(x,∞)2
((I+Rx)A)(w1)A(w2)((I+Rx)A′)(w2)A(w1)dw1dw2
+
r3
2
∫ ∫
((I+Rx)A)(w1)A(w2)((I+Rx)A)(w2)A′(w1)dw1dw2
+
r2
2
∫ ∫
((I+Rx)A)(w1)A(w2)((I+Rx)A′)(w2)A(w1)dw1dw2
−r
2
2
∫ ∫
((I+Rx)A)(w1)A(w2)((I+Rx)A)(w2)A′(w1)dw1dw2
=
r3
2
 〈(I+Rx)A,A〉〈(I+Rx)A′,A〉
+〈(I+Rx)A,A〉〈A′,(I+Rx)A〉

+
r2
2
 〈(I+Rx)A,A〉〈(I+Rx)A′,A〉
−〈(I+Rx)A,A〉〈A′,(I+Rx)A〉

= r3〈(I+Rx)A,A〉〈(I+Rx)A′,A〉.
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Putting the pieces together and using (7.8) and using Lemmas 9.2 and 9.4, one
obtains
Q3 = −Tr
(
L3+L1L2+
1
3
L31
)
(9.10)
=
r3
3
 〈(I+Rx)A,A′′〉+ 〈(I+Rx)A′,A′〉−3〈(I+Rx)A,A〉〈(I+Rx)A′,A〉
+〈(I+Rx)A,A〉3

+
r
3
(2〈(I+Rx)A,A′′〉−〈(I+Rx)A′,A′〉)
=
r3
3
 〈(I+Rx)A,A
′′〉+ 〈(I+Rx)A′,A′〉
−〈(I+Rx)A,A〉〈(I+Rx)A′,A〉
+〈(I+Rx)A,A〉
(
〈(I+Rx)A,A〉2−2〈(I+Rx)A′,A〉
)

+
r
3
(2〈(I+Rx)A,A′′〉−〈(I+Rx)A′,A′〉)
=
r3
3
(−(I+Rx)A(x)(I+Rx)A′(x)+((I+R)A(x))2〈(I+Rx)A,A〉)
+
rx
3
〈(I+Rx)A,A〉,
using in the last equality (9.4), (9.5) combined with (9.11) below. Then, using the
differential equation uA(u) = A′′(u), one checks:
(9.11)
〈(I+Rx)A′,A′〉
= −A(x)(I+Rx)A′(x)−〈 ∂∂u(I+Rx)A
′,A〉 (by integration by parts)
= −A(x)(I+Rx)A′(x)−〈(I+Rx)A(u),uA(u)〉+ 〈(I+Rx)A′,A〉〈(I+Rx)A,A〉
−〈R(u,x),A(u)〉(I+R)A′(x), using (9.7),
= −(I+Rx)A(x)(I+Rx)A′(x)−〈(I+Rx)A,A′′〉+ 〈(I+Rx)A′,A〉〈(I+Rx)A,A〉.

Proof of Proposition 9.1. The formulae follow immediately from comparing the
formulae of Lemmas 9.4 and 9.5. 
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