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We analyze the magnetic field and gate voltage dependence of the longitudinal resistance in an integer quan-
tum Hall Fabry-Pérot interferometer, taking into account the interactions between an interfering edge mode, a
non-interfering edge mode and the bulk. For weak bulk-edge coupling and sufficiently strong inter-edge inter-
action, we obtain that the interferometer operates in the Aharonov-Bohm regime with a flux periodicity halved
with respect to the usual expectation. Even in the regime of strong bulk-edge coupling, this behavior can be ob-
served as a subperiodicity of the interference signal in the Coulomb dominated regime. We do not find evidence
for a connection between a reduced flux period and electron pairing, though. Our results can reproduce some
recent experimental findings.
PACS numbers: 73.43.Cd, 85.35.Ds,73.23.Hk
Phase coherence is a key ingredient of quantum mechan-
ics, and its consequences can be observed in interference
experiments. We consider here the electronic version of a
Fabry-Pérot interferometer (FPI) realized in the integer quan-
tum Hall (QH) regime [1–10], consisting of a Hall bar per-
turbed by two constrictions, which introduce amplitudes for
backscattering. The probability that a particle is backscat-
tered is determined by the interference of trajectories with a
phase difference given by the Aharonov-Bohm flux enclosed
by the loop. Due to the flux-sensitivity of the phase differ-
ence, the backscattering probability oscillates as a function of
the magnetic field B and a gate voltage VG used to change
the interferometer area A¯. There has been a renewed interest
in QH interferometers because they allow to reveal anyonic
statistics [11–21] with possible applications to quantum com-
putation [22, 23].
Generally, QH interferometers come in two variants:
Aharonov-Bohm (AB) and Coulomb dominated (CD)
ones [2–10, 24–28]. The AB regime is characterized by a
magnetic field periodicity ∆B = φ0/A¯ and a gate voltage
periodicity ∆VG = 1/α [2, 5], where φ0 = h/|e| denotes
the flux quantum, and α = (B/φ0)dA¯/dVG. Moreover, the
lines of constant interference phase in the two dimensional
plane VG-B have negative slope [5, 6], because the interfer-
ence phase increases with both magnetic field and interfer-
ometer area, and the latter grows when the gate voltage be-
comes more positive. One expects the AB signatures to be
observed in large interferometers, when electrostatic interac-
tions are weak. On the contrary, in small interferometers bulk
and edge are strongly coupled, placing the interferometer in
the CD regime. In this case, the lines of constant phase have
positive slope in the VG-B plane [5, 6, 8, 10], and a reduced
magnetic field period ∆B = φ0/(νA¯) is observed [3, 5–7],
with ν denoting the filling fraction in the constriction region.
Recently, halving of the magnetic field and gate voltage pe-
riod was observed experimentally [9] for a FPI with bulk fill-
ing factor νB between 2.5 and 4.5, i.e., ∆B = φ0/(2A¯) and
∆VG = 1/(2α). Interestingly, the observed negative slope
of lines with constant phase is consistent with AB physics,
while the reduced magnetic field period is reminiscent of CD
physics. In addition, shot noise measurements yield a Fano
factor of two, indicating that the halving of the flux period
could be interpreted in terms of electron pairing [9]. These in-
triguing experimental results are not explained by theoretical
studies of Fabry-Pérot interferometers so far [24–29].
In this Letter, we analyze a model which takes into account
the electrostatic coupling of two modes as well as bulk-edge
coupling, appropriate for modeling the experiment Ref. 9. We
find that for strong inter-edge coupling and weak bulk-edge
interactions, the FPI is characterized by a negative slope of
constant phase lines, together with halved magnetic field and
gate voltage periodicity, in agreement with the experimental
results [9]. We name this regime AB′. When adding one flux
quantum, one electron is added to each edge mode, and due to
the strong inter-edge coupling, this addition occurs in an alter-
nating fashion between outer and inner edge. When an elec-
tron is added to the inner edge, it induces a phase shift on the
outer edge such that the oscillation period of the resistance is
half a flux quantum. However, the analysis of the two-particle
addition spectrum indicates that electron pairing is unlikely to
occur for a wide range of parameters. We predict that an AB′
subleading contribution is still present even when the system
is in the CD regime. Finally, we find that the transmission
phase of a FPI embedded into a Mach-Zender interferometer
(MZI) is described by AB physics, even for strong inter-edge
coupling which places the FPI in the AB′ regime with regards
to oscillations in the backscattering probability.
Model — We consider an electronic FPI at filling factor
2 < νB < 3 (νB ≈ 3) in the limit of weak backscatter-
ing, as depicted in Fig. 1. The outermost interfering edge
encloses an area AI , giving rise to an interference phase
θ = 2piAIB/φ0. We decompose the areaAI = A¯(VG)+δAI ,
where A¯ varies slowly with gate voltage, while δAI repre-
sents a fluctuating part which is periodic in both magnetic
field and gate voltage [25]. The charges in the inner edge
mode and in the bulk are quantized, and are described by
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FIG. 1. QH Fabry-Pérot interferometer in the open limit. The outer-
most interfering edge mode is coupled via Coulomb interactions to
the second non-interfering edge mode (wavy line) as well as to the
bulk of the system (zig-zag line).
discrete variables N2, Nb ∈ Z. Assuming that the area en-
closed by the two edges and the bulk region are approxi-
mately equal, the charge imbalance in units of the electron
charge is δQ1 = (AI − A¯)B/φ0 on the interfering edge,
δQ2 = N2 − A¯B/φ0 − φ02 on the non-interfering edge, and
δQb = Nb + 2A¯B/φ0 − q + 2φ0b in the bulk, with q de-
noting the positive background charge, and with phase offsets
φ02 and φ0b. Accordingly, the fluctuating part of the energy is
given by
E =
1
2
−→
δQTV
−→
δQ , (1)
−→
δQ =
δQ1δQ2
δQb
 , V =
K1 K12 KebK12 K2 Keb
Keb Keb Kb
 ,
where the diagonal terms in V represent the charging ener-
gies of the edges and the bulk, respectively. The off-diagonal
terms encode the edge-edge coupling K12 and the bulk-edge
interaction Keb. Considering all possible winding numbers m
of the electron around the interference cell, the longitudinal
resistance due to backscattering is given by
R ∝
〈∣∣∣∣∣r1 + t1t′1
+∞∑
m=1
(r′1)
m−1rm2 e
imθ
∣∣∣∣∣
2〉
, (2)
where 〈. . . 〉 represents a thermal average at inverse temper-
ature β over the AI , N2, Nb fluctuations with respect to the
energy function given in Eq. (1). Here, ri, ti (r′i, t
′
i) denote
reflection and transmission amplitudes at QPC i for particles
travelling along the upper (lower) edge.
Phase diagram — We define the dimensionless parameters
∆ = Keb/K1, Λ = K12/K1 and ζ = (βK1)−1. We letK1 =
K2 = Kb to simplify the discussion. These values are generic
in the sense that the results will not change qualitatively when
using different parameters. For this choice, the system is en-
ergetically stable if |Λ| ≤ 1 and |∆| ≤√(1 + Λ)/2 are satis-
fied. The expectation value of the interference phase 〈eimθ〉 in
Eq. (2) is evaluated by first minimizing the quadratic energy
Eq. (1) with respect to AI . To compute the remaining double
sum over N2 and Nb we use the Poisson summation formula,
and obtain
〈
eimθ
〉
e−2pi2m2ζ
= e2pimiA¯B/φ0
∑
g,l
e−F (g+m∆,l+mΛ)Jg,l(A¯, B)∑
g,l
e−F (g,l)Jg,l(A¯, B)
,
(3)
with g, l ∈ Z, and the definitions
F (g, l) :=
2pi2ζ
1−∆2
{
g2 +
[
∆(1− Λ)g − (1−∆2)l]2
(1−∆2)(1− Λ2)−∆2(1− Λ)2
}
,
(4)
Jg,l(A¯, B) := e2pii[g(2A¯B/φ0+2φ0b−q¯)−l(A¯B/φ0+φ02)]. (5)
To leading order the denominator of Eq. (3) is unity, corre-
sponding to (g, l) = (0, 0). We now define γ = dq¯/dVG, and
use the expansion
A¯ = A¯0 + αφ0δVG/B . (6)
Introducing φ = A¯0δB/φ0, and considering the numerator
for m = 1, we find〈
eiθ
〉 ≈ wABe2pii(φ+αδVG) + wAB′e4pii(φ+αδVG)
+ wCDe
2piiγδVG + wCD′e
2pii[−φ+(γ−α)δVG], (7)
where the weight factors depend on the parameters ∆, Λ and
also include the phase offsets. In Fig. 2 we indicate the re-
gions in parameter space for which a given term in Eq. (7)
is dominant. These regions are characterized by the slope of
lines with constant interference phase, the magnetic field pe-
riod and the gate voltage period of the leading term of 〈eiθ〉.
Interestingly, for strong edge-edge coupling and weak bulk-
edge interactions the FPI is in the AB′ regime (see Fig. 2),
characterized by a negative slope of constant phase lines, to-
gether with halved flux and gate voltage periodicity.
Subleading corrections in the CD regime— Motivated by the
experimental observation of a subleading AB component in a
CD interferometer [10], we discuss the presence of a sublead-
ing AB′ component for a CD interferometer with larger filling
2 < νB < 3 in the following. To be specific, we consider
Λ = 1 and ∆ = 0.75, placing the interferometer in the CD
regime as in [10]. Accordingly, we find from Eq. (3)〈
eiθ
〉
Λ=1,∆=0.75
=A1e2piiγδVG +A2e4pii(φ+αδVG)
+A3e4pii[−φ+(γ−α)δVG] + . . . , (8)
with the complex numerical coefficientsAj satisfying |Aj | >
|Aj+1| for j = 1, 2, . . . . We now consider higher winding
numbers m = 2, 3〈
e2iθ
〉
Λ=1,∆=0.75
=B1e4piiγδVG + B2e2pii[2φ+(2α+γ)δVG]
+ B3e2pii[−2φ+(−2α+3γ)δVG] + . . . ,
(9)〈
e3iθ
〉
Λ=1,∆=0.75
=C1e4pii[φ+(α+γ)δVG] + C2e6piiγδVG
+ C3e2pii[4φ+(4α+γ)δVG] + . . . , (10)
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FIG. 2. Phase diagram describing the leading term of Eq. (3) as a
function of Λ = K12/K1 and ∆ = Keb/K1 in the case of equal
charging energiesK1 = K2 = Kb. For each phase, gate voltage and
magnetic field periods (∆VG,∆φ) of the dominant term in 〈eiθ〉 are
reported.
with the complex numerical coefficients |Bj | ≥ |Bj+1| and
|Cj | > |Cj+1|. Contributions with even higher windings are
suppressed by powers (r′1)
m−1rm2 and are thus less relevant.
We see from Eq. (8) that the leading term of the interference
phase is independent of magnetic field, and it has a gate volt-
age period ∆VG = 1/γ. Thus, the CD behavior dominates
here and the lines of constant phase in the VG-φ plane are
mainly straight, as shown in the inset of Fig. 3. Nevertheless,
also the AB′ component and higher harmonics are revealed in
the oscillations of R.
We note from Eq. (8) that for fixed m the subleading frequen-
cies are shifted by (∆V −1G ,∆φ
−1) = (2α−γ, 2) with respect
to the dominant frequency. Moreover, multiple windings in
Eqs. (9), (10) translate a given frequency in Eq. (8) by integer
multiples of (γ, 0). In order to formalize this observation, we
introduce the 2D Fourier transform of R as
R˜(u, v) =
α
NφNδVG
Nφ∫
0
dφ
NδVG
α∫
0
dδVG e
−2pii(uδVG+vφ)R(δVG, φ).
(11)
Thus, a specific interference pattern corresponds to a set of
points in Fourier space (u, v) described by vectors ~Gv1,v2 =
v1 ~G1 + v2 ~G2, with v1 ∈ Z and different from zero, v2 ∈ Z,
and the basis vectors defined as
~G1 = (γ, 0) and ~G2 = (2α− γ, 2) . (12)
In Fig. 3 we show a density plot of R˜(u, v) for ∆ = 0.75, Λ =
1, and compare its peaks to the vectors in Eq. (12). We note
that if Λ 6= 1 also an additional subleading AB component
would appear in the frequency spectrum of R.
Addition and subtraction energies — The general idea of
Coulomb mediated pairing is that two electrons are added
to one subsystem, while expelling one electron from another
subsystem, which may be energetically favorable if the in-
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FIG. 3. 2D Fourier transform of the oscillatory part δR of the longi-
tudinal resistance Eq. (2) for Λ = 1 and ∆ = 0.75. The frequencies
are spanned by reciprocal lattice vectors defined in Eq. (12). The
parameters are chosen as r1 = r2 = 0.9, γ = 4α, φ02 = 0.5 and
φ0b = 0.2 at temperature ζ = 0.01. Inset: density plot of R as a
function of gate voltage and magnetic field.
teraction within a given subsystem is weaker than the inter-
action between different subsystems [30]. To explore this
possibility, we now study a closed interferometer, which dis-
plays the same magnetic field and gate voltage periods as
obtained by analyzing the open limit of the FPI [31]. Con-
ductance maxima are now related to degeneracies of the en-
ergy with respect to changing the number N1 of electrons
on the outer edge, since tunneling is assumed to occur only
into the outermost edge (scenario A). Specifically, we com-
pare the energy cost for adding, or subtracting, a single
electron in the outermost edge with the corresponding en-
ergies for an electron pair in order to understand the trans-
port processes occurring in the FPI. We obtain an energy
function E(N1, N2, Nb) from the one in Eq. (1) by setting
δQ1 = N1−A¯B/φ0, and then define the addition and subtrac-
tion energies ∆(1)± = E(N1 ± 1, N2, Nb) − E(N1, N2, Nb),
∆
(2)
±,A = E(N1 ± 2, N2 ∓ 1, Nb)− E(N1, N2, Nb), allowing
the number N2 of electrons on the inner edge to relax in order
to induce pairing. We plot both single particle and pair en-
ergies as a function of φ for weak Keb and strong K12 (AB′
phase). As can be seen from Fig. 4, adding or subtracting a
pair of electrons needs more energy than in the case of a sin-
gle electron. Therefore, we argue that tunneling of electron
pairs is generally not favored by energetic considerations, al-
though there are special paramter values for which pair tunnel-
ing may be relevant [31]. In principle, there is the possibility
that correlated sequential tunneling may be important, but a
rate equation analysis needed to answer this question is be-
yond the scope of the present manuscript.
We next consider a scenario B, in which both inner and outer
edge mode are contacted [32] and we allow the bulk to re-
lax due to the presence of the Ohmic contact in the center
of the interferometer [9]. We define the relaxed pair addi-
tion/subtraction energy ∆(2)±,B = E(N1 ± 1, N2 ± 1, Nb ∓
1) − E(N1, N2, Nb). It is evident from Fig. 4 that electron
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FIG. 4. Minimum between addiction and subtraction energies as a
function of φ for scenario A and B. There is no signature of electron
pairing in scenario A for weak Keb and strong K12. Pair tunneling
can occur in scenario B if Keb > K12. We set K1 = K2 = Kb,
δVG = 0, φ02 = 0.2 and φ0b = 0.3 in both cases.
pair tunneling can now occur for some values of flux when
Keb > K12. Here, “pairing” refers to a process in which the
tunneling of one electron to the outer edge and a second one
to the inner edge happens either simultaneously or strongly
correlated in time. However, this scenario is not likely to be
relevant for the experiment [9].
Transmission phase — We now consider a FPI placed in
one of the two arms of a MZI [33], which allows to measure
the transmission phase through the FPI (see inset of Fig. 5).
If the FPI is symmetric, then the Coulomb contribution to the
phase is shared equally between upper and lower edge, and
we can express the MZI transmission probability as
TMZI =
〈∣∣∣∣∣τ1τ2eiθMZI + ρ1ρ2t1t2 e
i
2 (θ−2piA¯B/φ0)
1− r′1r2eiθ
∣∣∣∣∣
2〉
, (13)
where τ1, τ2 (ρ1, ρ2) are the transmission (reflection) am-
plitudes at the constrictions of the MZI and θMZI =
2piAMZIB/φ0. The subtraction of 2piA¯B/φ0 is done in or-
der to avoid double counting the FPI contribution to the MZI
interference phase. Settingm = 1/2 in Eq. (3), we obtain that〈
eiθ/2
〉
≈ωABeipi(φ+αδVG)
[
1 + ηe2pii(φ+αδVG)
]
+ ωCD”e
ipi[−φ+(2γ−5α)δVG], (14)
with η  1 and the weight factors ω depending on the values
of ∆ and Λ. We indicate in Fig. 5 the (Λ,∆) regions for which
a given term in Eq. (14) dominates. One sees that the phase
diagram is almost completely composed of AB phase, where
the FPI gate voltage and magnetic field periods are trivially
doubled with respect to the AB periods of the longitudinal re-
sistance R due to the choice of m = 1/2 (see Fig. 2). This
behavior is independent of the edge-edge interaction strength
Λ. Only for large ∆, a small region with CD features emerges.
From Eqs. (13)-(14) we see that TMZI has the leading peri-
odicity ∆B = φ0/AMZI, and a subleading component with
∆B = φ0/(AMZI − A¯0), even when r1 = r2 = 0 such
that interfering electrons do not encircle the interferometer
cell. These findings are in agreement with the recent exper-
iment [33].
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FIG. 5. Phase diagram for the leading term of Eq. (14) as a function
of Λ = K12/K1 and ∆ = Keb/K1 in the case K1 = K2 = Kb.
For each phase the FPI gate voltage and magnetic field periodicity
(∆VG,transm.,∆φtransm.) are reported. Inset: the MZI+FPI is reported
at νB = 1 for simplicity.
Comparison with experiments — In the experiment [9] the
FPI was found to be in the AB regime with magnetic field
periodicity ∆BνB=2exp. = φ0/(12.5µm
2) and gate voltage pe-
riodicity ∆V νB=2G,exp. = φ0/(0.17Bµm
2V −1). At νB ' 3
(representative of 2.5 < νB < 4.5) however, the peri-
odicities are ∆BνB=3exp. = φ0/(25µm
2) and ∆V νB=3G,exp. =
φ0/(0.34Bµm
2V −1), with the lines of constant phase still
having negative slope. The AB phase at νB ' 2 is theoreti-
cally described by the limit Λ = 0, and according to Fig. 2 we
find ∆BνB=2theo. = φ0/A¯0 and ∆V
νB=2
G,theo. = 1/α. Assuming that
at νB ' 3 the FPI is in the AB′ phase, the periodicities are
∆BνB=3theo. = φ0/(2A¯0) and ∆V
νB=3
G,theo. = 1/2α. Therefore, the
experimentally observed periodicities Ref. 9 are reproduced
by our model. A discussion of current noise [9] and inter-
ference with multiple areas [33] are beyond the scope of the
present manuscript.
Experimentally, fingerprints of the AB phase in a CD-
interferometer were reported in Ref. 10, and fingerprints of
the AB′ phase were observed at weaker magnetic field [34].
In particular, the dominant CD component had a gate voltage
periodicity ∆V νB=2CD,exp. = 1/222V , and the subleading AB pe-
riod was ∆V νB=2AB,exp. = 1/90V at B = 5T (1 < νB < 2) . Ac-
cording to our model, ∆V νB=2AB,theo. = 1/α and ∆V
νB=2
CD,theo. = 1/γ
at 1 < νB < 2 [31], yielding parameters αB=5T = 90V −1
and γB=5T = 222V −1. Since α depends linearly on the ap-
plied magnetic fieldB and γ is independent of it, for a weaker
magnetic field B = 3.3T (2 < νB < 3), we expect a leading
CD gate voltage period ∆V νB=3CD,theo. = 1/γ = 1/222V and a
subleading AB′ period ∆V νB=3AB′,theo. = 1/(2α) = 1/118.8V .
These results are in agreement with recent experimental find-
ings [34].
Conclusion — We propose a theoretical model for a FPI in
which the outermost interfering edge interacts with the second
non-interfering edge as well as with the bulk of the system.
5We find that for weak bulk-edge and strong edge-edge cou-
pling the resistance oscillations are of AB type with halved
flux periodicity (AB′ regime), in agreement with recent ex-
perimental results [9]. However, we do not find evidence for
the importance of electron pair tunneling. We argue that there
are fingerprints of AB′ physics even if the system is in the
CD regime thanks to a partial screening of the bulk-edge in-
teractions. We also calculate the transmission phase for a FPI
situated in one arm of a MZI.
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1Supplementary material for "Subperiods and apparent pairing in integer quantum Hall
interferometers"
S1. CALCULATION OF THE INTERFERENCE PHASE
We provide here some details about the calculation of the interference phase 〈eimθ〉. We define the dimensionless parameters
K¯2 = K2/K1, K¯b = Kb/K1, ζ = (βK1)−1 where β in the inverse temperature . In the open limit, we can evaluate the thermal
expectation value
〈eimθ〉 = 1Z
∑
N2,Nb
∫ +∞
−∞
dAI exp [−βE + 2pimiAIB/φ0] = 1Z
√
2piζ exp
[−2pi2m2ζ + 2pimiA¯B/φ0]
×
∑
N2,Nb
exp
{
− 1
2ζ
[(
K¯b −∆2
)
(Nb + 2A¯B/φ0 + 2φ0b − q¯)2 +
(
K¯2 − Λ2
)
(N2 − A¯B/φ0 − φ02)2
]
− 2pimi [∆(Nb + 2A¯B/φ0 + 2φ0b − q¯) + Λ(N2 − A¯B/φ0 − φ02)]
− ∆
ζ
(1− Λ) (N2 − A¯B/φ0 − φ02)(Nb + 2A¯B/φ0 + 2φ0b − q¯)
}
, (S1)
where the partition function Z is
Z =
∑
N2,Nb
∫ +∞
−∞
dAI exp [−βE]
=
√
2piζ
∑
N2,Nb
exp
{
− 1
2ζ
[(
K¯b −∆2
)
(Nb + 2A¯B/φ0 + 2φ0b − q¯)2 +
(
K¯2 − Λ2
)
(N2 − A¯B/φ0 − φ02)2
]
− ∆
ζ
(1− Λ) (N2 − A¯B/φ0 − φ02)(Nb + 2A¯B/φ0 + 2φ0b − q¯)
}
. (S2)
We note that the energy E defined in the main text is quadratic in the variable AI , hence to obtain Eq. (S1) and Eq. (S2) we just
solved a Gaussian integral. The summations over the discrete degrees of freedom N2, Nb can be managed through the Poisson
summation formula
+∞∑
N=−∞
=
∫ +∞
−∞
dN
+∞∑
g=−∞
e−2piiNg . (S3)
Hence, Eq. (S3) allows to integrate over N2 Nb instead of summing, and we obtain that
〈eimθ〉
e−2pi2m2ζ
=
Nm
Z := e
2pimiA¯B/φ0
∑
g,l
e−F (g+m∆,l+mΛ)+2pii[g(2A¯B/φ0+2φ0b−q¯)−l(A¯B/φ0+φ02)]
∑
g,l
e−F (g,l)+2pii[g(2A¯B/φ0+2φ0b−q¯)−l(A¯B/φ0+φ02)]
(S4)
with g, l ∈ Z and the function F (g, l) defined as
F (g, l) :=
2pi2ζ
K¯b −∆2
{
g2 +
[
∆(1− Λ)g − (K¯b −∆2)l
]2
(K¯b −∆2)(K¯2 − Λ2)−∆2(1− Λ)2
}
. (S5)
If we assume equal charging energies for the bulk and the edges, i.e., K¯2 = K¯b = 1, Eq. (S5) coincide with Eq. (5) in the main
text. First of all, we consider the leading order of the Eq. (S4). We focus only on the numerator because to leading order the
denominator is equal to unity, since its dominant term given by the duple (g, l) = (0, 0). The integers g and l that give rise to
the dominant term in the numerator depend on the value of Λ and ∆. We note that varying K¯2 and K¯b does not affect the phase
diagram in a qualitative way; moreover the phase diagram is independent of the parameters α, γ, φ02, φ0b and ζ. The AB′ phase
is extended by increasing K¯2, while the CD phases expand with an increase of K¯b. The interesting AB′ phase always appears in
the phase diagram if K¯2 > 1/4.
2S2. SUBLEADING CORRECTIONS TO THE INTERFERENCE PHASE
In the following we set K¯2 = K¯b = 1 and consider the limit of strong edge-edge coupling, i.e. Λ = 1. Therefore, Eq. (S4)
simplifies to
〈eimθ〉
e−2pi2m2ζ
∣∣∣∣∣
K¯2=K¯b=1,Λ=1
=
Nm
Z
:= e2pimi(2A¯B/φ0+φ02)
+∞∑
g=−∞
exp
[−F¯ (g +m∆) + 2piig(2A¯B/φ0 + 2φ0b − q¯)]
+∞∑
g=−∞
exp
[−F¯ (g) + 2piig(2A¯B/φ0 + 2φ0b − q¯)] , (S6)
with the function F¯ defined as
F¯ (g) :=
(
2pi2ζ
1−∆2
)
g2, (S7)
because we need to keep only the term l = −m in the numerator Nm of Eq. (S4) and l = 0 in the denominator Z . The leading
term of the denominator Z in Eq. (S6) is given by g = 0, while its n-th sub-leading term is a result of the g = ±n terms. From
these considerations and from the Taylor expansion of (1 + x)−1 ' 1− x+ x2, we obtain that
Z−1 ' (1 + 2e−F¯ (1) cos [2pi(2A¯B/φ0 + 2φ0b − q¯)]+ 2e−F¯ (2) cos [4pi(2A¯B/φ0 + 2φ0b − q¯)]+ . . . )−1
' 1− 2e−F¯ (1) cos [2pi(2A¯B/φ0 + 2φ0b − q¯)]+ 4e−2F¯ (1) cos2 [2pi(2A¯B/φ0 + 2φ0b − q¯)]+ . . . (S8)
We note that this result is valid for any value of the edge-bulk coupling ∆. For ∆ = 0.75 the leading behavior and subleading
corrections of the numerator Nm in Eq. (S6) are
Nm=1 'e−F¯ (−1/4) exp [2pii (q¯ + φ02 − 2φ0b)] + e−F¯ (3/4) exp
[
2pii(2A¯B/φ0 + φ02)
]
+ e−F¯ (−5/4) exp
[
2pii
(−2A¯B/φ0 + 2q¯ − 4φ0b + φ02)]+ . . . (S9)
Nm=2 'e−F¯ (−1/2) exp [4pii (q¯ + φ02 − 2φ0b)] + e−F¯ (−1/2) exp
[
2pii(2A¯B/φ0 + q¯ + φ02 − 2φ0b)
]
+ e−F¯ (−3/2) exp
[
2pii
(−2A¯B/φ0 + 3q¯ − 6φ0b + 2φ02)]+ e−F¯ (−3/2) exp [4pii (2A¯B/φ0 + φ02)]+ . . . (S10)
Nm=3 'e−F¯ (1/4) exp
[
2pii
(
2A¯B/φ0 + 2q¯ + 3φ02 − 4φ0b
)]
+ e−F¯ (−3/4) exp [6pii(q¯ + φ02 − 2φ0b)]
+ e−F¯ (5/4) exp
[
2pii
(
4A¯B/φ0 + q¯ − 2φ0b + 3φ02
)]
+ . . . (S11)
Considering small variation of gate voltage δVG = VG−V (0)G and magnetic field δB = B−B(0) from an initial value V (0)G , B(0),
we have A¯ = A¯0+αφ0δVG/B and q¯ = q¯0+γδVG. Defining φ = A¯0δB/φ0 and combining Eq. (S8) with Eqs. (S9)-(S10)-(S11),
we obtain the Eqs. (8)-(9)-(10) in the main text.
S3. INTERFEROMETER AT 1 < νB < 2(νB ≈ 2)
In the case the FPI consists of a single interfering edge and the bulk, the energy function E(AI , Nb) is
E(AI , Nb) =
K1
2
[
(AI − A¯)B/φ0
]2
+
Kb
2
(Nb+A¯B/φ0 +φ0b− q¯)2 +Keb
[
(AI − A¯)B/φ0
]
(Nb+A¯B/φ0 +φ0b− q¯). (S12)
Proceeding as before, we obtain in this case that
〈eimθ〉
e−2pi2m2ζ
=
N˜m
Z˜ := e
2pimiA¯B/φ0 ×
+∞∑
g=−∞
exp
[−F¯ (g +m∆) + 2piig(A¯B/φ0 + φ0b − q¯)]
+∞∑
g=−∞
exp
[−F¯ (g) + 2piig(A¯B/φ0 + φ0b − q¯)] , (S13)
with F¯ (g) given by Eq. (S7). The dominant term in the denominator Z˜ is g = 0; on the other hand the leading term of the
numerator N˜ depends on the value of ∆ [S1]. The n-th subleading term of the denominator Z˜ is given by g = ±n terms.
Therefore, we obtain from the Taylor expansion that
Z˜−1 ' 1− 2e−F¯ (1) cos [2pi(A¯B/φ0 + φ0b − q¯)]+ 4e−2F¯ (1) cos2 [2pi(A¯B/φ0 + φ0b − q¯)]+ . . . (S14)
30.96
0.92
0.88
0.84
0.80
0.76
0.72
0.68
0.0
0.0
1.0 2.0
1.0
2.0
αδVG
φ
0.000
0.008
0.016
0.024
0.032
0.040
0.048
0.056
u/α
0 2 4 6 8
v 0
2
4
6
−2
−4
−6
1 3 5 7
CD
AB
G1
G2
FIG. S1. Density plot of the backscattering probability R at 1 < νB < 2 for ∆ = 0.75 and the corresponding 2D Fourier transform. The
parameters are chosen as r1 = r2 = 0.9, γ = 2α and φ0b = 0.2 at temperature ζ = 0.01.
We now set ∆ = 0.75; our choice is motivated by the experimental setup in [S2]. In this case we can write the numerator as
N˜m=1
∣∣
∆=0.75
'e−F¯ (−1/4) exp [2pii (q¯ − φ0b)] + e−F¯ (3/4) exp(2piiA¯B/φ0) + . . . (S15)
N˜m=2
∣∣
∆=0.75
'e−F¯ (1/2) exp (4piiq¯ − φ0b) + e−F¯ (1/2) exp
[
2pii
(
A¯B/φ0 + q¯ − φ0b
)]
+ . . . (S16)
Combining Eq. (S14) with Eqs. (S15)-(S16), the oscillatory part of the resistance in terms of δVG and φ is
〈eiθ〉∣∣
∆=0.75
=A˜1 exp (2piiγδVG) + A˜2 exp [2pii(φ+ αδVG)] + A˜3 exp {2pii [−φ+ (2γ − α)δVG]} (S17)
〈e2iθ〉∣∣
∆=0.75
=B˜1 exp (4piiγδVG) + B˜2 exp {2pii [φ+ (α+ γ)δVG]}+ B˜3 exp {2pii [−φ+ (3γ − α)δVG]} (S18)
where |A˜i| > |A˜i+1| and |B˜i| ≥ |B˜i+1|, with i = 1, 2, . . . . Therefore, thanks to a partial screening of the edge-bulk interaction,
the resistance displays also AB component and higher harmonics other than the dominant CD term. From Eqs. (S17)-(S18), we
can identify the peaks of the 2D Fourier transform of R with vectors ~Gv1,v2 = v1 ~G1 + v2 ~G2 (see Fig.S1), with v1 ∈ Z and
different from zero, v2 ∈ Z, and with the two reciprocal lattice vectors now defined as
~G1 = (γ, 0) and ~G2 = (α− γ, 1) . (S19)
Fourier components ~G0,v2 show up in the experimental results [S2], while these are missing in our theoretical analysis so far.
The lack of the terms with v1 = 0 is caused by our assumption that the backscattering amplitudes r1,2 are independent of the
charge in the bulk. If we assume a linear dependence of ri ' ri,0 + cNb, we find that the additional frequency ~G0,v2 arise from
the direct term 〈|ri|2〉.
S4. PAIRING SCENARIOS
We now consider the model in the closed limit, with N1 ∈ Z representing the quantized charge in the interfering edge
mode. Despite its simplicity, our model in principle allows for electron pairing to occur, in case the mutual Coulomb repulsion
energetically favors such processes with changes of ∆Ni = 2 in one of the edges. We have identified two distinct mechanisms
that feature a sequence of transitions in the groundstate stability diagram of the closed system relevant for pairing. The first case
corresponds to scenario A of the main text, and is realized for K2 > K12 > K1 and K12 in the vicinity of the unstable point
of the quadratic form Eq.(1) in the main text. Without loss of generality, we neglect the bulk and set Keb = 0. The system
first undergoes a flux-induced charge re-distribution as (N1, N2) → (N1 − 1, N2 + 1) and as the flux is further increased, a
∆N1 = 2 transition followed by a redistribution (N1 − 1, N2 + 1) → (N1 + 1, N2), with the total charge increased only by
1e. In Fig. S3 we show the stability diagram containing the relevant groundstate sequence. The repulsion K12 > K12c needs to
have a minimal strength, depending on the precise value of φ02, to stabilize this groundstate sequence. As the coupling K12 is
further increased for K1 6= K2, additional transitions with increasing ∆N1 > 2 appear in the stability diagram, until the system
eventually becomes unstable. If K12 < K12c on the other hand, it is energetically more favourable to place a single additional
charge into N1 and to leave N2 unchanged, instead of adding two charges to N1 and redistributing charge afterwards. In the
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FIG. S2. FPI in the closed limit. In scenario A only the outer edge is contacted and the bulk is neglected. On the other side, both outer and
inner edges are contacted and the bulk plays an important role in scenario B.
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FIG. S3. Groundstate stability diagrams as a function of flux φ and the offset parameter φ02 for the closed interferometer. The groundstates
are differentiated by their charge configuration (N1, N2) in the inner and outer edge, respectively. (a) Corresponding to the pairing scenario A,
we take K2 = 2K1 and Λ = 1.35. The red arrow marks a flux-driven sequence of groundstate transitions that contains a charge redistribution
between the edges (open red circle) and a subsequent transition accompanied by ∆N1 = 2 (red disk). (b) The stability diagram for the pairing
scenario B with the charge configurations (N1, N2, Nb), where we set K1 = K2 = Kb, ∆ = 0.8 and Λ = 0.5. The red disk denots the flux
driven charge-redistribution transition involving a simultaneous change of N1 and N2 by 1 each, while the bulk charge changes by -2.
symmetric limit K2 = K1, K12c = K1, and hence the "pairing regime" K12 > K1 lies in the unstable regime.
For the second pairing mechanism in scenario B, the Coulomb repulsion Keb between edges and bulk is the relevant coupling.
We assume K1 = K2 = Kb and K1 > Keb > K12. As the flux is increased by one flux quantum, the number Nb of bulk
particles decreases by 2, typically in two separate groundstate transitions, while the edge charges increase by 1e each. The role
of Keb is to ‘synchronize’ these transitions as a function of the flux, such that (N1, N2, Nb)→ (N1 + 1, N2 + 1, Nb − 2). The
synchronization is eventually destroyed for some finite value of φ02, where now the sequence of transitions (N1, N2, Nb) →
(N1, N2 + 1, Nb − 1)→ (N1 + 1, N2 + 1, Nb − 2) takes place. The synchronization turns out to be stable for K1 6= K2.
S5. CONDUCTANCE IN THE CLOSED LIMIT
The conductance in the closed limit can be calculated via the fluctuation-dissipation theorem, δG = MβD˜, where D˜ is the
diffusion rate for motion of electrons inside or outside the interfering edge [S3]
D˜ =
∑
N1,N2,Nb
e−βE(N1,N2,Nb)
[
f(∆1+) + 1− f(−∆1−)
]∑
N1,N2,Nb
e−βE(N1,N2,Nb)
, ∆1± = E(N1 ± 1, N2, Nb)− E(N1, N2, Nb) (S20)
with f(x) = (1 + eβx)−1 denoting the Fermi distribution, M contains the tunneling matrix elements which we assume to be
constant for simplicity and ∆1± are the addiction/subtraction energies of one electron from the interfering edge mode. We present
in Fig. S4 the density plot of the conductance as a function of αδVG and φ obtained from Eq. (S20) for different values of the
couplings. We note that the slope of the lines of constant phase and the periodicities of the conductance coincide with the one
calculated in the open limit. Therefore, the results achieved in the open limit are valid also for the closed limit. Moreover, the
conductance is maxim/minimum when min(∆1+,∆
1
−), evaluated in the ground state configuration, is minimum/maxim, as it
can be seen from comparison of Fig. S4 with Fig. (4) in the main text. This is something expected, indeed the conductance is
big/small when we need a small/big amount of energy for adding, or subtracting, an electron.
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FIG. S4. Conductance in the closed limit as a function of αδVg and φ according to Eq. (S20) for the four different regions of the phase diagram.
We set γ = 4α, φ02 = 0.25, φ0b = 0.3 and β = 5.
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