We let Ω(r) be the axially symmetric bounded domains which satisfy some suitable conditions, then the ground-state solutions of the semilinear elliptic equation in Ω(r) are nonaxially symmetric and concentrative on one side. Furthermore, we prove the necessary and sufficient condition for the symmetry of ground-state solutions.
Introduction
Let N ≥ 2 and 2 < p < 2 * , where 2 * = 2N/(N − 2) for N ≥ 3 and 2 * = ∞ for N = 2. Consider the semilinear elliptic equation
where Ω is a domain in R N . When Ω is a bounded domain in R N being convex in the z i direction and symmetric with respect to the hyperplane {z i = 0}, the famous theorem by Gidas, Ni, and Nirenberg [6] (or see Han and Lin [7] ): if u is a positive solution of (1.1) belonging to C 2 (Ω) ∩ C(Ω), then u is axial symmetric in z i . However, the axially symmetry of positive solution generally fails if Ω is not convex in the z i direction. For instance, Dancer [5] , Byeon [2, 3] , and Jimbo [8] proved that (1.1) in axially symmetric dumbbell-type domain has nonaxially symmetric positive solutions. Wang and Wu [13] and Wu [15] showed the same result in a finite strip with hole. In this paper, we want to show that the symmetry and concentration behavior of ground-state solutions in axially symmetric bounded domains Ω(r) (will be defined later), where the domains Ω(r) are different from those of Dancer [5] , Byeon [2, 3] , Jimbo [8] , and are extensions of Wang and Wu [13] and Wu [15] . The definition of ground-state solution of (1.1) is stated as follows. Consider the energy functionals a, b, and J in H 1 0 (Ω),
It is well known that the solutions of (1.1) are the critical points of the energy functional J. Consider the minimax problem
where
4)
J(e) = 0 and e = 0. We call a non zero critical point u of J in H 1 0 (Ω) with J(u) = α Γ (Ω) a ground-state solution. It follows easily from the mountain pass theorem of Ambrosetti and Rabinowitz [1] that such a ground-state exists. We remark that the ground-state solutions of (1.1) can also be obtained by the Nehari minimization problem 5) where
Note that M 0 (Ω) contains every nonzero solution of (1.1) and α Γ (Ω) = α 0 (Ω) (see Willem [14] and Wang [12] ). Now, we consider the following assumptions of an axially symmetric unbounded domain Ω. For the generic point
only if (x,−y) ∈ Ω; (Ω2) Ω is separated by a y-symmetric bounded domain D, that is, there exist two disjoint subdomains Ω 1 and Ω 2 of Ω such that (x, y) ∈ Ω 2 if and only if (x,−y) ∈ Ω 1 , (1.1) in Ω(r), then either Ω
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Note that, if we take ε = (p/(p − 2))α 0 (Ω) and l = 0, then there exists an r 0 > 0 such that for r > r 0 , every ground-state solution of (1.1) in Ω(r) is not y-symmetric. Then, we have the following result. 
By Theorem 1.1, the ground-state solutions of (1.1) in Ω(r) are not y-symmetric for large r. In this motivation, we consider the positive ground-state solutions of the following equation:
where Θ is a y-symmetric bounded domain and the nonlinear term f is usually assumed to satisfy the following conditions:
f (t) = |t| p−2 t is a typical example. Under the conditions ( f 1) through ( f 3), the definition of ground-state solutions of (1.7) is similar to the minimax problem (1.3). Here, we modify the proof of Chern and Lin [4] to get the following results. ∈ {y = 0} ∩ Ω. In particular, either (∂v/∂y)(z) < 0 or (∂v/∂y)(z) > 0 for all z ∈ {y = 0} ∩ Ω.
Preliminaries
We define the y-symmetric domains and y-symmetric functions as follows. 
and
tains a convergent subsequence.
By Willem [14] , for any β ∈ R, a (PS) β -sequence in X(Ω) for J is bounded. Moreover, a (PS)-value β should be nonnegative. 
Now, we consider the Nehari minimization problem
Note that M(Ω) contains every nonzero solution of (1.1) in Ω, α X (Ω) > 0 and if u 0 ∈ M(Ω) achieves α X (Ω), then u 0 is a positive (or negative) solution of (1.1) in Ω (see [13, 14] ). Moreover, we have the following useful lemma, whose proof can be found in [13, Lemma 7] .
We denote
Remark 2.5. By the principle of symmetric criticality (see [11] ), we have every (PS) β -sequence in X(Ω) for J is a (PS) β -sequence in H 1 0 (Ω) for J.
Let Ω be any unbounded domain and ξ ∈ C ∞ ([0,∞)) such that 0 ≤ ξ ≤ 1 and
Then, we have the following results whose proof can be found in [15] . 
. J does not satisfy the (PS) αX (Ω) -condition in X(Ω) for J if and only if there exists a (PS) αX
(Ω) -sequence {u n } in X(Ω) for J such that {ξ n u n } is also a (PS) αX (Ω) -sequence in X(Ω) for J. Let Ω 1 Ω 2 , clearly α X (Ω 1 ) ≥ α X (Ω 2(i) equation (1.1) in Ω 1 does not admit any solution u 0 ∈ X(Ω 1 ) such that J(u 0 ) = α X (Ω 1 ); (ii) J does not satisfy the (PS) αX (Ω2) -condition.
Concentration behavior
We need the following results.
Proof. Since Ω(r) is a bounded domain for all r > 0, by Lemmas 2.8 and 2.9, we have α X (Ω(r)) is monotone decreasing as r is monotone increasing and α X (Ω(r)) > α X (Ω). Thus, there exists a d 0 ≥ α X (Ω) such that
there exists a c > 0 such that
for all n ∈ N. Thus, for each n ∈ N, there exists a sequence {r n } such that r n > 0 with r n ∞ as n → ∞ and
Then, η rn u n ∈ X(Ω). From (3.4), we obtain
By the routine computations, there exists a sequence
that is, s n η rn u n ∈ M(Ω(r n )) and
Let
Then, we have the following result. 
Proof. If not, there exist c > 0, l 0 ≥ 0, and (2.4) . Let v n = ξ n u n . We obtain
Since Ω is a y-symmetric domain in R N separated by a bounded domain, there exists a n 0 > l 0 such that v n = 0 in Ω(n 0 ) for n > 2n 0 , and Ω\Ω(n 0 ) = Ω 1 ∪ Ω 2 , where
. By (3.9), we obtain 
(3.13)
By (3.8), we have c i > 0 for i = 1,2. We have that 
Symmetry
Now, we begin to show the proof of Theorem 1.4. Let v be a ground-state solution of (1.7) in Θ and let z * = (x,−y) be the reflection point of z = (x, y) with respect to the hyperplane T := {y = 0}. First, we claim that either 
