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their characteristic functions
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Abstract
Application of the exact statistical inference frequently leads to a non-standard probability distributions of the consid-
ered estimators or test statistics. The exact distributions of many estimators and test statistics can be specified by their
characteristic functions. Typically, distribution of many estimators and test statistics can be structurally expressed as a
linear combination or product of independent random variables with known distributions and characteristic functions,
as is the case for many standard multivariate test criteria. The characteristic function represents complete charac-
terization of the distribution of the random variable. However, analytical inversion of the characteristic function,
if possible, frequently leads to a complicated and computationally rather strange expressions for the corresponding
distribution function (CDF/PDF) and the required quantiles. As an efficient alternative, here we advocate to use the
well-known method based on numerical inversion of the characteristic functions — a method which is, however, ig-
nored in popular statistical software packages. The applicability of the approach is illustrated by computing the exact
distribution of the Bartlett’s test statistic for testing homogeneity of variances in several normal populations and the
Wilks’s Λ-distribution used in multivariate hypothesis testing.
Keywords: multivariate test criteria, exact distribution, Bartlett’s test, Wilks’s Λ-distribution, characteristic function,
numerical inversion
2000 MSC: 62H10, 62E15
1. Introduction
In 1937, Bartlett proposed a testing procedure to test the hypothesis of equal variances of k normal populations. He
suggested an ingenious correction of the modified likelihood ratio based test statistic which under the null hypothesis
approximately follows the chi-squared distribution with ν = k − 1 degrees of freedom, even for small sample sizes,
see [1]. In fact, the Bartlett-type corrections (multiplying factors) are known to be effective and precise for various
approximate tests based on the asymptotic approximations for likelihood ratios for wide range of parameters (as e.g.
the number of normal populations k and the sample sizes ni for i = 1, . . . , k in testing the homogeneity of variances),
[2, 3]. However, detailed comparison with the exact distribution is still desirable.
In general, application of the exact statistical inference leads to a non-standard probability distributions of the
considered estimators or test statistics which can be specified by their characteristic functions (CFs). Frequently,
distribution of many estimators and test statistics can be structurally expressed as a linear combination or product of
independent random variables with known characteristic functions, as is the case for many standard multivariate test
criteria, see, e.g., [4, 5]. In such cases, analytical expressions for the exact distributions are typically difficult to derive.
Hence, such distributions are usually approximated by using results of the asymptotic theory, see [6, 7], or other
available small sample approximation/correction methods, and frequently by using computer intensive simulation
methods.
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In this paper we advocate using numerical inversion of the known characteristic function as an efficient tool to
evaluate the required distribution — the probability density function (PDF), as well as the cumulative distribution
function (CDF), and the quantiles of such estimators or test statistics. The method based on numerical inversion is
convenient when the characteristic function is known apriori and is such that it can be easily evaluated by the available
algorithms, or if the statistic under consideration is a linear combination of independent random variables with known
and simple characteristic functions. In order to apply the method to products of independent random variables one
has to consider, first, the logarithm of the statistic and, subsequently, to transform the computed values to the original
scale (if required). Unfortunately, such numerical algorithms are not available in standard statistical software packages
(e.g. SAS, R, MATLAB).
For illustration (and as a gentle introduction to the problem) let us consider first the distribution of a quadratic form
Q = X′AX with X ∼ Nn(0,Σ), where Σ denotes the known covariance matrix and A denotes the known p.s.d. matrix
of the quadratic form, then
Q ∼
n∑
j=1
λ jQ j, (1)
where λ j are eigenvalues of AΣ and Q j ∼ χ21 are independent chi-square distributed random variables (RVs) with 1
degree of freedom. Hence, the characteristic function of Q, say cfQ(t), is given by
cfQ(t) =
n∏
j=1
cfQ j (λ jt) =
n∏
j=1
(
1 − 2iλ jt
)− 1
2
, (2)
where i =
√
−1 denotes the imaginary unit and cfQ j (t) = (1 − 2it)−
1
2 , for all j = 1, . . . , n, is CF of the chi-square
distribution with 1 degree of freedom. The cumulative distribution function of Q, say cdfQ(x) = Pr(Q ≤ x), is a non-
standard distribution (in general, the closed form expression is unknown), however, it can be evaluated numerically
from its CF, as it was suggested in [8, 9].
This can be naturally generalized for more complicated applications, e.g., based on Gaussian stochastic processes.
For example, let us consider the (asymptotic) distribution of the Crame´r-von Mises and the Anderson-Darling statis-
tics. These statistics belong to the class of quadratic goodness-of-fit test statistics based on the empirical distribution
function. By using the theory of stochastic processes, the asymptotic distributions are derived from the Karhunen-
Loe`ve representation of functionals of the Brownian bridge.
In particular, let Fˆn(x) denotes the empirical CDF based on n i.i.d. random variables X1, . . . , Xn from continuous
distribution F, i.e. X j ∼ F. Then, for n → ∞, the distribution of the Crame´r-von Mises statistic Wn converges to
the distribution of infinite sum of (weighted) independent chi-square distributed random variables with 1 degree of
freedom, i.e.
Wn = n
∫ ∞
−∞
(
Fˆn(x) − F(x)
)2
dF(x)
L−→ W∞ =
∫ 1
0
B2(t) dt ∼
∞∑
j=1
1
( jpi)2
Q j, (3)
where B(t) represents the Brownian bridge process and Q j ∼ χ21 are i.i.d. RVs. The exact distribution of W∞ is difficult
to derive and evaluate, however its characteristic function is rather simple,
cfW∞ (t) =
∞∏
j=1
cfQ j
(
t
( jpi)2
)
=
∞∏
j=1
(
1 − 2it
( jpi)2
)− 1
2
=
√√ √
2it
sin
(√
2it
) . (4)
Similarly, for n → ∞, the distribution of the Anderson-Darling statistic An converges to the distribution of infinite
sum of (weighted) independent chi-square distributed random variables with 1 degree of freedom, i.e.
An = n
∫ ∞
−∞
(
Fˆn(x) − F(x)
)2
F(x)(1 − F(x)) dF(x)
L−→ A∞ =
∫ 1
0
B2(t)
t(1 − t) dt ∼
∞∑
j=1
1
j( j + 1)
Q j, (5)
with its (rather simple) characteristic function given by
cfA∞(t) =
∞∏
j=1
cfQ j
(
t
j( j+1)
)
=
∞∏
j=1
(
1 − 2it
j( j+1)
)− 1
2
=
√
−2piit
cos
(
pi
2
√
1 + 8it
) . (6)
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For more details see [10, 11]. The distribution functions (PDF/CDF) of W∞ and A∞ can be evaluated numerically
from their respective CFs by using the proper numerical inversion algorithm.
The rest of the paper is organized as follows: In Section 2 we present the exact CF of the Bartlett’s χ2 test
statistic for testing homogeneity of variances of k normal populations. The exact CF of the Wilks’s Λ-distribution
is presented in Section 3 and the exact non-null CFs of selected related multivariate test criteria are presented in
Section 4. In Section 5 we introduce the Gil-Pelaez inversion and its implementation based on using the trapezoidal
rule. Applicability of the numerical inversion method is illustrated in Section 6, where the exact distribution is
compared with some known approximations. Discussion and concluding remarks are presented in Section 7.
2. Characteristic function of the Bartlett’s test statistic
Let Xl,1, . . . , Xl,nl (l = 1, . . . , k) represent independent random samples from k normal populations, where Xl, j ∼
N(µl, σ
2
l
) are independent normally distributed RVs with unknown means µl and unknown variances σ
2
l
for all l =
1, . . . , k and j = 1, . . . , nl. The Bartlett’s χ
2 test statistic (the corrected version of the log-likelihood based test statistic)
and its approximate null distribution for testing homogeneity of variances of k normal populations, i.e. the hypothesis
H0 : σ
2
1
= · · · = σ2
k
, is given by
χ2 =
ν log(S 2p) −
∑k
l=1 νl log(S
2
l
)
1 + 1
3(k−1)
(∑k
l=1
1
νl
− 1
ν
) ν→∞∼ χ2k−1, (7)
where νl = nl − 1, ν = ∑kl=1 νl = N − k with N = ∑kl=1 nl, with the sample variances S 2l = 1νl ∑nlj=1(Xl, j − X¯l)2, for
l = 1, . . . , k, and the pooled sample variance S 2p =
1
ν
∑k
l=1 νlS
2
l
, where X¯l =
∑nl
j=1
Xl, j.
The closed form expression for the exact distribution of the χ2 test statistic (7) is unknown, but its distribution can
be approximated by the asymptotic chi-square distribution with k − 1 degrees of freedom, see [1], for more precise
higher-order asymptotic approximations see [7]. However, the exact null distribution of the Bartlett’s χ2 test statistic
can be evaluated by numerical inversion of its CF.
The exact distribution of the Bartlett’s test statistic was studied (among others) by Glaser and Chao in [12, 13, 14].
They recognized that the null distribution of the likelihood ratio statistic (which is functionally related to the Bartlett’s
χ2 test statistic) is related to the distribution of a ratio of the weighted geometric mean and the arithmetic mean of
independent gamma distributed random variables. Based on that, they succeeded to derive the characteristic function
of the log-likelihood ratio test statistic. However, the subsequently derived expression for PDF of the considered test
statistic was expressed in a complicated and intractable form for practical purposes. In fact, they used the asymptotic
expansion of the derived cumulant generating function, in order to express the probability density function of the log-
likelihood ratio test statistic as an infinite linear combination of chi-square densities (with the coefficients depending
on the parameters and on the complicated double sums of Bernoulli polynomials).
Here we briefly recall the basic steps of deriving the exact CF of the Bartlett’s χ2 test statistic (7). Let Rw be a
ratio of the weighted geometric mean and the arithmetic mean,
Rw =
Gw
A
=
∏k
l=1 X
wl
l
1
k
∑k
l=1 Xl
, (8)
where wl are the weights, such that
∑k
l=1 wl = 1, and Xl ∼ Gamma(αl, β) are independent gamma distributed RVs
with the shape parameters αl for for l = 1, . . . , k and common scale (resp. rate) parameter β. Note that the ratio Rw
and the arithmetic mean A are mutually independent random variables and, moreover, Rw is scale invariant, i.e. the
distribution does not depend on the scale parameter β. Hence, the exact rth moment of Rw is given by
E
(
Rrw
)
= E


∏k
l=1 X
wl
l
1
k
∑k
l=1 Xl

r =
∏k
l=1 E
(
X
rwl
l
)
E
[(
1
k
∑k
l=1 Xl
)r] =
∏k
l=1 E
(
X
rwl
l
)
(
1
k
)r
E (Xr)
, (9)
with X =
∑k
l=1 Xl ∼ Gamma(
∑k
l=1 αl, β). Further, by using our knowledge about the rth moment of the gamma
distribution, i.e.
E (Yr) =
βrΓ(α + r)
Γ(α)
, (10)
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for Y ∼ Gamma(α, β), we directly get the expression for the rth moment of Rw,
E
(
Rrw
)
= kr
Γ
(∑k
l=1 αl
)
Γ
(∑k
l=1 αl + r
) k∏
l=1
Γ (αl + rwl)
Γ (αl)
. (11)
In general, for any log-transformed non-negativeRV, say Y = log(X), its CF can be derived from the formal expression
of the rth moment of X (if it exists and is well defined also for purely imaginary order, say r = it) by substituting the
order r with the complex variable it. In particular,
E (Xr) = E
(
er log(X)
)
⇒ E
(
eit log(X)
)
= cflog(X)(t) = cfY (t). (12)
By using (11) and (12) we get the expression for the characteristic function of W = log (Rw). In particular,
cfW (t) = k
it
Γ
(∑k
l=1 αl
)
Γ
(∑k
l=1 αl + it
) k∏
l=1
Γ (αl + iwlt)
Γ (αl)
. (13)
Now, let L denote the likelihood ratio based test statistic for testing homogeneity of variances in k normal popula-
tions with unequal sample sizes, which is the ratio of the weighted geometric mean and the weighted arithmetic mean
of the sample variances S 2
l
,
L =
∏k
l=1(S
2
l
)
νl
ν∑k
l=1
νl
ν
S 2
l
=
1
k∏k
l=1 w
wl
l
∏k
l=1 X
wl
l
1
k
∑k
l=1 Xl
=
1
cw
Rw, (14)
where cw = k
∏k
l=1 w
wl
l
and, under null-hypothesis H0, Rw is defined as in (8) with wl =
νl
ν
and Xl = νlS
2
l
H0∼ σ2χ2νl ≡
Gamma
(
νl
2
, 1
2σ2
)
for l = 1, . . . , k. Obviously, the Bartlett’s χ2 statistic (7) is related to the likelihood ratio based
statistic L given in (14),
χ2 = − ν
b
log(L) =
ν log(cw)
b
− ν
b
log(Rw) =
c
b
− ν
b
W, (15)
where b = 1 + 1
3(k−1)
(∑k
l=1
1
νl
− 1
ν
)
is the Bartlett’s correction factor and c = ν log(cw) = ν log(
k
ν
) +
∑k
l=1 νl log(νl).
Finally, by using the characteristic function of W derived in (13), with the parameters αl =
νl
2
and wl =
νl
ν
for
l = 1, . . . , k, we get the exact characteristic function of the Bartlett’s χ2 statistic (7),
cfχ2(t) = e
i c
b
tk−i
ν
b
t
Γ
(
ν
2
)
Γ
(
ν
2
− i ν
b
t
) k∏
l=1
Γ
(
νl
2
− i νl
b
t
)
Γ
(
νl
2
) . (16)
Under the alternative hypothesis HA, i.e. when σ
2
i
, σ2
j
for some i , j, the distribution of Rw specified in (14)
depends on Xl = νlS
2
l
HA∼ σ2
l
χ2νl ≡ Gamma
(
νl
2
, 1
2σ2
l
)
for l = 1, . . . , k (i.e. the independent gamma distributions of Xl
have different shape parameters as well as different scale parameters). The exact rth moment of Rw and the associated
non-null distribution characteristic function of χ2 test statistic is more complicated to derive, and hence, it is not
presented here. However, the exact non-null distribution moments of the related likelihood ratio test statistic for
testing sphericity of the multivariate distribution have been derived by Khatri and Srivastava in [15]. For more details
on the non-null characteristic functions and distributions of selected multivariate test criteria see Section 4.
3. Characteritic function of the Wilks’s test statistic
The Wilks’s test statistic is frequently used in multivariate hypothesis testing, especially with regard to different
likelihood-ratio tests and multivariate analysis of variance (MANOVA). Let E ∼ Wp(n,Σ) and H ∼ Wp(q,Σ) are in-
dependent p-dimensional Wishart matrices representing the residual errors and the hypothesis model sums of squares
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and products matrices, with the respective degrees of freedom n and q, such that n ≥ p, and a common covariance
matrix Σ. The Wilks’s Λ statistic and its exact null distribution is given by
Λ =
|E|
|E + H| ∼
p∏
j=1
B j ≡ Λ(p, n, q), (17)
where B j ∼ Beta
(
n− j+1
2
,
q
2
)
are independent RVs with beta distributions, with specific (different) parameters for j =
1, . . . , p, and by Λ(p, n, q) we denote the Wilks’s Lambda distribution with the parameters p, n, and q, see e.g. [7].
The exact Wilks’s Λ distribution with the parameters p (number of variates), n (error degrees of freedom), and q
(hypothesis degrees of freedom), have been broadly studied in statistical literature for specific parameters p, q as well
as for quite general situation with arbitrary parameters, see e.g. [16, 17, 18, 19, 20]. In particular, Wald and Brookner
in [16] gave an expansion of the exact CDF of log(Λ) from its CF by using the method of residues, expressed in
general as an infinite series expansion applicable for any grouping, Schatzoff in [17] considered the representation of
− log(Λ) as a sum of independently distributed beta random variables and derived the expressions for its distribution
(PDF/CDF) by taking successive convolutions. He showed how to compute numerical values of the coefficients in the
derived expressions (for both the density and distribution functions) by recursive computational techniques. Pillai and
Gupta in [18] derived explicit expressions for p = 3, . . . , 6. Mathai and Rathie in [19] derived the exact distribution by
using the technique based on the inverse Mellin transform. However, computational problems may arise in tabulating
the distributions when the latter are obtained as infinite series. One possibility for overcoming the problem of a slowly
convergent series is to expand the series at intermediate points, and so to approach the required percentage points by
a process of ’analytic continuation’. If the distribution can be shown to satisfy a differential equation, the latter may
provide a convenient tool for this process, as was suggested by Davis in [20].
However, the derived closed form expressions of the distribution functions are typically too complicated for prac-
tical purposes, especially for higher values of the parameters p and q, and thus frequently approximated by using the
well-known asymptotic approximation, −n log(Λ) n→∞∼ χ2pq, and/or its improved (corrected) versions, see [21] and
[22],
−n
(
1 − p − q + 1
2n
)
log(Λ)
n→∞∼ χ2pq, (18)
where χ2pq represents the chi-square distribution with pq degrees of freedom, or by using other known approximations,
see e.g. [23, 24, 25, 26, 27].
In any case, the exact distribution of the log-transformed statistic λ = − log(Λ) can be evaluated by numerical
inversion of its CF. In particular,
cfλ(t) = cflog(Λ)(−t) =
p∏
j=1
cflog(B j)(−t) =
p∏
j=1
Γ
(
n− j+1
2
− it
)
Γ
(
n− j+1
2
) Γ
(
n+q− j+1
2
)
Γ
(
n+q− j+1
2
− it
) , (19)
where cflog(B j)(t) denotes the CF of the log-transformed random variable Y j = log(B j) for j = 1, . . . , p.
The characteristic function (19) was derived by using (12) and the knowledge about the rth moment of the beta
distribution, i.e.
E (Br) =
r−1∏
j=0
α + j
α + β + j
=
Γ(α + r)
Γ(α)
Γ(α + β)
Γ(α + β + r)
, (20)
where B ∼ Beta (α, β).
One possible application of the test statistic (17) is related to the well-known likelihood ratio test (LRT) for the
equality of p-dimensional mean vectors µl of q normal distributions, Np(µl,Σ) for l = 1, . . . , q, when the common
covariance matrix Σ is assumed to be just positive-definite, but otherwise unstructured, see [7]. The null hypothesis
H0 : µ1 = · · · = µq can be tested based on q independent random samples Xl,1, . . . , Xl,nl with Xl, j ∼ Np(µl,Σ)
(l = 1, . . . , q, j = 1, . . . , nl), by the LRT test statistic
Λ =
|E|
|E + H|
H0∼ Λ(p, n − q, q − 1), (21)
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where n =
∑q
l=1
nl, E =
∑q
l=1
∑nl
j=1
(Xl, j − X¯l)(Xl, j − X¯l)′ ∼ Wp(n− q,Σ) and H = ∑ql=1(X¯l − X¯)(X¯l − X¯)′ ∼ Wp(q− 1,Σ),
with X¯l =
1
nl
∑nl
j=1
Xl, j and X¯ =
1
q
∑q
l=1
X¯l.
In [27], Coelho suggested similar test for cases where the common covariance matrix Σ is restricted by some
given structure, in particular the compound symmetry structure, i.e. Σ = ΣCS = (a − b)Ip + bJp for some (unknown)
parameters a > 0 and b such that − a
p−1 < b < a.
In such situation the null hypothesis is H0 : µ1 = · · · = µq with assuming Σ1 = · · · = Σq = ΣCS . Now, we get
E ∼ Wp(n − q,ΣCS ) and H ∼ Wp(q − 1,ΣCS ). Based on that, the suggested LRT statistic which has similar structure
as in (17) resp. (21) and its null distribution is given by
ΛCS =
a∗∗
11
(a∗∗)p−1
c∗∗
11
(c∗∗)p−1
H0∼ B1(B2)p−1, (22)
where a∗∗ = 1
p−1
∑p
i=2
a∗∗
ii
, c∗∗ = 1
p−1
∑p
i=2
c∗∗
ii
, with a∗∗
ii
and c∗∗
ii
denoting the diagonal elements of the matrices A∗∗ =
UEU ′ and C∗∗ = U(E + H)U ′, where E and H are defined as before and U denotes the (p × p)-dimensional Helmert
matrix, and finally, B1 ∼ Beta
(
n−q
2
,
q−1
2
)
and B2 ∼ Beta
(
(n−q)(p−1)
2
,
(q−1)(p−1)
2
)
denote two independent beta distributed
random variables.
Hence, by using (12), (20) and (22), we get the characteristic function of the log-transformed test statistic λCS =
− log(ΛCS ),
cfλCS (t) = cflog(B1)(−t) cflog(B2)(−(p − 1)t)
=
Γ
(
n−1
2
)
Γ
(
n−q
2
− it
)
Γ
(
n−q
2
)
Γ
(
n−1
2
− it
) Γ
(
(n−1)(p−1)
2
)
Γ
(
(n−q)(p−1)
2
− i(p − 1)t
)
Γ
(
(n−q)(p−1)
2
)
Γ
(
(n−1)(p−1)
2
− i(p − 1)t
) . (23)
The exact distribution of the log-transformed statistic λCS = − log(ΛCS ) can be evaluated by numerical inversion of
its CF. For more details on derivation of the test statistic and its characteristic function and alternative methods for
evaluating its distribution see [27].
4. Characteristic functions of the non-null distributions
In general, the exact non-null distributions of the multivariate test criteria are unknown or difficult to derive. As
noted in [4], a breakthrough in this field was possible to achieve by using special functions with matrix arguments,
in particular, by using the hypergeometric functions with matrix argument or the generalized functions, such as the
Meijer’s G-function or the Fox’s H-function, for more details see [28, 29, 30]. In particular, the generalized hyperge-
ometric function with matrix argument is defined by
pFq
(
a1, . . . , ap; b1, . . . , bq | X
)
=
∞∑
k=1
∑
κ
(a1)κ · · · (ap)κ
k!(b1)κ · · · (bq)κCκ(X) (24)
where p ≥ 0 and q ≥ 0 are integers, and X is n × n symmetric matrix with eigenvalues x1, x2, . . . , xn, κ = (κ1, κ2, . . .)
is a partition of k, (a)κ and (b)κ represent the generalized Pochhammer symbols, and Cκ(X) is the Jack function
— a symmetric, homogeneous polynomial of degree |κ| in the eigenvalues x1, x2, . . . , xn of X. For more details
and strategies for efficient computation of the generalized hypergeometric function see [31, 32]. Buttler and Wood
in [33, 34] suggested efficient Laplace approximations for two functions of matrix argument: the Type I confluent
hypergeometric function, 1F1 (a; b | X), and the Gauss hypergeometric function, 2F1 (a, b; c | X).
In special cases it is possible to evaluate the moments of the statistics under consideration. For example, see [4],
the rth moment of Wilks’s generalized variance |S |, where S is a non-central Wishart distribution with n degrees of
freedom and the parameters Σ (covariance matrix) and Ω (non-centrality matrix), S ∼ Wp(n,Σ,Ω), is
E (|S |r) = Γp(
n
2
+ r)
Γp(
n
2
)
|2Σ|r exp (− trace(Ω)) 1F1
(
n
2
+ r;
n
2
|Ω
)
, (25)
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where Γp(a) denotes the multivariate gamma function,
Γp(a) = pi
p(p−1)
2
p∏
j=1
Γ
(
a − j − 1
2
)
. (26)
By using (12), the characteristic function of W = − log(|S |) is
cfW (t) =
Γp(
n
2
− it)
Γp(
n
2
)
|2Σ|−it exp (− trace(Ω)) 1F1
(
n
2
− it; n
2
|Ω
)
, (27)
and hence, the required PDF/CDF/QF can be computed straightforwardly through numerical inversion of the CF (27).
In the normal theory of testing hypotheses on regression coefficients the Wilks’sΛ test criterion is specified in (17)
with the (p × p)-matrices H and E. In general, H has a non-central Wishart distribution with q degrees of freedom,
the covariance matrix Σ, and the matrix of non-centrality parameters Ω = 1
2
MM′Σ−1, where M = E(X) is the true
expectation of X (if the null hypothesis is not true), where X is such that H = XX′, i.e. H ∼ Wp(q,Σ,Ω). The matrix
E has a central Wishart distribution with n degrees of freedom and a common covariance matrix Σ, E ∼ Wp(n,Σ).
Then, the non-null characteristic function of λ = − log(Λ), derived from the rth non-null moment ofΛ, as specified
in [35], is
cfλ(t) =
Γp
(
n
2
− it
)
Γp
(
n
2
) Γp
(
n+q
2
)
Γp
(
n+q
2
− it
) 1F1 (−it; n + q
2
− it | −Ω
)
. (28)
Note that under the null hypothesis, i.e. if Ω = 0, the characteristic function (28) coincides with (19). For more details
see also [30, 34].
Similarly the test criterion for testing equality of covariances of two p-dimensional multivariate normal popula-
tions of size N1 and N2, based on the test statistic
Λ2 =
|A1|
n1
n |A2|
n2
n
|A1 + A2| , (29)
where n1 = N1−1, n2 = N2−1, n = n1+n1, A1 = ∑N1i=1(Xi− X¯)(Xi− X¯)′ and A2 = ∑N2i=1(Yi− Y¯)(Yi− Y¯)′. The non-central
distribution of Λ2 under HA : Σ1 , Σ2 is determined by the parameters p, n1, n2 and the eigenvalues δ1, . . . , δp of the
matrix ∆ = Σ1Σ
−1
2
. In particular, the non-null characteristic function of λ2 = − log(Λ2) derived from the rth non-null
moment of Λ2, as specified in [35], is
cfλ2(t) =
Γp
(
n
2
)
Γp
(
n
2
(1 − 2it
n
)
) Γp
(
n1
2
(1 − 2it
n
)
)
Γp
(
n1
2
) Γp
(
n2
2
(1 − 2it
n
)
)
Γp
(
n2
2
) |∆|− n1itn 2F1
(
−it, n1
2
(
1 − 2it
n
)
;
n
2
(
1 − 2it
n
)
| Ip − ∆
)
. (30)
The required PDF/CDF/QF of the non-null distributions can be computed by numerical inversion of their CFs, (27)
(28) and (30), by using algorithms for computing the generalized hypergeometric functions with matrix argument,
e.g., as suggested in [32], or by using suitable approximations, see e.g. [33]. In fact, evaluation of the generalized
hypergeometric functions with matrix argument is still a big challenge and numerical precision and efficiency of the
computation strongly depends on the quality of the available algorithms.
In general, once the non-null distribution moments of the considered multivariate test statistic are available the
characteristic function of the log-transformed statistic can be derived and the numerical inversion of the CF can be
applied to evaluate the exact PDF/CDF and the quantiles. The non-null moments of the multivariate test criteria
have been broadly discussed in statistical literature, for more particular cases see e.g. [7, 15, 4, 35]. However, for
many important test criteria the characteristic functions or the non-null moments are still not available or difficult to
compute. These are open problems for further research.
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5. Methods and algorithms for numerical inversion of the characteristic functions
Let Y denotes the continuous univariate RV with its PDF pdfY (y). Recall that the CF of the distribution of Y, given
by the Fourier transform of its PDF, is defined as
cfY (t) = F
(
pdfY (·)
)
(t) = E
[
eitY
]
=
∫ ∞
−∞
eity pdfY (y) dy. (31)
Conversely, the PDF of Y is the inverse Fourier transform of its CF,
pdfY (y) = F −1
(
cfY (·)
)
(y) =
1
2pi
∫ ∞
−∞
e−ity cfY (t) dt =
1
pi
∫ ∞
0
ℜ
(
e−ity cfY (t)
)
dt, (32)
where ℜ(z) denotes the real part of z. Further, CDF of Y can be computed from the analytic CF via the Hilbert
transform,
cdfY (y) = F
(
1(−∞,y) pdfY(·)
)
(0) =
1
2
− i
2
H
(
e−iy· cfY (·)
)
(0), (33)
for more details see, e.g., [36].
Computing the (inverse) Fourier transform numerically is a well-known problem, frequently connected with the
problem of computing integrals of highly oscillatory (complex) functions. The problem was studied for a long time
in general, but also with focus on specific applications, see, e.g., [37, 38, 39, 40, 41, 42]. In particular, the methods
suggested for inverting the characteristic function for obtaining the probability distribution function include [43, 44,
45, 46, 47].
If CF is absolutely integrable over (−∞,∞), Gil-Pelaez in [48] derived the inversion formula which require inte-
gration of a real-valued function, only. In particular,
cdfY (y) =
1
2
− 1
2pi
∫ ∞
0
e−ity cfY (t) − eity cfY (−t)
it
dt =
1
2
− 1
pi
∫ ∞
0
ℑ
(
e−ity cfY (t)
t
)
dt, (34)
where ℑ(z) denotes the imaginary part of z. The Gil-Pelaez inversion formulae can be evaluated by using a simple
trapezoidal rule:
pdfY (y) ≈
δt
pi
N∑
j=0
w jℜ
(
e−it jy cfY (t j)
)
, (35)
cdfY (y) ≈ 1
2
− δt
pi
N∑
j=0
w jℑ
(
e−it jy cfY (t j)
t j
)
, (36)
where
• N is sufficiently large integer,
• the optimum discretization step is δt =
2pi
B−A , where (A, B) is the domain of Y,
• if not known explicitly or the distribution limits are infinite, (A, B) can be approximated by a sufficiently large
interval covering large part of the distribution domain, e.g., by using the six-sigma-rule: (A, B) = mean(Y) ∓
6 std(Y),
• w j, j = 0, . . . , N, are the quadrature weights (w0 = wN =
1
2
, otherwise w j = 1),
• t j, j = 0, . . . , N, are the equidistant nodes from (0, T ), where T = Nδt,
• The total approximation error (i.e. the truncation error and the discretization error) can be controlled by proper
selection of (A, B) used for setting the step δt =
2pi
B−A and selection of sufficiently large N, such that the integrand
in (31) is sufficiently small for large arguments t, i.e. | f (t)| < ε for all t > T .
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% Computing the exact distribution of the Bartlett's test statistic (7)
k = 15; % number of normal populations
nu l = [1 1 1 1 1 2 2 2 2 2 3 3 3 3 3]; % sample degrees of freedom
nu = sum(nu l); % total degrees of freedom
alpha{1} = nu l/2; % alpha l parameters
weight{1} = alpha{1}/sum(alpha{1}); % weights l
c = nu * log(k * prod(weight{1}.ˆweight{1})); % coefficient c
b = 1 + 1/(3*(k-1))*(sum(1./nu l) - 1/nu); % Bartlett's correction b
shift = c/b;
coef = -nu/b;
% Characteristic function of the Bartlett's test statistic (16)
cf logR = @(t) cf LogRV MeansRatioW(t,k,alpha,weight,coef);
cf = @(t) exp(1i*t*shift) .* cf logR(t);
% Evaluate the distribution function by using the algorithm cf2DistGP
x = linspace(0,40);
prob = [0.9 0.95 0.99];
options.xMin = 0;
result = cf2DistGP(cf,x,prob,options);
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Figure 1: (a) MATLAB code used to evaluate the characteristic function and the distribution functions (PDF/CDF) of the Bartlett’s test statistic
(7). (b) Plots of the characteristic function (CF) with its real (blue) and imaginary part (red), probability density function (PDF) and the cumulative
distribution function (CDF) of the Bartlett’s test statistic for testing homogeneity of k = 15 normal populations with unequal sample sized specified
by the parameters (degrees of freedom) νl, l = 1, . . . , k.
However, numerical algorithms for computing the distribution function by numerical inversion from the charac-
teristic function are still missing in the standard statistical packages, like e.g. SAS, R and/or MATLAB.
In order to illustrate the suggested approach, a possible alternative is to use the characteristic functions toolbox
developed by the author and available at GitHub, see [49]. CharFunTool is a (still growing) MATLAB repository of
characteristic functions and tools for their combinations and numerical inversion. The toolbox comprises different in-
version algorithms, including those based on simple trapezoidal quadrature rule for computing the integrals defined by
the Gil-Pelaez formulae, and/or based on using the fast Fourier transform (FFT) algorithm for computing the Fourier
transform integrals, see e.g. [50, 51, 52], as well as the algorithm for computing non-negative continuous distributions
by using the method suggested by Bakhvalov and Vasileva in [53]. The method was suggested for computing the os-
cillatory Fourier integrals based on approximation of the integrand function by the Fourier-Legendre series expansion,
and observation that Fourier transform of the Legendre polynomials is related to the Bessel J functions. For more
details see also [54].
6. Numerical examples
Here we illustrate the suggested approach for evaluation of the distribution (PDF/CDF) of selected test statistic
by numerical inversion of their characteristic functions we present two simple examples computed by the tools and
algorithms available at the MATLAB toolbox CharFunTool, see [49]. For more details and examples we recommend
to check the CharFunToolweb page and taking a look at the algorithm help files and the Examples collection.
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6.1. Computing the exact distribution of the Bartlett’s test statistic
Let us consider the exact distribution of the Bartlett’s test statistic for testing homogeneity of variances of k normal
populations with unequal sample sizes, given by (7) and specified by its characteristic function (16). Let us consider
the following specific parameters:
• k = 15, number of normal populations;
• νl ∈ {1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 3, 3, 3, 3, 3}, samples degrees of freedom νl, l = 1, . . . , k, with the total sum of the
degrees of freedom ν =
∑k
l=1 νl = 30.
Hence, the Bartlett’s correction factor is b = 1 + 1
3(k−1)
(∑k
l=1
1
νl
− 1
ν
)
= 1.2175 and the coefficient c = ν log( k
ν
) +∑k
l=1 νl log(νl) = 2.6162. The MATLAB code to evaluate the characteristic function and the exact distribution
functions of the Bartlett’s test statistic is presented in Figure 1, together with the plotted graphs of the computed
CF/PDF/CDF.
For specified probabilities 0.9, 0.95 and 0.99 the exact computed quantiles are q0.9 = 20.3969, q0.95 = 22.8508,
and q0.99 = 27.9221, respectively. On the other hand, the approximate quantiles, computed from the approximate χ
2
k−1
distribution with k = 15, as specified in (7), are q˜0.9 = 21.0641, q˜0.95 = 23.6848, and q˜0.99 = 29.1412, respectively.
6.2. Computing the exact distribution of the log-transformed Wilks’s test statistic
Here we consider and compare the exact distributions of the log-transformed LRT statistics, λ = − log(Λ), for
testing equality of the mean vectors of q normal populations, when the common covariance matrix is assumed to be
unstructured (just positive-definite) and when the common covariance matrix is assumed to have given structure, in
particular the compound symmetry structure. Let us consider the following specific parameters:
• p = 10, dimension of the normal populations;
• q = 7, number of normal populations;
• n = 30, total number of samples.
The MATLAB code to evaluate the characteristic functions and the exact distribution functions (PDF/CDF) of the test
statistics λ = − log(Λ) under both assumed covariance structures is presented in Figure 2 together with the plotted
graphs of the computed CF/PDF/CDF.
Notice the apparent difference of the null distributions of the log-transformed LRT statistics for testing equality
of mean vectors of the q normal populations, with otherwise equal parameters, when the assumed structure of the
common covariance matrix is different (unstructured vs. compound symmetry).
7. Conclusions
In general, evaluation of the exact distribution function based on numerical inversion of its characteristic function
is a convenient method when the characteristic function is known apriori and is such that it can be easily numerically
evaluated by the available algorithms or if the statistic under consideration is a linear combination of independent
random variables with known and simple characteristic functions.
In this paper we have presented several standard test statistics used in multivariate analysis for which the exact
null distribution is difficult to express analytically but its characteristic function is known and can be computed easily
in standard software packages. Frequently, such distribution functions are usually approximated by using results of
the asymptotic theory, or by using other available small sample approximation/correctionmethods, and frequently by
using computer intensive simulation methods. Here we advocate to use the method based on numerical inversion of
the characteristic functions. However, numerical algorithms for computing and combining more complicated charac-
teristic functions and for computing the distribution function by numerical inversion from the characteristic function
are still missing in the standard statistical packages, like e.g. SAS, R and/or MATLAB. As a possible alternative and a
starting point for further development here we present a MATLAB toolbox developed by the author and freely avail-
able at the GitHub, https://github.com/witkovsky/CharFunTool. Further research is necessary for deriving
the characteristic functions of the non-null distributions, efficient algorithms for computing the special functions (of
matrix and complex argument) required for evaluation of complicated characteristic functions, as well as development
of the more advanced algorithms (efficient and precise) for numerical inversion of the characteristic functions.
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% Exact distribution of the test statistic lambda = -log(Lambda) for testing equality of p-dimensional
% mean vectors of q normal distributions with common unstructured covariance matrix, see (21)
p = 10; % dimension of the normal populations
q = 7; % number of normal populations
n = 30; % total number of samples
% Characteristic function of the statistic lambda = -log(Lambda) with unstructured covariance matrix, (19)
cf UN = @(t) cf LogRV WilksLambda(t,p,n-q,q-1,-1);
% Evaluate the distribution of -log(Lambda) by using the cf2DistGP
x = linspace(0,6)';
prob = [0.9 0.95 0.99];
options.xMin = 0;
result UN = cf2DistGP(cf UN,x,prob,options);
% Exact distribution of the test statistic lambda CS = -log(Lambda CS) for testing equality of
% p-dimensional mean vectors of q normal distributions with common covariance matrix with compound
% symmetry structure, see (22)
% Characteristic function of the Wilks's test statistic with compound symmetry structure (23)
cf CS = @(t) cf LogRV Beta(t,(n-q)/2,(q-1)/2,-1) .* ...
cf LogRV Beta(t,(p-1)*(n-q)/2,(p-1)*(q-1)/2,-(p-1));
% Evaluate the distribution of -log(Lambda CS) by using the cf2DistGP
result CS = cf2DistGP(cf CS,x,prob,options);
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Figure 2: (a) MATLAB code used to evaluate the characteristic functions and the distribution functions (PDF/CDF) of the log-transformed Wilks’s
test statistics, see (21) when assuming the unstructured (UN) common covariance matrix, and (22) when assuming the compound symmetry (CS)
of the common covariance matrix. (b) Plots of the characteristic functions (CF), probability density functions (PDF) and the cumulative distribution
functions (CDF) of the log-transformed test statistics, λ = − log(Λ), with specified parameters (solid lines depict the functions for the assumed UN
covariance structure, dashed lines depict the functions for the assumed CS covariance structure).
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