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Abstract
A radio labeling of a graph G is a mapping f : V (G) → {0, 1, 2, . . .} such that |f(u) − f(v)| ≥
diam(G) + 1−d(u, v) for every pair of distinct vertices u, v of G, where diam(G) is the diameter of G
and d(u, v) the distance between u and v in G. The radio number of G is the smallest integer k such
that G has a radio labeling f with max{f(v) : v ∈ V (G)} = k. We give a necessary and sufficient
condition for a lower bound on the radio number of trees to be achieved, two other sufficient conditions
for the same bound to be achieved by a tree, and an upper bound on the radio number of trees. Using
these, we determine the radio number for three families of trees.
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AMS Subject Classification (2010): 05C78, 05C15
1 Introduction
In a graph model for the channel assignment problem, the transmitters are represented by the vertices of
a graph; two vertices are adjacent or at distance two apart in the graph if the corresponding transmitters
are very close or close to each other. Motivated by this problem Griggs and Yeh [9] introduced the
following distance-two labeling problem: An L(2, 1)-labeling of a graph G = (V (G), E(G)) is a function
f from the vertex set V (G) to the set of nonnegative integers such that |f(u) − f(v)| ≥ 2 if d(u, v) = 1
and |f(u)− f(v)| ≥ 1 if d(u, v) = 2, where d(u, v) is the distance between u and v in G. The span of f is
defined as max{f(u)−f(v) : u, v ∈ V (G)}, and the minimum span over all L(2, 1)-labelings of G is called
the λ-number of G, denoted by λ(G). The L(2, 1)-labeling and other distance-two labeling problems have
been studied by many researchers in the past two decades; see [5] and [22].
It has been observed that interference among transmitters may go beyond two levels. Motivated by
the channel assignment problem for FM radio stations, Chartrand et al. [7] introduced the following
radio labeling problem. Denote by diam(G) the diameter of G, that is, the maximum distance among all
pairs of vertices in G.
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Definition 1.1. A radio labeling of a graph G is a mapping f : V (G)→ {0, 1, 2, . . .} such that for every
pair of distinct vertices u, v of G,
d(u, v) + |f(u)− f(v)| ≥ diam(G) + 1.
The integer f(u) is called the label of u under f , and the span of f is defined as span(f) = max{|f(u)−
f(v)| : u, v ∈ V (G)}. The radio number of G is defined as
rn(G) := min
f
span(f)
with minimum over all radio labelings f of G. A radio labeling f of G is optimal if span(f) = rn(G).
Observe that any radio labeling should assign different labels to distinct vertices. Note also that any
optimal radio labeling must assign 0 to some vertex. In the case when diam(G) = 2 we have rn(G) = λ(G).
Determining the radio number of a graph is an interesting but challenging problem. So far the radio
number is known only for a handful families of graphs (see [6] for a survey). Chartrand et al. [7, 8, 23]
studied the radio labeling problem for paths and cycles, and this was continued by Liu and Zhu [17] who
gave the exact value of the radio number for paths and cycles. We emphasise that even in these innocent-
looking cases it was challenging to determine the radio number. In [15, 16], Liu and Xie discussed the
radio number for the square of paths and cycles. In [18, 19, 20], Vaidya and Bantva studied the radio
number for the total graph of paths, the strong product of P2 with Pn and linear cacti. In [2], Benson
et al. determined the radio number of all graphs of order n and diameter n − 2, where n ≥ 2 is an
integer. Bhatti et al. studied [3] the radio number of wheel-like graphs, while Cˇada et al. discussed [4] a
general version of radio labelings of distance graphs. In [14], Liu gave a lower bound on the radio number
for trees and presented a class of trees achieving this bound. In [13], Li et al. determined the radio
number for complete m-ary trees. In [10], Hala´sz and Tuza determined the radio number of internally
regular complete trees among other things. (A few distance-three labeling problems for such trees of even
diameters were studied in [11].) In spite of these efforts, the problem of determining the exact value of
the radio number for trees is still open, and it seems unlikely that a universal formula exists for all trees.
Inspired by the work in [13], in this paper we first give a necessary and sufficient condition for a
lower bound [14, Theorem 3] (see also Lemma 3.1) on the radio number of trees to be achieved (Theorem
3.2), together with an optimal radio labeling. We also give two sufficient conditions for this bound to be
achieved (Theorem 3.6) and obtain an upper bound on the radio number of trees (Theorem 3.7). These
results provide methodologies for obtaining the exact values of or upper bounds on the radio number
of trees, and using them we determine in Section 4 the radio number for three families of trees, namely
banana trees, firecracker trees, and caterpillars in which all vertices on the spine have the same degree.
Our result for caterpillars implies the result in [17] for paths. As concluding remarks, in Section 5 we
demonstrate that the results on the radio numbers of internally regular complete trees ([10, Theorem 1])
and complete m-ary trees for m ≥ 3 ([13, Theorem 2]) can be obtained by using our method.
2 Preliminaries
We follow [21] for graph-theoretic definition and notation. A tree is a connected graph that contains no
cycle. In [14] the weight of T from v ∈ V (T ) is defined as wT (v) =
∑
u∈V (T ) d(u, v) and the weight of
T as w(T ) = min{wT (v) : v ∈ V (T )}. A vertex v ∈ V (T ) is a weight centre [14] of T if wT (v) = w(T ).
Denote by W (T ) the set of weight centres of T . It was proved in [14, Lemma 2] that every tree T has
either one or two weight centres, and T has two weight centres, say, W (T ) = {w,w′}, if and only if w
2
and w′ are adjacent and T − ww′ consists of two equal-sized components. We view T as rooted at its
weight centre W (T ): if W (T ) = {w}, then T is rooted at w; if W (T ) = {w,w′} (where w and w′ are
adjacent), then T is rooted at w and w′ in the sense that both w and w′ are at level 0. In either case,
if in T the unique path from a weight centre to a vertex v 6∈ W (T ) passes through a vertex u (possibly
with u = v), then u is called an ancestor of v, and v is called a descendent of u. If v is a descendent of u
and is adjacent to u, then v is a child of u. Let u 6∈ W (T ) be adjacent to a weight centre. The subtree
induced by u and all its descendent is called a branch at u. Two branches are called different if they are
at two vertices adjacent to the same weight centre, and opposite if they are at two vertices adjacent to
different weight centres. Note that the latter case occurs only when T has two weight centres. Define
L(u) := min{d(u, x) : x ∈W (T )}, u ∈ V (T )
to indicate the level of u in T . Define the total level of T as
L(T ) :=
∑
u∈V (T )
L(u).
For any u, v ∈ V (T ), define
φ(u, v) := max{L(x) : x is a common ancestor of u and v}
δ(u, v) :=
{
1, if W (T ) = {w,w′} and Puv contains the edge ww′
0, otherwise.
Lemma 2.1. Let T be a tree with diameter d ≥ 2. Then for any u, v ∈ V (T ) the following hold:
(a) φ(u, v) ≥ 0;
(b) φ(u, v) = 0 if and only if u and v are in different or opposite branches;
(c) δ(u, v) = 1 if and only if T has two weight centres and u and v are in opposite branches;
(d) the distance d(u, v) in T between u and v can be expressed as
d(u, v) = L(u) + L(v)− 2φ(u, v) + δ(u, v). (1)
3 Radio number of trees
A radio labeling of T is an injective mapping f from V (T ) to the set of nonnegative integers; we can
always assume that f assigns 0 to some vertex. Thus f induces a linear order of the vertices of T , namely
V (T ) = {u0, u1, . . . , up−1} (where p = |V (T )|) defined by
0 = f(u0) < f(u1) < · · · < f(up−1) = span(f).
Define
ε(T ) :=
 1, if T has only one weight centre0, if T has two (adjacent) weight centres.
The following result is essentially the same as [14, Theorem 3], because when T has a unique weight
centre, say w, we have L(T ) = wT (w) = w(T ), and when T has two weight centres, say w and w
′,
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the number of vertices in each of the two components of T − ww′ is equal to p/2 ([14, Lemma 2]) and
L(T ) + p/2 = wT (w) = wT (w
′) = w(T ). However, we give a proof of Lemma 3.1 as it will be used in the
proof of Theorem 3.2 and subsequent discussion.
Lemma 3.1. ([14, Theorem 3]) Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ).
Then
rn(T ) ≥ (p− 1)(d+ ε)− 2L(T ) + ε. (2)
Proof It suffices to prove that any radio labeling of T has span no less than the right-hand side of (2).
Suppose that f is an arbitrary radio labeling of T . We order the vertices of T such that 0 = f(u0) <
f(u1) < f(u2) < · · · < f(up−1). Since f is a radio labeling, we have f(ui+1)−f(ui) ≥ (d+1)−d(ui, ui+1)
for 0 ≤ i ≤ p− 2. Summing up these p− 1 inequalities, we obtain
span(f) = f(up−1) ≥ (p− 1)(d+ 1)−
p−2∑
i=0
d(ui, ui+1). (3)
Case 1: T has one weight centre.
In this case, we have δ(ui, ui+1) = 0 for 0 ≤ i ≤ p − 2 by the definition of the function δ. Since T
has only one weight centre, u0 and up−1 cannot be the root (weight centre) of T simultaneously. Hence
L(u0) + L(up−1) ≥ 1. Thus, by (1) and Lemma 2.1(a),
p−2∑
i=0
d(ui, ui+1) =
p−2∑
i=0
(L(ui) + L(ui+1)− 2φ(ui, ui+1))
= 2L(T )− L(u0)− L(up−1)− 2
p−2∑
i=0
φ(ui, ui+1)
≤ 2L(T )− 1.
This together with (3) yields span(f) = f(up−1) ≥ (p− 1)(d+ 1)− 2L(T ) + 1.
Case 2: T has two weight centres.
By Lemma 2.1(a), we have φ(ui, ui+1) ≥ 0 for 0 ≤ i ≤ p − 2. We also have δ(ui, ui+1) ≤ 1 for
0 ≤ i ≤ p− 2. Since L(u0) ≥ 0 and L(up−1) ≥ 0, by (1) we then have
p−2∑
i=0
d(ui, ui+1) = 2L(T )− L(u0)− L(up−1)− 2
p−2∑
i=0
φ(ui, ui+1) +
p−2∑
i=0
δ(ui, ui+1)
≤ 2L(T ) + (p− 1).
Combining this with (3) we obtain span(f) = f(up−1) ≥ (p− 1)d− 2L(T ). 2
The next result gives a necessary and sufficient condition for the equality in (2) along with an optimal
radio labeling. It will be crucial for our subsequent discussion.
Theorem 3.2. Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ). Then
rn(T ) = (p− 1)(d+ ε)− 2L(T ) + ε (4)
holds if and only if there exists a linear order u0, u1, . . . , up−1 of the vertices of T such that
(a) u0 = w and up−1 ∈ N(w) when W (T ) = {w}, and {u0, up−1} = {w,w′} when W (T ) = {w,w′};
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(b) the distance d(ui, uj) between ui and uj in T satisfies
d(ui, uj) ≥
j−1∑
t=i
(L(ut) + L(ut+1))− (j − i)(d+ ε) + (d+ 1), 0 ≤ i < j ≤ p− 1. (5)
Moreover, under this condition the mapping f defined by
f(u0) = 0 (6)
f(ui+1) = f(ui)− L(ui+1)− L(ui) + (d+ ε), 0 ≤ i ≤ p− 2 (7)
is an optimal radio labeling of T .
We need some preparations in order to prove Theorem 3.2. Given a radio labeling f of a tree T , define
xi := f(ui+1)− f(ui) + L(ui+1) + L(ui)− (d+ ε), 0 ≤ i ≤ p− 2,
where p = |V (G)|, d = diam(T ) and ε = ε(T ) as before. Obviously, the values of xi’s rely on f .
Lemma 3.3. xi ≥ 2φ(ui, ui+1) and hence xi ≥ 0, 0 ≤ i < p− 1.
Proof By Lemma 2.1 and the definition of a radio labeling, we have xi ≥ d+ 1−d(ui, ui+1) +L(ui+1) +
L(ui)− (d+ ε) = 2φ(ui, ui+1) + (1− ε− δ(ui, ui+1)) ≥ 2φ(ui, ui+1). 2
Lemma 3.4. Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ). Let f be an injective
mapping from V (T ) to the set of nonnegative integers, and let u0, u1, . . . , up−1 be the vertices of T ordered
in such a way that 0 = f(u0) < f(u1) < · · · < f(up−1). Then f is a radio labeling of T if and only if for
any 0 ≤ i < j ≤ p− 1,
j−1∑
t=i
xt ≥ 2
j−1∑
t=i+1
L(ut) + 2φ(ui, uj)− δ(ui, uj)− (j − i)(d+ ε) + (d+ 1); (8)
that is,
j−1∑
t=i
xt ≥
j−1∑
t=i
(L(ut) + L(ut+1))− d(ui, uj)− (j − i)(d+ ε) + (d+ 1). (9)
Proof We have
j−1∑
t=i
xt =
j−1∑
t=i
(f(ut+1)− f(ut) + L(ut+1) + L(ut)− (d+ ε))
= f(uj)− f(ui) + 2
j−1∑
t=i+1
L(ut) + L(ui) + L(uj)− (j − i)(d+ ε). (10)
Thus, if f is a radio labeling of T , then by (1), for any i, j with 0 ≤ i < j ≤ p− 1,
j−1∑
t=i
xt ≥ d+ 1− d(ui, uj) + 2
j−1∑
t=i+1
L(ut) + L(ui) + L(uj)− (j − i)(d+ ε)
= 2
j−1∑
t=i+1
L(ut) + 2φ(ui, uj)− δ(ui, uj)− (j − i)(d+ ε) + (d+ 1).
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Conversely, if f satisfies (8), then by (10) and (1) and the definition of xt,
f(uj)− f(ui) =
j−1∑
t=i
(f(ut+1)− f(ut))
=
j−1∑
t=i
(xt − L(ut)− L(ut+1) + (d+ ε))
=
j−1∑
t=i
xt − 2
j−1∑
t=i+1
L(ut)− L(ui)− L(uj) + (j − i)(d+ ε)
≥ d+ 1− (L(ui) + L(uj)− 2φ(ui, uj) + δ(ui, uj))
= d+ 1− d(ui, uj)
and hence f is a radio labeling of T . 2
Proof of Theorem 3.2 Necessity: Suppose that (4) holds. Let f be an optimal labeling of T with
the corresponding ordering of vertices given by 0 = f(u0) < f(u1) < f(u2) < · · · < f(up−1). Then
span(f) = rn(T ) = (p−1)(d+ε)−2L(T )+ε. Thus from the proof of Lemma 3.1 all inequalities there for
f must be equalities. More explicitly, we have f(ui+1)− f(ui) = (d+ 1)− d(ui, ui+1) for 0 ≤ i ≤ p− 2,
and (i) if T has a unique weight centre, then L(u0) + L(up−1) = 1 and φ(ui, ui+1) = 0 for 0 ≤ i ≤ p− 2,
and (ii) if T has two weight centres, then L(u0) = L(up−1) = 0 (that is, {u0, up−1} = {w,w′}) and
φ(ui, ui+1) = 0, δ(ui, ui+1) = 1 for 0 ≤ i ≤ p − 2. In the former case, we may assume without
loss of generality that L(u0) = 0 and L(up−1) = 1 (that is, u0 = w and up−1 is adjacent to w),
because the mapping span(f)− f is also an optimal radio labeling of T . In either case, by (1), we have
f(ui+1)− f(ui) = (d+ ε)−L(ui+1)−L(ui), that is, xi = 0, for 0 ≤ i ≤ p− 2. Since f is a radio labeling,
it satisfies (9). So the right-hand side of (9) must be non-positive and (5) follows.
Sufficiency: Suppose that a linear order u0, u1, . . . , up−1 of the vertices of T satisfies (5), and f is
defined by (6) and (7). By Lemma 3.1 it suffices to prove that f is a radio labeling of T and span(f) =
(p− 1)(d+ ε)− 2L(T ) + ε.
In fact, since T has diameter d, we have L(ui) + L(ui+1) < d+ ε for 0 ≤ i ≤ p− 2. Thus, by (6) and
(7), we have 0 = f(u0) < f(u1) < · · · < f(up−1). By (7), we have xi = 0 for 0 ≤ i ≤ p − 2. Thus, for
0 ≤ i < j ≤ p− 1, the left-hand side of (9) is equal to 0. On the other hand, by (5), the right-hand side
of the same equation is non-positive. Therefore, f satisfies (9) and so is a radio labeling of T . The span
of f is given by
span(f) = f(up−1)− f(u0)
=
p−2∑
i=0
(f(ui+1)− f(ui))
= (p− 1)(d+ ε)−
p−2∑
i=0
(L(ui+1) + L(ui))
= (p− 1)(d+ ε)− 2L(T ) + L(u0) + L(up−1)
= (p− 1)(d+ ε)− 2L(T ) + ε.
Therefore, rn(T ) ≤ (p−1)(d+ε)−2L(T )+ε. This together with (2) implies (4) and that f is an optimal
radio labeling of T . 2
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Remark 3.5. In general, it seems difficult to decide whether a general tree satisfies the conditions in
Theorem 3.2, and if it satisfies these conditions how we can find the linear order meeting (a)-(b) in
Theorem 3.2. Nevertheless, these may be achieved for some special families of trees such as the ones in
the next section.
Consider the following properties:
(Ai) ui and ui+1 are in different branches when W (T ) = {w} and in opposite branches when W (T ) =
{w,w′};
(Bi) L(ui) ≤ (d+ 1)/2 when W (T ) = {w}, and L(ui) ≤ (d− 1)/2 when W (T ) = {w,w′};
(Cij) φ(ui, uj) ≤ (j − i − 1)((d + ε)/2) −
∑j−1
t=i+1 L(ut) − ((1 − ε)/2) if ui and uj are in the same
branch.
It can be verified that any linear order u0, u1, . . . , up−1 that satisfies (a)-(b) in Theorem 3.2 also
satisfies (Ai) for 0 ≤ i ≤ p − 2, (Bi) for 0 ≤ i ≤ p − 1 and (Cij) for 1 ≤ i < j ≤ p − 1. In fact, one can
show (Ai) by taking j = i+1 in (5) and using Lemma 2.1. Clearly, (B0) and (Bp−1) hold. For 1 ≤ i ≤ p−2,
by applying (5) to d(ui−1, ui+1) and noting φ(ui−1, ui+1) ≥ 0, we obtain L(ui) ≤ L(ui) +φ(ui−1, ui+1) ≤
(d + 1)/2 if W (T ) = {w} and L(ui) ≤ L(ui) + φ(ui−1, ui+1) ≤ (d − 1)/2 if W (T ) = {w,w′}, and hence
(Bi) holds. Using (1) and (5), one can show that (Cij) holds for 1 ≤ i < j ≤ p− 1.
Inspired by the properties above, one may try to test whether the vertices of a given tree T can be
ordered in such a way that (a) and (b) in Theorem 3.2 are satisfied, and to produce such a linear order
if it exists, by using the following procedure:
(i) Set u0 = w.
(ii) Choose up−1 ∈ N(w) if W (T ) = {w} and up−1 = w′ if W (T ) = {w,w′}.
(iii) Choose a vertex u1 (in any branch) other than u0 and up−1 such that property (B1) is respected.
(iv) In general, suppose that u0, u1, . . . , ut have been put in order such that (Ai) holds for 0 ≤
i ≤ t − 1, (Bi) holds for 0 ≤ i ≤ t, and (Cij) holds for 1 ≤ i < j ≤ t. If t = p − 2, stop and
output the linear order u0, u1, . . . , up−1. If t < p − 2, choose ut+1 from V (T ) \ {u0, u1, . . . , ut, up−1}
such that (At), (Bt+1) and (Ci,t+1), 1 ≤ i < t + 1 are respected, and continue the process with the
longer sequence u0, u1, . . . , ut, ut+1, if such a vertex ut+1 exists. (It can be verified that (Ci,t+1) holds
if L(ut+1) + L(ui) <
∑t
k=i+1(d + ε − 2L(uk)) + ε. So it suffices to ensure that (Ci,t+1) is respected for
those i such that L(ut+1) + L(ui) ≥
∑t
k=i+1(d + ε − 2L(uk)) + ε.) If no such a vertex ut+1 exists, one
may try to choose a different ui for some i ≤ t and run the procedure for the sequence u0, u1, . . . , ui.
It can be proved that, if we terminate with t = p− 2, then the linear order u0, u1, . . . , up−1 produced
above satisfies (a) and (b) in Theorem 3.2 and therefore the radio number of T is given by (4).
Obviously, the procedure above is not an algorithm, but it can be easily modified to give an enumer-
ative algorithm by considering all possible choices for ut+1 in each iteration. Though this algorithm is
likely to be exponential in general (as it requires enumeration of a large number of possibilities), it may
be efficient for some families of trees with special structures or small orders.
We now present two sets of sufficient conditions for (4) to hold. These conditions are easier to verify
than (5) in some cases and will be used in the next section.
Theorem 3.6. Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ). Suppose that there
exists a linear order u0, u1, . . . , up−1 of the vertices of T such that
(a) u0 = w and up−1 ∈ N(w) when W (T ) = {w}, and {u0, up−1} = {w,w′} when W (T ) = {w,w′};
(b) ui and ui+1 are in different branches if W (T ) = {w} and in opposite branches if W (T ) = {w,w′},
0 ≤ i ≤ p− 2;
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and one of the following holds:
(c) min{d(ui, ui+1), d(ui+1, ui+2)} ≤ (d+ 1− ε)/2, 0 ≤ i ≤ p− 3;
(d) d(ui, ui+1) ≤ (d+ 1 + ε)/2, 0 ≤ i ≤ p− 2.
Then rn(T ) is given by (4) and f defined in (6)-(7) is an optimal radio labeling of T .
Proof It suffices to prove that the linear order u0, u1, . . . , up−1 satisfies (5). Denote by Si,j the right-hand
side of (5) with respect to this order. In view of (1), we may assume j − i ≥ 2.
Case 1: W (T ) = {w}.
Suppose (a), (b) and (c) hold. If j ≥ i + 4, then min{L(ut) + L(ut+1) : i ≤ t ≤ j − 1} ≤ d/2
and max{L(ut) + L(ut+1) : i ≤ t ≤ j − 1} = d as min{d(ui, ui+1), d(ui+1, ui+2)} ≤ d/2. Hence Si,j ≤
((j − i)/2) (d/2 + d) − 3(d + 1) ≤ 2 (3d/2) − 3d − 3 = −3 < d(ui, uj). If j = i + 3, then either (i)
d(ui, ui+1) ≤ d/2, d(ui+1, ui+2) > d/2 and d(ui+2, ui+3) ≤ d/2, or (ii) d(ui, ui+1) > d/2, d(ui+1, ui+2) ≤
d/2 and d(ui+2, ui+3) > d/2. In case (i), we have L(ui)+L(ui+1) ≤ d/2, d/2 < L(ui+1)+L(ui+2) ≤ d and
L(ui+2) +L(ui+3) ≤ d/2. Hence Si,j ≤ (d/2 + d+ d/2)− 2(d+ 1) = −2 < d(ui, uj). In case (ii), we have
d/2 < L(ui)+L(ui+1) < d, L(ui+1)+L(ui+2) ≤ d/2, d/2 < L(ui+2)+L(ui+3) ≤ d, and d(ui, ui+3) ≥ d/2
as ui and ui+3 are in different branches. Hence Si,j ≤ (d+ d/2 + d) − 2(d + 1) = d/2 − 2 < d(ui, uj).
If j = i + 2, then either (i) d(ui, ui+1) ≤ d/2 and d(ui+1, ui+2) ≤ d/2, or (ii) d(ui, ui+1) ≤ d/2 and
d/2 < d(ui+1, ui+2) ≤ d. In case (i), we have L(ui) + L(ui+1) ≤ d/2 and L(ui+1) + L(ui+2) ≤ d/2, and
hence Si,j ≤ (d/2 + d/2) − (d + 1) = −1 < d(ui, uj). In case (ii), we have L(ui) + L(ui+1) ≤ d/2 and
L(ui+1) + L(ui+2) = d(ui+1, ui+2), and hence Si,j ≤ (d/2 + d(ui+1, ui+2)) − (d + 1) = d(ui+1, ui+2) −
(d/2− 1) < d(ui, uj).
Suppose (a), (b) and (d) hold. Then, for 0 ≤ i ≤ p−2, d(ui, ui+1) ≤ (d+1+ε)/2 and L(ui)+L(ui+2) ≤
(d+2)/2 as ui and ui+1 are in different branches. Hence Si,j ≤
∑j−1
t=i ((d+ 2)/2)−(j−i)(d+1)+(d+1) =
(d+ 1)− (j − i) (d/2) ≤ 1 ≤ d(ui, ui+1) as j − i ≥ 2.
Case 2: W (T ) = {w,w′}.
Suppose (a), (b) and (c) hold. If j ≥ i + 4, then min{L(ut) + L(ut+1) : i ≤ t ≤ j − 1} ≤ (d − 1)/2
and max{L(ut) + L(ut+1) : i ≤ t ≤ j − 1} = d− 1 as min{d(ui, ui+1), d(ui+1, ui+2)} ≤ (d+ 1/2). Hence
Si,j ≤ ((j − i)/2) ((d− 1)/2 + d− 1) − 4d + (d + 1) ≤ 2 (3(d− 1)/2) − 3d + 1 = −2 < d(ui, uj). If
j = i+ 3, then either (i) d(ui, ui+1) ≤ (d+ 1)/2, d/2 < d(ui+1, ui+2) ≤ d and d(ui+2, ui+3) ≤ (d+ 1)/2,
or (ii) (d + 1)/2 < d(ui, ui+1) ≤ d, d(ui+1, ui+2) ≤ d/2 and (d + 1)/2 < d(ui+2, ui+3) ≤ d. In case (i),
L(ui) + L(ui+1) ≤ (d− 1)/2, (d− 1)/2 < L(ui+1) + L(ui+2) ≤ d− 1 and L(ui+2) + L(ui+3) ≤ (d− 1)/2.
Hence Si,j ≤ ((d− 1)/2 + d− 1 + (d− 1)/2) − 3d + (d + 1) ≤ (2d− 2) − 2d + 1 = −1 < d(ui, uj).
In case (ii), (d + 1)/2 < d(ui, ui+1) ≤ d, d(ui+1, ui+2) ≤ (d + 1)/2 and (d + 1)/2 < d(ui+2, ui+3) ≤
d. Hence Si,j ≤ (d− 1 + (d− 1)/2 + d− 1) − 3d + (d + 1) ≤ (5(d− 1)/2) − 2d + 1 = (d − 3/2) <
d(ui, uj) as ui and uj are in opposite branches. If j = i + 2, then either (i) d(ui, ui+1) ≤ (d + 1)/2
and d(ui+1, ui+2) ≤ (d + 1)/2, or (ii) d(ui, ui+1) ≤ (d + 1)/2 and d(ui+1, ui+2) > (d + 1)/2. In the
former case, we have L(ui) + L(ui+1) ≤ (d − 1)/2 and L(ui+1) + L(ui+2) ≤ (d − 1)/2, and hence
Si,j ≤ ((d− 1)/2 + (d− 1)/2) − 2d + (d + 1) ≤ (d− 1) − d + 1 = 0 < d(ui, uj). In the latter case,
we have L(ui) + L(ui+1) ≤ (d − 1)/2 and (d − 1)/2 < L(ui+1) + L(ui+2) ≤ d − 1, and hence Si,j ≤
((d− 1)/2 + d(ui+1, ui+2)− 1)− 2d+ (d+ 1) ≤ d(ui+1, ui+2)− ((d+ 1)/2) < d(ui, uj).
Suppose (a), (b) and (d) hold. Then, for 0 ≤ i ≤ p−2, d(ui, ui+1) ≤ (d+1+ε)/2 and L(ui)+L(ui+1) ≤
(d− 1)/2 as ui and ui+1 are in opposite branches. Hence Si,j ≤
∑j−1
t=i ((d− 1)/2)− (j − i)d+ (d+ 1) =
(d+ 1)− (j − i) ((d+ 1)/2) ≤ 0 < d(ui, ui+1) as j − i ≥ 2. 2
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The proof of Theorems 3.2 and 3.6 implies the following result which will be used in the next section.
Theorem 3.7. Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ). Then, for any linear
order u0, u1, . . . , up−1 of the vertices of T satisfying (5), or (b) and one of (c) and (d) in Theorem 3.6, the
mapping f given by (6) and (7) is a radio labeling of T . Moreover, if in addition L(u0)+L(up−1) = k+1
when W (T ) = {w} and L(u0) + L(up−1) = k when W (T ) = {w,w′}, then
rn(T ) ≤ (p− 1)(d+ ε)− 2L(T ) + ε+ k (11)
and span(f) is equal to this upper bound.
4 Radio number for three families of trees
In this section we use Theorems 3.2, 3.6 and 3.7 to determine the radio number for three families of trees.
We continue to use the terminology and notation in the previous section.
4.1 Banana trees
A k-star is a tree consisting of k leaves and another vertex joined to all leaves by edges. We define the
(n, k)-banana tree, denoted by B(n, k), to be the tree obtained by joining one leaf of each of n copies
of a (k − 1)-star to a single root (which is distinct from all vertices in the k-stars). See Fig. 1 for an
illustration. It is clear that B(n, k) has diameter 6 and exactly one weight centre if n ≥ 2.
Theorem 4.1. Let n ≥ 5 and k ≥ 4 be integers. Then
rn(B(n, k)) = n(k + 6) + 1.
Proof The order and total level of B(n, k) are given by p = nk + 1 and L(B(n, k)) = 3n(k − 1)
respectively. Plugging these into (2), we obtain rn(B(n, k)) ≥ n(k+ 6) + 1. We now prove that this lower
bound is tight by giving a linear order of the vertices of B(n, k) satisfying (5).
Let wi1, w
i
2, . . . , w
i
k denote the vertices of the i
th copy of the (k−1)-star in B(n, k), where wi1 is the apex
vertex (centre) and wi2, . . . , w
i
k are the leaves. Without loss of generality we assume that w
1
k, w
2
k, . . . , w
n
k
are joined by edges to a common vertex w, which is the unique weight centre of B(n, k).
We give a linear order u0, u1, u2, . . . , up−1 of the vertices of B(n, k) as follows. We first set u0 = w.
Next, for 1 ≤ t ≤ p− 1, let
ut := w
i
j , where t = (j − 1)n+ i, 1 ≤ i ≤ n, 1 ≤ j ≤ k.
Note that up−1 = wnk is adjacent to w and for 1 ≤ i ≤ p− 2, ui and ui+1 are in different branches so that
φ(ui, ui+1) = 0.
Claim: The linear order u0, u1, . . . , up−1 above satisfies (5).
To prove this consider any two vertices ui, uj of B(n, k) with 0 ≤ i < j ≤ p − 1. Since the diameter
of B(n, k) is 6, the right-hand side of (5) is given by Si,j :=
∑j−1
t=i (L(ut) +L(ut+1)− 7) + 7. It is easy to
verify that (5) holds when i = 0. We assume i ≥ 1 in the sequel.
Case 1: 1 ≤ i < j ≤ n. We have d(ui, uj) = 4 and L(ut) = 2 for i ≤ t ≤ j. Hence Si,j = 7−3(j− i) ≤
4 = d(ui, uj).
Case 2: i ≤ n < j. We have L(ui) = 2 and L(ut) ≤ 3 for i < t ≤ j and hence Si,j ≤ 5− (j − i− 1).
If j − i < n, then Si,j ≤ 5 = d(ui, uj). If j − i ≥ n, then Si,j ≤ 1 ≤ d(ui, uj).
Case 3: n < i < j ≤ p − n − 1. We have L(ut) = 3 for i ≤ t ≤ j and hence Si,j = 7 − (j − i). If
j − i < n, then Si,j ≤ 6 = d(ui, uj). If j − i ≥ n, then Si,j ≤ 2 ≤ d(ui, uj).
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Case 4: i ≤ p−n−1 < j. We have L(ut) ≤ 3 for i ≤ t ≤ j−1 and L(uj) = 1, and so Si,j ≤ 4−(j−i−1).
If j − i < n, then Si,j ≤ 4 = d(ui, uj). If j − i ≥ n, then Si,j ≤ 0 < 2 ≤ d(ui, uj).
Case 5: p− n− 1 < i < j ≤ p− 1. We have L(ut) = 1 for i ≤ t ≤ j. Hence Si,j = 7− 5(j − i) ≤ 2 =
d(ui, uj).
So far we have proved the claim above. Therefore, by Theorem 3.2, we have rn(B(n, k)) = n(k+6)+1
and moreover the labeling given by (6)-(7) (applied to the current case) is an optimal radio labeling of
B(n, k). 2
The reader is referred to Fig. 1 for an illustration of naming, ordering and labeling of the vertices of
B(5, 4) by using the procedure in the proof of Theorem 4.1.
w/u /0
w /u /1921 6
w /u /51 1 w /u /82 2 w /u /113 3 w /u /144 4 w /u /175 5
w /u /2022 7 w /u /2123 8 w /u /2224 9 w /u  /2325 10
w /u  /2431 11 w /u  /2532 12 w /u  /2633 13 w /u  /2734 14 w /u  /2835 15
w /u  /3141 16 w /u  /3642 17 w /u  /4143 18 w /u  /4644 19 w /u  /5145 20
0
1 1 1 1 1
Figure 1: An optimal radio labeling of B(5, 4) together with the corresponding ordering of vertices.
4.2 Firecracker trees
We define the (n, k)-firecracker tree, denoted by F (n, k), to be the tree obtained by taking n copies of a
(k− 1)-star and identifying a leaf of each of them to a different vertex of a path of length n− 1 (see Fig.
2-3). It is clear that F (n, k) has one or two weight centres depending on whether n is odd or even.
Theorem 4.2. Let n, k ≥ 3 be integers. Denote ε = ε(F (n, k)), which is 1 if n is odd and 0 if n is even.
Then
rn(F (n, k)) =
(n2 + ε)k
2
+ 5n− 3. (12)
Proof F (n, k) has order p = nk, diameter d = n+ 3 and total level
L(F (n, k)) =

1
4
(
kn2 + (8k − 12)n− k) , if n is odd
1
4
(
kn2 + 6n(k − 2)) , if n is even.
Plugging these into (2), we obtain that the right-hand side of (12) is a lower bound for rn(F (n, k)). In
what follows we prove that this lower bound is tight by giving a linear order u0, u1, u2, . . . , up−1 of the
vertices of F (n, k) satisfying (5).
Let wi1, w
i
2, . . . , w
i
k denote the vertices of the i
th copy of the (k−1)-star in F (n, k), where wi1 is the apex
vertex (centre) and wi2, . . . , w
i
k are the leaves. Without loss of generality we assume that w
1
k, w
2
k, . . . , w
n
k
are identified to the vertices in the path of length n− 1 in the definition of F (n, k).
Case 1: n is odd. In this case, F (n, k) has only one weight centre, namely w = w
(n+1)/2
k . Set u0 = w.
For 1 ≤ t ≤ p− n, let
ut := w
i
j , where t =

jn, if i = (n+ 1)/2
(j − 1)n+ 2i− 1, if i < (n+ 1)/2
(j − 1)n+ 2 (i− n+12 ) , if i > (n+ 1)/2.
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For p− n+ 1 ≤ t ≤ p− 1, let
ut := w
i
j , where t =
 (j − 1)n− 2
(
i− n−12
)
+ 1, if i < (n+ 1)/2
(j − 1)n+ 2(n− i+ 1), if i > (n+ 1)/2.
Note that up−1 = w
(n+3)/2
k is adjacent to w and for 1 ≤ i ≤ p− 2, ui and ui+1 are in different branches
so that φ(ui, ui+1) = 0.
Claim 1: The linear order u0, u1, . . . , up−1 above satisfies (5).
In fact, for any two vertices ui, uj with 0 ≤ i < j ≤ p − 1, the right-hand side of (5) is Si,j :=∑j−1
t=i (L(ut) + L(ut+1)− (d+ 1)) + (d+ 1), where d = n+ 3 ≥ 6 is the diameter of F (n, k). If j = i+ 1
or i = 0, then it is straightforward to verify that (5) is satisfied. Note that, if j ≥ i + 3, then for at
least one t, L(ut) + L(ut+1) ≤ (d + 4)/2 and L(ut) + L(ut+1) ≤ (d + 6)/2 for all i ≤ t ≤ j − 1; hence
Si,j ≤ (j−i−1)((d+6)/2−(d+1))+(d+4)/2 ≤ 2((d+6)/2−(d+1))+(d+4)/2 = (−d+12)/2 ≤ d(ui, uj)
as d ≥ 6. Thus (5) is satisfied when j ≥ i+ 3. It remains to consider the case j = i+ 2 ≥ 3. In this case
we have Si,j = L(ui) + 2L(ui+1) + L(ui+2)− (d+ 1) and one can verify the following: If 1 ≤ i ≤ n− 2,
then Si,j = 0 < d(ui, uj) = 3; if n − 1 ≤ i ≤ n, then Si,j ≤ 3 < d(ui, uj); if n + 1 ≤ i ≤ p − n − 2,
then Si,j ≤ 4 < d(ui, uj); if i = p − n − 1, then Si,j = (−d + 8)/2 ≤ 1 < d(ui, uj); if i = p − n, then
Si,j = (−d + 2)/2 < 0 < d(ui, uj); if p − n + 1 ≤ i ≤ p − 3, then Si,j = −2 < d(ui, uj). This completes
the proof of the claim.
Case 2: n is even. In this case, F (n, k) has two weight centres, namely w = w
n/2
k and w
′ = wn/2+1k .
We set u0 = w
′ and up−1 = w. For 1 ≤ t ≤ p− n+ 1, let
ut := w
i
j , where t =
 (j − 1)n+ 2i− 1, if i ≤ n/2(j − 1)n+ 2 (i− n2 ) , if i > n/2.
For p− n+ 2 ≤ t ≤ p− 2, let
ut := w
i
j , where t =
 (j − 1)n+ 2i− 1, if i < n/2(j − 1)n+ 2 (i− 1− n2 ) , if i > n/2 + 1.
Note that up−1 = w
n/2
k is adjacent to w
′ and for 1 ≤ i ≤ p− 2, ui and ui+1 are in opposite branches
so that φ(ui, ui+1) = 0 and δ(ui, ui+1) = 1.
Claim 2: The linear order u0, u1, . . . , up−1 above satisfies (5).
In fact, for any two vertices ui, uj with 0 ≤ i < j ≤ p − 1, the right-hand side of (5) is Si,j :=∑j−1
t=i (L(ut) + L(ut+1)− d) + (d + 1), where d = n + 3 ≥ 6. If j = i + 1 or i = 0, then it is easy to
verify that (5) is satisfied. Note that, if j ≥ i + 3, then L(ut) + L(ut+1) ≤ (d + 3)/2 for i ≤ t ≤ j − 1
and hence Si,j ≤ (j − i)((d+ 3)/2− d) + (d+ 1) ≤ 3((d+ 3)/2− d) + (d+ 1) = −(d+ 11)/2 < d(ui, uj).
It remains to consider the case j = i + 2 ≥ 3. In this case Si,j = L(ui) + 2L(ui+1) + L(ui+2) − d + 1
and the following hold: If 1 ≤ i ≤ n − 2, then Si,j = −1 < 3 = d(ui, uj); if n − 1 ≤ i ≤ n, then
Si,j ≤ (3d− 1)/2− d+ 1 = (d+ 1)/2 ≤ d(ui, uj); if n+ 1 ≤ i ≤ p−n− 2, then Si,j = 3 < 5 ≤ d(ui, uj); if
i = p−n− 1, then Si,j = (d− 1)/2 = d(ui, uj); if i = p−n, then Si,j = (d− 7)/2 < (d− 3)/2 = d(ui, uj);
if p− n+ 1 ≤ i ≤ p− 3, then Si,j = −3 < d(ui, uj). This completes the proof of Claim 2.
In summary, in each case above we have defined a linear order u0, u1, . . . , up−1 of the vertices of
F (n, k) which satisfies (5). Therefore, by Theorem 3.2, rn(F (n, k)) is given by (4) which is exactly the
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right-hand side of (12) in the case of firecracker trees. The labeling given by (6)-(7) (applied to the
current situation) is an optimal radio labeling of F (n, k). 2
Fig. 2 and 3 give illustrations of naming, ordering and labeling of the vertices of F (5, 4) and F (6, 4),
respectively, by using the procedure in the proof of Theorem 4.2.
w /u /611
w /u /28612
w /u  /411113
w /u  /681814 w /u /1532
w /u /2453
w /u /1024
w /u /1945w /u /33822
w /u  /381032
w /u /30742
w /u  /35952
w /u  /461323
w /u  /511533
w /u  /431243
w /u  /481453
w /u  /571624
w /u /0034
w /u  /741944
w /u  /631754
1
1
1
1
1
Figure 2: An optimal radio labeling of F (5, 4) together with the corresponding ordering of vertices.
w /u /611
w /u /35712
w /u  /531313
w /u  /731914
w /u  /862124
w /u  /992334 w /u /0044
w /u  /792054
w /u  /922264w /u /1732
w /u /2853 w /u /1124
w /u /2245
w /u /3366
w /u  /601523
w /u  /671733 w /u  /561443
w /u  /631653
w /u  /701863
w /u / 42922
w /u  /491132 w /u /38842
w /u  /451052
w /u  /521262
1
1
1 1
1
1
Figure 3: An optimal radio labeling of F (6, 4) together with the corresponding ordering of vertices.
4.3 Caterpillars
A tree is called a caterpillar if the removal of all its degree-one vertices results in a path, called the spine.
Denote by C(n, k) the caterpillar in which the spine has length n− 3 and all vertices on the spine have
degree k, where n ≥ 3 and k ≥ 2. Note that ε(C(n, k)) = 1 when n is odd and ε(C(n, k)) = 0 when n is
even. Note also that C(n, 2) = Pn is the path with n vertices.
Theorem 4.3. Let n ≥ 4 and k ≥ 2 be integers. Denote ε = ε(C(n, k)). Then
rn(C(n, k)) =
1
2
(
(n− 2)2 + ε) (k − 1) + n− 1 + ε. (13)
In the special case when k = 2, Theorem 4.3 gives the following known result.
Corollary 4.4. ([17]) Let n ≥ 4 be an integer. Then
rn(Pn) =
{
2m2 + 2, if n = 2m+ 1
2m(m− 1) + 1, if n = 2m.
(14)
The radio number of C(n, k) for even n was considered in [12]. However, the formula in [12, Theorem
2.3] seems incorrect – it is bigger by one than the actual value of rn(C(n, k)) shown in (13). (We have
taken into account that the radio number defined in [12] is bigger than the usual definition by one.) For
example, rn(C(10, 4) = 105 as shown in Fig. 5, while [12, Theorem 2.3] gives 106.
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Proof of Theorem 4.3 C(n, k) has order p = n+ (n− 2)(k − 1), diameter d = n− 1 and total level
L(C(n, k)) =

(n2−5)(k−1)
4 + 1, if n = 2m+ 1
n(n−2)(k−1)
4 , if n = 2m.
Plugging these into (2), we obtain
rn(C(n, k)) ≥ 1
2
(
(n− 2)2 + ε) (k − 1) + n− 1. (15)
Denote by v2 . . . vn−1 the spine of C(n, k). Choose v1 and vn to be distinct degree-one vertices of C(n, k)
adjacent to v2 and vn−1, respectively. For each 2 ≤ i ≤ n−1, denote by vi,j , 1 ≤ j ≤ k−2 the neighbours
of vi not on the path v1v2 . . . vn−1vn.
Case 1: n = 2m+ 1 is odd.
In this case, C(n, k) has only one weight centre, namely vm+1, and so ε = 1. We first prove
rn(C(n, k)) ≤ 1
2
(
(n− 2)2 + 1) (k − 1) + n (16)
by using Theorem 3.7. To this end we define a linear order u0, u1, . . . , up−1 of the vertices of C(n, k)
as follows. Set u0 = vm, u1 = v2m, u2 = v1, u3 = vm+1, u4 = v2m+1 and up−1 = vm+2. Relabel the
remaining vertices on the spine by setting
ut = vi, where t =
{
2(m− i) + 3, if 2 ≤ i ≤ m− 1
2(2m− i+ 2), if m+ 3 ≤ i < 2m.
(17)
We obtain u5, . . . , un−2 in this way. Set
ut = vi,j , where t =
{
2m+ 2(k − 2)(i− 3) + 2j − 1, if 3 ≤ i ≤ m, 1 ≤ j ≤ k − 2
2m+ 2(k − 2)(i−m− 2) + 2(j − 1), if m+ 2 ≤ i ≤ 2m− 1, 1 ≤ j ≤ k − 2
to obtain un−1, . . . , up−3k+4. Finally, set
ut = vi,j , where t =

2m+ 2(k − 2)(m− 2) + 3j − 1, if i = 2, 1 ≤ j ≤ k − 2
2m+ 2(k − 2)(m− 2) + 3j − 2, if i = m+ 1, 1 ≤ j ≤ k − 2
2m+ 2(k − 2)(m− 2) + 3(j − 1), if i = 2m, 1 ≤ j ≤ k − 2
to obtain up−3k+5, . . . , up−1.
Claim 1: The linear order u0, u1, . . . , up−1 above satisfies condition (5).
In fact, denoting the right-hand side of (5) with respect to the order above by Si,j , we have Si,j =∑j−1
t=i (L(ut) +L(ut+1)−2m−1) + 2m+ 1. It is easy to verify that (5) is satisfied if j = i+ 1, or i = 0, or
i = p−1. If j ≥ i+3, then for 1 ≤ i < j ≤ n−2, ut with i ≤ t ≤ j−2 satisfies (b) and (c) in Theorem 3.6
and hence (5) is satisfied; for i ≤ n−2 < j or n−2 ≤ i < j ≤ p−3k+4, we have L(ut)+L(ut+1) ≤ m+2
for i ≤ t ≤ j−1 and hence Si,j ≤ (j− i)(m+2−(2m+1))+(2m+1) ≤ 3(−m+1)+(2m+1) = −m+4 ≤
3 ≤ d(ui, uj); for i ≤ p− 3k + 4 < j ≤ p− 2 or p− 3k + 4 < i < j ≤ p− 2, we have Si,j ≤ 1 ≤ d(ui, uj).
Assume j = i+ 2 ≥ 3 in the remaining proof, so that Si,j = L(ui) + 2L(ui+1) + L(ui+2)− (2m+ 1). If
1 ≤ i ≤ n− 4, then ut with i ≤ t ≤ j − 2 satisfies (b) and (c) in Theorem 3.6 and hence (5) is satisfied.
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If n − 4 < i ≤ n − 2, or n − 2 < i ≤ p − 3k + 2, or p − 3k + 3 ≤ i ≤ p − 3k + 4 and k ≥ 3, then
Si,j ≤ 2 ≤ d(ui, uj). If p − 3k + 4 < i ≤ p − 4, then L(ui) + 2L(ui+1) + L(ui+2) ≤ 3m + 1 and hence
Si,j ≤ m ≤ d(ui, uj). This proves Claim 1.
Since L(u0) + L(up−1) = 2, we obtain (16) immediately from Theorem 3.7 and Claim 1.
In view of (15) and (16), it remains to prove rn(C(n, k)) 6= 12
(
(n− 2)2 + 1) (k − 1) + n− 1. Suppose
otherwise. Then by Theorem 3.2 there exists a linear order u0, u1, . . . , up−1 of the vertices of C(n, k)
satisfying (5) such that L(u0) + L(up−1) = 1 and ui and ui+1 are in different branches. Denote by T, T ′
the branches of C(n, k) containing v1, vn, respectively. (Each of the other k − 2 branches contains only
one vertex.) Denote S = {u : u ∈ V (T ), L(u) = m} and S′ = {u : u ∈ V (T ′), L(u) = m}. Then
|S| = |S′ | = k− 1. Since L(u0) +L(up−1) = 1 and span(f)− f is an optimal radio labeling whenever f is
an optimal radio labeling, without loss of generality we may assume that u0 = vm+1 and up−1 ∈ N(u0).
Since u0 = vm+1 and ui and ui+1 are in different branches, there exists a vertex ut ∈ S such that
d(ut−1, ut) ≥ m + a, d(ut, ut+1) ≥ m + b, d(ut−1) 6= 1 and d(ut+1) 6= 1 for some a, b ≥ 1 with a 6= b.
Hence St−1,t+1 = L(ut−1) + 2L(ut) + L(ut+1)− (2m+ 1) = (m+ a) + (m+ b)− (2m+ 1) = a+ b− 1 >
|a − b| = d(ut−1, ut+1), contradicting the assumption that (5) is satisfied for any 0 ≤ i < j ≤ p − 1.
Therefore, rn(C(n, k)) = 12
(
(n− 2)2 + 1) (k − 1) + n.
Case 2: n = 2m is even.
In this case, C(n, k) has two adjacent weight centres, namely vm and vm+1, and so ε = 0. It suffices
to prove the existence of a linear order u0, u1, . . . , up−1 of the vertices of C(n, k) such that the conditions
of Theorem 3.2 are satisfied. Set u0 = vm and up−1 = vm+1. Set
ut = vi, where t =
{
2(m− i), if 1 ≤ i ≤ m− 1
2(2m− i) + 1, if m+ 2 ≤ i ≤ 2m.
(18)
We obtain u1, . . . , un−2 in this way. Let
ut = vi,j , where t =
{
2m+ 2(k − 2)(i− 2) + 2(j − 1), if i ≤ m, 1 ≤ j ≤ k − 2
2m+ 2(k − 2)(i−m− 1) + 2j − 3, if i > m, 1 ≤ j ≤ k − 2.
to obtain un−1, . . . , up−2. Note that {u0, up−1} = {vm, vm+1} = W (C(n, k)) and ui and ui+1 are in
opposite branches for 1 ≤ i ≤ p− 1. It remains to prove the following:
Claim 2: The linear order u0, u1, . . . , up−1 above satisfies condition (5).
In fact, denoting the right-hand side of (5) with respect to the order above by Si,j , we have Si,j =∑j−1
t=i (L(ut) + L(ut+1) − 2m + 1) + 2m. It is easy to verify that (5) is satisfied when j = i + 1, or i =
0, or i = p − 1. If j ≥ i + 3, then for n = 4 we have L(ut) + L(ut+1) ≤ m for i ≤ t ≤ j − 1 and hence
Si,j ≤ (j − i)(m− (2m− 1)) + 2m ≤ 3(−m+ 1) + 2m = −m+ 3 ≤ 1 ≤ d(ui, uj); and for n ≥ 6 we have
L(ut)+L(ut+1) ≤ m+1 for i ≤ t ≤ j−1 and hence Si,j ≤ (j−i)(m+1−(2m−1))+2m ≤ 3(−m+2)+2m =
−m + 6 ≤ 3 ≤ d(ui, uj). If j = i + 2 ≥ 3, then Si,j = L(ui) + 2L(ui+1) + L(ui+2) − 2m + 2. If both ui
and uj are on the path v1v2 . . . vn, then they satisfy (b) and (d) in Theorem 3.6 and hence satisfy (5).
If ui is on the path v1v2 . . . vn but uj is not, then Si,j = 2 ≤ d(ui, uj) since L(ut) + L(ut+1) ≤ m for
every t. If neither ui nor uj is on the path v1v2 . . . vn, then either L(ui) + 2L(ui+1) + L(ui+2) ≤ 2m or
L(ui) + 2L(ui+1) +L(ui+2) ≤ 2m+ 1, and hence Si,j = 2 ≤ d(ui, uj) or Si,j = 3 ≤ d(ui, uj), respectively.
This completes the proof of Claim 2.
So far we have completed the proof of (13). Moreover, by Theorems 3.2 and 3.7, the labeling given
by (6)-(7) with respect to the linear order above is an optimal radio labeling of C(n, k). 2
14
The reader is referred to Fig. 4 and 5 for an illustration of naming, ordering and labeling of the
vertices of C(9, 4) and C(10, 4) by using the procedure in the proof of Theorem 4.3.
v /u /1235
v  /u  /71182,1
v /u /2972
v /u /2053
v /u /004 v /u  /84226
v /u /2567
v /u /518
v /u /1749v /u /721 v  /u  /80212,2
v  /u /3793,1 v  /u  /45113,2
v  /u  /52134,1 v  /u  /60154,2
v  /u  /67175,1 v  /u  /76205,2
v  /u /3386,1 v  /u  /41106,2
v  /u  /48127,1 v  /u  /56147,2
v  /u  /63168,1 v  /u  /72198,2
Figure 4: An optimal radio labeling of C(9, 4) together with the corresponding ordering of vertices.
v /u /3681
v /u /2762
v /u /1843
v /u /924
v /u /005 v /u  /105256
v /u /3277
v /u /2358
v /u /1439
v  /u /5110v  /u  /44102,1 v  /u  /52122,2
v  /u  /59143,1 v  /u  /67163,2
v  /u  /74184,1 v  /u  /82204,2
v  /u  /89225,1 v  /u  /97245,2 v  /u  /48116,2v  /u /4096,1
v  /u  /55137,1 v  /u  /63157,2
v  /u  /70178,1 v  /u  /78198,2
v  /u  /85219,1 v  /u  /93239,2
Figure 5: An optimal radio labeling of C(10, 4) together with the corresponding ordering of vertices.
5 Concluding remarks
It is well known that the centre of any tree T consists of one vertex r or two adjacent vertices r, r′,
depending on whether diam(T ) is even or odd. We may think of T as a rooted tree with root r or {r, r′},
respectively. Hala´sz and Tuza [10] defined a level-wise regular tree to be a tree T in which all vertices at
distance i from root r or {r, r′} have the same degree, say mi, for 0 ≤ i ≤ h, where h is the height of T ,
namely the largest distance from a vertex to the root. If m0 = m1 = · · · = mh−1 = m and mh = 1, then
T is called an internally m-regular complete tree [10]. It can be verified that the centre and the weight
centre of such a tree are identical.
Hala´sz and Tuza [10, Theorem 1] proved that the radio number of the internally (m + 1)-regular
complete tree T with diameter d and height h = bd/2c, where d,m ≥ 3, is given by
rn(T ) =
 m
h + 4m
h+1−2hm2−4m+2h
(m−1)2 , if d = 2h
2mh + 6m
h+1−2mh−(2h+1)m2−4m+2h+1
(m−1)2 , if d = 2h+ 1.
(19)
This result can be proved by using Theorem 3.2, as shown independently in an earlier version of the
present paper. (An extended abstract of that version can be found in [1].) A sketch of our proof is as
follows.
The order of T is
p =
 1 +
m+1
m−1 (m
h − 1), if d = 2h
2
(
1 + mm−1 (m
h − 1)
)
, if d = 2h+ 1.
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Using 1 + 2x+ 3x2 + · · ·+ nxn−1 = nxnx−1 − x
n−1
(x−1)2 , one can see that the total level of T is
L(T ) =
 (m+ 1)
(
hmh
(m−1) − m
h−1
(m−1)2
)
, if d = 2h
2m
(
hmh
(m−1) − m
h−1
(m−1)2
)
, if d = 2h+ 1.
Using these, one can verify that for T the right-hand sides of (4) and (19) are equal. Thus to prove (19) it
suffices to prove the existence of an linear order of the vertices of T satisfying the conditions of Theorem
3.2.
Case 1: T has only one central vertex, say w.
In this case, w is the unique weight centre of T . Denote the children of w by w1, w2, . . . , wm+1.
Denote the m children of each wt by wt0, w
t
1, . . . , w
t
m−1, 1 ≤ t ≤ m+ 1. Denote the m children of each wti
by wti0, w
t
i1, . . . , w
t
i(m−1), 0 ≤ i ≤ m− 1, 1 ≤ t ≤ m+ 1. Inductively, denote the m children of wti1,i2,...,il
(0 ≤ i1, i2, . . . , il ≤ m− 1, 1 ≤ t ≤ m+ 1) by wti1,i2,...,il,il+1 where 0 ≤ il+1 ≤ m− 1. Continue this until
all vertices of T are indexed this way. Rename the vertices of T as follows: For 1 ≤ t ≤ m+ 1, set
vtj := w
t
i1,i2,...,il
, where j = 1 + i1 + i2m+ · · ·+ ilml−1 +
∑
l+1≤t≤bd/2c
mt.
Set u0 := w. For 1 ≤ j ≤ p−m− 2, let
uj :=
 v
t
s, where s = dj/(m+ 1)e, if j ≡ t (mod (m+ 1)) for some t with 1 ≤ t ≤ m
vm+1s , where s = dj/(m+ 1)e, if j ≡ 0 (mod (m+ 1)).
Let
uj := w
j−p+m+2, p−m− 1 ≤ j ≤ p− 1.
Note that up−1 = wm+1 is adjacent to w. Note also that ui and ui+1 are in different branches so that
φ(ui, ui+1) = 0, for 1 ≤ i ≤ p− 2.
Case 2: T has two adjacent central vertices, say w and w′.
In this case, w and w′ are also weight centres of T . Denote the neighbours of w other than
w′ by w0, w1, . . . , wm−1 and the neighbours of w′ otherwise than w by w′0, w
′
1, . . . , w
′
m−1. For 0 ≤
i ≤ m − 1, denote the m children of each wi (respectively, w′i) by wi0, wi1, . . . , wi(m−1) (respectively,
w′i0, w
′
i1, . . . , w
′
i(m−1)). Inductively, for 0 ≤ i1, i2, . . . , il ≤ m − 1, denote the m children of wi1,i2,...,il
(respectively, w′i1,i2,...,il) by wi1,i2,...,il,il+1 (respectively, w
′
i1,i2,...,il,il+1
), where 0 ≤ il+1 ≤ m− 1. Rename
vj := wi1,i2,...,il , v
′
j := w
′
i1,i2,...,il
, where j = 1 + i1 + i2m+ · · ·+ ilml−1 +
∑
l+1≤t≤bd/2c
mt.
Let u0 := w and up−1 := w′. For 1 ≤ j ≤ p− 2, let
uj :=
 vs, where s = dj/2e, if j ≡ 0 (mod 2)v′s, where s = dj/2e, if j ≡ 1 (mod 2).
Then ui and ui+1 are in opposite branches for 1 ≤ i ≤ p − 2, and ui+2j , j = 0, 1, . . . , (m − 1) are in
different branches for 1 ≤ i ≤ p− 2m+ 1, so that φ(ui, ui+1) = 0 and δ(ui, ui+1) = 1.
In each case above, it can be verified that the linear order u0, u1, . . . , up−1 satisfies the conditions of
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Theorem 3.2 (details are omitted). So (19) follows.
The reader is referred to Fig. 6 and 7 for an illustration of naming, ordering and labeling of the
vertices of two internally 3-regular complete trees of hight 3 by using the above procedure.
w /v /u  /202 140 25
w /u  /361 19
w/u /00
w  /v /u /41 100 11
w  /v /u /101 701 13 w  /v /u  /131 1011 14 w  /v /u /112 801 23 w  /v /u  /142 1111 24 w  /v /u /123 901 33 w  /v /u  /153 1211 34
w  /v /u /71 410 12 w  /v /u /52 200 21 w  /v /u /82 510 22 w  /v /u /63 300 31 w  /v /u /93 610 32
w /u  /412 20 w /u  /463 21
w /v /u  /261 161 16w /v /u  /171 130 15 w /v /u  /292 171 26 w /v /u  /233 150 35 w /v /u  /323 181 36
Figure 6: An optimal radio labeling of the internally 3-regular complete tree with hight 3 and one central vertex.
w/u /00
w   /v /u /52000 1
w  /v  /u  /362201 11w  /v /u  /241800 9
w/u  /6729
w /v  /u  /51260 13 w /v  /u  /61281 14
w  /v  /u  /302010 10 w  /v  /u  /422411 12
w   /v /u /96010 3 w   /v /u /74100 2 w   /v /u /118110 4
w   /v /u  /1310001 5 w   /v /u  /1714011 7 w   /v /u  /1512101 6 w   /v /u  /1916111 8
w   /v /u /41000 1
w  /v  /u  /332101 11w  /v /u  /211700 9
w /v  /u  /46250 13 w /v  /u  /56271 14
w  /v  /u  /271910 10 w  /v  /u  /392311 12
w   /v /u /85010 3 w   /v /u /63100 2 w   /v /u /107110 4
w   /v /u /129001 5 w   /v /u  /1613011 7 w   /v /u  /1411101 6 w   /v /u  /1815111 8
'
' '
' '
'
'
'
' ' '
'
'
'
'
' '
' '
'
'
''
' '
'
'
'
'
Figure 7: An optimal radio labeling of the internally 3-regular complete tree with hight 3 and two central vertices.
A complete m-ary tree of hight k, denoted by Tk,m, is a rooted tree such that each vertex other than
leaves has m children and all leaves are at distance k from the root. Li et al. [13, Theorem 2] proved
that, for m ≥ 3 and k ≥ 2,
rn(Tk,m) =
mk+2 +mk+1 − 2km2 + (2k − 3)m+ 1
(m− 1)2 . (20)
This result can also be proved by using Theorem 3.2. The order, diameter and total level of Tk,m are
p = (mk+1 − 1)/(m − 1), d = 2k and L(Tk,m) = (kmk+2 − (k + 1)mk+1 + m)/(m − 1)2, respectively.
Plugging these into (4), one can verify that the right-hand sides of (4) and (20) are identical. It can be
verified that the linear order u0, u1, . . . , up−1 of the vertices of Tk,m given in [13, Section 4.1] satisfies the
conditions of Theorem 3.2. Thus we obtain (20) by Theorem 3.2.
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