We apply a recently developed theoretical model of helium emission to observations of both the Orion Nebula and a sample of extragalactic H II regions. In the Orion analysis, we eliminate some weak and blended lines and compare theory and observation for our reduced line list. With our best theoretical model we find an average difference between theoretical and observed intensities I predicted /I observed − 1 = 6.5%. We argue that both the red and blue ends of the spectrum may have been inadequately corrected for reddening. For the 22 highest quality lines, with 3499Å ≤ λ ≤ 6678Å, our best model predicts observations to an average of 3.8%. We also perform an analysis of the reported observational errors and conclude they have been underestimated. In the extragalactic analysis, we demonstrate the likelihood of a large systematic error in the reported data and discuss possible causes. This systematic error is at least as large as the errors associated with nearly all attempts to calculate the primordial helium abundance from such observations. Our Orion analysis suggests that the problem does not lie in the theoretical models. We demonstrate a correlation between equivalent width and apparent helium abundance of lines from extragalactic sources that is most likely due to underlying stellar absorption. Finally, we present fits to collisionless case-B He I emissivities as well as the relative contributions due to collisional excitations out of the metastable 2s 3 S term.
Introduction
In an era of precision cosmology, accurate theoretical calculations of He I emission are essential. In order to determine the primordial helium abundance to a relative accuracy of better than one percent, which is needed to place meaningful constraints on Big Bang Nucleosynthesis models, He I emissivities also should be known to within a percent. See Bridle et al. (2003) for a discussion of the need for accurate measurement of cosmological parameters. A number of authors have discussed the errors involved (Peimbert et al. 2003 , Olive & Skillman 2004 , Izotov & Thuan 2004 . In previous papers, we presented improved calculations, in the case-B approximation (Baker & Menzel 1938) , of He I emissivities for a range of temperatures and densities , hereafter Paper 1) and for the collisionless case (Bauman et al. 2005, hereafter Paper 2) . In these papers, we predicted emissivities that differed significantly from the previous calculation of He I emissivities (Benjamin et al. 1999, hereafter B99) . Here we examine the consequences of these new emissivities upon abundance determinations.
As a test of the model helium atom, we predict emission and compare our results with the Very Large Telescope observations (Esteban et al 2004, hereafter E04) of the Orion Nebula. We first use the simple case-B approximation (in a single, constant temperature, homogeneous zone) discussed in Papers 1 and 2, with parameters taken from E04. (See Appendix A of the present work for fits to both the recombination-only emissivities, as a function of temperature, and the collisional contributions due to excitations from the metastable 2s 3 S term, as a function of electron density.) As expected, there are some large differences, but most of these can be readily explained by optical depth effects not included in our simple model. We improve the agreement significantly by selecting a small set of lines and optimizing our model by varying helium abundance, temperature, and density. Agreement is further improved with a complete simulation, in which the case-B and constant temperature constraints are removed and the emission-line region is modeled as an extended region, with full radiative transfer effects. In this last comparison we find agreement for 22 highest quality He I lines to an average of 3.8%.
Having validated our model helium atom via comparison with high-quality spectra of the Orion Nebula, we then turn to applying our model to primordial helium. We investigate the observations of blue compact galaxies by Izotov & Thuan (2004) . We find large systematic differences in the Izotov & Thuan singly ionized helium abundances determined from different lines. We suggest that the systematic differences are primarily due to underlying absorption, and we introduce a method by which the uncertainties involved in correcting for this effect can be minimized. We discuss other systematic effects and conclude with a summary of our results.
The model helium atom used here is a part of the plasma simulation code CLOUDY (Ferland et al. 1998) and is described in Paper 1 and Paper 2. For the purposes of this paper, we resolve all nLS terms up to n ≤ 40 and include a series of "collapsed" n-resolved levels with 41 ≤ n ≤ 100. These collapsed levels allow for simpler, less CPU-intensive treatment of very highly excited levels and are discussed in detail in Paper 2. At the finite densities considered here, this approximation introduces negligible uncertainty.
The Orion Nebula

Analysis of Observations
The E04 Very Large Telescope observations of the Orion Nebula include 100 helium emission-line identifications. We dispute the identification of λ7937 (identified by E04 as the helium line 27d 3 P with 19 ≤ n ≤ 26 and suggest that the correct identification is more likely the Fe I line at λ7937.13 (NIST Atomic Spectra Database, version 3.0.3 1 ). We note that E04 identify four other lines as Fe I emission, although three of these are marked with a question mark to indicate an uncertain identification.
In Figure 1 , we plot the E04 reddening-corrected intensities (relative to Hβ) of all lines, grouped in series and as a function of the principal quantum number of the upper level. A smooth, monotonic progression of these intensities is expected. A cursory examination of the trends suggests that many of the weaker lines may be uncertain by a factor of 2 or more. For the purposes of this study, we discard all lines with I(λ) < 0.001 × I(Hβ), leaving 32 lines. We also discard λ8362 (6p 3 P − 3s 3 S) because of a possible blend with Cl II λ8361.84. Compared to Esteban et al. (1998) and Baldwin et al. (2000) , the intensity of λ5048 (4s 1 S − 2p 1 P ) is anomalously high. There is also a possible blend with Fe II λ5048.19 and/or Fe I λ5048.43, as evidenced by the fact that the redshift of the observed feature, if regarded as the unblended He I line at λ5048, would be many standard deviations larger than the mean redshift of the remaining helium lines. We therefore discard λ5048 as well. The remaining 30 lines are given in column 1 of Table 1. (The other columns of Table 1 are discussed below.)
As further evidence that some of the E04 line intensity ratios may have uncertainties larger than reported, we compare relative intensities of lines originating from the same upper level to their theoretical values. Where optical depth effects are not important the theoretical ratios of these line intensities should be extremely accurate. The ratio is as follows:
where λ ′ and λ ′′ are the wavelengths of the transitions nLS − n ′ L ′ S and nLS − n ′′ L ′′ S, respectively. In Table 2 , we report the theoretical and observed ratios of all pairs of lines with the same upper level. The percent difference between the theoretical and observed ratios is given, and, in the last column, we report error propagated from the errors given by E04. If we assume that the errors reported in E04 represent one standard deviation, we would expect (for a normal distribution) about one pair out of the 16 pairs of lines (5%) to deviate by more than two standard deviations, but we find that three pairs do (19%). Five or six pairs (33%) would be expected to deviate by at least one standard deviation, but we find that seven pairs do (44%). Ten or eleven pairs (68%) would be expected to deviate by less than one standard deviation, but we find that only nine do (56%). Little changes if we exclude the three lines (in two pairs) in Table 2 for which E04 do not report an error except to say that it is likely over 40%. Note in particular that three of the pairs deviate by more than four standard deviations, which violates the Chebychev Inequality applicable to any statistical distribution with finite variance (Hamilton 1964) . This analysis suggests that it is likely that the errors are underestimated in E04.
In an attempt to confirm that our 30 lines are correctly identified and not significantly blended, we plot in Figure 2 heliocentric recession velocities versus wavelength. We exclude λ3889 (3p 1 P ), which may be inaccurate due to being near the edge of the λ4750 − 6800 and λ3800 − 5000 wavelength intervals listed in Table 1 of E04. The average recession velocity is 15.8 km s −1 , and the standard deviation is 1.4 km s −1 . O'Dell (2001) reports 17.9 ± 1.3 km s −1 as a typical heliocentric velocity of "medium ionization" ions, which include He + . The low end of O'Dell's reported range overlaps with the high end of the range we find here. We conclude that there are no misidentifications or unknown blends in our line list.
Theoretical Modeling
We calculate with CLOUDY a single, homogeneous, constant temperature, constant density, case-B model (Model I) using the helium abundance, density, and temperature derived in the E04 best-fit analysis. In columns 2 of Table 1 we present the fractional difference, I(predicted)/I(observed) − 1, for each line. In column 3 we present the χ 2 value for each line. Optical depth effects are important. Among permitted triplet lines, for example, the intensities of both λ3889 and λ3188 (4p P ) is also underpredicted in case B, it appears likely that this trend would extend to it and λ2945 (5p 3 P − 2s 3 S). However, we cannot confirm whether λ2945 is suffering self-absorption because it is outside the wavelength range of the observation.
There is also some deviation from case-B predictions in singlet lines. For example, the intensities of λ5016 (3p S) are partially escaping the cloud rather than being completely reabsorbed. Emission in these lines will necessarily weaken the intensities of λλ5016 and 3965 relative to case B. A second explanation is that self-absorption effects from 2s 1 S are important in these singlet lines in the same way they are important for their triplet counterparts λλ3889 and 3188, as discussed above. If self-absorption were important, however, one would expect the observed intensity of λ7281 (3s 1 S − 2p 1 P ) to be enhanced relative to case B because each absorption of λλ5016 or 3965 will provide a new opportunity to populate 3s 1 S, necessarily enhancing I(λ7281); we find the opposite. This point deserves emphasis. We calculate case-B intensities of λ7281 that are 25% greater than in the E04 observation, for which they report an uncertainty of 8%. If λ522.2 partially escapes the cloud, I(λ7281) will weaken somewhat relative to case B. This effect, however, would also decrease emission in λ6678 (3d 1 D − 2p 1 P ), which we do not see. We believe, therefore, that I(λ7281) being overestimated by case B cannot be explained by these optical depth effects. We address this issue again below.
Next, we modify Model I to allow CLOUDY's optimizer to vary the helium abundance, density, and temperature in an attempt to minimize the average χ 2 between our predicted values and the observed values of a small set of carefully chosen lines. We will label the new model "Model II". We exclude any lines with upper principal quantum number n u > 5, as well as λλ5016, 7281, and 3965 because, as discussed above, they are strongly affected by λλ537.0 and 522.2 escaping the cloud. In order to minimize the uncertainties involved in correcting for the optical depth effects in triplet lines, we introduce a novel approach. We note that absorption of a photon at λ3889 will inevitably lead either to re-emission of a λ3889 photon or to decay to 3s 3 S followed by emission of a photon at λ7065. Either way, the total number of photons in λλ3889 and 7065 is conserved. Furthermore, absorption of a photon at λ3188 will result in one of the following:
1. re-emission of a photon at λ3188; or 2. decay to 4s 3 S followed by emission of a photon at λ4713; or 3. decay to 4s 3 S followed by emission of a photon at λ3889; or 4. decay to 3s 3 S followed by emission of a photon at λ7065; or 5. decay to 3d 3 D followed by emission of a photon at λλ5876, 3889, or 7065.
Therefore, the sum of photons in λλ3188, 3889, 4713, 5876, and 7065 is independent of the optical depth τ 3889 (and τ 3188 as well, since τ 3889 and τ 3188 are related by atomic data alone). We include the hydrogen line H8 at λ3889 to minimize the uncertainty of deblending this line from the close helium line. We use this photon sum, referred to as "triplet photon sum" in Table 1 , in our optimization and exclude from our optimization each of the individual lines included in the photon sum. (Note that in the vast majority of spectra of H II regions, λ3188 is not observed).
We are left with the following seven quantities to be optimized: the intensities relative to Hβ of λλ6678, 4922, 3614 (5p
, and 4121; and the triplet photon sum discussed above. We weight each value by an uncertainty. For the line intensities, we use the uncertainties given by E04. For the photon sum, we calculate the average of the uncertainties of the individual lines, weighted by photon count, and obtain 4%. The optimizer finds best-fit values for the helium abundance (y + = He + /H + , by number), log electron density (cm −3 ), and temperature equal to 0.0874 ± 0.0005, 3.94
−0.4 , and 9800 ± 900 K, respectively. The values found in E04 are 0.0874 ± 0.0006, 3.95 ± 0.01, and 8730 ± 320 K, respectively. Note that our values were determined using only helium line intensities relative to Hβ while E04 determined temperature and density from a number of diagnostics that did not include helium intensities at all. Figure 4 is a contour plot of the average χ 2 between the seven predicted and observed quantities as a function of density and temperature, with the helium abundance fixed at the above optimal value. The χ 2 values in this plot have been scaled so that the minimum is at unity. The temperature is more tightly constrained than the density, which has a rather large standard deviation.
We substitute our new optimal values into Model I to evaluate Model II, the results of which are presented in columns 4 and 5 of Finally, we again use CLOUDY, this time calculating a more realistic model (Model III) . This model is a plane-parallel slab with abundances typical of H II regions (Baldwin et al. 1991; Rubin et al. 1991; Osterbrock et al. 1992 ) and grain distributions characteristic of those found in the Orion Nebula (Baldwin et al. 1991; van Hoof et al. 2004 ). The slab is heated by a star with a characteristic temperature of 39,600 K (Kurucz 1979) . We set the surface flux of hydrogen-ionizing photons, Φ(H) = 10 13 cm −2 s −1 and include a microturbulence velocity field parameter equal to 16 km s −1 , the average recession velocity found above. We enforce constant pressure and include the cosmic ray background. The case-B constraint is not specified, and radiative transfer effects (including continuum fluorescence, line destruction by background opacities, and line optical depth) are treated self-consistently. The results of Model III are presented in columns 6 and 7 of Table 1 and discussed below.
Discussion
The average χ 2 achieved with our Model III is dramatically better than with either Model I or Model II. However, several problems remain. The four lines in our set with the shortest wavelengths are systematically underpredicted by 16 − 17%. One of them, λ3188, could possibly be explained by optical depth effects, although this seems unlikely since I(λ3889) is accurately predicted. The other three lines are λλ3448, 3355, and 3297, which are in the same series: np 1 P − 2s 1 S (for n = 6, 7, and 8). For these three lines and the rest of the observed np 1 P − 2s 1 S series, we plot in Figure 5 the ratio I(n + 1)/I(n) of both the predicted and observed intensities as a function of the principal quantum number n of the upper level. The ratios of the predicted values are smoothly increasing, as expected, but the ratios of the observed values are anomalously high at n = 5, suggesting that the ≈ 16% difference noted above is due to inaccuracies in the E04 results. Blagrave et al. (2006) have performed a thorough study of reddening toward the Orion Nebula, using much higher quality, recent observations. They suggest that the linear extrapolation of the Costero & Peimbert (1970) reddening function that E04 employ may significantly overestimate the extinction shortward of λ3500. We support this conclusion. The new extinction corrections calculated by Blagrave et al. (based on the analytical extinction laws of Cardelli et al. 1989) would also work to reduce or eliminate the discrepancies between the present results and E04 for wavelengths longward of about λ7000 (see Figure 7 of Blagrave et al. 2006) . We suggest, in particular, that the poor agreement we have shown for λ7281 may be primarily due to inaccurate reddening corrections. The average difference I predicted /I observed − 1 of the lines in Table 1 is 6.5%. If we consider only the 22 lines with 3499Å ≤ λ ≤ 6678Å, we find an average difference of 3.8%.
Our comparison between theoretical and observed helium intensities is limited primarily by the uncertainty in the observations. After eliminating some blends and lines with poor SNR, we have demonstrated good agreement between theoretical and observed values of over 20 helium line intensities in the Orion Nebula. We believe our theoretical model is capable of accurately predicting many more line intensities, including lines originating from larger principal quantum number.
Primordial Helium Abundance
Analysis of Observations
Recently, Izotov & Thuan (2004, hereafter IT04) presented extensive data from 33 observations of blue compact galaxies (BCGs), and used a subset of the strongest He I lines to estimate the helium abundance of each system. While IT04 also included in their final analysis observations from Izotov & Thuan (1998) , Izotov et al. (2001) , Guseva et al. (2003a) , and Guseva et al. (2003b) , we consider (for simplicity) only the 33 new observations of IT04 in the present analysis.
We examined the values of y + (λ4471), y + (λ5876), and y + (λ6678) reported by IT04 in their Table 4 and found statistically significant systematic differences. The average and standard deviation of each of these quantities are presented in Table 3 . The left panel of Figure 6 plots these values versus the weighted means, y + (mean), defined in equation 2 of IT04. The right panel plots the same values versus the simple means. The left panel demonstrates how skewed the weighted means are toward y + (λ5876) (because of the much stronger signal of λ5876) but gives the superficial impression that there is much less deviation in the y + (λ5876) values than in the y + (λ6678) and y + (λ4471) values. The right panel preserves the relative deviations in each set. The weighted and simple means differ by as much as 8%. This analysis is similar to an analysis performed by Skillman et al. (1998) on the Izotov et al. (1997) dataset.
Sources of Uncertainty
IT04 derived their abundances using the emissivities of B99, and we find trends similar to those shown in Figure 6 when using case-B emissivities from CLOUDY. The largest differences are between the abundances determined from λ4471 and those determined from λλ5876 and 6678, amounting to about 7 and 5%, respectively. Note that λλ5876 and 6678 are lines originating from yrast 2 levels. Theoretical emissivities from yrast levels may be systematically underestimated in the low-density limit by ≈ 1 − 2% due to the inaccuracy of modelling the helium atom with a finite number of levels (see Paper II). This effect is negligible at finite densities as low as 100 cm −3 as collisions force highly excited states to local thermodynamic equilibrium and is also too small to explain the systematic differences found in y + values. Other effects must be involved.
One possible explanation is the use of inaccurate reddening corrections. IT04 use the interstellar reddening function of Whitford (1958) . Olive & Skillman (2004) compared the extinction laws of Cardelli et al. (1989) and Whitford in their Figure 2 , which shows that use of the Cardelli et al. extinction law instead of the Whitford extinction law would increase the (reddening-corrected) intensity I(λ6678) by about 1.5% relative to the I(λ5876), thereby increasing the helium abundance necessary to produce the λ6678 emission (again, relative to λ5876). This change would nearly eliminate the systematic difference between the helium abundances determined from λλ6678 and 5876, but the systematic difference between the abundances determined from these two lines and λ4471 would remain. The uncertainties involved in the reddening correction can be minimized by deriving y + values from a pair of helium and hydrogen lines with a small wavelength difference. We calculated y + (λ6678) by referencing λ6678 to Hα (λ6563) instead of Hβ (λ4861). Similarly, we calculated y + (λ4471) and y + (λ5876) by referencing the lines to Hγ (λ4340) and Hα (λ6563), respectively. The y + values obtained are less than the corresponding values derived when referencing the lines to Hβ, with y + (λ5876) and y + (λ6678) each decreased by 0.6% and y + (λ4471) decreased by 1.4%. These results are not consistent with the changes produced by using the Cardelli et al. law instead of the Whitford law, but both changing the reference line and changing the extinction law suggest uncertainties of about 1−2%. While certainly significant in primordial helium calculations, we find no evidence that reddening corrections are responsible for the large systematic differences discussed above.
For a small subset of systems, IT04 dramatically reduce the systematic differences in y + values by accounting for underlying stellar absorption, using theoretical absorption equivalent widths (EW a ) from González Delgado et al. (1999) and making reasonable estimates for any EW a not calculated in that work. Their method does not allow for variations in stellar population (i.e., they apply the same set of EW a to every galaxy). The need to allow for EW a to vary for different targets was demonstrated by Olive & Skillman (2001) and applied 2 In regular use in physics literature but rarely in astronomy, the terms yrare and yrast (introduced by Grover 1967) are comparative and superlative modifications of the Swedish word yr, meaning "dizzy", and refer, respectively, to levels having high angular momentum and the highest angular momentum (for a given principal quantum number).
to the IT04 data in Olive & Skillman (2004) . IT04 find that after changing EW a (λ4471) from 0.4Å to 0.5Å their minimization procedure results in an 1% increase in the primordial helium abundance Y p , yet they report uncertainies of less than 1% on each of their Y p values. Allowing variations between galaxies would surely increase this uncertainty further.
Recently, Fukugita & Kawasaki (2006) reanalysed the entire new set of IT04 observations by considering underlying stellar absorption of the helium lines. It is important to note that while Fukugita & Kawasaki do significantly reduce χ 2 in the relation between helium abundance and metallicity (dY /dZ), they do not actually model the stellar absorption. Instead they introduce a free parameter that serves to modify the equivalent width of a line. (A similar analysis with a different dataset has been performed in Skillman et al. 1998 with the same result.) The trend suggests that excluding lines with an equivalent width less than, say, 10Å in primordial helium analyses could reduce the uncertainties involved in correcting for underlying stellar absorption. Both Olive & Skillman (2004) and IT04 advocate selecting targets using an equivalent width cutoff but only with respect to the equivalent width of Hβ. By applying a similar additional cutoff to the helium lines, one could, in theory, reduce the uncertainty due to underlying stellar absorption to an arbitrarily small amount. We note that although a similar effect is accomplished by giving less weight to weaker lines, as is done by IT04, that method has the disadvantage that it requires sometimes large corrections with unknown uncertainties. The simple mean of all 99 y + (λ) values in Table 4 of IT04 is 0.0810 ± 0.0039. If we exclude lines with equivalent width less than 10Å, the mean is 0.0826 ± 0.0034, about 2% larger than in the full set. This procedure has allowed us to trade large systematic uncertainties for smaller random uncertainties, the latter of which can always be reduced again by making more observations. It is important to note, however, that, irrespective of underlying stellar absorption considerations, large systematic uncertainties still dominate (see, for example, Peimbert et al. 2002) .
Discussion
We believe that the uncertainties involved in calculating the helium abundance in extragalactic systems are much larger than are generally stated. IT04 assign less than 1% uncertainty to their value of the primordial helium abundance, but the average y + derived from λ5876 alone is 7% greater than the average derived from λ4471 alone. This discrepancy is large, statistically significant, and obtained using both B99 emissivities and emissivities predicted by CLOUDY. In our analysis of the E04 Orion Nebula observations, we obtain an electron density of nearly 9000 cm −3 . The BCGs observed by IT04 are less dense by one to three orders of magnitude. The uncertainties in the theoretical emissivities in such rarified environments are dramatically less than in those found in the Orion Nebula. We therefore believe that the present Orion analysis suggests that the systematic discrepancy in y + (λ) values discussed above is not due to problems with theoretical emissivities. We believe that underlying stellar absorption is the largest source of uncertainty.
Conclusions
We have demonstrated agreement between theory and observation (of the Orion Nebula)
to an average difference of 3.8% for the 22 lines we designate as having the highest quality.
Higher quality observations of the Orion Nebula could improve agreement between theory and observations.
We support the Blagrave et al. (2006) conclusion that extrapolations of the Costero & Peimbert (1970) reddening function shortward of λ3500 overestimate extinction toward the Orion Nebula. We believe the corrections are ≈ 15% too large. We also believe, based upon the Blagrave et al. work, that Costero & Peimbert may have underestimated extinction longward of about λ7000.
There is a systematic uncertainty in the IT04 y + values derived from extragalactic sources that is most likely due to underlying stellar absorption. The uncertainties involved in the correction may be minimized by selecting lines with large equivalent width.
Much higher quality spectra are essential in further attempts to calculate the primordial helium abundance to the accuracy required for tests of Big Bang Nucleosynthesis.
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A. Fits to He I Emissivities
While calculating emissivities via the above equations sidesteps the self-consistency of the CLOUDY calculations, analytical expressions for emissivities are useful in efforts to find optimal plasma parameters corresponding to particular observations. In Table 4 , we present four-parameter fits to the case-B, collisionless emissivity of 33 of the strongest He I lines. The emissivity, 4πj λ /n e n He + , is calculated as follows:
The fits in Table 4 introduce negligible new errors, accurately reproducing CLOUDY predictions to better than 0.03% for 5000 ≤ T (K) ≤ 25000.
Collisional contributions to these emissivities are calculated in the same manner as Kingdon & Ferland (1995) . In Table 5 , we present the parameters for fits to the collisional contributions to the emissivities of any line with the given upper level. We note that collisional excitations directly affect populations of levels, indirectly affect emission, and are independent of the lower level of the enhanced line. The collisional contribution, C/R, is calculated as follows:
where t 4 is T e /10000, and i is an index that varies from 1 to the number of terms used in the fit. As in Kingdon & Ferland (1995) , terms comprising less than 1% of the total are ignored here. To find the total emissivity of a given line, simply multiply the result obtained in Equation A1 by the quantity 1 + C/R obtained in Equation A2 via parameters listed in Table 5 .
Figures 8 and 9 compare CLOUDY predictions of collisional contributions to the emissivity of λ5876 with the simple fits of contributions due to excitations from 2s 3 S, as a function of temperature at a fixed density, and as a function of density at a fixed temperature. The figures indicate that the quantities 1 + C/R introduce negligible uncertainties at low temperatures and densities, but underestimate the collisional contribution by as much as 5% at high temperatures and densities due to collisional excitations from other levels. At such extreme conditions the collisional contributions are themselves uncertain by at least 5%. At conditions typical of H II regions (n e ≈ 100 cm −3 and T e ≈ 15000 K), the error in the collisional contribution given by Equation A2 amounts to a fraction of a percent of the total emissivity of λ5876. Table 4 of IT04, and (b) a simple mean, denoted by < y + >. at n e = 1000 cm −3 as a function of temperature.
-23 - Fig. 9 .-Ratio of collisional to recombination contributions, C/R, to the emissivity of λ5876 at T e = 15000 K as a function of electron density. Table 4 . Parameters for fits to He I emissivities, 4πj λ /n e n He + . See text for formula. 
