Abstract. Despite the progress made in the area of local image descriptors in recent years, virtually no literature is available on the use of more recent descriptors for the problem of 3D face recognition, such as BRIEF, ORB, BRISK or FREAK, which are binary in nature and, therefore, tend to be faster to compute and match, while requiring significantly less memory for storage than, for example, SIFT or SURF. In this paper, we try to close this gap and present a feasibility study on the use of these descriptors for 3D face recognition. Descriptors are evaluated on the three challenging 3D face image datasets, namely, the FRGC, UMB and CASIA. Our experiments show the binary descriptors ensure slightly lower verification rates than SIFT, comparable to those of the SURF descriptor, while being an order of magnitude faster than SIFT. The results suggest that the use of binary descriptors represents a viable alternative to the established descriptors.
Introduction
Keypoint descriptors pervade in many computer vision tasks, such as object detection, object recognition, image stitching and retrieval and are becoming increasingly popular in the area of 3D face recognition as well. In 3D face recognition systems, the use of keypoint descriptors is motivated by the fact, that different sources of variability plaguing 3D face recognition, such as illumination, changes in facial expression or occlusions, are considered to be either local in nature or their effect is more easily eliminated at the local level. Thus, local keypoint descriptors present an appealing tool for 3D facial surface analysis.
Among descriptor-based techniques proposed for the problem of 3D face recognition, techniques relying on SIFT [12 12 ] and SURF [1 1] features dominate the literature [8 8,7 7,2 2] , while only little attention is given to other alternatives, despite the fact that a lot of progress has been made in the area of image descriptors over recent years. Particularly interesting in this regard are the recently proposed binary descriptors such as BRIEF [4 4 ], ORB [18 18 ], BRISK [10 10 ] and FREAK [15 15 ], which were shown to represent a viable alternative to established descriptors such as SIFT or SURF for various computer vision task, but to the best of our knowledge have not yet been considered for the task of 3D face recognition.
In this paper we try to bridge this gap and present a feasibility study on the use of binary descriptors (i.e. BRIEF, ORB, BRISK and FREAK) for 3D face recognition. We assess the descriptors within a 3D face recognition framework similar to the one presented in [9 9 ]. We evaluate the performance of the descriptors on three publicly available datasets of 3D face images, namely, the FRGC, UMB and CAISA and show that the binary descriptors represent a viable alternative to SIFT and SURF, as they ensure comparable recognition performance but at the fraction of the computational burden. The findings of our analysis suggest that more research efforts should be devoted to techniques exploiting binary descriptors for 3D face recognition as they seem suitable for building high-performance low-computational cost recognition systems.
The rest of the paper is structured as follows. Section 2 2 summarizes related work on the topics of image descriptors that can be found in the literature. Section 3 3 discusses the methodology for the evaluating the descriptors. Section 4 4 presents the experimental evaluation and Section 5 5 concludes the paper with some final remarks.
Related Work
Computing a local keypoint descriptor typically requires two steps: i) detecting a point of interest in an image -the keypoint, and ii) computing a descriptor (i.e., a feature vector) in the detected keypoint. Below we briefly survey some of the techniques used for both steps, which together form a descriptor extraction procedure.
Keypoint detectors
Keypoint detectors generally find the interest points in an image by searching for points that have corner-like properties. One such approach is the Harris corner detector, proposed in [6 6] , which is often used in conjunction with SIFT and SURF descriptors.
The SIFT descriptor typically relies on a keypoint detector that searches for maxima in the DoG (Difference of Gaussian) scale-space to detect corner-like and edge-like points. Here, the reason for using the DoG scale-space is to achieve scale invariance when searching for keypoints, while unstable edge-like points are removed by the Harris corner detector. The SURF [1 1] keypoint detector relies on a similar approach, but uses the determinant of the Hessian matrix to detect keypoints.
The more recent FAST [17 17 ] keypoint detector is very popular in real-time applications. To classify a pixel as a keypoint, FAST requires at lest p consecutive pixels in the s surrounding circle either being darker or brighter than the center pixel (generally p = 9 and s = 16). FAST does not produce multi-scale keypoints unless combined with a scale pyramid of an image. A graphical representation of the FAST-keypoint detector approach is shown in Fig. 1 1. An extension of the FAST was proposed in [13 13] in the form of the AGAST keypoint detector. The FAST keypoint detector is typically used in conjunction with the BRIEF and ORB descriptors, while the multi-scale AGAST detector is commonly employed with the BRISK and FREAK descriptors.
Keypoint descriptors
One of the most popular representatives from the group of keypoint descriptors is SIFT. The SIFT descriptor is obtained from a grid of histograms of oriented gradients. SIFT proved to be highly descriptive and robust to affine image transformations, however, relatively slow to compute and match due to its high dimensionality (128 floating point values). The SURF descriptor is faster to compute and match than SIFT, while with similar matching performance. Similar to SIFT, SURF also relies on local orientation histograms, but uses sums of Haar-like features for histogram computation.
Binary descriptors are designed for high-speed descriptor computation and matching in real-time systems. Binary descriptors are generally obtained by concatenating the results of simple brightness comparison tests. Each test compares the smoothed intensity of two specific pixels on the patch centered at a keypoint, resulting in either 1 or 0, depending on which intensity value in the pair is greater. Different binary descriptors differ in the kernels used to smooth the patches before intensity differencing as well as in the spatial arrangement of the pixel pairs inside the keypoint patch.
The BRIEF descriptor, for example, pre-smooths the whole patch with the Gaussian kernel, while the pixel pairs are sampled from a Gaussian with the center at the keypoint and variance as shown in Fig. 2a 2a. BRIEF is sensitive to scale variation as well as to in-plane rotations.
The ORB descriptor (oriented FAST and rotated BRIEF) is similar to BRIEF, with the difference that ORB also assures invariance to in-plane rotations.
The BRISK descriptor uses deterministic sampling from the points arranged in the sampling pattern shown in Fig. 2b 2b where small circles denote sampling locations and larger dashed circles denote Gaussian kernels used to smooth the intensity values at the sampling points. BRISK is robust both to scale and to rotations.
The FREAK descriptor adopts a biologically inspired sampling pattern (see Fig. 2c 2c) . FREAK, similarly as ORB, selects the best pixel pairs from some training data in a way that maximizes the variance of the descriptor elements and minimizes their correlation.
Methodology
In this section the employed framework for 3D face recognition is described. First, each 3D image is preprocessed, the facial region is localized and segmented from the 3D scan. Localized face images are then represented by various local surface shape metrics. Next, keypoints are detected and descriptors are extracted from each face image. Classification is based on the nearest neighbor ratio method as typically used with the SIFT descriptor [7 7,11 11] . Each step of the framework is described in more detail in the following sections, while the schematic diagram of the framework is presented in Fig. 3 3.
Image Preprocessing and Localization
Images are initially low-pass filtered to remove high frequency noise, while depth components (z values) are interpolated to a grid of 1.0 mm resolution on the (x, y) plane. The face localization is similar to the one presented in [19 19] and is based on Kmeans clustering. Setting the number of clusters to K = 3, this method divides the 3D face image into three regions that most likely correspond to background, body and face/head region. The face region is then selected as the cluster with the lowest average depth value. This face localization procedure assures only rough localization of the facial region (see Fig. 4 4) . However, it is computationally very simple and is able to localize a face even in the presence of severe occlusions and rotations.
3D Data Representation
Since the assessed keypoint detection and descriptor calculation methods are optimized for the use on 2D images, it is of major importance how 3D data is passed to the keypoint detection and the descriptor calculation module. With an inappropriate representation, the keypoint detector is unable to find a sufficient number of keypoints for the recognition procedure to work. Thus, the facial image needs to be represented in a reasonable form for our assessment to make sense.
In this regard, we consider different metrics of the surface shape, such as range images I r , shape index values I s , mean curvature values I m , maximum curvature values I a and surface normal coordinates I x , I y and I z (see Fig. 5 5) to be used for the keypoint detection and descriptor calculation steps. In Section 4 4 we demonstrate how both the keypoint detection and the descriptor calculation steps, are affected by the employed 3D shape representation type. An illustration of the effect of different representations on the keypoint detection step is shown in Fig. 5 5. 
Keypoints and Descriptors
For the keypoint-detection and descriptor-extraction steps of our framework, we consider all techniques presented in Section 2 2 -from the established SIFT and SURF descriptors, to the relatively novel binary descriptors like BRIEF, ORB, BRISK and FREAK. While SIFT and SURF methods have its own implementation of keypoint detectors, we use the FAST detector for BRIEF and ORB descriptors and the AGAST keypoint detector for the BRISK and FREAK descriptor.
Matching
In the last step of our evaluation framework a similarity matrix between the query and the target images needs to be generated, based on which classification of the query images is performed.
The similarity between the two face images, each represented with a number of descriptors, is generally measured based on the number of matching descriptors. Each descriptor from a given query image is matched independently against all descriptors extracted from one target image. Several methods exist that define when the two descriptors match. In this work, we use the most common method called nearest-neighbor ratio (NNR), which was originally introduced in [14 14] . With this technique, a descriptor from a query image is matched to its nearest neighbor in a target image if the distance ratio between the first and the second nearest neighbor is below some predefined threshold. In this way, ambiguous matches are typically eliminated. Eventually, the number of matching descriptors between the two face images serves as similarity measure.
Matching of binary descriptors is typically performed using the Hamming distance (bitwise XOR followed by bit count), which can be computed very efficiently on today architectures [10 10] . Note that it is of paramount importance that the correct (i.e. Hamming) distance is used with the binary descriptors. Our preliminary experiments in fact showed that the recognition results using the Euclidean distance are significantly worse than those achieved by applying the Hamming distance.
Experiments
For the experimental assessment of the descriptors, we utilize three datasets, i.e. the FRGCv2 [16 16 ], UMB-DB [5 5 ] and CASIA dataset. The FRGCv2 dataset serves for evaluating the recognition performance ensured by the descriptors in the case of a large number of subjects with near frontal orientations and major expression variations; the UMB-DB dataset is used to examine the robustness of the descriptors (within our framework) to occlusions; while the robustness to pose variations is assessed on the CASIA dataset.
We mainly focus on the overall performance of the face recognition system and thus do not use the otherwise more commonly used metrics for evaluation of detectors and descriptors, i.e. recall and precision, defined in [14 14] . Therefore, the experimental results show the verification performance and are presented in the form of the verification rate (true accept rate, TAR) at a 0.1% false accept rate (FAR).
Data Representation Assessment
In the first series of experiments we aim at selecting the most appropriate 3D surface-shape representation that eventually serves as input for the keypoint detection and descriptor extraction steps. Recall, that this test is necessary to establish which facial representation is best suited for keypoint detection. From the results in Table 1 1, where the results of this series of experiments is presented, we can see, that keypoint detection from the shape index representation I s gives the best recognition results. We argue that this is due to increased variability in shape index representation, resulting in much more detected keypoints and thus better description of the face. Likewise, the highest recognition rate is achieved if descriptors are extracted from the shape index representation, as can be seen in Table 2 2. This can be explained by increased robustness of descriptors, resulting from the invariance of shape index to scale, translation and rotation [2 2].
Robustness Evaluation
In this series of experiments we evaluate the robustness of the keypoint descriptors to expressions, occlusions and pose variations. Next to the comparison of different keypoint descriptor methods, we also compare the standard NNR matching to an alternative matching approach where descriptors are first modeled by the Gaussian mixture models (GMM) via maximum a posteriori adaptation of universal background model, while matching is performed based on the GMM parameters using support vector machines (SVMs) (see [9 9 ] for details). Note that the second matching approach is a variation of the Bag-of-Words model, which is commonly used for the task of object recognition, with the difference that the k−means clustering step is replaced with the GMM modeling. This second matching procedure is introduced here as one could voice misgivings that the NNR technique is better suited for the SIFT and SURF descriptors than it is for the binary descriptors.
The results of this series of experiments are presented in Table 3 3. The upper half of the table summarizes the performance of the NNR framework, while the lower part of the table resumes the GMM-SVM performance. In the presence of expression variation, we can see that GMM-SVM classification outperforms the NNR matcher. On more challenging images from the UMB-DB and CASIA dataset the NNR matcher is mostly superior despite the reputation of the GMM-SVM classifier for its generalization strength that reflects in the robustness to occlusions, missing data and expression variations.
The SIFT-based method for the most part outperforms the other methods, but at the expense of higher computational cost as is observed in Section 4.3 4.3. When using the NNR matching approach, FREAK generally performs better than other binary descriptors and also better than SURF. As is expected, the BRIEF descriptor, being scale and rotation sensitive, achieves the lowest performance when using the NNR matcher. However, when coupled with the GMM-SVM classifier, BRIEF surprisingly gives the best results among the assessed methods. We argue that this is due to the fixed pattern of BRIEF descriptor (no orientation and scale normalization). Oriented keypoints present a more uniform appearance to descriptor computation, therefore, the descriptor variance is reduced resulting in diminished discriminativeness of the descriptors and poor estimation of GMM models.
All in all, the results suggest that while the SIFT descriptor still ensures the highest recognition rates, the binary descriptors (especially the FREAK descriptor) are not far behind. As will be shown in the next section, the binary descriptors have a significant edge when it comes to the matter of computational complexity. BRISK (349) ORB (360) BRIEF (360) SURF (300) SIFT (404) Keypoint detection Descriptor extraction Classification 
Time Complexity
In the last series of experiments we measure time needed by our framework to verify a test image given different descriptors. All experiments are performed on an Intel Xeon CPU @ 2.67 GHz personal desktop computer with 12 GB of RAM. The implementation of keypoint detection and descriptor computation procedures are taken from OpenCV [3 3] and assessed through the recently introduced Matlab wrapper [20 20] . As can be seen from Fig. 6 6, the keypoint detection and descriptor extraction times of the binary methods are much lower than those of SIFT and SURF methods. However, the matching times seem to be similar for all methods, which is most likely a consequence of us using the Matlab wrapper. With a purely compiled implementation (without the wrapper) of the matching procedure, the binary descriptors are expected to have an edge in this regard as well.
Conclusion
We have assessed the relative usefulness of binary descriptors for the task of 3D face recognition. Among the assessed descriptors, SIFT still exhibits the best performance on all datasets. However, when a significant time efficiency is required (e.g. on mobile devices), binary descriptors are viable option, especially FREAK descriptor giving the best trade-off between performance and speed.
