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Nous achevons ici la re´e´criture de [CJ04] commence´e dans [Del07]. Notre
re´sultat principal est le The´ore`me-Synthe`se e´nonce´ plus bas. La version ordi-
naire est le Fait, duˆ a` Cherlin et Jaligot, qui le pre´ce`de. L’introduction est celle
de [Del07] dont nous reprenons les pre´requis et certaines me´thodes. Les tech-
niques du pre´sent article iront de la simple imitation de [CJ04] a` l’argument de
concentration apparu dans [Del07, §6]. Ce dernier est employe´ deux fois, ce qui
le`ve un peu le voile sur une technique encore myste´rieuse.
Classifier les groupes simples connexes minimaux de rang de Morley fini est
une e´tape essentielle a` l’e´tude de la conjecture d’alge´bricite´ de Cherlin-Zilber.
Nous renvoyons a` l’introduction de [Del07] pour l’e´tat des lieux du programme
de Borovik. En type impair et sous l’hypothe`se d’ordinarite´, Cherlin et Jaligot
avaient prouve´ :
Fait ([CJ04, Theorem 1.8]) Soit G un groupe de rang de Morley fini ordi-
naire, simple connexe minimal, et de type impair. Soient S un 2-sous-groupe de
Sylow de G, V = 〈I(S◦)〉, T = C◦(S◦), C = C◦(V ), et W = N(T )/T . Alors le
rang de Pru¨fer de G est au plus 2, et l’on a les possibilite´s suivantes :
1. Le rang de Pru¨fer de G est 1 :
(a) Si C n’est pas un sous-groupe de Borel de G, alors G ' PSL2(K),
ou` K est un corps alge´briquement clos de caracte´ristique diffe´rente
de 2.
(b) Si C est un sous-groupe de Borel de G et que W 6= 1, alors C = T est
2-divisible et abe´lien, |W | = 2, W agit par inversion sur T , et N(T )
se scinde sous la forme T oZ/2Z. En outre toutes les involutions de
G sont conjugue´es.
2. Le rang de Pru¨fer de G est 2 :
Alors T = C = C(V ) est nilpotent, |W | = 3, toutes les involutions de
G sont conjugue´es, et G interpre`te un corps alge´briquement clos de ca-
racte´ristique 3. En outre :
(a) Si C n’est pas un sous-groupe de Borel de G, alors T est divisible
abe´lien, et pour chaque involution i de S◦, le sous-groupe Bi = C◦(i)
1
est un sous-groupe de Borel de la forme O(Bi) o T , ou` O(Bi) est
inverse´ par les deux involutions de T distinctes de i.
(b) Sinon, C est un sous-groupe de Borel nilpotent de G.
C’est ce Fait que le pre´sent article s’attache a` re´e´crire. Notre e´nonce´ ne fait
pas appel a` l’ordinarite´, et contribue dans un certain sens a` affranchir l’e´tude
des groupes de rang de Morley fini de la the´orie des mode`les : meˆme si les
de´finitions qui la sous-tendent reposent sur le rang de Morley, la the´orie des
(∞, d)-groupes de Burdges est une the´orie de l’unipotence, et nous ne parlerons
que de groupes !
Signalons enfin que l’ensemble forme´ par [Bur07], [BCJ07], [Del07], et le
pre´sent article, est retravaille´ de fac¸on globale et cohe´rente dans le cadre plus
ge´ne´ral des groupes localement re´solubles ; [DJ07] proposera des re´sultats tre`s
similaires a` ceux de [CJ04].
The´ore`me-Synthe`se Soit G un groupe de rang de Morley fini, simple connexe
minimal, et de type impair. Soient S un 2-sous-groupe de Sylow de G, V =
〈I(S◦)〉, T = C◦(S◦), C = C◦(V ), et W = N(T )/T . Alors le rang de Pru¨fer de
G est au plus 2, et l’on a les possibilite´s suivantes :
1. Le rang de Pru¨fer de G est 1 :
(a) Si C n’est pas un sous-groupe de Borel de G, alors G ' PSL2(K),
ou` K est un corps alge´briquement clos de caracte´ristique diffe´rente
de 2.
(b) Si C est un sous-groupe de Borel de G et que W 6= 1, alors C = T est
2-divisible et abe´lien, |W | = 2, W agit par inversion sur T , et N(T )
se scinde sous la forme T oZ/2Z. En outre toutes les involutions de
G sont conjugue´es.
2. Le rang de Pru¨fer de G est 2 :
Alors T = C = C(V ) est nilpotent, |W | = 3, toutes les involutions de
G sont conjugue´es, et G interpre`te un corps alge´briquement clos de ca-
racte´ristique 3. En outre :
C n’est pas un sous-groupe de Borel de G, T est divisible abe´lien, et pour
chaque involution i de S◦, le sous-groupe Bi = C◦(i) est un sous-groupe
de Borel admettant un sous-groupe Yi de degre´ d’unipotence e´gal a` celui
de Bi, et inverse´ par les deux involutions de T distinctes de i.
Bien que l’appareil de commentaires soit minimal, cet article est autonome :
la Section 1 pre´sente tous les rappels ne´cessaires.
La Section 2 gagne un temps pre´cieux en de´terminant les 2-sous-groupes de
Sylow avant analyse, au lieu de proce´der au coup-par-coup : c’est possible graˆce
a` la “toricite´”’ de Burdges et Cherlin (Fait 1.29 infra).
En §3 on se penche sur le cas (non-alge´brique) d’un groupe simple connexe
minimal de rang de Pru¨fer 1. On y prouve (1)(b) de notre The´ore`me-Synthe`se.
L’e´tude de la configuration de rang de Pru¨fer 2 (la partie (2) du The´ore`me-
Synthe`se) commence avec la Section 4. Le plan de bataille spe´cifique y sera
expose´.
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1 Mate´riel requis
1.1 Groupes simples connexes minimaux de type impair
De´finition 1.1 Un groupe de rang de Morley fini est simple connexe minimal
s’il est simple infini, et que tout sous-groupe de´finissable connexe propre en est
re´soluble.
De´finition 1.2 Un sous-groupe de Borel d’un groupe de rang de Morley fini
simple connexe minimal en est un sous-groupe propre, de´finissable, connexe, et
maximal pour ces proprie´te´s.
De´finition 1.3 Un sous-groupe M < G de´finissable propre d’un groupe de rang
de Morley fini est fortement inclus s’il contient des involutions, mais que pour
tout g 6∈ NG(M), M ∩Mg est sans involution.
Fait 1.4 ([BCJ07, Theorem 1]) Soit G un groupe simple connexe minimal
de rang de Morley fini et de type impair. Si G posse`de un sous-groupe fortement
inclus, alors G est de rang de Pru¨fer 1.
Fait 1.5 (tire´ de [BCJ07, Fact 2.1]) Soit G un groupe simple connexe mi-
nimal de rang de Morley fini et de type impair. Alors G est de rang de Pru¨fer
1 ou 2.
La dichotomie (1)-(2) du The´ore`me-Synthe`se est donc acquise.
Fait 1.6 ([Del07, The´ore`me 1.1]) Soient G un groupe de rang de Morley
fini simple connexe minimal de type impair et de rang de Pru¨fer 1, et i une
involution torique de G. On suppose que C◦(i) n’est pas un sous-groupe de Borel
de G. Alors G est isomorphe a` PSL2(K), ou` K est un corps alge´briquement clos
de caracte´ristique diffe´rente de 2.
Le Fait 1.29 ci-apre`s justifie que l’on puisse retirer le mot “torique” dans cet
e´nonce´. La partie (1)(a) du The´ore`me-Synthe`se est ainsi prouve´e.
1.2 Ge´ne´ricite´
Etant donne´e une partie X d’un groupe G, on note X# l’ensemble X \ {1},
et XG l’ensemble ∪g∈GXg.
Fait 1.7 ([Del07, Corollaire 2.4]) Soient G un groupe simple infini de rang
de Morley fini, M < G un sous-groupe propre de´finissable, et {1} 6= X ⊆ G un
sous-ensemble de´finissable. Alors rg(XG ∩M) < rg(XG).
Fait 1.8 ([CJ04, Lemma 3.4]) Soit G un groupe connexe de rang de Morley
fini. Soit B un sous-groupe de´finissable propre connexe, d’indice fini dans son
normalisateur et tel que ∪g∈GBg soit ge´ne´rique dans G. Soit x ∈ NG(B) \ B
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d’ordre n > 1 modulo B. On note 〈x〉B l’union B ∪ xB ∪ · · · ∪ xn−1B. Alors
l’ensemble de´finissable
X1 = {x1 ∈ xB tels que ∃g ∈ G \NG(B), x1 ∈ (〈x〉B)g}
est ge´ne´rique dans xB.
Fait 1.9 ([CJ04, Lemma 3.6]) Soit H un groupe de rang de Morley fini tel
que H◦ soit abe´lien. Si x est un e´le´ment de H \H◦ tel que les e´le´ments du coset
xH◦ soient ge´ne´riquement d’ordre n pour un entier n > 1, alors tout e´le´ment
de xH◦ est d’ordre n.
Fait 1.10 ([CJ04, Lemma 3.7]) Soit H un groupe de rang de Morley fini.
On suppose que H◦ est nilpotent, que H/H◦ est d’ordre un nombre premier p,
et que les e´le´ments de chaque coset de H◦ distinct de H◦ sont ge´ne´riquement
d’ordre p. Si un e´le´ment x ∈ H \H◦ a un centralisateur infini dans H◦, alors
H◦ contient un sous-groupe p-unipotent non-trivial.
Fait 1.11 ([CJ04, Lemma 3.8]) Soient H un groupe de rang de Morley fini
de type impair, et S un 2-sous-groupe de Sylow de H. On suppose que H◦ ≤
CH(S◦) et que pour chaque x ∈ H \H◦, il existe un entier n tel que les e´le´ments
du coset xH◦ soient ge´ne´riquement d’ordre au plus n. Alors CH(S◦) = H◦.
De´finition 1.12 Un sous-ensemble de´finissable X d’un groupe de rang de Mor-
ley fini G est ge´ne´reux dans G si XG est ge´ne´rique dans G.
Fait 1.13 ([Jal06, Lemma 3.9]) Soient L ≤ H ≤ G des groupes de rang de
Morley fini, H et L e´tant de´finissables. On suppose que H est connexe. Si L est
ge´ne´reux dans H et que H l’est dans G, alors L est ge´ne´reux dans G.
De´finition 1.14 Un tore de´cent d’un groupe de rang de Morley fini en est
un sous-groupe de´finissable, abe´lien, divisible et qui co¨ıncide avec la cloˆture
de´finissable de sa torsion.
Fait 1.15 ([Che05, Lemma 4]) Soient G un groupe connexe de rang de Mor-
ley fini et T ≤ G un tore de´cent. Alors C◦(T ) est ge´ne´reux dans G.
Fait 1.16 ([Che05, dernie`res lignes]) Les tores de´cents maximaux d’un groupe
de rang de Morley fini sont conjugue´s.
1.3 Involutions et 2-tores
Fait 1.17 ([Del07, Lemme 3.1]) Soient G un groupe, H ≤ G et K ≤ N(H)
deux sous-groupes. On suppose que K est 2-divisible, et qu’il existe une involu-
tion i ∈ G telle que
– i centralise ou inverse H, et
– i inverse K.
Alors [H,K] = 1.
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Si σ est un automorphisme involutif et de´finissable d’un groupe de rang de
Morley fini G, on note G−σ l’ensemble {g ∈ G, gσ = g−1}.
Fait 1.18 ([BN94, Exercice 14 p.73]) Soit G un groupe de rang de Morley
fini sans involutions. Soit σ un automorphisme involutif et de´finissable de G.
Alors G−σ est 2-divisible, et l’on a la de´composition univoque G = CG(σ) ·G−σ .
Le fait suivant est imme´diat.
Fait 1.19 Soit A un groupe abe´lien connexe et 2-divisible de rang de Mor-
ley fini. Soit ϕ un automorphisme involutif et de´finissable de A. Alors A =
CA(ϕ)(+)A−ϕ , ou` le symbole (+) signifie que l’intersection est finie. En parti-
culier, si CA(ϕ) est fini, alors ϕ inverse A.
Fait 1.20 (Borovik-Poizat, [BN94, Lemma 10.8 et Theorem 10.11]) Les
2-sous-groupes de Sylow d’un groupe de rang de Morley fini sont conjugue´s. En
outre, de tels sous-groupes sont nilpotents-par-fini, et l’on peut de´composer leur
composante connexe sous la forme
S◦ = T ∗ U,
ou` T est un 2-tore, et U un 2-groupe de´finissable connexe nilpotent d’exposant
borne´.
Fait 1.21 ([BN94, Theorem 10.22]) Soit G un groupe de rang de Morley
fini. Soient S un 2-sous-groupe de Sylow de G et T le 2-tore maximal de S.
Alors N(T ) controˆle la fusion dans S◦. (Cela signifie que si A et B sont sont
deux sous-ensembles de S◦ conjugue´s dans G, alors A et B sont conjugue´s dans
N(T ).)
Fait 1.22 (The´ore`me Z∗, [BBC07, Theorem 5]) Soient G un groupe de rang
de Morley fini, S un 2-sous-groupe de Sylow de G, et i une involution de S. Alors
l’un des deux cas suivant se produit :
(a) i est conjugue´e dans G a` une autre involution de S.
(b) C(i) est connexe.
Enfin le fait suivant est indispensable en pre´sence d’un Viergruppe.
Fait 1.23 (Tire´ de [Bor95, Theorem 5.14], voir [Bur04, Lemma 3.22])
Soit H un groupe de rang de Morley fini connexe re´soluble de type impair. On
suppose qu’il existe un Viergruppe V agissant de´finissablement sur H. Alors
H = 〈C◦H(i), i ∈ V #〉.
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1.4 Torsion
Soit p un nombre premier non nul.
Fait 1.24 ([Del07, Corollaire 2.24]) Soit H un groupe de rang de Morley
fini de type impair, re´soluble, et connexe. Soit T un p-tore de H. Alors T
centralise un 2-tore maximal de H.
Fait 1.25 ([BN94, Exercice 11 p.93]) Soient G un groupe de rang de Mor-
ley fini, et H C G un sous-groupe de´finissable. On suppose qu’il existe x ∈ G
tel que x¯ ∈ G/H soit un p-e´le´ment. Alors xH contient un p-e´le´ment.
Fait 1.26 ([BP90, Proposition 3.2]) Soient P un p-tore et Ωp2 = {x ∈
P, xp
2
= 1}. Si un automorphisme d’ordre fini de P centralise Ωp2 , alors il
centralise P .
Fait 1.27 ([BN94, Theorem 6.20]) Soit P un p-sous-groupe localement fini
d’un groupe de rang de Morley fini G. Alors :
1. P ◦ est nilpotent et P ◦ = U ∗ T est produit central d’un p-groupe nilpotent
d’exposant borne´ U et d’un p-tore T .
2. Z(P ) 6= 1 et P satisfait la condition de normalisateur.
3. Si P est infini d’exposant borne´, alors Z(P ) posse`de une infinite´ d’e´le´ments
d’ordre p et P est nilpotent.
Fait 1.28 ([FJ05, Theorem 1.8]) Soit H un groupe re´soluble connexe de rang
de Morley fini. Alors les p-sous-groupes de Sylow de H sont connexes.
Fait 1.29 ([BC08, Theorem 3]) Soit G un groupe de rang de Morley fini
connexe. Si x est un p-e´le´ment tel que C◦(x) soit sans p-unipotence, alors x
appartient a` tout p-tore maximal de C◦(x).
Fait 1.30 ([BC08, Corollary 5.3]) Soit G un groupe simple connexe mini-
mal de rang de Morley fini. Soit T un tore de´cent maximal. On suppose que le
groupe fini N(T )/C◦(T ) est d’ordre impair ; soit r le plus petit diviseur premier
de cet ordre. Soit x un r-e´le´ment de N(T ) d’ordre r dans le quotient. Alors
C◦(x) contient de la r-unipotence.
1.5 Quelques re´sultats de normalisation
Fait 1.31 ([Del07, Fait 3.12]) Soit G un groupe de rang de Morley fini. Soient
w une involution de G agissant sur un sous-groupe de´finissable H, et S un 2-
sous-groupe de Sylow de H. Alors une H-conjugue´e de w normalise S.
Fait 1.32 ([Del07, Corollaire 3.14]) Soit G un groupe de rang de Morley
fini de type impair. Soient w une involution agissant sur un sous-groupe de´finissable,
connexe et re´soluble H, et Q un sous-groupe de Carter de H. Alors une H-
conjugue´e de w normalise Q.
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Les p˜-sous-groupes de Sylow seront pre´sente´s dans la De´finition 1.56.
Fait 1.33 ([Del07, Corollaire 3.15]) Soit G un groupe de rang de Morley
fini de type impair. Soient w une involution agissant sur un sous-groupe de´finissable,
connexe et re´soluble H, et U un p˜-sous-groupe de Sylow de H. Alors une H-
conjugue´e de w normalise U .
Un re´sultat “ascendant” sera e´nonce´ en §2.
1.6 Sous-groupes de Carter
Un sous-groupe de Carter d’un groupe de rang de Morley fini est un sous-
groupe de´finissable, connexe, nilpotent, et d’indice fini dans son normalisateur.
Fait 1.34 ([FJ05, Theorem 3.1]) Tout groupe de rang de Morley fini posse`de
des sous-groupes de Carter. En outre, tout sous-groupe abe´lien divisible de tor-
sion est inclus dans un tel sous-groupe.
Fait 1.35 ([FJ05, Theorem 3.9]) Dans un groupe connexe re´soluble de rang
de Morley fini, les sous-groupes de Carter sont conjugue´s et autonormalisants.
Fait 1.36 ([Jal06, Theorem 1.1]) Dans un groupe connexe de rang de Mor-
ley fini, les sous-groupes de Carter ge´ne´reux sont ge´ne´riquement disjoints et
conjugue´s.
1.7 Groupes re´solubles
On note F (G) le sous-groupe de Fitting d’un groupe de rang de Morley fini
G. Ce sous-groupe est de´finissable et nilpotent ([BN94, Theorem 7.3]).
Fait 1.37 ([BN94, Theorem 9.21]) Soit G un groupe connexe re´soluble de
rang de Morley fini. Alors G/F ◦(G) est divisible et abe´lien.
On note K+ le groupe additif d’un corps et K× son groupe multiplicatif.
Etant donne´s deux sous-groupes A et B d’un groupe de rang de Morley fini G,
A est dit B-minimal si A est de´finissable infini, normalise´ par B, et minimal
pour ces proprie´te´s.
Fait 1.38 (The´ore`me du corps de Zilber, [BN94, Theorem 9.1]) Soit G =
AoH un groupe de rang de Morley fini, ou` A et H sont des sous-groupes abe´liens
infinis de´finissables tels que A soit H-minimal et CH(A) = 1. Alors G interpre`te
un corps alge´briquement clos.
Plus pre´cise´ment, A est isomorphe au groupe additif d’un corps alge´briquement
clos K sur lequel H agit par multiplication du corps :
A ' K+, H ' T ≤ K×,
ou` T est un sous-groupe de´finissable de K×.
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1.8 The´orie(s) de l’unipotence
A l’ore´e de cette sous-section nous mentionnons trois faits qui forment le
cahier des charges ide´al d’une the´orie de l’unipotence. Ils seront utilise´s dans la
seule §3.
Fait 1.39 ([CJ04, Lemma 2.41]) Soit H un groupe re´soluble de rang de Mor-
ley fini. Alors il existe un sous-groupe normal, de´finissable, connexe, et sans in-
volution maximal de H, note´ O(H). De plus, si H est ordinaire, on a O(H) ≤
F ◦(H).
Fait 1.40 ([CJ04, Lemma 3.2]) Soit H un groupe de rang de Morley fini
connexe, re´soluble, et de type impair. Si O(H) = 1, alors H est divisible abe´lien.
Fait 1.41 ([CJ04, Proposition 3.11]) Soit G un groupe de rang de Morley
fini simple connexe minimal et ordinaire. Si B1 et B2 sont deux sous-groupes
de Borel distincts tels que O(B1) 6= 1 et O(B2) 6= 1, alors F (B1) ∩ F (B2) = 1.
1.8.1 Up˜-groupes, p˜-groupes, parame`tres d’unipotence
Quand p est un nombre premier, un p-sous-groupe d’un groupe de rang de
Morley fini est p-unipotent, ou encore un Up-groupe, s’il est de´finissable, connexe,
nilpotent, et d’exposant borne´. Nous ne redonnerons pas la de´finition des U(∞,d)-
groupes de Burdges. Voir par exemple [Del07, §2.8.2].
L’e´nonce´ suivant est a` rapprocher du Fait 1.39.
Fait 1.42 ([CJ04, Corollary 2.16]) Soit H un groupe de rang de Morley fini
connexe et re´soluble. Alors il existe un unique Up-sous-groupe de´finissable maxi-
mal de H. Ce sous-groupe est contenu dans F ◦(H) et note´ Up(H).
Ce qui suit n’est qu’un aperc¸u synthe´tique ; on renvoie indiffe´remment a`
[Del07, §2.8] ou a` [FJ05, §2].
De´finition 1.43 Un parame`tre d’unipotence est un couple p˜ = (p, d) ∈ ({∞}∪
P)× (N ∪ {∞}) qui satisfait p <∞⇔ d =∞.
De´finition 1.44 Soit p˜ un parame`tre d’unipotence. Un p˜-groupe est par de´finition,
selon la valeur de p˜ :
– p˜ = (∞, 0) : un tore de´cent.
– p˜ = (∞, d) : un (∞, d)-groupe nilpotent de Burdges.
– p˜ = (p,∞) : un groupe p-unipotent.
On (pre´-)ordonne les parame`tres d’unipotence comme suit :
(p,∞)  q˜ pour tout parame`tre d’unipotence q˜ ;
(∞, r)  (∞, s) ⇔ r ≥ s.
De´finition 1.45 Un Up˜-groupe de rang de Morley fini est un groupe engendre´
par ses p˜-sous-groupes (de´finissables).
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De´finition 1.46 Soit p une caracte´ristique (e´ventuellement ∞). Soit G un
groupe de rang de Morley fini. On note dp(G) et l’on appelle degre´ de p-unipotence
de G le plus grand d ≥ 1, s’il existe, tel que U(p,d)(G) 6= 1. On pose sinon
dp(G) = 0.
(Notons que pour p <∞, dp vaut toujours 0 ou ∞.)
De´finition 1.47 Soient H un groupe connexe et re´soluble de rang de Morley
fini et p˜ = (p, d) un parame`tre d’unipotence.
– H admet le parame`tre d’unipotence p˜ si Up˜(H) 6= 1.
– p˜ est maximal dans H si Up˜(H) 6= 1 et dp(H) = d.
Ces notions se comportent bien vis-a`-vis des morphismes.
Fait 1.48 ([FJ05, Lemma 2.13]) Soit f : G→ H un morphisme de´finissable
entre groupes de rang de Morley fini. Alors
1. (push-forward) f(Up˜(G)) ≤ Up˜(H) est un Up˜-groupe.
2. (pull-back) On suppose que le parame`tre p˜ n’est pas de la forme (p,∞),
ou que G est re´soluble. Si Up˜(H) ≤ f(G), alors f(Up˜(G)) = Up˜(H).
Un groupe sans unipotence non-triviale est un bon tore d’apre`s le fait suivant,
a` comparer au fait 1.40.
Fait 1.49 ([FJ05, Theorem 2.11]) Soit H un groupe de rang de Morley fini
connexe et re´soluble. Si U(p,d)(H) = 1 pour chaque parame`tre d’unipotence (p, d)
tel que 0 < d ≤ ∞, alors H est un bon tore.
1.8.2 Unipotence et nilpotence
Fait 1.50 ([FJ05, Theorem 2.7]) Soit G un groupe de rang de Morley fini
connexe et nilpotent. Alors
G = [d(S) ∗ U(∞,1)(G) ∗ · · · ∗ U(∞,d∞(G))(G)] ∗ [U2(G)× · · · × Uqmax(G)],
ou` S est le sous-groupe de torsion divisible de G, d(S) sa cloˆture de´finissable,
et qmax de´signe le plus grand nombre premier q tel que Uq(G) soit non-trivial.
Fait 1.51 ([FJ05, Lemma 2.9]) Soit G un p˜-groupe non-trivial de rang de
Morley fini. Alors Up˜(Z(G)) 6= 1.
Fait 1.52 ([Bur04, Lemma 3.18]) Soient G et H deux groupes de rang de
Morley fini, H agissant de´finissablement sur G. On suppose que G est un p˜-
groupe de´finissable sans q-torsion (q est un nombre premier), et que H est un
q-groupe d’exposant borne´ forme´ d’automorphismes de´finissables de G. Alors
CG(H) est encore un p˜-groupe.
Nous comple´tons en caracte´ristique ∞ l’analogie avec le Fait 1.39.
Fait 1.53 ([Bur04, Theorem 2.21]) Soient H un groupe de rang de Morley
fini connexe et re´soluble, et p˜ = (∞, d∞(H)). Si d∞(H) > 0, alors Up˜(H) ≤
F ◦(H).
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1.8.3 Homoge´ne´ite´ de Fre´con
De´finition 1.54 Un Up˜-groupe G de rang de Morley fini est p˜-homoge`ne si
chaque sous-groupe de´finissable connexe nilpotent de G est encore un Up˜-groupe.
Fait 1.55 ([FJ05, Theorem 2.18]) Soit G un groupe connexe de rang de Mor-
ley fini (non ne´cessairement re´soluble). On suppose que G agit de´finissablement
sur un p˜-groupe de´finissable H. Alors [G,H] est un p˜-sous-groupe p˜-homoge`ne
de H.
1.8.4 p˜-sous-groupes de Sylow
De´finition 1.56 Un p˜-sous-groupe de Sylow est un p˜-sous-groupe maximal.
Fait 1.57 ([FJ05, Proposition 2.8], [Bur04, Lemma 2.28]) Soient G un
p˜-groupe de rang de Morley fini et H < G un sous-groupe de´finissable. Si S1 est
le p˜-sous-groupe de Sylow de H et S2 celui de NG(H), alors S1 < S2.
Fait 1.58 ([FJ05, Corollary 5.11], [Bur04, Lemma 4.19]) Soit H un groupe
de rang de Morley fini connexe et re´soluble. Alors les p˜-sous-groupes de Sylow
de H sont les sous-groupes de la forme Up˜(H ′) ·Up˜(Q), ou` Q est un sous-groupe
de Carter de H.
1.8.5 Lemmes de Jaligot
Voici les analogues du Fait 1.41.
Fait 1.59 ([Bur07, Corollary 2.2]) Soit G un groupe de rang de Morley fini
simple connexe minimal. Soient B1 et B2 deux sous-groupes de Borel distincts.
Alors F (B1) ∩ F (B2) est sans torsion.
Fait 1.60 ([Del07, Lemme 2.29]) Soient G un groupe de rang de Morley fini
simple connexe minimal et B un sous-groupe de Borel de G. Soit A ≤ Up(B)
un sous-groupe infini (non ne´cessairement de´finissable). Alors B est l’unique
sous-groupe de Borel de G contenant A.
Rappelons une notation fre´quente.
Notation 1.61 Pour p˜ = (∞, d), on note Fd(H) = Up˜(F ◦(H)).
Fait 1.62 ([Del07, Lemme 3.3]) Soit G un groupe de rang de Morley fini
simple connexe minimal. Soit B un sous-groupe de Borel de G, de parame`tre
d’unipotence maximal p˜ = (∞, d∞(B)) avec d∞(B) > 0. Soit U un p˜-sous-
groupe de´finissable de B contenant un sous-groupe A 6= 1 tel que d∞(C◦(A)) ≤
d∞(B).
Alors Up˜(B) = Fd∞(B)(B) est un p˜-sous-groupe de Sylow de G, et c’est le
seul qui contienne U . Enfin B est l’unique sous-groupe de Borel de parame`tre
d’unipotence maximal p˜ qui contienne U .
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1.9 Groupes simples connexes minimaux et intersections
de paires maximales
De´finition 1.63 Deux sous-groupes de Borel B1 et B2 distincts forment une
paire maximale si l’on ne peut pas trouver deux autres sous-groupes de Borel B3
et B4 tels que (B1 ∩B2)◦ < (B3 ∩B4)◦.
Fait 1.64 ([Bur07, Theorem 4.3]) Soient G un groupe de rang de Morley
fini simple connexe minimal, et B1, B2 deux sous-groupes de Borel distincts.
On suppose que H = (B1 ∩ B2)◦ n’est pas abe´lien. Alors les faits suivants sont
e´quivalents :
1. B1 et B2 sont les seuls sous-groupes de Borel contenant H.
2. La paire (B1, B2) est maximale.
3. H est maximal parmi les groupes de la forme (B1 ∩ B3)◦, avec B3 un
sous-groupe de Borel distinct de B1.
4. d∞(B1) 6= d∞(B2).
Fait 1.65 ([Bur07, Theorem 4.1, 1.]) Soient G un groupe de rang de Mor-
ley fini simple connexe minimal, et B1, B2 deux sous-groupes de Borel distincts.
Soit H = (B1 ∩B2)◦. Alors H ′ est homoge`ne (e´ventuellement trivial).
Fait 1.66 ([Bur07, Theorem 4.5]) Soient G un groupe de rang de Morley
fini simple connexe minimal et (B1, B2) une paire maximale avec d∞(B1) ≥
d∞(B2). On suppose que H = (B1 ∩ B2)◦ est non-abe´lien et l’on note r′ =
d∞(H ′). Alors :
1. d∞(B1) > d∞(H) = d∞(B2) et N◦(H) = H.
2. Tout sous-groupe de´finissable connexe nilpotent de H est abe´lien.
3. Fr′(H) = U(∞,r′)(H) est l’unique (∞, r′)-sous-groupe de Sylow de H. Il
est inclus dans F ◦(B2) et la composante connexe de son normalisateur est
incluse dans B2.
4. F`(B2) ≤ Z(H) pour chaque ` 6= r′, et Fr′(B2) est non-abe´lien. (En par-
ticulier F`(B2) est non-abe´lien si et seulement si ` = r′.)
5. Les sous-groupes de Carter de H sont des sous-groupes de Carter de B1,
et la composante connexe de leur normalisateur est incluse dans B2.
6. Fr′(B1) = F (B1) ∩ F (B2) est (∞, r′)-homoge`ne, et B1 est l’unique sous-
groupe de Borel contenant C◦(Fr′(B1)).
7. F ◦(B1) et F ◦(B2) sont divisibles.
Fait 1.67 ([Del07, Corollaire 2.56]) Soit G un groupe de rang de Morley
fini simple connexe minimal. Soit K un sous-groupe de´finissable, connexe, et
nilpotent non-abe´lien. Alors K est inclus dans un unique sous-groupe de Borel
de G.
11
Fait 1.68 ([Del07, Lemme 3.8]) Soient G un groupe de rang de Morley fini
simple connexe minimal, et B 6= Bg deux conjugue´s distincts d’un sous-groupe
de Borel B. On suppose que F (B) ∩ F (Bg) n’est pas homoge`ne. Alors F ◦(B)
est abe´lien.
Fait 1.69 ([Del07, Lemme 3.9]) Soit G un groupe de rang de Morley fini
simple connexe minimal. Soient B1 et B2 deux sous-groupes de Borel distincts.
On suppose que (B1, B2) est une paire maximale, et que H = (B1 ∩ B2)◦ n’est
pas abe´lien. Soient r′ = d∞(H ′) et Q un sous-groupe de Carter de H. Alors
Qr′ := U(∞,r′)(Q) est non-trivial, central dans H, et des trois cas suivants un
et un seul se produit.
- N◦G(Qr′) = H.
- N◦B1(Qr′) > H, de plus N
◦
B2
(Qr′) = H et B1 est l’unique sous-groupe de Borel
contenant N◦G(Qr′).
- N◦B2(Qr′) > H, de plus N
◦
B1
(Qr′) = H et B2 est l’unique sous-groupe de Borel
contenant N◦G(Qr′).
Fait 1.70 ([Del07, Lemme 3.10]) Meˆmes hypothe`ses et notations que dans
le Lemme 1.69. On suppose en outre que d∞(B1) > d∞(B2). Alors tout (∞, r′)-
sous-groupe de Sylow de G contenant U(∞,r′)(H) est inclus dans B2.
Fait 1.71 ([Del07, Lemme 3.11]) Meˆmes hypothe`ses et notations que dans
le Lemme 1.69. On suppose en outre que d∞(B1) > d∞(B2). Si Q est sous-
groupe de Carter de B1 et de B2, alors U(∞,r′)(B2) = Fr′(B2) est l’unique
(∞, r′)-sous-groupe de Sylow de B2.
2 Un point sur les 2-sous-groupes de Sylow
La Proposition 2.4 de´termine en ge´ne´ral le 2-sous-groupe de Sylow d’un
groupe simple connexe minimal de type impair : c’est celui de PSL2, ou alors
un 2-tore. Cette section est toute de´die´e a` la preuve de la Proposition 2.4. Nous
faisons appel ici seulement a` trois faits supple´mentaires qui ne seront pas utilise´s
dans le reste de l’article.
Fait 2.1 Le seul automorphisme d’ordre fini d’un groupe de Pru¨fer Z2∞ est
l’inversion.
Fait 2.2 Un automorphisme involutif α d’un 2-tore τ ne fixant qu’un nombre
fini d’e´le´ments de τ est l’inversion.
Fait 2.3 ([BC05, Corollary 5.10]) Soient G un groupe connexe de rang de
Morley fini de type impair, et S un 2-sous-groupe de Sylow de G. Alors CS(S◦) =
S◦.
Proposition 2.4 Soit G un groupe simple connexe minimal de type impair.
Soit S un 2-sous-groupe de Sylow de G. Alors ou bien S est connexe, ou bien
S ' Z2∞ o Z/2Z, l’action e´tant par inversion.
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Preuve
Supposons S non-connexe, et montrons que S ' Z2∞oZ/2Z. Soit α ∈ S\S◦
et d’ordre minimal pour cette proprie´te´ ; ainsi α2 ∈ S◦.
Dans un premier temps nous montrons que α inverse S◦. Soit σ = C◦S◦(α) ;
supposons σ 6= 1. Alors σ · 〈α〉 ≤ C◦(α) qui est re´soluble, donc le Fait 1.28
implique l’existence d’un 2-tore de G qui contient α et σ. En particulier α ∈
C◦(σ). Mais C◦(σ) qui est re´soluble contient S◦ · 〈α〉, donc le Fait 1.28 force
α ∈ S◦, une contradiction. Ainsi α ne rencontre qu’un nombre fini de points fixes
dans son action sur S◦. Comme α2 ∈ S◦, cette action est involutive. D’apre`s le
Fait 2.2 α inverse S◦.
Nous montrons a` pre´sent que α est une involution. Supposons α2 6= 1. Alors
S◦ ≤ C◦(α2), mais d’apre`s le Fait 1.29, on a aussi α ∈ C◦(α) ≤ C◦(α2).
Comme α2 6= 1, C◦(α2) est re´soluble ; ce groupe contient S◦ · 〈α〉, et le Fait 1.28
implique donc α ∈ S◦, une contradiction. Ainsi α2 = 1, c’est-a`-dire que α est
une involution.
Nous nous tournons vers le rang de Pru¨fer. Soit V = 〈I(S◦)〉. Puisque α
inverse S◦, α centralise V . Nous conside´rons a` pre´sent l’action de V sur C◦(α).
D’apre`s le Fait 1.31, il existe un 2-sous-groupe de Sylow T de C◦(α) qui est
V -invariant. D’apre`s le Fait 1.28, T est un 2-tore, qui est meˆme maximal dans
G. D’apre`s le Fait 1.29, α ∈ T .
Supposons qu’il existe une involution k de V ≤ S◦ telle que C◦T (k) 6= 1,
et posons τ = C◦T (k). Le groupe C
◦(k) est re´soluble, et contient k d’apre`s le
Fait 1.29. Ainsi τ · 〈k〉 ≤ C◦(k), et d’apre`s le Fait 1.28 cela entraˆıne qu’il existe
un 2-tore de C◦(k) qui contient τ · 〈k〉. En particulier k ∈ C◦(τ). Ce dernier
groupe est re´soluble et contient T · 〈k〉, donc d’apre`s le Fait 1.28 on a k ∈ T . En
particulier α ∈ T ≤ C◦(k). Ce dernier groupe est re´soluble et contient S◦ · 〈α〉,
donc le Fait 1.28 implique α ∈ S◦, une contradiction.
Ainsi pour chaque involution k de V , CT (k) est fini, ce qui d’apre`s le Fait
2.2 signifie que k inverse T . En particulier il y a exactement une involution dans
V , et le rang de Pru¨fer de G est donc 1.
Soit a` pre´sent β ∈ S \S◦. D’apre`s le Fait 2.3, β ne centralise pas S◦. D’apre`s
le Fait 2.1, β inverse donc S◦ ; c’est aussi ce que fait α. Ainsi αβ ∈ CS(S◦) = S◦
encore selon le Fait 2.3. Nous avons donc prouve´ que S = S◦o〈α〉 ' Z2∞oZ/2Z,
l’action e´tant par inversion. 
Nous en de´duisons un re´sultat de normalisation comple´tant ceux de §1.5.
Corollaire 2.5 (cf. [Del07, Corollaire 1.2]) Soient G un groupe simple connexe
minimal de type impair et de rang de Pru¨fer 2, V un Viergruppe de G. Soit H un
sous-groupe non-trivial de´finissable connexe propre de G. Si H est V -invariant,
alors H est inclus dans un sous-groupe de Borel V -invariant.
Preuve
Soit H un contre-exemple maximal a` notre e´nonce´. Comme dans [Del07,
Lemme 3.18], on peut montrer que H est abe´lien ; c’est un sous-groupe de Carter
abe´lien de G. On pourrait conclure en argumentant que les sous-groupes de
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Carter de G sont conjugue´s d’apre`s un re´sultat de Fre´con : mais il n’est pas
encore publie´, et nous biaisons donc.
D’apre`s le Fait 1.23, l’une des trois involutions de V , disons i, a un cen-
tralisateur non-trivial dans H. Soit K = C◦H(i) 6= 1. Il est clair que K est
V -invariant, et par maximalite´ de H il vient H = N◦(K). En particulier K est
un sous-groupe de Carter de C◦(i), et il en contient donc un 2-tore maximal.
Or par toricite´ de l’involution i, C◦(i) est de rang de pru¨fer 2. Le groupe K
contient donc un 2-tore maximal de G, qui d’apre`s la Proposition 2.4 est un
2-sous-groupe de Sylow S de G. En particulier V ≤ N(S) force V ≤ S ≤ H, et
tout sous-groupe de Borel contenant H convient. 
3 Rang de Pru¨fer 1
Dans cette section nous travaillons en rang de Pru¨fer 1 pour e´tudier le
cas laisse´ ouvert par le Fait 1.6, a` savoir celui ou` le centralisateur connexe
d’une involution est un sous-groupe de Borel ; ceci correspond au cas (1)(b)
du The´ore`me-Synthe`se. Ceci comple`tera la preuve de la partie (1) de notre
The´ore`me-Synthe`se. Aucun re´sultat de cette section n’est employe´ par la suite.
Il nous suffit de prouver
The´ore`me 3.1 Soit G un groupe de rang de Morley fini simple connexe mi-
nimal, de type impair et de rang de Pru¨fer 1. Soient S un 2-sous-groupe de
Sylow de G, et i l’unique involution de S◦. Soient C = C◦(i), T = C◦(S◦),
et W = N(T )/T . On suppose que C est un sous-groupe de Borel de G et que
W 6= 1.
Alors C = T est 2-divisible et abe´lien, |W | = 2, W agit par inversion sur T ,
et N(T ) se scinde sous la forme T o Z/2Z. En outre toutes les involutions de
G sont conjugue´es.
Nous controˆlerons d’abord le groupe de Weyl W (Proposition 3.5) pour en-
suite montrer qu’il agit en inversant C◦(i) (Proposition 3.12).
Notation 3.2
G est un groupe simple connexe minimal de type impair, rang de Pru¨fer 1.
S est un 2-sous-groupe de Sylow de G et i est l’unique involution de S◦.
On suppose que C◦(i) est un sous-groupe de Borel de G.
Soit B = C◦(i).
Remarque 3.3 Comme i et B se 0-de´finissent l’un l’autre, on a C(i) = N(B).
Nous de´terminons a` pre´sent le groupe N(B)/B par la technique de [CJ04].
Notation 3.4 Soit W = N(B)/B.
Proposition 3.5 W ↪→ Z/2Z.
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Preuve
Supposons W 6= 1, et montrons |W | = 2. Soit x ∈ N(B)\B d’ordre n sur B.
B est ge´ne´reux dans G, car B ≥ C◦(d(S◦)), qui est ge´ne´reux graˆce au Fait 1.15.
D’apre`s le Fait 1.8, l’ensemble X1 = {x1 ∈ xB tels que ∃g ∈ G \ N(B), x1 ∈
(〈x〉B)g} est ge´ne´rique dans xB.
Nous allons travailler modulo O(B) (nous renvoyons au Fait 1.39). Soit H =
(B · 〈x〉)/O(B), de sorte que H◦ = B/O(B). Alors H◦ est de rang de Pru¨fer
exactement 1 et O(H◦) = 1. C’est un groupe divisible abe´lien d’apre`s le Fait
1.40. Donc H◦ = Tor(H◦) ⊕ D ou` D est divisible sans torsion et Tor(H◦) est
somme d’un unique 2-tore note´ τ et pour chaque q premier 6= 2 d’un nombre
fini de q-tores.
Pour g ∈ G \ N(B), on forme Tg = (O(B) · (B ∩Bg)) /O(B) ≤ H◦. C’est
un groupe de´finissable et 2⊥. En effet sinon, on trouve en relevant la torsion un
2-e´le´ment commun a` B et a` Bg. D’apre`s la Remarque 3.3, il vient Bg = B, une
contradiction.
Comme H◦ est abe´lien, Tg est normal dans H◦, et en particulier T ◦g ≤
O(H◦) = 1. Les groupes Tg forment donc une famille uniforme´ment de´finissable
de groupes finis. Par e´limination des quanteurs infinis, il existe une borne sur
leur ordre. Comme H◦ est abe´lien divisible, la borne sur |Tg| implique Tg ≤ T0
pour un meˆme sous-groupe fini et inde´pendant de g.
En particulier, si x1 ∈ X1, on a xn1 ∈ B∩Bg pour un g 6∈ N(B) et donc x1n ∈
T0 est d’ordre fini. Un sous-ensemble ge´ne´rique de x¯H◦ est ainsi d’exposant
borne´.
Ceci vaut encore pour les autres cosets modulo H◦ de H, qui sont tous
donne´s par une puissance de x¯. D’apre`s le Fait 1.11, il vient CH(τ) = H◦. En
particulier, l’action de x¯ sur τ est non-triviale, et donc x¯ inverse τ (Aut(Z2∞) '
(Z2)× ' Z/2Z× Z2, le second facteur e´tant sans torsion).
Maintenant si y est un autre e´le´ment de N(B) \ B, x¯ et y¯ inversent tous
deux τ , donc sont congrus modulo CH(τ) = H◦, et ainsi x et y sont congrus
modulo B. L’ordre de W est donc 2. 
On suppose de´sormais que W est non-trivial. D’apre`s la Proposition 3.5,
|W | = 2.
Lemme 3.6 Le 2-sous-groupe de Sylow de G est isomorphe a` Z2∞ o Z/2Z,
l’action e´tant par inversion. En particulier, N(B) = Bo〈w〉 pour une involution
w de N(B) \B qui inverse S◦.
Preuve
D’apre`s le Fait 1.25, S n’est pas connexe. La Proposition 2.4 implique alors
que S a la forme indique´e. Le reste est imme´diat. 
Notation 3.7 Soit w une involution comme dans le Lemme 3.6.
Lemme 3.8 I(G) = iG.
15
Preuve
Evident en rang de Pru¨fer 1, au vu du Fait 1.29. 
Noter la parfaite syme´trie de la paire (i, w) :
Corollaire 3.9 La configuration est syme´trique dans le sens suivant. C◦(w) est
un sous-groupe de Borel conjugue´ a` B et i-invariant, avec i 6∈ C◦(w).
Preuve
En effet w est conjugue´e a` i, donc C◦(w) est un sous-groupe de Borel
conjugue´ a` B. En outre i normalise C◦(w). Maintenant si i ∈ C◦(w), alors par
connexite´ des sous-groupes de Sylow, Fait 1.28, on a i = w, une contradiction.

Notation 3.10 Soit Bw le sous-groupe de Borel C◦(w) (bien suˆr Bw 6= B).
Lemme 3.11 Si B est abe´lien, alors w inverse B.
Preuve
Supposons en effet B abe´lien. Si C◦B(w) 6= 1, soit x ∈ C◦B(w)#. Alors x ∈
B ∩Bw qui sont tous deux abe´liens, donc C◦(x) > B, une contradiction. Ainsi
CB(w) est fini, et d’apre`s le Fait 1.19, w inverse B. 
Nous allons de´sormais de´montrer la
Proposition 3.12 B est abe´lien et w l’inverse.
Ceci ache`vera de montrer le The´ore`me 3.1. La preuve de la Proposition 3.12
occupera quelques lemmes ; elle ressemble beaucoup a` celle de [Del07, The´ore`me
4.10].
Supposons que B ne soit pas abe´lien. En particulier B n’est pas un bon tore.
D’apre`s le Fait 1.49, B admet au moins un parame`tre d’unipotence distinct de
(∞, 0).
Notation 3.13 Soit p˜ un parame`tre d’unipotence maximal pour B (p˜ 6= (∞, 0)).
Lemme 3.14 Soit Y < G un sous-groupe de´finissable, connexe, et 〈i, w〉-invariant.
Si Y admet le parame`tre d’unipotence p˜, alors il l’admet pour parame`tre d’uni-
potence maximal.
Preuve
Ce lemme est trivial si p˜ est de la forme (p,∞), on suppose donc p˜ = (∞, d)
pour un entier d. Soit Y comme dans l’e´nonce´, de sorte que Up˜(Y ) 6= 1. On
montre que le parame`tre d’unipotence p˜ est maximal pour Y . Supposons en
effet d∞(Y ) > d.
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Si U∞(Y ) posse`de une involution k, alors k est centrale dans U∞(Y ) ; donc
U∞(Y ) ≤ C◦(k) qui est un conjugue´ de B d’apre`s le Lemme 3.8. Ceci contredit
la de´finition de p˜ dans la Notation 3.13. Ainsi U∞(Y ) est sans involution.
Conside´rons maintenant l’action de i sur U∞(Y ). D’apre`s le Fait 1.52, C◦U∞(Y )(i)
est un (∞, d∞(Y ))-groupe. Par de´finition de p˜, il vient que i inverse U∞(Y ).
Le meˆme argument vaut pour w, et encore pour iw, qui d’apre`s le Lemme
3.8 sont conjugue´es a` i. Ceci est absurde. 
Corollaire 3.15 Aucun sous-groupe de´finissable, connexe, propre et 〈i, w〉-invariant
ne peut contenir a` la fois Up˜(Z(F ◦(B))) et Up˜(Z(F ◦(Bw))).
Preuve
Soit en effet Y un sous-groupe comme dans l’e´nonce´. D’apre`s le Lemme 3.14,
p˜ est un parame`tre d’unipotence maximal pour Y . Maintenant, selon le Fait 1.60
ou le Fait 1.62 selon la nature de p˜, Up˜(B) est l’unique p˜-sous-groupe de Sylow
de G contenant Up˜(Y ). Mais comme Y contient aussi Up˜(Z(F ◦(Bw))), le meˆme
argument impose Up˜(B) = Up˜(Bw), donc B = Bw, une contradiction. 
Notation 3.16 On note H = (B ∩Bw)◦ = C◦(i, w).
Si H = 1, alors w inverse B qui est donc abe´lien, une contradiction. Ainsi
a-t-on H 6= 1.
Lemme 3.17 F ◦(B) est sans involution.
Preuve
Sinon, il contient un 2-tore S◦ qui est central dans B. En particulier, S◦ ≤
C◦(H). Mais par syme´trie, il y a un 2-tore S◦w dans F
◦(Bw), et donc S◦w ≤
C◦(H). Ainsi i et w qui commutent sont-elles dans un meˆme sous-groupe de´finissable
connexe. La connexite´ des sous-groupes de Sylow donne´e par le Fait 1.28 im-
plique i = w, une contradiction. 
Lemme 3.18 H est abe´lien et sans involution.
Preuve
Supposons H non-abe´lien. Alors Y = C◦(H ′) est 〈i, w〉-invariant et contient
Up˜(Z(F ◦(B))) ainsi que Up˜(Z(F ◦(Bw))), une contradiction au Corollaire 3.15.
Ainsi H est abe´lien.
Si H posse`de une involution k, alors k ∈ C◦(i) ∩ C◦(w) et donc k = i = w,
une contradiction. 
Lemme 3.19 w inverse Up˜(B) qui est abe´lien. (De meˆme i inverse Up˜(Bw).)
Preuve
Up˜(B) est sans involution d’apre`s le Lemme 3.17. Soit X = C◦Up˜ (B)(w), et
supposons X 6= 1. D’apre`s le Fait 1.52 ou de manie`re e´vidente selon que p˜ est
de caracte´ristique nulle ou premie`re, X est un Up˜-sous-groupe, qui est commun
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a` B et a` Bw. D’apre`s le Fait 1.53 (resp. Fait 1.42) si p˜ est de caracte´ristique
nulle (resp. premie`re), X est inclus dans F ◦(B) et dans F ◦(Bw). Le groupe
Y = C◦(X) est alors 〈i, w〉-invariant, et contient a` la fois Up˜(Z(F ◦(B))) et
Up˜(Z(F ◦(Bw))), une contradiction au Corollaire 3.15.
Ainsi X = 1 et w inverse Up˜(B) qui est abe´lien. La syme´trie de la configu-
ration implique alors la deuxie`me affirmation. 
Lemme 3.20 w n’inverse pas F ◦(B). (De meˆme, i n’inverse pas F ◦(Bw).)
Preuve
Sinon F ◦(B) est inverse´ par w, et S◦ aussi par choix de w. D’apre`s le Fait
1.17, il vient [F ◦(B), S◦] = 1, et donc F ◦(B) · S◦ est nilpotent. Cela prouve
S◦ ≤ F ◦(B), une contradiction au Lemme 3.17. 
Lemme 3.21 C◦B(H) = H.
Preuve
L’inclusion H ≤ C◦B(H) est e´vidente, car H est abe´lien d’apre`s le Lemme
3.18. Nous prouvons l’autre. Soit X = CF◦(Bw)(i) ≤ H. D’apre`s le Lemme 3.20,
X 6= 1. On forme Y = C◦(X) qui contient Up˜(Bw) et qui est 〈i, w〉-invariant.
D’apre`s le Lemme 3.14, p˜ est alors un parame`tre d’unipotence maximal pour
Y . Maintenant le Fait 1.60 ou 1.62 selon la nature de p˜ implique que Up˜(Bw) =
Up˜(Y ). En particulier, Y ≤ N◦(Up˜(Bw)) = Bw. Par conse´quent C◦B(H) ≤
(B ∩ Y )◦ ≤ H. 
Notation 3.22 Soit N = N◦B(H).
Lemme 3.23 N n’a pas d’involutions.
Preuve
Sinon on a un 2-tore non-trivial S◦1 ≤ N , et d’apre`s le Lemme 1.31 on peut
supposer que w normalise S◦1 . Comme w 6∈ S◦1 , on a d’apre`s la structure du
2-sous-groupe de Sylow du Lemme 3.6 que w inverse S◦1 .
D’autre part w centraliseH par de´finition de ce dernier. Comme S◦1 normalise
H, le Fait 1.17 implique [H,S◦1 ] = 1, donc S
◦
1 ≤ H d’apre`s le Lemme 3.21. Ceci
contredit le Lemme 3.18. 
Preuve de la Proposition 3.12
N e´tant sans involution, d’apre`s le Fait 1.18 on a une de´composition N =
CN (w) ·N−w , et chacun des deux facteurs est de degre´ 1. Soit n ∈ N−w . Alors w
inverse d(n) qui n’a pas d’involution, et qui normalise H, lequel est inverse´ par
w. Le Fait 1.17 implique [d(n), H] = 1, donc d(n) ≤ C(H). Ainsi N−w ⊆ C(H).
D’autre part CN (w) = C◦N (w) ≤ H ≤ C(H), et donc N ≤ C(H). Enfin
N ≤ C◦B(H) = H d’apre`s le Lemme 3.21.
H est donc un sous-groupe de Carter de B, et il contient donc un 2-tore
(inclure un 2-tore de B dans un sous-groupe de Carter avec le Fait 1.34 ; puis
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les sous-groupes de Carter de B sont conjugue´s d’apre`s le Fait 1.35). Ceci est
une contradiction au Lemme 3.18 qui ache`ve la preuve de la Proposition 3.12.

Remarque 3.24 L’abe´lianite´ de B ainsi e´tablie, il est possible que ce soit un
bon tore !
N’oubliant pas le Lemme 3.11, on a :
Corollaire 3.25 N(B) = B o 〈w〉 ou` l’action de w sur B est par inversion.
Le lecteur peut ve´rifier que le The´ore`me 3.1 est prouve´, ce qui jumele´ avec
le Fait 1.6 ache`ve le cas (1) du The´ore`me-Synthe`se. Encore deux mots.
Proposition 3.26 Soient deux involutions i et j en position ge´ne´rique. Il existe
alors une (unique) involution k telle que i et j normalisent le sous-groupe de
Borel C◦(k). Les involutions i et j sont dans le meˆme coset strict de C◦(k)
(et en particulier leur produit est dans un unique conjugue´ de B), et elles sont
C◦(k)-conjugue´es.
Preuve
Les involutions de G sont toutes conjugue´es d’apre`s le Lemme 3.8. Si pour i
et j en position ge´ne´rique, la cloˆture de´finissable d(ij) est sans involution, alors
la preuve du Fait 1.22 (pour laquelle nous renvoyons a` [BBC07]) impose que
C(i) est connexe, une contradiction a` l’hypothe`se de cette sous-section.
Pour i et j en position ge´ne´rique, il existe donc une involution k dans d(ij).
Comme k est encore conjugue´e a` i et a` j, C◦(k) est un sous-groupe de Borel
dont k est l’unique involution. Ainsi i, j ∈ C(k) \C◦(k). L’unicite´ de k pour ces
proprie´te´s est e´vidente.
Enfin C(k) conjugue ses 2-sous-groupes de Sylow, qui sont de la forme τo〈w〉,
ou` toutes les involutions hors de τ sont τ -conjugue´es. Cela prouve qu’il y a dans
C(k) deux classes d’involutions : k et toutes les autres, qui sont C◦(k)-conjugue´es
entre elles. 
Corollaire 3.27 rg(G) = 3 rg(C(i)).
Preuve
On conside`re l’application f qui a` deux involutions i et j en position ge´ne´rique
associe l’unique involution k comme dans la Proposition 3.26. Soit (i0, j0) une
paire ge´ne´rique fixe´e. Alors d’apre`s la Proposition 3.26, les paires (i1, j1) ayant
meˆme image k0 que (i0, j0) par f sont exactement les paires d’involutions dis-
tinctes de I(C(k0)) \ {k0}.
Les fibres de f sont donc de rang e´gal a` 2 rg(C(i)). Or il est clair que l’image
de f est I(G). On a donc 2(rg(G)− rg(C(i)))− 2 rg(C(i)) = rg(G)− rg(C(i)),
et il vient rg(G) = 3 rg(C(i)). 
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4 Rang 2 - Ge´ne´ralite´s
Nous nous tournons a` pre´sent vers le cas du rang de Pru¨fer 2, pour prouver
la partie (2) du The´ore`me-Synthe`se. Rappelons l’e´nonce´ qui nous occupe.
The´ore`me-Synthe`se (en rang de Pru¨fer 2) Soit G un groupe de rang
de Morley fini, simple connexe minimal, et de type impair. Soient S un 2-sous-
groupe de Sylow de G, V = 〈I(S◦)〉, T = C◦(S◦), C = C◦(V ), et W = N(T )/T .
On suppose que le rang de Pru¨fer de G est 2.
Alors T = C = C(V ) est nilpotent, |W | = 3, toutes les involutions de G sont
conjugue´es, et G interpre`te un corps alge´briquement clos de caracte´ristique 3.
En outre :
C n’est pas un sous-groupe de Borel de G, T est divisible abe´lien, et pour chaque
involution i de S◦, le sous-groupe Bi = C◦(i) est un sous-groupe de Borel ad-
mettant un sous-groupe Yi de degre´ d’unipotence e´gal a` celui de Bi, et inverse´
par les deux involutions de T distinctes de i.
Notation 4.1 Soit G un groupe simple connexe minimal de type impair et de
rang de Pru¨fer 2. Soient S un 2-sous-groupe de Sylow de G et V = 〈I(S◦)〉 =
{1, i1, i2, i3}.
Dans cette premie`re section de´die´e au sujet, nous introduisons les notations
et commenc¸ons l’e´tude des sous-groupes de Carter et de Weyl.
En §5, on montre que le centralisateur connexe de l’une des trois involutions
de S◦ est un sous-groupe de Borel. L’argument est calque´ sur [Del07, §6]. En
§6, la meˆme technique prouve un re´sultat similaire pour un autre centralisateur
connexe : de´monstration ne´cessaire car on n’a pas encore e´tabli la conjugaison
des involutions. Cette dernie`re proprie´te´ n’est prouve´e qu’en §7, apre`s des calculs
de rang reposant sur les ensembles T [w]. Enfin §8 rassemble les pie`ces du puzzle,
reprend l’e´tude du groupe de Weyl, et ache`ve la preuve du The´ore`me-Synthe`se.
4.1 Premiers re´sultats sur le sous-groupe de Carter
Noter que la Proposition 2.4 implique imme´diatement :
Lemme 4.2 S = S◦.
Lemme 4.3 〈C◦(i), i ∈ V #〉 = G.
Preuve
Supposons 〈C◦(i), i ∈ V #〉 < G, et fixons un sous-groupe de Borel B0 ≥
〈C◦(i), i ∈ V #〉. Si B est un sous-groupe de Borel V -invariant, alors d’apre`s le
Fait 1.23 B = 〈C◦B(i), i ∈ V #〉 ≤ B0. Ainsi B0 est unique parmi les sous-groupes
de Borel V -invariants. Notons que B0 contient un 2-sous-groupe de Sylow de G.
Soit M0 = N(B0). Nous montrons que ce groupe est fortement inclus. Soit
en effet g 6∈M0 et supposons qu’il existe une involution k dans M0 ∩Mg0 . Alors
d’apre`s le Lemme 4.2, k ∈ B0 ∩Bg0 . B0 conjugue k a` une involution de V , donc
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par de´finition de B0 il vient C◦(k) ≤ B0 et C◦(k) ≤ Bg0 de meˆme. Or C◦(k)
contient un B0-conjugue´ V1 de V , et ainsi V1 ≤ B0 ∩ Bg0 . Comme B0 est le
seul sous-groupe de Borel V -invariant, c’est aussi le seul sous-groupe de Borel
V1-invariant. Ainsi B
g
0 = B0, une contradiction a` la de´finition de g.
Le groupe M0 est donc fortement inclus, et d’apre`s le Fait 1.4, le rang de
Pru¨fer de G est 1, une contradiction. 
Notation 4.4 Soit Q ≥ S◦ un sous-groupe de Carter de G (existence assure´e
par le Fait 1.34).
Corollaire 4.5 Q est abe´lien.
Preuve
S’il existe un unique sous-groupe de Borel B0 contenant Q, alors B0 est a`
plus forte raison l’unique sous-groupe de Borel contenant chaque C◦(i) ≥ Q
pour i ∈ V #. Il vient en particulier 〈C◦(i), i ∈ V #〉 ≤ B0, une contradiction au
Lemme 4.3. Donc le sous-groupe connexe et nilpotent Q est inclus dans au moins
deux sous-groupes de Borel distincts, et le Fait 1.67 implique son abe´lianite´. 
Corollaire 4.6 Si les trois involutions de V ne sont pas G-conjugue´es, alors Q
est autonormalisant dans G.
Preuve
On suppose que i ∈ V n’est conjugue´e a` aucune des deux autres. D’apre`s
le Lemme 4.2, on a iG ∩ S = {i}. D’apre`s le “The´ore`me Z∗”, Fait 1.22, C(i)
est connexe. Maintenant i est NG(Q)-invariante, donc NG(Q) ≤ NC(i)(Q) =
NC◦(i)(Q) = Q d’apre`s le Fait 1.35. 
Corollaire 4.7 Il y a une ou trois classes de conjugaison d’involutions, mais
pas deux.
Preuve
Supposons au contraire iG1 = i
G
2 6= iG3 . D’apre`s le Fait 1.21, il existe g ∈
N(S◦) tel que i2 = i
g
1. Maintenant un argument de Frattini implique N(S
◦) =
N◦(S◦) · NN(S◦)(Q) = N◦(S◦) d’apre`s le Corollaire 4.6. Donc g ∈ N◦(S◦) =
C◦(S◦) ≤ C◦(V ), contradiction. 
4.2 Les trois sous-groupes de Borel
Nous allons maintenant introduire trois sous-groupes de Borel, associe´s aux
centralisateurs des involutions en jeu.
Lemme 4.8 Soit i ∈ V #. Alors aucun sous-groupe de Borel contenant C◦(i)
n’est abe´lien.
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Preuve
Si Bi ≥ C◦(i) est abe´lien, alors Bi = C◦(V ). En particulier les trois centra-
lisateurs connexes C◦(j) (pour j ∈ V ∗) sont e´gaux a` Bi, une contradiction au
Lemme 4.3. 
D’apre`s le Lemme 4.8, si Bi ≥ C◦(i) (i ∈ V #) est un sous-groupe de Borel,
alors Bi n’est pas abe´lien. En particulier, d’apre`s le Fait 1.49, un tel sous-groupe
de Borel admet un parame`tre d’unipotence distinct de (∞, 0).
Notation 4.9 Soient pour i ∈ V #
B(i) = {sous-groupes de Borel de G contenant C◦(i)},
q˜i = max{q˜, tels qu’il existe B ∈ B(i) admettant q˜ comme parame`tre d’unipo-
tence maximal},
et un Bi ∈ B(i) admettant q˜i comme parame`tre d’unipotence maximal.
Nous hie´rarchisons a` pre´sent les involutions en fonction du degre´ d’unipo-
tence du sous-groupe de Borel qui leur est attache´ depuis la Notation 4.9. Cela
est ne´cessaire pour e´tablir la conjugaison des involutions, qui sera prouve´e bien
plus tard.
Notation 4.10 On suppose que i1 est maximale :
q˜1 ≥ q˜2, q˜1 ≥ q˜3.
Cela signifie d’une part que si q˜2 ou q˜3 est un parame`tre en caracte´ristique
premie`re, alors q˜1 est aussi un parame`tre en caracte´ristique premie`re (mais a
priori pas force´ment la meˆme), et d’autre part, que si les trois sont en ca-
racte´ristique nulle, alors on a les ine´galite´s correspondantes sur les degre´s d’uni-
potence.
B1 est ainsi un sous-groupe de Borel contenant C◦(i1), et de parame`tre
d’unipotence maximal parmi ceux des sous-groupes de Borel qui contiennent le
centralisateur connexe d’une involution.
Remarque 4.11 On ne classe pas encore i2 et i3 : pour la syme´trie des preuves.
Lemme 4.12 Soit H < G un q˜-sous-groupe de´finissable, avec q˜ > q˜1. Si une
involution de G agit sur H, alors elle l’inverse. (En particulier H est 2⊥).
Preuve
Soit k une involution de G normalisant H. D’apre`s le Lemme 4.2, k est
conjugue´e dans G a` une involution de V . Si k ∈ H qui est de´finissable connexe
et nilpotent, alors k est centrale dans H. Dans ce cas H ≤ C◦(k), mais d’apre`s
les Notations 4.9 et 4.10, q˜ ≤ q˜1, une contradiction. Ainsi H est 2⊥.
D’apre`s le Fait 1.52, C◦H(k) est alors un Uq˜-sous-groupe de C
◦(k). Encore
par maximalite´ de q˜1, il vient C◦H(k) = 1 et donc k inverse H. 
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Corollaire 4.13 Soient H un sous-groupe de´finissable connexe re´soluble V -
invariant. Alors pour tout parame`tre d’unipotence q˜ de H, on a q˜ ≤ q˜1.
Preuve
Supposons l’ine´galite´ fausse. On peut supposer que q˜ est un parame`tre d’uni-
potence maximal pour H. D’apre`s le Fait 1.53, Uq˜(H) est alors un q˜-groupe.
D’apre`s le Lemme 4.12, Uq˜(H) est 2⊥ et inverse´ par les trois involutions de V ,
une contradiction. 
5 La campagne du premier centralisateur
The´ore`me 5.1 C◦(i1) = B1.
Supposons pour presque toute cette longue section le contraire. Attention, la
§5.6 ne sera plus sous cette hypothe`se absurde : on y de´veloppera une conse´quence
du The´ore`me 5.1.
On suppose dore´navant C◦(i1) < B1.
Nous devons ici rompre la syme´trie et privile´gier i1 ; la preuve du The´ore`me
5.1 suit la de´marche de [Del07, §6] qui sera souvent e´voque´. On introduira donc
des ensembles T [w] pour contredire la simplicite´ du groupe ambiant. Ce n’est
pas avoir manque´ d’imagination : adapter cette technique exige une certaine
attention.
Nous allons commencer par rendre B1 distinct des deux autres sous-groupes
de Borel (ce qui n’est pas trivial), puis reprendre l’e´tude des “pseudo-tores”
T [w]. Ces ensembles s’ave´reront ge´ne´riquement concentre´s dans B1.
Lemme 5.2 (cf. [Del07, Lemmes 4.2 et 4.3]) On peut supposer que F ◦(B1)
est sans involutions. Il suit que pour chaque i ∈ V #, on a la de´composition
B1 = C◦B1(i) · (F ◦(B1))−i , ou` chaque terme est de degre´ 1. En particulier, si un
e´le´ment x ∈ B1 est inverse´ par une involution de B1 et que d(x) est 2⊥, alors
x ∈ F ◦(B1).
Preuve
Sinon F ◦(B1) contient une involution k qui est centrale dans B1. En parti-
culier B1 = C◦(k). Il suffit alors de changer le nom de i1 pour avoir que C◦(i1)
est un sous-groupe de Borel de parame`tre d’unipotence maximal q˜1, contre l’hy-
pothe`se que C◦(i1) < B1. Ainsi F ◦(B1) est-il 2⊥.
La de´composition provient alors des Faits 1.37 et 1.18, tout comme dans
[Del07, Lemme 4.3]. Enfin si x ∈ B1 est inverse´ par une involution j ∈ B1, on
a une de´composition x = cf avec des notations naturelles, et x2 = x−jx = f2,
donc x2 ∈ F ◦(B1). Comme d(x) est sans involution, d(x) = d(x2) et donc
x ∈ F ◦(B1). 
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Notation 5.3 Soient pour chaque w1 ∈ iG1 l’ensemble de´finissable
T1[w1] =
{
b ∈ B1, bw1 = b−1
}
et I1 =
{
w1 ∈ iG1 \N(B1), rg(T1[w1]) ≥ rg
(
(F ◦(B1))−i1
)}
.
Lemme 5.4 (cf. [Del07, Lemme 4.28]) I1 est un sous-ensemble (de´finissable)
ge´ne´rique de iG1 .
Preuve
Similaire a` celle de [Del07, Lemme 4.28] : on forme la projection
pi11 : iG1 \N(B1) → G/B1
w1 7→ w1B1,
et l’on compte. 
A noter, nous ne travaillerons pas avec les T1[w1], mais avec leur composante
connexe. Une telle remarque suppose qu’on s’attende, conforme´ment a` l’analyse
de [Del07], a` ce que les T1[w1] soient bien des groupes de´finissables !
5.1 B1 distinct de B2 et B3
Cette sous-section est entie`rement consacre´e a` l’indispensable proposition
suivante.
Proposition 5.5 On peut supposer B1 6= B2 et B1 6= B3 (simultane´ment).
La preuve de la Proposition 5.5 va occuper quelques lemmes. On suppose
B1 = B2.
Lemme 5.6 i3 inverse Uq˜1(B1). En particulier Uq˜1(B1) ≤ Z(F ◦(B1)).
Preuve
En effet soit X = C◦Uq˜1 (B1)(i3), que l’on suppose non-trivial. Puisque F
◦(B1)
est sans involution d’apre`s le Lemme 5.2, X est un Uq˜1-groupe d’apre`s le Fait
1.52 (ou par simple bon sens si q˜1 est en caracte´ristique premie`re). Comme
X ≤ B3, on a d’apre`s la Notation 4.10 q˜1 = q˜3. Le Fait 1.42 ou 1.53 selon
la caracte´ristique impose X ≤ F ◦(B3). Soit N = N◦(X). Alors N contient
Uq˜1(Z(F
◦(B1))) ainsi que Uq˜1(Z(F
◦(B3))).
Si le parame`tre d’unipotence q˜1 est maximal pourN , alors le Fait 1.60 ou 1.62
selon la caracte´ristique entraˆıne Uq˜1(B1) = Uq˜1(B3). En particulier B2 = B1 =
B3 et ceci contredit le Lemme 4.3. Ainsi le parame`tre d’unipotence q˜1 n’est pas
maximal pour N . Pourtant V normalise X donc N , et c’est une contradiction
au Corollaire 4.13. 
Notation 5.7
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Soit U2 = C◦Uq˜1 (B1)(i2) = (Uq˜1(B1))
−i1 .
On de´finit e´galement U1 = C◦Uq˜1 (B1)(i1) = (Uq˜1(B1))
−i2 .
Lemme 5.8 Uq˜1(B1) = U1 ⊕ U2, ou` chacun des deux termes est un q˜1-groupe
normal dans B1 (e´ventuellement trivial).
Preuve
L’involution i3 inverse Uq˜1(B1) qui est abe´lien et V -invariant, donc d’apre`s
le Fait 1.23 il vient Uq˜1(B1) = 〈C◦Uq˜1 (B1)(i1), C
◦
Uq˜1 (B1)
(i2)〉 = U1 +U2. La somme
est directe : en effet on a U1 ∩U2 ≤ CUq˜1 (B1)(i3) qui est trivial puisque Uq˜1(B1)
n’a pas d’involution d’apre`s le Lemme 5.2 et que i3 l’inverse.
Chacun des deux termes U1 et U2 est un q˜1-groupe d’apre`s le Fait 1.52, ou
de manie`re e´vidente, suivant la nature de q˜1. Enfin U1 comme U2 est normal,
d’apre`s la de´composition du Lemme 5.2 et le fait que Uq˜1(B1) ≤ Z(F ◦(B1)). 
Quitte a` e´changer i1 et i2 on peut supposer que U2 6= 1. En revanche on ne
fait pas d’hypothe`se sur U1, ce que compense le lemme suivant.
Lemme 5.9 Si U1 = 1, alors i1 et i2 ne sont pas G-conjugue´es.
Preuve
Si U1 = 1, alors d’apre`s le Lemme 5.8, on a Uq˜1(B1) = U2, et i2 centralise
Uq˜1(B1). Supposons par ailleurs, en vue d’une contradiction, que i2 = i
g
1 pour
un g ∈ G.
Alors Bg1 est un sous-groupe de Borel de parame`tre d’unipotence maximal
q˜1 et contenant C◦(i2). Or B2 = B1 impose que l’unique sous-groupe de Borel
ayant ces proprie´te´s est B1. Il vient donc g ∈ N(B1). Maintenant comme i2
centralise Uq˜1(B1), i
g
1 = i2 centralise Uq˜1(B1) = (Uq˜1(B1))
g et donc i1 centralise
Uq˜1(B1). Ainsi Uq˜1(B) = U1, une contradiction. 
Notation 5.10 Soit w1 ∈ I1 (voir Notation 5.3).
On remarquera qu’une seule involution de I1 suffit dans cette sous-section.
Lemme 5.11 Aucun sous-groupe strict de´finissable, connexe, et w1-invariant
ne contient Uq˜1(B1).
Preuve
Au vu du Fait 1.60, l’affirmation est e´vidente si q˜1 est de la forme (p1,∞).
En effet w1 ne normalise pas B1, par de´finition de I1 (Notation 5.3). On suppose
donc que q˜1 est un parame`tre d’unipotence de caracte´ristique nulle.
Soient H comme dans l’e´nonce´ et q˜ ≥ q˜1 un parame`tre d’unipotence maxi-
mal pour H, que l’on prend aussi en caracte´ristique nulle. Alors Uq˜1(B1) et
Uq˜1(B1)
w1 sont inclus dans H. Si q˜ = q˜1, alors le Fait 1.62 impose w1 ∈
N(Uq˜1(B1)). Dans ce cas w1 ∈ N(B1), contre la de´finition de I1 (Notation
5.3). On a donc q˜ > q˜1. Notamment d’apre`s le Lemme 4.12, w1 inverse Uq˜(H).
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D’autre part Uq˜1(B1) ≤ H est d’apre`s le Fait 1.62 un q˜1-sous-groupe de
Sylow de H. D’apre`s le Fait 1.33 il existe donc une H-conjugue´e w′ de w1 qui
normalise Uq˜1(B1). Notamment w
′ normalise B1. D’apre`s le Lemme 4.2, on a
w′ ∈ B1. On conside`re la classe de conjugaison de w′ dans B1.
Si w′ est, dans B1, conjugue´e a` i1 ou a` i3, alors w′ inverse U2 ≤ H ainsi que
U∞(H). Le Fait 1.17 impose [U2, U∞(H)] = 1, et donc U∞(H) ≤ C◦(U2) ≤ B1,
ce qui contredit q˜ > q˜1.
Si w′ est dans B1 conjugue´e a` i2, alors en particulier i1 et i2 sont G-
conjugue´es. D’apre`s le Lemme 5.9, U1 6= 1. Donc w′ inverse U1 ≤ H, ainsi que
U∞(H). Dans ce cas le Fait 1.17 impose [U1, U∞(H)] = 1, et donc U∞(H) ≤
C◦(U1) ≤ B1, ce qui contredit encore q˜ > q˜1. 
Corollaire 5.12 T1[w1] est un groupe abe´lien de´finissable.
Preuve
Soit X = F ◦(B1) ∩ F ◦(B1)w1 . On suppose X 6= 1 ; d’apre`s le Lemme 5.6,
on a Uq˜1(B1) ≤ N◦(X), et le Lemme 5.11 applique´ a` N◦(X) entraˆıne une
contradiction. Ainsi X = 1, et donc B1 capBw11 est abe´lien. La conclusion suit.

Notation 5.13 Soit A2 ≤ U2 un sous-groupe B1-minimal.
Lemme 5.14 A2 est un q˜1-sous-groupe de´finissable et normal de B1, inverse´
par i1 et i3, et centralise´ par i2.
Preuve
Tout de´coule de la de´finition de U2 (Notation 5.7), sauf le fait que A2 soit
bien un q˜1-groupe si ce parame`tre est de caracte´ristique nulle. Dans ce cas, nous
invoquons le Fait 1.55 : en effet U2 ≤ [Uq˜1(B1), B1] est alors q˜1-homoge`ne, et A2
est bien un q˜1-groupe. 
Corollaire 5.15 C◦T1[w1](A2) = 1.
Preuve
La preuve du Corollaire 5.12 e´tablit que F ◦(B1) ∩ F ◦(B1)w1 est trivial. En
particulier, il vient T1[w1] ∩ F ◦(B1) = 1.
Soit maintenant t ∈ CT1[w1](A2). Alors A2 ≤ C◦(t). Soit L2 un q˜1-sous-
groupe de Sylow de C◦(t) contenant A2. Comme C◦(t) est w1-invariant, il existe
d’apre`s le Fait 1.33 une involution w′ conjugue´e a` w1 sous C◦(t) et qui normalise
L2.
Mais d’apre`s le Fait 1.60 ou 1.62, Uq˜1(B1) est l’unique q˜1-sous-groupe de
Sylow de G contenant A2. En particulier w′ normalise Uq˜1(B1), et il vient d’apre`s
le Lemme 4.2 w′ ∈ B1. L’e´le´ment t ∈ B1 est ainsi inverse´ par l’involution w′
de B1. D’apre`s le Fait 1.37, il existe f ∈ F ◦(B1) tel que t−1 = tw′ = tf , et
donc t2 ∈ T1[w1] ∩ F ◦(B1) = 1. Ainsi t est une involution de T1[w1], lequel est
abe´lien. En type impair, on a donc borne´ le cardinal de CT1[w1](A2) par 4. 
26
Preuve de la Proposition 5.5
Remarquons que le Corollaire 5.15 implique que B1/CB1(A2) n’est pas tri-
vial. Le the´ore`me du corps, Fait 1.38, applique´ au groupe A2 o B1/CB1(A2)
fait alors apparaˆıtre un corps alge´briquement clos K tel que A2 ' K+ et
B1/C(A2) ↪→ K×.
Maintenant d’apre`s le Corollaire 5.15, l’image de T1[w1] dans K× est encore
de rang e´gal a` rg(T1[w1]) ≥ rg(F ◦(B1))−i1 ≥ rg(A2) = rg(K+). Ainsi K× est-il
isomorphe a` un quotient de T1[w1] par un sous-groupe fini ; en particulier T1[w1]
contient un 2-tore.
Ce 2-tore est inverse´ par w1, une contradiction au Lemme 4.2 qui de´montre
l’impossibilite´ de B2 = B1. Nous avons ainsi prouve´ que B1 6= B2, et l’on e´tablit
B1 6= B3 de meˆme. (Rappelons qu’aucune hypothe`se faite avant l’e´nonce´ de la
Proposition 5.5 ne distingue i2 et i3.) 
5.2 Reprise des affaires
Le lemme suivant est vide de contenu. D’une part il semble intuitif que le cas
d’unipotence de torsion ne posera aucun proble`me : les Up conventionnels offrent
un analogue irre´prochable des O du cas ordinaire, il suffit d’imiter [CJ04], et
dans le pire des cas il y aurait le the´ore`me de Wagner ! D’autre part la preuve
ressemble a` un tour de passe-passe.
Lemme 5.16 B1 est sans unipotence de torsion.
Preuve
On suppose Up(B1) 6= 1 pour un nombre premier p 6= 2. Soit H = (B1 ∩
B2)◦ ≥ C◦(V ) ≥ V . Supposons H non-abe´lien. Dans ce cas, Z◦(Up(B1)) ≤
N◦(H ′), mais le Fait 1.60 impose que B1 est l’unique sous-groupe de Borel
contenant Z◦(Up(B1)). Ainsi Z(F ◦(B2)) ≤ N◦(H ′) ≤ B1. C’est encore le Fait
1.60 qui implique que B2 n’a pas d’unipotence de torsion. Le parame`tre d’uni-
potence q˜2 est donc de la forme (∞, d2). Mais 1 6= U(∞,d2)(Z(F ◦(B2))) ≤ B1.
Cette fois c’est le Fait 1.62 applique´ avec U(∞,d2)(Z(F
◦(B2))) dans les deux roˆles
qui impose que (∞, d2) n’est pas un parame`tre d’unipotence maximal pour B1.
Ainsi d∞(B1) > d∞(B2). Nous sommes donc en pre´sence d’une intersection
non-abe´lienne telle que d∞(B1) > d∞(B2). D’apre`s le Fait 1.64 (4), la paire
(B1, B2) est maximale. D’apre`s le Fait 1.66 (7), F ◦(B1) est sans p-unipotence,
une contradiction.
H est ainsi abe´lien. En particulier H = C◦(V ) et C◦B1(i2) = C
◦(V ). Comme
on a simultane´ment B1 6= B3 d’apre`s la Proposition 5.5, les meˆmes arguments
impliquent C◦B1(i3) = C
◦(V ). Alors le Fait 1.23 impliqueB1 = 〈C◦B1(i1), C◦B1(i2), C◦B1(i3)〉 =〈C◦(i1), C◦(V ), C◦(V )〉 = C◦(i1), une contradiction. 
Ainsi q˜1 est-il de la forme (∞, d1). Nous garderons ce fait a` l’esprit, et n’y
ferons plus re´fe´rence.
Lemme 5.17 Les involutions i2 et i3 inversent Uq˜1(B1) qui est abe´lien, et i1
le centralise.
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Preuve
Soit X = C◦Uq˜1 (B1)(i2) et supposons X 6= 1. D’apre`s le Lemme 5.2 et le Fait
1.52, X est un q˜1-groupe. Formons N = N◦(X) ≥ X. Alors N est V -invariant
car X l’est, si bien que d’apre`s le Corollaire 4.13, N admet q˜1 pour parame`tre
d’unipotence maximal.
Maintenant X ≤ B2 donc par de´finition de q˜1 il vient q˜1 = q˜2, et X ≤
Uq˜1(B2) graˆce au Fait 1.53. Notamment Uq˜1(Z(F
◦(B2))) ≤ N , et le Fait 1.62
impose que Uq˜1(B2) est le seul q˜1-sous-groupe de Sylow de G contenant Uq˜1(N).
Mais comme d’autre part Uq˜1(Z(F
◦(B1))) ≤ N , le Fait 1.62 implique de meˆme
que Uq˜1(B1) est le seul q˜1-sous-groupe de Sylow de G contenant Uq˜1(N). Il vient
B1 = B2, une contradiction a` la Proposition 5.5.
Ainsi i2 inverse bien Uq˜1(B1). Comme aucune hypothe`se n’a e´te´ faite pour
distinguer i2 et i3, il est clair que i3 aussi agit par inversion. L’involution i1
centralise Uq˜1(B1), qui est abe´lien. 
5.3 Re´duction de T1[w1]
L’e´limination de la torsion dans les ensembles T1[w1] e´tait une e´tape essen-
tielle de [Del07, §6]. Ici nous butons sur un le´ger proble`me, a` savoir la possibilite´
d’une involution re´siduelle. On travaillera donc avec les ensembles τ1[w1], de´finis
ci-apre`s, et qu’il faut penser comme la composante connexe des T1[w1]. Cela ne
sera justifie´ que lorsqu’on aura prouve´ leur abe´lianite´ dans le Corollaire 5.24.
Notation 5.18 Pour w1 dans I1, soit τ1[w1] l’ensemble des carre´s des e´le´ments
de T1[w1].
Lemme 5.19 (cf. [Del07, Lemme 6.9]) τ1[w1] est un sous-ensemble ge´ne´rique
de T1[w1], et forme´ d’e´le´ments dont la cloˆture de´finissable est sans torsion.
Preuve
Nous commenc¸ons par l’e´tude des e´le´ments de torsion de T1[w1]. Soit t ∈
T [w1] un p-e´le´ment, ou` p est un nombre premier ; on montre que t est une
involution. Rappelons que B1 est sans p-unipotence, d’apre`s le Lemme 5.16. Soit
P un p-sous-groupe de Sylow de B1 contenant t, P est un p-tore. L’involution w1
normalise C◦(t) ≥ C◦(P ) qui contient d’apre`s le Fait 1.24 un 2-tore maximal de
B1 et de G, disons S◦1 . D’apre`s le Lemme 4.2, il vient w1 ∈ S◦1 ≤ C◦(P ) ≤ C◦(t),
et pourtant w1 inverse t. L’e´le´ment t est donc une involution. A ce point il est
clair que si t ∈ τ1[w1], alors sa cloˆture de´finissable d(t) est bien sans torsion.
Nous prouvons de´sormais la ge´ne´ricite´ de τ1[w1] dans T1[w1].
Remarquons qu’une involution k de T1[w1] ne peut pas eˆtre B1-conjugue´e a`
i1. En effet sinon il vient d’apre`s le Lemme 4.2 w1 ∈ C◦(k) ≤ B1 par de´finition
de B1, et cela contredit la de´finition de w1 ∈ I1.
Soient maintenant k et ` deux involutions suppose´es distinctes de T [w1].
D’apre`s ce que nous venons de remarquer, k et ` sont B1-conjugue´es a` i2 ou i3.
En particulier elles inversent Uq˜1(B1) d’apre`s le Lemme 5.17. Ainsi Uq˜1(B1) ≤
C◦(k`). Ce dernier groupe, que nous noterons X, est w1-invariant car (k`)w1 =
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k`. Soit q˜ un parame`tre d’unipotence maximal pour X = C◦(k`). Si q˜ = q˜1,
alors le Fait 1.53 impose que Uq˜1(B1) est de´finissablement caracte´ristique dans
X, donc que w normalise Uq˜1(B1). Il vient w1 ∈ N(B1), une contradiction. Donc
q˜ > q˜1. Pourtant X est 〈w1, k〉 = {1, w1, k, w1k}-invariant, et cela contredit le
Corollaire 4.13.
T1[w1] posse`de donc au plus une involution. S’il n’y en a pas, il est e´vident
que pour chaque t ∈ T1[w1], la cloˆture de´finissable d(t) est 2-divisible, et donc
que τ1[w1] = T1[w1]. Sinon, soit k l’unique involution de T1[w1]. Soit Y =
T [w1]\τ1[w1]. Alors la multiplication a` gauche par k est une injection de´finissable
de Y dans τ1[w1], et il est clair que τ1[w1] est bien ge´ne´rique dans T1[w1]. 
L’involution w1 inverse point-a`-point l’ensemble τ1[w1], et rg(τ1[w1]) ≥ rg(F ◦(B))−i1 .
En outre τ1[w1] a cette proprie´te´ essentielle que si t ∈ τ1[w1], alors d(t) ⊆ τ1[w1].
On travaillera donc avec τ1[w1] au lieu de T1[w1], et la preuve suivra celle de
[Del07, §6].
Lemme 5.20 (cf. [Del07, Corollaire 6.8]) ∀t ∈ τ1[w1]#, CB1(t) ∩ iB11 = ∅.
Preuve
Soient t ∈ τ1[w1]# et une involution j1 ∈ iB11 qui centralise t. L’involution w1
normalise C(t) qui contient j1. D’apre`s le Lemme 1.31, il existe une involution
w′1 conjugue´e sous C(t) a` w1 et telle que [w
′
1, j1] = 1. Notons que w
′
1 6= j1, car
sinon t serait une involution, ce que le Lemme 5.19 interdit. En outre on a graˆce
au Lemme 4.2 w′1 ∈ C◦(j1) ≤ B1 par de´finition de B1.
D’apre`s le Lemme 5.17, l’action de w′1 sur Uq˜1(B1) est par centralisation
ou bien par inversion, mais “sans me´lange”. Comme w′1 inverse d(t) qui est
2-divisible au vu du Lemme 5.19, le Fait 1.17 impose [d(t), Uq˜1(B1)] = 1.
Ainsi Uq˜1(B1) ≤ C◦(t). Puisque C◦(t) est 〈w′1, j1〉-invariant, le Corollaire 4.13
implique que C◦(t) admet q˜1 pour parame`tre d’unipotence maximal. Ainsi
U∞(B1) = U∞(C◦(t)). Pourtant ce dernier groupe est w1-invariant, donc w1
normalise Uq˜1(B1), une contradiction. 
Lemme 5.21 (cf. [Del07, Corollaire 6.14]) Il existe un entier s ≥ 1 et un
(∞, s)-sous-groupe abe´lien de d(τ1[w1]) qui est inclus dans τ1[w1] et qui ne cen-
tralise pas Uq˜1(B1).
Preuve
Supposons que chaque t de τ1[w1] centralise Uq˜1(B1). Selon le Fait 1.62,
Uq˜1(B1) est un sous-groupe de Sylow de C
◦(t) qui est w1-invariant. D’apre`s le
Fait 1.33, il existe une involution w′ conjugue´e sous C◦(t) a` w1 et qui normalise
Uq˜1(B1). Prenant les normalisateurs connexes et d’apre`s le Lemme 4.2, on a
w′ ∈ B1. Ainsi w′ ∈ B1 inverse d(t). Mais d(t) est un groupe sans torsion
d’apre`s le Lemme 5.19 ; le Lemme 5.2 implique d(t) ≤ F ◦(B1). Conjuguant par
w1, on a aussi d(t) ≤ F ◦(B1)w1 , et cela est valable pour chaque t de τ1[w1].
Alors graˆce au Lemme 5.19, τ1[w1] ⊆ (F ◦(B1)∩F ◦(B1)w1)◦ qui est un groupe
de´finissable connexe nilpotent inclus dans deux sous-groupes de Borel distincts,
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donc abe´lien d’apre`s le Fait 1.67. En particulier τ1[w1] est e´galement un groupe
abe´lien. Maintenant C◦(τ1[w1]) est un groupe w1-invariant qui contient Uq˜1(B1).
D’apre`s le Fait 1.33, il existe une involution w′ conjugue´e sous C◦(τ1[w1]) a` w1
et qui normalise Uq˜1(B1). Passant aux normalisateurs connexes et d’apre`s le
Lemme 4.2, on a w′ ∈ B1. L’involution w′ ∈ B1 inverse donc tout le groupe
τ1[w1].
Soit q˜ un parame`tre d’unipotence maximal pour C◦(τ1[w1]). Si q˜ = q˜1,
alors d’apre`s le Fait 1.53, Uq˜1(B1) est de´finissablement caracte´ristique dans
C◦(τ1[w1]), et en particulier w1 ∈ N(B1), une contradiction. Donc q˜ > q˜1.
D’apre`s le Lemme 4.12, w′ inverse U∞(C◦(τ1[w1])). Si dans B1, w′ est conjugue´e
a` i2 ou a` i3, alors d’apre`s le Lemme 5.17, w′ inverse Uq˜1(B1) ≤ C◦(τ1[w1]), et
le Fait 1.17 impose U∞(C◦(τ1[w1])) ≤ B1, une contradiction.
Ainsi w′ est-elle une B1-conjugue´e de i1. Elle inverse donc dans B1 un en-
semble de rang exactement rg(F ◦(B1))−i1 = rg(τ1[w1]) par de´finition de I1 (No-
tation 5.3). Alors τ1[w1] ⊆ (F ◦(B1))−w′ est l’unique sous-groupe ge´ne´rique dans
l’ensemble (F ◦(B1))−w′ qui est de degre´ 1 d’apre`s le Lemme 5.2. En particulier
τ1[w1] est ainsi normalise´ par C◦(w′), et il vient que le sous-groupe de´finissable
τ1[w1] o C◦(w′) est ge´ne´rique dans B1. Comme ce dernier est connexe, on a
B1 = τ1[w1] o C◦(w′), et donc τ1[w1] est normal dans B1. Ainsi w1 normalise
B1 = N◦(τ1[w1]), une contradiction. L’hypothe`se faite au de´but de cette preuve
est absurde.
Il y a donc un t ∈ τ1[w1] ne centralisant pas Uq˜1(B1). Conside´rons alors
la cloˆture de´finissable d(t), et passons modulo Cd(t)(Uq˜1(B1)). L’image d(t) est
non-triviale par choix de t, et sans torsion d’apre`s le Lemme 5.19 et le Fait 1.25.
En particulier, d’apre`s le Fait 1.49, d(t) admet un parame`tre d’unipotence, qui
est ne´cessairement de la forme (∞, s). Maintenant le Fait 1.48 (2) implique
qu’il existe un (∞, s)-sous-groupe de´finissable de d(t) qui n’est pas nul dans la
projection, c’est-a`-dire qui ne centralise pas Uq˜1(B1). 
Notation 5.22 (cf. [Del07, Notation 6.15]) Soient, comme dans le Lemme
5.21, s un entier ≥ 1 et Ts un (∞, s)-groupe abe´lien inclus dans τ1[w1] ne
centralisant pas Uq˜1(B1).
Proposition 5.23 (cf. [Del07, Proposition 6.17]) B1 ∩Bw11 est abe´lien.
Preuve
Sinon X = F (B1)∩F (Bw11 ) n’est pas trivial. D’apre`s le Fait 1.59, il n’y a pas
de torsion dans X, en particulier X = F ◦(B1)∩F ◦(Bw11 ) = (F (B1)∩F (Bw11 ))◦.
SoientN = N◦(X) et q˜ un parame`tre d’unipotence maximal pourN . Comme
w1 normalise N ≥ Uq˜1(B1), il faut q˜ > q˜1 pour e´chapper a` la contradiction
usuelle. Non moins habituellement, il existe une involution w′ conjugue´e sous
N a` w1 et qui normalise Uq˜1(B1). En particulier w
′ ∈ B1 pour les raisons
fre´quentes. En outre w1 et w′ doivent toutes deux inverser U∞(N) d’apre`s le
Lemme 4.12.
Si w′ est conjugue´e dans B1 a` i2 ou a` i3, alors d’apre`s le Lemme 5.17, elle
inverse U∞(B1). Comme w′ inverse aussi U∞(N) et que l’un normalise l’autre, il
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vient graˆce au Fait 1.17 [U∞(B1), U∞(N)] = 1, donc U∞(N) ≤ C◦(U∞(B1)) ≤
B1, une contradiction. Donc w′ ∈ iB11 .
Comme q˜ > q˜1, N◦B1(X) est inclus dans deux sous-groupes de Borel distincts.
D’apre`s le Fait 1.65, (N◦B1(X))
′ est homoge`ne. D’autre part selon le Fait 1.55,
[Ts, Uq˜1(B1)] est un q˜1-groupe homoge`ne, et non-trivial par choix de Ts (Notation
5.22). Comme il est inclus dans (N◦B1(X))
′, on en de´duit que (N◦B1(X))
′ est q˜1-
homoge`ne. Comme ((B1 ∩Bw11 )◦)′ ≤ (N◦B1(X))′, il vient que ((B1 ∩Bw11 )◦)′ est
lui aussi q˜1-homoge`ne.
On montre a` pre´sent que F ◦(B1) est abe´lien. Sinon, X est homoge`ne d’apre`s
le Lemme 1.68. Comme X contient ((B1 ∩ Bw11 )◦)′ qui est q˜1-homoge`ne, X
est ainsi q˜1-homoge`ne. Maintenant pour chaque r < d∞(B1), la de´composition
centrale du Fait 1.50 implique Fr(B1) ≤ C◦(X) ≤ N qui n’est pas inclus dans
B1, car d∞(N) > d∞(B1). Comme d’autre part Fr(B1) ≤ B1, le Fait 1.67
implique que Fr(B1) est abe´lien. Donc chaque Fr(B1) est abe´lien pour r <
d∞(B1). Comme U∞(B1) l’est aussi graˆce au Lemme 5.17, la de´composition du
Fait 1.50 implique que F ◦(B1) est abe´lien.
On forme enfin Y = (F ◦(B1))−i1 . Y est un sous-groupe car F ◦(B1) est
abe´lien, et non-trivial - c’est l’hypothe`se de cette section ! Comme w′ ∈ iB11 , la
de´composition donne´e dans le Lemme 5.2 impose que w′ aussi inverse Y , lequel
est par ailleurs inclus dans N . Comme d’autre part, w′ inverse U∞(N), le lemme
1.17 implique [Y,U∞(N)] = 1. Ainsi N ≤ C◦(Y ), mais Y / B1. En particulier
q˜1 ≥ q˜, une contradiction. 
Jumelant avec le Lemme 5.19, on de´duit le corollaire suivant.
Corollaire 5.24 T1[w1] et τ1[w1] sont des groupes abe´liens de´finissables. T1[w1]
est d’indice au plus 2 sur sa composante connexe τ1[w1], qui est divisible.
Lemme 5.25 (cf. [Del07, Lemme 6.11]) Aucune involution de B1 n’inverse
τ1[w1]. Aucune involution de iB11 ne centralise τ1[w1].
Preuve
Si une involution de B1 inverse τ1[w1], alors τ1[w1] e´tant sans torsion, le
Lemme 5.2 implique τ1[w1] ≤ F ◦(B1). Comme Uq˜1(B1) est abe´lien (Lemme
5.17), on a Ts ≤ τ1[w1] ≤ C◦(Uq˜1(B1)), contre la de´finition de Ts (Notation
5.22).
Soit maintenant j1 ∈ iB11 centralisant τ1[w1]. Alors j1 ∈ C(τ1[w1]) qui est
w1-invariant, donc d’apre`s le Lemme 1.31 il existe une involution w′ conjugue´e
sous C(τ1[w1]) a` w1 et qui centralise j1. Mais comme j1 est conjugue´e a` i1 dans
B1, on a C◦(j1) ≤ B1, et d’apre`s le Lemme 4.2 w′ ∈ B1. Pourtant w′ comme
w1 inverse τ1[w1], ce qui contredit l’affirmation pre´ce´dente. 
5.4 Apparition de la paire maximale et scission de B1
Lemme 5.26 Il existe un sous-groupe de Borel distinct de B1 et contenant
C◦B1(τ1[w1]).
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Preuve
On prend un sous-groupe de Borel contenant C◦B1(τ1[w1]) ; si ce n’est pas
B1, il convient ; si c’est B1, alors Bw11 convient. 
Notation 5.27 Soit BM ≥ C◦B1(τ1[w1]) un sous-groupe de Borel distinct de B1
et maximisant H = (B1 ∩BM )◦ parmi de telles intersections.
Proposition 5.28 (cf. [Del07, Proposition 6.25]) H n’est pas abe´lien.
Preuve
On suppose H abe´lien. Soit t ∈ τ1[w1]. Alors H ≤ CB1(t) qui ne coupe pas
iB11 d’apre`s le Lemme 5.20, et donc H n’est pas un sous-groupe de Carter de
B1.
Par hypothe`se H ≤ C◦B1(τ1[w1]) ≤ H et donc H = C◦B1(τ1[w1]). Si B0 est un
sous-groupe de Borel distinct de B1 et contenant N◦(H), alors B0 est comme
dans la Notation 5.27, et (B1 ∩B0)◦ ≥ N◦B1(H) > H, une contradiction avec la
maximalite´ de´finissant H. B1 est donc le seul sous-groupe de Borel contenant
N◦(H). En particulier N◦C◦(τ1[w1])(H) ≤ C◦B1(τ1[w1]) = H.
H est ainsi un sous-groupe de Carter de C◦(τ1[w1]) qui est w1-invariant.
D’apre`s le Fait 1.32, il existe une involution w′ conjugue´e sous C◦(τ1[w1]) a`
w1 qui normalise H. L’involution w′ normalise aussi l’unique sous-groupe de
Borel contenant son normalisateur. Donc w′ normalise B1 et w′ ∈ B1 d’apre`s le
Lemme 4.2. Ainsi w′ ∈ B1 inverse τ1[w1], et c’est une contradiction au Lemme
5.25. 
Remarquons que nous sommes en pre´sence d’une intersection maximale non-
abe´lienne au sens de [Bur07]. Soit en effet B0 un sous-groupe de Borel distinct
de B1 et tel que (B1 ∩ B0) ≥ H. Alors B0 ≥ H ≥ C◦B1(τ1[w1]), donc B0 est
comme dans la Notation 5.27. Par maximalite´ de H au sens de cette notation,
on a (B1 ∩ B0)◦ = H. Ainsi H est maximal au sens du Fait 1.64 (3), ce qui
implique que la paire (B1, BM ) est maximale au sens de la De´finition 1.63.
Lemme 5.29 (cf. [Del07, Lemmes 6.26 et 6.27]) d∞(H ′) = s et d∞(B1) >
d∞(BM ).
Preuve
D’apre`s le Fait 1.65, H ′ est un groupe homoge`ne. On suppose que son unique
degre´ d’unipotence note´ r′ est distinct de s. Alors d’apre`s le Fait 1.58, les (∞, s)-
sous-groupes de Sylow de H sont inclus dans ses sous-groupes de Carter. Ts est
donc inclus dans un sous-groupe de Carter QH de H. Or QH est de rang de
Pru¨fer au plus 1, car d’apre`s le Lemme 5.20, C◦B1(τ1[w1]) ne coupe pas i
B1
1 . En
particulier QH n’est un sous-groupe de Carter ni de G, ni de B1. L’examen du
Lemme 1.69, dont nous adoptons la notation (QH)r′ , laisse subsister le seul cas
ou` l’unique sous-groupe de Borel contenant N◦G((QH)r′) est B1.
Ainsi N◦C◦(τ1[w1])(QH) ≤ (B1 ∩ C◦(τ1[w1]))◦ ≤ H par de´finition de H. En
particulier, QH est un sous-groupe de Carter de C◦(τ1[w1]). Mais d’apre`s le Fait
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1.33, il existe une involution w′ conjugue´e sous C◦(τ1[w1]) a` w1 qui normalise
QH . Alors w′ normalise B1 qui jouit d’une proprie´te´ d’unicite´ de´finie a` partir
de QH . D’apre`s le Lemme 4.2, w′ ∈ B1. L’involution w′ ∈ B1, tout comme w1,
inverse τ1[w1]. C’est une contradiction au Lemme 5.25. Le premier point est
ainsi prouve´.
On suppose a` pre´sent d∞(B1) ≤ d∞(BM ). Par l’asyme´trie du Fait 1.64 (4),
on a meˆme d∞(B1) < d∞(BM ). D’apre`s le Fait 1.66, on a alors pour chaque
r 6= s que Fr(B1) ≤ Z(H). C’est notamment le cas pour d∞(B1) > s, et il vient
donc que Uq˜1(B1) ≤ Z(H). En particulier Uq˜1(B1) commute avec τ1[w1], une
contradiction. 
Corollaire 5.30 Un sous-groupe de Carter de H est un sous-groupe de Carter
de B1, donc de G, et donc de BM .
Notation 5.31 A conjugaison pre`s, nous supposerons que le sous-groupe de
Carter Q (de´fini dans la Notation 4.4) est inclus dans H.
Notation 5.32 Soit Σ = Fs(H) = U(∞,s)(H) (nous renvoyons au Fait 1.66).
Lemme 5.33 (cf. [Del07, Lemme 6.32]) Σ est un (∞, s)-sous-groupe de Sy-
low abe´lien de B1. Il contient τ1[w1] qui est (∞, s)-homoge`ne.
Preuve
Comme Σ est de´finissable, connexe, nilpotent, et inclus dans deux sous-
groupes de Borel distincts, il est abe´lien d’apre`s le Fait 1.67.
Soit L ≥ Σ un (∞, s)-sous-groupe de Sylow de B1. D’apre`s le Fait 1.66 (3),
N◦(Fs(H)) ≤ BM . Il vient doncN◦L(Σ) ≤ (L∩BM )◦ ≤ H donc U(∞,s)(N◦L(Σ)) ≤
Σ. Le Fait 1.57 impose L = Σ.
Soit enfin (∞, s′) 6= (∞, s) un parame`tre d’unipotence apparaissant dans
τ1[w1], et Ts′ ≤ τ1[w1] un sous-groupe inde´composable de ce degre´ d’unipotence.
H ′ est (∞, s)-homoge`ne d’apre`s le Fait 1.65 et le Lemme 5.29, donc graˆce au Fait
1.58, Ts′ s’inclut dans un sous-groupe de Carter de H. En particulier C◦H(Ts′) est
de rang de Pru¨fer 2, contre le Lemme 5.20. Ainsi τ1[w1] est-il (∞, s)-homoge`ne,
et notamment, il est inclus dans Σ par de´finition de celui-ci. 
Notation 5.34 (cf. [Del07, Notation 6.33]) Soit K1 = [Σ, i1].
Proposition 5.35 (cf. [Del07, Lemme 6.34]) K1 ne de´pend pas de i1, ni de
w1. C’est un (∞, s)-groupe abe´lien homoge`ne et sans involutions, de meˆme rang
que τ1[w1]. Enfin B1 = K1 o C◦(i1) et B1 est l’unique sous-groupe de Borel
contenant C◦(K1).
Preuve
Le the´ore`me des inde´composables de Zilber entraˆıne la connexite´ de K1.
Maintenant K1 qui est abe´lien ne peut pas posse´der de 2-tore, car ce serait un
2-tore inverse´ par i1, contre le Lemme 4.2. Comme K1 est connexe, il est sans
involution d’apre`s le Fait 1.28.
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On conside`re l’action de i1 sur Σ qui est abe´lien, connexe, et 2-divisible car
sans 2-unipotence. D’apre`s le Fait 1.19, on a Σ = CΣ(i1)(+)Σ−i1 , ou` le symbole
(+) signifie que l’intersection est finie. Il est clair que K1 = (Σ−i1 )◦, et il vient
donc rg(Σ) = rg(CΣ(i1)) + rg(K1).
D’apre`s le Lemme 5.20 τ1[w1] ∩ C◦(i1) = 1, et donc rg(τ1[w1]) ≤ rg(Σ) −
rgC◦Σ(i1) = rg(K1). D’autre part K1 est un groupe 2
⊥ inverse´ par i1 ∈ B1.
Avec le Lemme 5.2, on a K1 ⊆ (F ◦(B1))−i1 . Mais par de´finition de w1, il vient
rg(τ1[w1]) ≥ rg(F ◦(B1)−i1 ) ≥ rg(K1), donc tous ces rangs sont e´gaux.
K1 est alors un sous-groupe de´finissable ge´ne´rique de F ◦(B1)−i1 qui est de
degre´ 1 d’apre`s le Fait 5.2. Notamment C◦(i1) normalise K1, et K1 o C◦(i1)
est un sous-groupe de´finissable ge´ne´rique de B1. Ce dernier e´tant connexe, on a
B1 = K1 o C◦(i1).
Enfin, K1 ≤ [Σ, i1] ≤ H ′ qui est un groupe (∞, s)-homoge`ne d’apre`s le
Lemme 5.29. En particulier K1 est un (∞, s)-sous-groupe de F ◦(B1), et donc
inclus dans Fs(B1). Le Fait 1.66 (6) force l’unicite´ dans l’inclusion C◦(K1) ≤ B1.

Lemme 5.36 Si ii et i2 sont G-conjugue´es, alors i2 inverse K1.
Preuve
On conside`re X = C◦K1(i2) suppose´ non-trivial, et disons i2 = i
g
1 pour un
g ∈ G. Alors X est inclus dans C◦(i2) ≤ Bg1 . En outre i2 inverse Uq˜1(B1) et
centralise Uq˜1(B
g
1 ) d’apre`s le Lemme 5.17. Mais i1 inverse K1 donc elle inverse
aussi X, et ainsi le Lemme 5.2 applique´ dans Bg1 donne X ≤ F ◦(Bg1 ). En
particulier Uq˜1(B
g
1 ) ≤ C◦(X). Mais d’apre`s la Proposition 5.35, C◦(X) ≤ B1, et
ainsi Uq˜1(B
g
1 ) ≤ B1. Le Fait 1.62 force alors Bg1 = B1. L’involution i2 centralise
et inverse Uq˜1(B1) = Uq˜1(B
g), une contradiction. 
Corollaire 5.37 (cf. [Del07, Corollaire 6.4]) iG1 ∩ S = {i1}.
Preuve
En effet, d’apre`s le Corollaire 4.7, il y a une ou trois classes d’involutions.
S’il y en a une seule, le Lemme 5.36 applique´ avec i2 puis avec i3 impose que i1
centralise K1, contre sa de´finition. 
Le controˆle de la classe de i1 dans le Corollaire 5.37 est indispensable aux
arguments de conjugaison sur lesquels s’appuie la combinatoire de la sous-section
suivante. Sans un tel re´sultat, les calculs de rang sont impossibles. Sa preuve
n’en avait pas e´te´ diffe´re´e pour entretenir le suspense ; le Corollaire 5.37 ne´cessite
le Lemme 5.36 et nous semble inaccessible plus toˆt dans la preuve.
Corollaire 5.38 N(B1) = B1.
Preuve
Un argument de Frattini donne N(B1) = NN(B1)(Q) · B1, mais d’apre`s le
Corollaire 4.6, N(Q) = Q. 
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5.5 La correspondance K1 ∼ τ1 et la contradiction a` la
simplicite´
Afin de faciliter la lecture, pour chaque sous-groupe de´finissable H nous
notons Hˇ = U(∞,s)(O(H)).
Remarque 5.39 Comme Σ peut contenir un 2-tore central, il faut bien tra-
vailler avec des O partout ; puis pour eˆtre suˆr d’avoir des (∞, s)-sous-groupes
de Sylow, reprendre la partie (∞, s)-engendre´e !
Lemme 5.40 (cf. [Del07, Proposition 6.38]) Il existe un (∞, s)-sous-groupe
de Sylow L de C◦(τ1[w1]) tel que Lˇ = Σˇ.
Preuve
Soit X = Fˇs(BM ) = U(∞,s)(O(Fs(BM ))). Alors X est un (∞, s)-groupe par
de´finition ; d’autre part il est non-trivial. En effet graˆce au Lemme 5.33, au Fait
1.71 et au Corollaire 5.30, Fs(BM ) ≥ τ1[w1] qui n’a pas d’involution d’apre`s
le Lemme 5.19, et donc d’apre`s le Fait 1.40, O(Fs(BM )) ≥ τ1[w1]. Comme ce
dernier est (∞, s)-homoge`ne, on a X ≥ τ1[w1]. On prouve de meˆme que K1 ≤ X.
Nous montrerons que C◦X(τ1[w1]) ≤ Σ. Comme i1 ∈ BM normalise X qui est
2⊥ et connexe par de´finition, on a d’apre`s le Fait 1.18 la de´composition univoque
X = CX(i1) · X−i1 , ou` chaque terme est de degre´ 1. Mais alors CX(i1) =
C◦X(i1) ≤ C◦(i1) ≤ B1, donc CX(i1) ≤ (B1 ∩BM )◦ = H. D’autre part, X e´tant
un U(∞,s)-groupe sans involution, le Fait 1.52 entraˆıne que CX(i1) est encore
un U(∞,s)-groupe. Ainsi CX(i1) ≤ U(∞,s)(H) = Σ d’apre`s la Notation 5.32.
Pour montrer que C◦X(τ1[w1]) ≤ Σ, il suffit ainsi de montrer qu’un e´le´ment
z ∈ X−i1 qui centralise τ1[w1] appartient a` Σ. Soit donc z ∈ C◦X(τ1[w1]) tel que
zi1 = z−1.
Pour chaque t ∈ τ1[w1], on a [z, t] = 1 et [zi1 , t] = 1, donc [z, ti1 ] = 1. En
particulier, z commute a` [t, i1]. Donc z centralise [τ1[w1], i1] qui n’est pas trivial
d’apre`s le Lemme 5.25. D’autre part [τ1[w1], i1] ≤ [Σ, i1] = K1 par de´finition de
ce dernier. Maintenant d’apre`s la Proposition 5.35 B1 est l’unique sous-groupe
de Borel contenant C◦(K1), et donc a` plus forte raison l’unique sous-groupe de
Borel contenant C◦([τ1[w1], i1]). Comme ce dernier est normalise´ par z, il vient
z ∈ N(B1) = B1 d’apre`s le Corollaire 5.38.
Ainsi z ∈ B1 est inverse´ par i1. Comme z ∈ X ≤ O(Fs(BM )), d(z) est sans
involution. D’apre`s le Lemme 5.2, z ∈ F ◦(B1). Ainsi z ∈ F (B1) ∩ F (BM ) =
Fs(B1) ≤ U(∞,s)(H) = Σ (on a utilise´ le Fait 1.66 (6) pour la premie`re e´galite´).
Nous avons bien prouve´ C◦X(τ1[w1]) ≤ Σ.
Soit enfin L ≥ Σ un (∞, s)-sous-groupe de Sylow de C◦(τ1[w1]). Le Lemme
1.70 force L ≤ BM . Mais d’apre`s le Lemme 1.71 et le Corollaire 5.30, on a
L ≤ Fs(BM ), et donc Lˇ ≤ X. Ainsi Lˇ ≤ C◦X(τ1[w1]) ≤ Σ. D’autre part, le Fait
1.40 implique O(Σ) ≤ O(L) et donc Σˇ ≤ Lˇ, ce qui entraˆıne l’e´galite´. Le lemme
est de´montre´. 
Corollaire 5.41 Il existe une involution w′ conjugue´e sous C◦(τ1[w1]) a` w1 qui
normalise Σˇ.
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Preuve
Soit L comme dans le Lemme 5.40. D’apre`s le Fait 1.33, il existe une in-
volution w′ conjugue´e sous C◦(τ1[w1]) a` w1 qui normalise L. En particulier w′
normalise Σˇ. 
On peut donc travailler avec Σˇ au lieu de Σ (cf. [Del07], ou` ce groupe e´tait
note´ V ) : en effet, de manie`re analogue au de´but de la preuve du Lemme 5.40,
Σˇ contient bien τ1[w1] et K1 !
Corollaire 5.42 (cf. [Del07, Lemme 6.39]) ∀w1 ∈ I1, ∃g ∈ G tel que τ1[w1] =
Kg1 .
Preuve
Soit comme dans le Corollaire 5.41 une involution w′ conjugue´e sous C◦(τ1[w1])
a` w1 et qui normalise Σˇ. Notamment w′ inverse τ1[w1], c’est une G-conjugue´e de
i1, et elle n’est pas dans B1 d’apre`s le Lemme 5.25. Ainsi w′ ∈ I1 par de´finition
de ce dernier (Notation 5.3). En particulier tout ce qui pre´ce`de est encore vrai
pour w′. L’inclusion de sous-groupes de meˆme rang τ1[w′] ≥ τ1[w1] se transforme
en e´galite´, et Σˇ−w′ = τ1[w′] = τ1[w1].
Maintenant V ≤ H ≤ N(Σˇ), donc d’apre`s le Lemme 4.2, w′ ∈ N(Σˇ) est
conjugue´e dans N(Σˇ) a` une involution de V . Ce ne peut eˆtre que i1 au vu du
Corollaire 5.37. Il existe donc g ∈ N(Σˇ) tel que w′ = ig1, et ainsi τ1[w1] = Σˇ−w′ =
(Σˇ−i1 )g ≤ Kg1 , puis l’e´galite´ des rangs prouve l’e´galite´ de ces groupes connexes.

Proposition 5.43 (cf. [Del07, Corollaires 6.41 et 6.42])
rg
(
KG1
)
= rg
( ⋃
w1∈I1
τ1[w1]
)
.
Preuve
D’apre`s la Proposition 5.35, B1 est l’unique sous-groupe de Borel contenant
C◦(K1). En particulier, si x ∈ (K1 ∩ Kg1 )#, alors B1 = Bg1 , et il suit que
K1 = K
g
1 . Le groupe K1 est donc disjoint de ses conjugue´s non-identiques. En
particulier, rg(KG1 ) = rg(K1) + rg(G) − rg(N(K1)). Mais toujours d’apre`s la
Proposition 5.35, N◦(K1) = B1 = K1 o C◦(i1), donc il vient que rg(KG1 ) =
rg(G)− rg(C◦(i1)) = rg(I1).
Nous e´valuons de´sormais le deuxie`me membre de l’e´galite´. Soient w0, w1 ∈ I1.
Comme τ1[w0] et τ1[w1] sont d’apre`s le Corollaire 5.42 des conjugue´s de K1, ils
sont disjoints ou e´gaux. On suppose donc τ1[w1] = τ1[w0] = K
g
1 pour un g ∈ G.
Alors w0 et w1 sont dans I(N(K
g
1 )) = I(N(B
g
1 )) ⊂ Bg1 graˆce au Corollaire 5.38.
Comme i1 est isole´e dans S, on a que w1 et w0 sont toutes deux B
g
1 -conjugue´es
a` ig1, donc entre elles. D’apre`s la de´composition donne´e dans la Proposition 5.35,
w0 et w1 sont meˆme K
g
1 = τ1[w0]-conjugue´es.
Quand nous calculons rg(
⋃
w1∈I1 τ1[w1]), chaque terme est de rang rg(K1),
et la somme porte sur un ensemble de rang rg(I1) modulo une e´quivalence dont
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les classes sont encore de rang rg(K1). Il est donc clair que rg
(⋃
w1∈I1 τ1[w1]
)
=
rg(I1). 
Preuve du The´ore`me 5.1
L’ensemble
⋃
w1∈I1 τ1[w1] est inclus dans K
G
1 d’apre`s le Corollaire 5.42 ; il y
est ge´ne´rique d’apre`s la Proposition 5.43. En particulier, B1∩KG1 est ge´ne´rique
dans KG1 , et le Corollaire 1.7 contredit la simplicite´ de G. 
Rapportons en trophe´e de cette couˆteuse campagne un sous-groupe qui
s’ave´rera fort utile.
5.6 Conse´quences - Y1
Nous noterons encore B1 = C◦(i1) ; c’est un sous-groupe de Borel. Tout est
a` refaire, meˆme la distinction de B1 d’avec B2 et B3 ! Enfin rappelons qu’a` ce
stade, aucune hypothe`se ne distingue encore i2 d’i3 (c’est-a`-dire q˜2 de q˜3) : on
s’en souviendra dans les preuves qui suivent.
Pour e´tudier aise´ment l’action de V sur Uq˜1(B1), il faut pouvoir soutenir que
le centralisateur de i2 (et i3) dans ce sous-groupe est encore un q˜1-groupe. Le
Fait 1.52 exige l’absence d’involutions, ce que nous ne savons plus garantir ; on
travaillera donc plutoˆt avec de la q˜1-homoge´ne´ite´ et le Fait 1.55. Ceci explique
l’apparent de´tour qu’est l’introduction de U1.
Notation 5.44 Soit U1 = [Uq˜1(B1), B1].
Lemme 5.45 U1 est un q˜1-sous-groupe de´finissable, homoge`ne, non-trivial, et
normal dans B1.
Preuve
U1 est trivialement normal et de´finissable. Sa q˜1-homoge´ne´ite´ re´sulte du
Fait 1.55 (en caracte´ristique finie, c’est e´vident). Il reste a` voir que U1 est non-
trivial. Si U1 = 1, alors Uq˜1(B1) ≤ Z(B1), et notamment Uq˜1(B1) ≤ C◦(V ). Le
choix de q˜1 (voir Notation 4.10) impose alors q˜1 = q˜2, et Uq˜1(B1) ≤ B2, donc
Uq˜1(B1) = Uq˜1(B2). En particulier, le Fait 1.62 entraˆıne B2 = B1, et l’on montre
de meˆme B3 = B1, une contradiction au Lemme 4.3. 
Le sous-groupe suivant est le trophe´e. Nous e´tablirons ses proprie´te´s dans la
Proposition 5.56 qui cloˆt la section.
Notation 5.46 Soit Y1 un sous-groupe B1-minimal de U1.
Il est imme´diat d’apre`s le Lemme 5.45 que Y1 est un q˜1-sous-groupe de B1.
En particulier, on pourra appliquer le Fait 1.62 avec Y1 dans les deux roˆles (ou
le Fait 1.60, mais les configurations a` unipotence de torsion doivent sembler
bien fades au lecteur arrive´ jusqu’ici). Rappelons que par B1-minimalite´, Y1 est
inclus dans Z(F ◦(B1)).
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Lemme 5.47 Si B2 6= B1, alors i2 inverse Y1.
Preuve
Si i2 n’inverse pas U1, alors X = C◦Y1(i2) est non-trivial. Mais comme B1 =
CB1(i2) · F ◦(B1) et que Y1 est inclus dans Z(F ◦(B1)), on a X / B1. Par B1-
minimalite´ de Y1, il vient X = Y1 et donc i2 centralise Y1.
En particulier Y1 ≤ B2, mais puisque q˜1 ≥ q˜2, on a e´galite´. Le Fait 1.62
entraˆıne B2 = B1. 
Nous allons maintenant rendre B1 distinct de B2 et B3. La preuve va occuper
quelques lemmes ; elle est absolument similaire a` celle de la Proposition 5.5.
Proposition 5.48 B1 6= B2 et B1 6= B3.
On suppose B1 = B2, et l’on montre une contradiction. D’apre`s le Lemme
4.3, on a B3 6= B1 ; d’apre`s le Lemme 5.47 applique´ a` B3 et i3, il vient que i3
inverse Y1. Comme i1 le centralise, i2 inverse Y1. Comme Y1 ≤ Z(F ◦(B1)), on
a le re´sultat suivant.
Lemme 5.49 Toute involution de B1 distincte de i1 inverse Y1.
Lemme 5.50 B1 = C◦(i1) > C◦(i2). En particulier i1 et i2 ne sont pas G-
conjugue´es.
Preuve
On a par hypothe`se C◦(i2) ≤ B2 = B1, mais Y1 6≤ C◦(i2). En particulier
C◦(i2) < B1, et C◦(i2) n’est pas un sous-groupe de Borel. Notamment i1 et i2
ne sont pas G-conjugue´es. 
Notation 5.51 Soit pour chaque w2 ∈ iG2 l’ensemble de´finissable T1[w2] = {b ∈
B1, bw2 = b−1}.
Lemme 5.52 Il existe une involution w2 ∈ iG2 \ N(B1) telle que rg(T1[w2]) ≥
rg((F ◦(B1))−i2 ).
Notation 5.53 Nous fixons une telle involution w2.
Lemme 5.54 Aucun sous-groupe propre de´finissable, connexe, et w2-invariant
ne contient Y1.
Preuve
Soient H comme dans l’e´nonce´ et q˜ un parame`tre d’unipotence maximal pour
H. Si q˜ = q˜1, alors Y1 ≤ Uq˜(H). Pourtant d’apre`s le Fait 1.62 (ou 1.60), Uq˜1(B1)
est l’unique q˜1-sous-groupe de Sylow de B1 contenant Y1. En particulier, il vient
w2 ∈ N(B1), une contradiction.
Ainsi q˜ > q˜1, et w2 inverse Uq˜(H) d’apre`s le Lemme 4.12. Maintenant il
existe dans H un q˜1-sous-groupe de Sylow Uˆ1 contenant Y1. D’apre`s le Fait
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1.33, il existe une involution w′2 conjugue´e a` w2 sous H et qui normalise Uˆ1.
Toujours d’apre`s le Fait 1.62 (resp. Fait 1.60) puis d’apre`s le Lemme 4.2, il
vient w′2 ∈ B1. Il est clair que w′2 6= i1 d’apre`s le Lemme 5.50. En particulier, w′2
inverse Y1 d’apre`s le Lemme 5.49 ; maintenant le Fait 1.17 force [Y1, Uq˜(H)] = 1,
d’ou` Uq˜(H) ≤ N◦(Y1) = B1, une contradiction. 
Corollaire 5.55 T1[w2] est un groupe abe´lien de´finissable, et C◦T1[w2](Y1) = 1.
Preuve
On forme d’abord X = F ◦(B1) ∩ F ◦(B1)w2 . S’il est non-trivial, le Lemme
5.54 applique´ avec H = N◦(X) donne une contradiction. Ainsi X = 1, et en
particulier B1 ∩Bw21 est abe´lien.
On forme ensuite X = C◦T1[w2](Y1) que l’on suppose non-trivial, et l’on forme
son normalisateur H = N◦(X). Meˆme contradiction. 
Preuve de la Proposition 5.48
Apre`s des ve´rifications triviales, le the´ore`me du corps (Fait 1.38) donne un
corps alge´briquement clos K tel que Y1 ' K+ et qu’un quotient fini de T1[w2] se
plonge dans K×. Par choix de w2, on a pourtant rg(T1[w2]) ≥ rg(F ◦(B1)−i2 ) ≥
rg(Y1) = rg(K+), donc T1[w2] se surjecte sur K×. En particulier il contient
un 2-tore non-trivial, qui est inverse´ par w2. Ceci contredit la structure des 2-
sous-groupes de Sylow (Lemme 4.2). Ainsi B1 6= B2. En l’absence d’hypothe`se
distinguant i2 et i3, on a aussi montre´ B1 6= B3. 
Nous re´coltons enfin les fruits de cette e´tude.
Proposition 5.56 Y1 est un q˜1-groupe de´finissable, homoge`ne, non-trivial, et
normal dans B1. Il est inverse´ par chaque involution de B1 distincte de i1. (En
particulier il est 2⊥).
Preuve
Evident d’apre`s le Lemme 5.47 et la Proposition 5.48. 
Pour ne pas finir cette section sur une note optimiste, avouons que nous ne
savons pas a` ce point si B2 et B3 sont ne´cessairement distincts !
6 La campagne du deuxie`me centralisateur
Nous menons a` pre´sent la seconde grande bataille de cette e´tude. Attention,
nous brisons la syme´trie qui restait.
Notation 6.1 On suppose de´sormais
q˜2 ≥ q˜3.
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Nous introduisons, suite au Lemme 4.12, un deuxie`me principe controˆlant
l’action des involutions sur l’unipotence. Faisons noter que le Lemme 6.2 est
inde´pendant du fait que C◦(i2) soit un sous-groupe de Borel ou non.
Lemme 6.2 (cf. Lemme 4.12) Soient B0 un sous-groupe de Borel et q˜0 un
parame`tre d’unipotence maximal pour B0. On suppose q˜0 > q˜2. Alors il existe
un q˜0-sous-groupe de´finissable Y0 normal dans B0 et central dans F ◦(B0) tel
que toute involution de N(B0) \ iG1 inverse Y0.
Preuve
Soit k ∈ N(B0)\ iG1 : nous montrons qu’elle inverse un sous-groupe conforme
a` l’e´nonce´, et dont la de´finition n’implique pas k.
On suppose d’abord que F ◦(B0) n’a pas d’involution. Alors d’apre`s le Fait
1.52, CUq˜0 (B0)(k) est un q˜0-groupe, avec q˜0 > q˜2 ≥ q˜3. On a donc CUq˜0 (B0)(k) =
1, et k inverse Uq˜0(B0), donc inverse aussi Y0 = Uq˜0(Z(F
◦(B0))). Y0 convient
bien, et ne de´pend pas de k (prise dans N(B0) \ iG1 ).
On suppose a` pre´sent que F ◦(B0) a une involution `. AlorsB0 = C◦(`) admet
le parame`tre d’unipotence q˜0, donc il vient ` ∈ iG1 . Ainsi a` conjugaison pre`s
B0 = C◦(i1) = B1 d’apre`s le The´ore`me 5.1. Maintenant d’apre`s la Proposition
5.56, chaque involution de N(B1) \ iG1 inverse Y1, et donc Y0 = Y1 convient. 
Le controˆle d’unipotence connaˆıtra un dernier visage dans le Lemme 7.8
infra. L’enjeu est de´sormais de prouver que C◦(i2) aussi est un sous-groupe de
Borel.
The´ore`me 6.3 C◦(i2) est un sous-groupe de Borel.
Dans un premier cas, les trois involutions sont conjugue´es, et le The´ore`me
6.3 est imme´diat graˆce au The´ore`me 5.1. Dans un deuxie`me cas, il y a plus de
travail !
Nous supposons C◦(i2) < B2.
Au vu du Corollaire 4.7, il y a trois classes de conjugaison d’involutions.
Nous allons bien suˆr consacrer une attention spe´ciale a` celle de i2 dans cette
e´tude qui imite assez identiquement notre Section 5, et plus fide`lement encore
[Del07, §6]. La seule diffe´rence est lors du controˆle de la torsion des ensembles
T2[w2], qui requerra un soin particulier.
Il est e´vident d’apre`s la structure du 2-sous-groupe de Sylow (Lemme 4.2) et
l’hypothe`se qu’il y a trois classes, que deux involutions distinctes et conjugue´es
ne peuvent pas commuter. Dans la suite, nous affublerons chaque involution d’un
indice qui signalera sa classe de conjugaison : s1 sera toujours une G-conjugue´e
de i1, etc.
Lemme 6.4 (cf. Lemme 5.2) Quitte a` e´changer i2 et i3, on peut supposer
que F ◦(B2) est 2⊥ ; d’ou` la de´composition usuelle, &c.
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6.1 Introduction et re´duction des pseudo-tores
Notation 6.5 Soient pour chaque w2 ∈ iG2 l’ensemble de´finissable
T2[w2] =
{
b ∈ B2, bw2 = b−1
}
et I2 =
{
w2 ∈ iG2 \N(B2), rg(T2[w2]) ≥ rg
(
(F ◦(B2))−i2
)}
.
Lemme 6.6 I2 est un sous-ensemble (de´finissable) ge´ne´rique de iG2 .
Notation 6.7 Nous fixons jusqu’a` nouvel ordre une involution w2 de I2.
Lemme 6.8 Les e´ventuels e´le´ments de torsion de T2[w2] sont des involutions
toutes G-conjugue´es entre elles ; leur classe n’est pas celle de i2.
Preuve
Soit t ∈ T2[w2] un p-e´le´ment. Montrons d’abord queB2 est sans p-unipotence.
En effet, graˆce au Fait 1.27, on trouve sinon que C◦Up(B2)(t) est infini, et ce
sous-groupe p-unipotent est commun a` B2 et Bw22 , contradiction au Fait 1.60.
L’e´le´ment t appartient donc a` un p-tore P de B2, et l’on poursuit comme
dans le Lemme 5.19 : C◦(P ) contient un 2-tore maximal S◦1 , et w2 normalise
C◦(t) ≥ C◦(P ) ≥ S◦1 d’ou` d’apre`s le Lemme 4.2, w2 ∈ C◦(t).
La torsion de T2[w2] est donc forme´e d’involutions. Que ce ne soit pas des
conjugue´es de i2 est clair. Reste a` supposer qu’il existe dans T2[w2] des invo-
lutions j1 et `3 qui soient G-conjugue´es l’une a` i1 et l’autre a` i3. Mais alors
d(j1`3) doit contenir une involution, qui ne peut eˆtre que G-conjugue´e a` i2 ;
appelons-la k2. En particulier, [w2, k2] = 1 et donc w2 = k2 ∈ d(j1`3) ≤ B2, une
contradiction. 
Le mot d’ordre dans les deux lemmes suivant est d’exporter le seul mer-
veilleux sous-groupe disponible, a` savoir Y1 de la Notation 5.46. Nous rappelons
par ailleurs que deux involutions de B2 conjugue´es (dans B2 ou dans G, cela
revient au meˆme) ont meˆme action sur Z(F ◦(B2)).
Lemme 6.9 Il y a au plus une G-conjugue´e de i1 dans T2[w2].
Preuve
On suppose qu’il y en a deux : disons j1 6= j′1 ∈ T2[w2]. Soit `3 = j1w2.
Montrons que d(j1j′1) est connexe. Supposons d’abord qu’il existe dans d(j1j
′
1)
une involution ; elle ne peut eˆtre que G-conjugue´e a` i3 ; appelons-la s3. Alors
[w2, j1] = [j1, s3] = [s3, w2] = 1, ce qui force w2 = j1s3 ∈ B2, une absur-
dite´. Ainsi d(j1j′1) est sans involution. Maintenant s’il existe dans d(j1j
′
1) un
p-e´le´ment x, alors on e´limine la p-unipotence comme dans le Lemme 6.8, et on
en de´duit que C◦(x) contient un 2-tore maximal de G. Comme C◦(x) est norma-
lise´ par j1, il vient d’apre`s le Lemme 4.2 j1 ∈ C◦(x), donc x est une involution,
contradiction. Ainsi d(j1j′1) est-il connexe.
Le groupe C◦(j1j′1) est non-trivial, propre, de´finissable, connexe, et 〈j1, w2〉-
invariant ; gaˆce au Corollaire 2.5, on l’inclut dans un sous-groupe de Borel B0
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encore 〈j1, w2〉-invariant (et donc e´galement `3-invariant) ; soit q˜0 un parame`tre
d’unipotence maximal pour B0. D’apre`s le Corollaire 4.13, q˜0 ≤ q˜1. Comme j1
et j′1 ont meˆme action sur Uq˜2(Z(F
◦(B2))), on a d’autre part q˜0 ≥ q˜2.
Si q˜0 = q˜2, alors Uq˜2(Z(F
◦(B2))) ≤ Uq˜2(Z(F ◦(B0))), et le Fait 1.62 impose
B0 = B2. En particulier, w2 normalise B2, une contradiction. Ainsi q˜0 > q˜2.
D’apre`s le Lemme 6.2, il existe dans B0 un q˜0-sous-groupe Y0 normal dans
B0 et inverse´ par w2 et `3. En particulier, Y0 est centralise´ par j1 et donc
Y0 ≤ C◦(j1). Maintenant si l’on e´crit j1 = ig1, il vient d’apre`s la Proposition 5.56
que Y g1 ≤ C◦(j1) est lui aussi inverse´ par w2. Le Fait 1.17 force [Y0, Y g1 ] = 1.
En particulier Y g1 ≤ N◦(Y0) = B0, donc q˜0 = q˜1 et Y g1 ≤ Uq˜1(B0). Le Fait 1.62
entraˆıne B0 = B
g
1 = C(j1).
Ainsi a-t-on C◦(j1j′1) ≤ B0 = C(j1) ; en particulier j1j′1 ∈ d◦(j1j′1) ≤
C◦(j1j′1) ≤ C(j1), donc j1 centralise et inverse j1j′1 qui doit alors eˆtre une
involution. Enfin [j1, j′1] = 1, une contradiction. 
Lemme 6.10 Il y a au plus une G-conjugue´e de i3 dans T2[w2].
Preuve
On suppose qu’il y en a deux : disons `3 6= `′3 ∈ T2[w2]. Comme pre´ce´demment,
d(`3`′3) est connexe. L’involution w2`3 est une G-conjugue´e de i1, disons j1.
On inclut de´sormais C◦(`3`′3) dans un sous-groupe de Borel 〈w2, `3〉-invariant
que l’on appelle B0, et l’on note q˜0 un parame`tre d’unipotence maximal pour B0.
Comme `3 et `′3 ont meˆme action sur Uq˜2(Z(F
◦(B2))), on a Uq˜2(Z(F
◦(B2))) ≤
B0.
Si q˜0 = q˜2, il vient B0 = B2 et donc B2 est w2-invariant, une contradiction.
Ainsi q˜0 > q˜2. D’apre`s le Lemme 6.2, il existe un q˜0-sous-groupe Y0 normal dans
B0 et inverse´ par w2 et `3. En particulier, j1 = w2`3 centralise Y0. Si l’on e´crit
j1 = i
g
1, on trouve dans B
g
1 l’involution w2, qui inverse Y0 et Y
g
1 , et le premier
normalise le second. Il vient ainsi [Y0, Y
g
1 ] = 1, et donc Y
g
1 ≤ N◦(Y0) = B0. Le
Fait 1.62 impose B0 = B
g
1 .
On a donc B0 = C(j1) et C◦(`3`′3) ≤ C(j1). Mais alors `3`′3 ∈ C(j1), d’ou`
`3 = j1w2 ∈ C(`3`′3). Ainsi `3`′3 est une involution, ce qui est une contradiction.

Corollaire 6.11 τ2[w2] est un sous-ensemble ge´ne´rique de T2[w2] ; la cloˆture
de´finissable de chacun de ses e´le´ments est sans torsion.
Ces difficulte´s passe´es, nous travaillons avec la classe de i2 sans nous soucier
des deux autres, et la me´thode de [Del07, §6] se de´roule sans encombre.
Lemme 6.12 (cf. Lemme 5.25) Aucune B2-conjugue´e de i2 n’inverse τ2[w2].
Si t ∈ τ2[w2]#, aucune B2-conjugue´e de i2 ne centralise t.
Preuve
Celle du Lemme 5.25 convient. 
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Proposition 6.13 (cf. Lemme 5.21) Il existe un entier s ≥ 1 et un (∞, s)-
sous-groupe abe´lien de d(τ2[w2]) qui est inclus dans τ2[w2] et qui ne centralise
pas Uq˜2(Z(F
◦(B2))). Nous notons Ts un tel sous-groupe.
Preuve
Remplacer partout dans la preuve du Lemme 5.21 Uq˜1(B1) par Uq˜2(Z(F
◦(B2))).
Les seuls points litigieux sont alors :
– L’emploi du Lemme 5.17 ; mais il n’intervenait qu’au cas ou` G n’aurait
qu’une seule classe de conjugaison, cas clairement exclu par l’hypothe`se
de la section en cours.
– Celui du Lemme 5.19 ; mais le Corollaire 6.11 est son analogue exact.
La preuve se de´roule ainsi sans encombre. 
Proposition 6.14 (cf. Proposition 5.23) B2 ∩Bw22 est abe´lien.
Preuve
Sinon X = F (B2) ∩ F (Bw22 ) n’est pas trivial. Soient N = N◦(X) et q˜ un
parame`tre d’unipotence maximal pour N . Comme w2 6∈ B2 normalise N ≥
Uq˜2(Z(F
◦(B2))), il est clair que q˜ > q˜2. Si l’on fixe un q˜2-sous-groupe de Sylow
Uˆ2 de N contenant Uq˜2(Z(F
◦(B2))), il existe une involution w′2 conjugue´e sous
N a` w2 et qui normalise Uˆ2 ; en particulier w′2 ∈ B2, et elle y est conjugue´e a`
i2. En outre w′2 inverse Uq˜(N).
On montre a` pre´sent que i2 centralise Z(F ◦(B2)). En effet, soit sinon Y2 =
(Z(F ◦(B2)))−i2 suppose´ non-trivial. Il est clair que w′2 inverse Y2. Maintenant
Y2 ≤ N , donc il vient [Y2, Uq˜(N)] = 1, et Uq˜(N) ≤ C(Y2), mais Y2 est normal
dans B2, et donc q˜2 ≥ q˜, une contradiction. Ainsi i2 centralise Z(F ◦(B2)), et
comme elle ne centralise pas tout le sous-groupe de Fitting F ◦(B2), il est clair
que celui-ci n’est pas abe´lien. En particulier, d’apre`s le Lemme 1.68, X est
homoge`ne.
Comme q˜ > q˜2, N◦B2(X) est inclus dans deux sous-groupes de Borel distincts.
D’apre`s le Fait 1.65, (N◦B2(X))
′ est homoge`ne. D’autre part selon le Fait 1.55,
[Ts, Uq˜2(Z(F
◦(B2)))] est un q˜2-groupe homoge`ne, et non-trivial par choix de
Ts. Comme il est inclus dans (N◦B2(X))
′, on en de´duit que (N◦B2(X))
′ est q˜2-
homoge`ne. Comme ((B2 ∩Bw22 )◦)′ ≤ (N◦B2(X))′, il vient que ((B2 ∩Bw22 )◦)′ est
lui aussi q˜2-homoge`ne. Et comme ((B2 ∩Bw22 )◦)′ ≤ X qui est homoge`ne, on en
de´duit que X est lui-meˆme q˜2-homoge`ne.
En particulier, Fs(B2) commute avec X, donc Fs(B2) ≤ N . Comme q˜ > q˜2,
le Fait 1.67 implique l’abe´lianite´ de Fs(B2). Il vient donc U(∞,s)(B′2) ≤ Fs(B2) ≤
Z(F ◦(B2)) ≤ C(i2). Maintenant il est clair que i2 centralise un (∞, s)-sous-
groupe de Sylow de B2, donc qu’une B2-conjugue´e j2 de i2 centralise τ2[w2].
En particulier j2 ∈ C(τ2[w2]) qui est w2-invariant, si bien que par structure du
2-sous-groupe de Sylow il vient w2 ∈ C(τ2[w2]), une contradiction. 
6.2 Intersection maximale et concentration
Le lecteur ne doit pas s’inquie´ter des classes iG1 et i
G
3 : la preuve du The´ore`me
6.3 imitera fide`lement de´sormais celle du The´ore`me 5.1. D’ailleurs il a bien
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vu comment dans la preuve de la Proposition 6.14, le Lemme 6.2 nous tirait
d’embarras. La question de la “hie´rarchie” des involutions n’intervient plus.
Notation 6.15 Soit BM ≥ C◦B2(τ2[w2]) un sous-groupe de Borel distinct de B2
et maximisant H = (B2 ∩ BM )◦ parmi de telles intersections. (L’existence est
comme dans le Lemme pre´ce´dant la Notation 5.27.)
Proposition 6.16 (cf. Proposition 5.28) HM n’est pas abe´lien.
Preuve
La meˆme. 
Proposition 6.17 (cf. Lemme 5.29) d∞(H ′M ) = s et q˜M < q˜2.
Preuve
La meˆme. 
Corollaire 6.18 (cf. Corollaire 5.30) (On peut a` conjugaison pre`s supposer
que) Q est un sous-groupe de Carter de B2 et de BM .
Notation 6.19 (cf. Notation 5.32) Soient Σ2 = U(∞,s)(H) = Fs(H) et Σˇ2 =
U(∞,s)(O(Σ2)).
Lemme 6.20 (cf. Lemme 5.33) Σ2 est un (∞, s)-sous-groupe de Sylow abe´lien
de B2. Il contient τ2[w2] qui est (∞, s)-homoge`ne.
Preuve
La meˆme. 
Notation 6.21 (cf. Notation 5.34) Soit K2 = [Σ2, i2].
Proposition 6.22 (cf. Proposition 5.35) K2 ne de´pend pas de i2, ni de w2.
C’est un (∞, s)-groupe abe´lien homoge`ne et sans involution, de meˆme rang que
τ2[w2]. Enfin B2 = K2oC◦(i2) et B2 est l’unique sous-groupe de Borel contenant
C◦(K2).
Preuve
La meˆme. 
Proposition 6.23 (cf. Lemme 5.40) Σˇ2 contient τ2[w2] ainsi que K2. En
outre il existe un (∞, s)-sous-groupe de Sylow L de C◦(τ2[w2]) tel que U(∞,s)(O(L)) =
Σˇ2.
Preuve
Celle du Lemme 5.40 (relire aussi la remarque ouvrant 5.5). 
Preuve du The´ore`me 6.3
Comme il y a trois classes de conjugaison d’involutions, la combinatoire
mise en place par le Corollaire 5.42 est aise´ment ve´rifie´e : on ne travaille en effet
qu’avec les involutions de iG2 . En particulier on peut concentrer ge´ne´riquement
les conjugue´s de K2 dans B2, et cætera. Contradiction a` la simplicite´. 
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6.3 Conse´quences - B2 distinct de B3
Les deux centralisateurs C◦(i1) et C◦(i2) sont des sous-groupes de Borel (B1
et B2), mais nous ne savons pas encore s’il en va de meˆme de C◦(i3) ; a` vrai
dire nous ne savons toujours pas si B3 est distinct de B2 ! Voici enfin la re´ponse
(heureusement positive).
Proposition 6.24 Les trois sous-groupes de Borel sont distincts.
Au vu de la Proposition 5.48, il suffit de prouver B2 6= B3. Nous suppo-
sons donc B2 = B3, et prouvons une contradiction. Rappelons que d’apre`s le
The´ore`me 6.3, C◦(i2) = B2. En particulier graˆce au Lemme 4.3, on a C◦(i3) <
B2, et i2 et i3 ne sont donc pas G-conjugue´es. D’apre`s le Corollaire 4.7, il y a
ainsi trois classes de conjugaison d’involutions.
La preuve de la Proposition 6.24 commence par un poncif.
Lemme 6.25 Il existe une involution w3 ∈ iG3 \ B2 telle que rg(T2[w3]) ≥
rg((F ◦(B2))−i3 ), ou` T2[w3] = {t ∈ B2, tw3 = t−1}.
Notation 6.26 Nous fixons une telle involution w3. Comme i2 et w3 ne sont
pas conjugue´es, il existe dans d(i2w3) une involution, qui ne peut eˆtre que
conjugue´e a` i1. Nous la notons j1.
Lemme 6.27 L’ensemble τ des carre´s d’e´le´ments de T2[w3] est un sous-ensemble
ge´ne´rique de T2[w3] ; en outre pour tout t de τ , d(t) est sans torsion et inclus
dans τ .
Preuve
Nous de´montrons qu’il y a dans T2[w3] au plus un e´le´ment de torsion, qui se
trouve eˆtre une involution ; cela prouvera le tout.
Soit t ∈ T2[w3] un p-e´le´ment. B2 est alors sans p-unipotence, car sinon
d’apre`s le Fait 1.27, Z(Up(B2) · 〈t〉) est infini, et notamment C◦Up(B2)(t) 6= 1. Ce
sous-groupe p-unipotent est inclus tant dans B2 que dans Bw32 , et le Fait 1.60
impose avec le Lemme 4.2 que w3 ∈ B2, contradiction.
Ainsi t appartient-il a` un p-tore de B2, qui centralise d’apre`s le Fait 1.24
un 2-tore S◦1 maximal dans B2, donc maximal dans G. Il vient S
◦
1 ≤ C◦(t) qui
est w3-invariant, donc d’apre`s le Lemme 4.2, w3 ∈ C◦(t), et donc t est une
involution.
Il est clair que t qui commute a` w3 ne peut lui eˆtre conjugue´e. Elle ne saurait
pas davantage eˆtre conjugue´e a` i2, car sinon t = i2 (seule involution de sa classe
dans B2), et [w3, i2] = 1, une contradiction. Ainsi t ∈ iG1 .
Nous supposons a` pre´sent qu’il y a dans T2[w3] deux involutions distinctes
t1 et t′1 (toutes deux conjugue´es a` i1 d’apre`s ce qui pre´ce`de). Alors dans C(t1t
′
1),
on trouve i2 et w3, et donc aussi j1 (voir Notation 6.26). Mais d’apre`s le Lemme
1.31, il existe une C(t1t′1)-conjugue´e de t1 qui centralise j1, et cela force t1 =
j1 ∈ C(t1t′1). En particulier t1t′1 est une involution, contradiction.
L’argument donnant la ge´ne´ricite´ de τ dans T2[w3] est comme dans le Lemme
5.19. 
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Lemme 6.28 τ est un sous-groupe de´finissable, abe´lien, connexe, et inclus dans
F ◦(B2) ; de plus l’involution j1 (Notation 6.26) l’inverse.
Preuve
Soit t ∈ τ#. Nous montrons que j1 inverse t. En effet il est clair que j1
normalise d(t), qui n’a pas d’involution d’apre`s le Lemme 6.27. Supposons donc
que j1 n’inverse pas t : alors il existe s ∈ d(t)# tel que sj1 = s. Maintenant C(s)
contient le Viergruppe 〈j1, i2〉, mais il est w3-invariant. D’apre`s le Lemme 1.31
et d’apre`s le Lemme 4.2, il vient w3 ∈ C(s). Mais w3 inverse s, qui est donc une
involution de d(t) ⊆ τ , ce qui contredit le Lemme 6.27.
Ainsi j1 inverse bien t (quelconque dans τ). Mais j1 ∈ C(i2) = B2 et d(t)
est 2⊥, donc par un argument classique il vient d(t) ≤ F ◦(B2).
On a alors τ ⊆ F ◦(B2). Comme les e´le´ments de τ ont leur cloˆture de´finissable
connexe (toujours le Lemme 6.27), il vient τ ⊆ (F ◦(B2)∩F ◦(B2)w3)◦, et d’apre`s
le Fait 1.67 ceci est un groupe abe´lien. Il en va donc de meˆme de τ , qui est
de´finissable. L’involution j1 l’inverse. 
Preuve de la Proposition 6.24
Le sous-groupe τ est inclus dans F ◦(B2) ; il est centralise´ par i2 et inverse´
par j1. Soit `3 = j1i2, clairement conjugue´e a` i3. On a alors par choix de w3 que
rg(τ) ≥ rg((F ◦(B2))−i3 ) ≥ rg(τ), donc τ est l’unique sous-groupe ge´ne´rique de
l’ensemble (F ◦(B2))−i3 . En particulier CB2(i3) le normalise et τ o CB2(i3) est
un sous-groupe ge´ne´rique de B2. Il vient ainsi B2 = τ oCB2(i3) = N◦(τ), donc
w3 normalise B2, une contradiction qui ache`ve la preuve de la Proposition 6.24.

6.4 Conse´quences - Y2
Nous introduisons a` pre´sent un analogue dans B2 du sous-groupe Y1 de la
Notation 5.46.
Notation 6.29 Soit U2 = [Uq˜2(B2), B2].
Lemme 6.30 U2 est un sous-groupe non-trivial, de´finissable, q˜2-homoge`ne, et
normal dans B2.
Preuve
La de´finissabilite´ et la normalite´ sont e´videntes. La q˜2-homoge´ne´ite´ re´sulte
(si ne´cessaire) du Fait 1.55. Maintenant si U2 est trivial, alors Uq˜2(B2) ≤ B3 et
le Fait 1.62 (ou le Fait 1.60) avec q˜2 ≥ q˜3 force B2 = B3, une contradiction. 
Notation 6.31 Soit Y2 un sous-groupe B2-minimal de U2.
Proposition 6.32 Y2 est un sous-groupe de´finissable q˜2 -homoge`ne normal dans
B2 ; toutes les involutions de B2 distinctes de i2 l’inversent. (En particulier il
est 2⊥).
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Preuve
Soit X = C◦Y2(i3). Si X 6= 1, alors par B2-minimalite´ de Y2 et le fait que X
est encore normal dans B2, on a X = Y2 ≤ B3. En particulier le Fait 1.62 (ou
1.60) force encore B2 = B3, une contradiction a` la Proposition 6.24.
Ainsi X = 1, et i3 inverse Y2 que i2 centralise ; donc i1 inverse aussi. Comme
Y2 ≤ Z(F ◦(B2)), il est clair que toutes les involutions de B2 distinctes de i2
inversent Y2. 
7 Conjugaison des involutions
Dans cette section nous prouverons que les trois involutions sont conjugue´es.
Jusqu’au petit carre´ blanc suivant le Corollaire 7.12 infra, nous supposons qu’il
existe deux involutions non-conjugue´es. D’apre`s le Corollaire 4.7, il y a exacte-
ment trois classes d’involutions.
Rappelons que chaque C(i), ou` i ∈ I(G), est alors connexe d’apre`s le Fait
1.22. Commenc¸ons par deux principes.
Lemme 7.1 Deux involutions distinctes et G-conjugue´es ne peuvent commuter.
Preuve
Evident d’apre`s le Lemme 4.2 et l’hypothe`se que les classes sont distinctes.

Lemme 7.2 Si j et k sont deux involutions non-conjugue´es, alors la cloˆture
de´finissable d(jk) contient une unique involution `, qui repre´sente la troisie`me
classe de conjugaison.
Preuve
D’apre`s le Lemme 4.2, d(jk) inverse´ par j ne contient pas de 2-tore non-
trivial. Comme j et k ne sont pas conjugue´es, il n’est pourtant pas 2-divisible :
soit donc ` l’unique involution de d(jk). Il est clair d’apre`s le Lemme 7.1 que `
n’est G-conjugue´e ni a` j ni a` k. 
7.1 τ ge´ne´ral
Nous revenons aux ensembles T [w] et τ [w] (cf. Notations 5.3 et 5.18) avec
une belle ge´ne´ralite´.
Notation 7.3 Soient k et ` deux involutions non-conjugue´es et ne commutant
pas. Soit TC(`)[k] l’ensemble {t ∈ C(`), tk = t−1}. Soit aussi τC(`)[k] l’ensemble
des carre´s des e´le´ments de TC(`)[k].
Attention, nous ne pre´jugeons rien du rang de ces ensembles : on va meˆme
montrer qu’ils sont triviaux ! D’autre part si pour ` ∈ iG1 unionsq iG2 il est vrai que
C(`) est un sous-groupe de Borel, nous ne disposons (ni n’avons besoin) d’un
tel re´sultat pour ` ∈ iG3 .
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Proposition 7.4 (cf. Lemmes 5.19, 6.9 et 6.10) Soient k et ` deux invo-
lutions non-conjugue´es et ne commutant pas. On fixe un sous-groupe de Borel
B` contenant C(`), et l’on suppose k 6∈ B`. Alors τC(`)[k] est un sous-ensemble
ge´ne´rique de TC(`)[k], et si t ∈ τC(`)[k]#, alors sa cloˆture de´finissable d(t) est
sans torsion.
Preuve
Nous allons montrer que TC(`)[k] contient au plus un e´le´ment de torsion.
Soit en effet t ∈ TC(`)[k] un p-e´le´ment. On exclut comme dans le Lemme 6.9
la p-unipotence de C(`) (ceci utilise non seulement que k 6∈ C(`), mais aussi
k 6∈ B`). Toujours comme dans le Lemme 6.9, l’e´le´ment t est alors dans un
p-tore non-trivial P , et C◦(P ) contient un 2-tore maximal S◦1 de G. Ainsi S
◦
1 ≤
C◦(P ) ≤ C◦(t) qui est k-invariant, ; avec le Lemme 1.31, on peut supposer que
S◦1 est k-invariant ; d’apre`s le Lemme 4.2, k ∈ S◦1 ≤ C◦(t). En particulier, t est
une involution.
Il est clair que cette involution n’est conjugue´e ni a` k, ni a` ` ; nous noterons
j les involutions de sa classe de conjugaison ; nous affirmons qu’il y a au plus
une telle j dans TC(`)[k]. Cela de´montrera le tout, pourvu qu’on se reporte a` la
preuve du Lemme 5.19 pour conclure.
Soient donc j et j′ deux involutions de TC(`)[k]. On les suppose distinctes et
l’on montre une contradiction. Comme on l’a dit, j et j′ repre´sentent la troisie`me
G-classe de conjugaison. Maintenant ` ∈ C(jj′), et aussi k ∈ C(jj′).
D’apre`s le Lemme 7.2, il existe dans d(k`) ≤ C(jj′) une involution jˆ, dont la
G-classe est ne´cessairement celle de j et j′. Comme j normalise C(jj′), d’apre`s le
Lemme 1.31 il existe une involution jˇ conjugue´e sous C(jj′) a` j et qui centralise
jˆ. D’apre`s le Lemme 7.1, il vient jˇ = jˆ. En particulier, jˆ centralise et inverse jj′,
qui est donc une involution, d’ou` j et j′ commutent. Cela contredit le Lemme
7.1.
Pour le reste nous renvoyons a` la preuve du Lemme 5.19. Les techniques y
de´veloppe´es prouvent que pour chaque t ∈ τC(`)[k]#, la cloˆture de´finissable d(t)
est sans torsion, et la ge´ne´ricite´ de τC(`)[k] dans TC(`)[k] est e´tablie a` l’avenant.

Corollaire 7.5 Soient k et ` deux involutions non-conjugue´es et ne commutant
pas. On fixe un sous-groupe de Borel B` contenant C(`), et l’on suppose k 6∈ B`.
Alors τC(`)[k] est un sous-groupe abe´lien de´finissable et connexe de F ◦(B`). En
outre l’unique involution de d(k`) inverse τC(`)[k].
Preuve
Nous noterons plus simplement τ = τC(`)[k]. L’affirmation est e´vidente si
τ = 1. On suppose donc τ 6= 1 ; soit t ∈ τ#. Alors k, ` ∈ N(d(t)), et d’apre`s
le Lemme 7.2, il y a dans d(k`) ≤ N(d(t)) une involution j repre´sentant la
troisie`me classe de conjugaison ; en outre j ∈ C(`).
Nous conside´rons l’action de j sur d(t) qui est abe´lien et sans involution
d’apre`s la Proposition 7.4. Supposons qu’il existe un e´le´ment 1 6= s ∈ Cd(t)(j).
Alors `, j ∈ C(s), donc k′ = `j est une involution de C(s), qui est ne´cessairement
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G-conjugue´e a` k. D’apre`s le Lemme 1.31, k centralise une C(s)-conjugue´e de k′,
et le Lemme 7.1 impose k ∈ C(s). Comme k inverse s ∈ τ , on a que s est une
involution, une contradiction a` la Proposition 7.4. Ainsi j inverse d(t). Comme
d(t) est sans torsion et que j ∈ C(`) ≤ B`, le Lemme 1.37 et un calcul classique
imposent t ∈ F ◦(B`).
A ce point nous avons prouve´ que l’ensemble τ est inclus dans F ◦(B`).
Comme il est e´galement inclus dans F ◦(B`)k, il est dans leur intersection, et
d’apre`s la Proposition 7.4 on a meˆme que τ ⊆ (F ◦(B`)∩F ◦(B`)k)◦. Maintenant
d’apre`s le Fait 1.67 et le fait que k ne normalise pas B`, le groupe (F ◦(B`) ∩
F ◦(B`)k)◦ est abe´lien, et donc τ aussi. Il est de´sormais clair que τ est un groupe
abe´lien de´finissable et connexe. On a prouve´ que l’involution j l’inverse. 
7.2 Finitude
Le Corollaire 7.5 a de remarquables conse´quences. Nous renvoyons aux No-
tations 5.46 et 6.31, ainsi qu’aux Propositions 5.56 et 6.32 pour les sous-groupes
Y1, Y2, et leurs proprie´te´s.
Corollaire 7.6 Soient ` ∈ iG1 unionsq iG2 et k 6∈ `G deux involutions non-conjugue´es
et ne commutant pas. Alors τC(`)[k] est trivial.
Preuve
Supposons qu’il existe une ` et une k de´mentant l’e´nonce´, et menons la
configuration a` la contradiction. D’apre`s la Proposition 7.4 et le Corollaire 7.5,
τC(`)[k] est un sous-groupe de F ◦(C(`)) ; ici B` = C(`) d’apre`s les The´ore`mes
5.1 et 6.3. Nous noterons plus simplement τ = τC(`)[k].
D’apre`s le Lemme 7.2, il existe dans d(k`) une involution repre´sentant la
classe manquante, et que nous notons j.
SoitN = N◦(τ). Ce groupe est 〈j, k〉-invariant, on l’inclut graˆce au Corollaire
2.5 dans un sous-groupe de Borel B0 encore 〈j, k〉-invariant. Soit q˜0 un parame`tre
d’unipotence maximal pour B0. D’apre`s le Corollaire 4.13, on a q˜0 ≤ q˜1.
On suppose (a` conjugaison pre`s) que ` = i1. Alors il vient Y1 ≤ Z(F ◦(B1)) ≤
N ≤ B0, donc q˜0 = q˜1. Le Fait 1.62 (ou 1.60) applique´ avec Y1 impose Uq˜1(B0) =
Uq˜1(B1) puis B0 = B1. En particulier, k normalise B1 = C(`), une contradiction.
On a donc (a` conjugaison pre`s) ` = i2. Cette fois il vient Y2 ≤ N ≤ B0, et
pour fuir la contradiction du Fait 1.62 (ou 1.60), il vient q˜0 > q˜2. Soit Y0 un
sous-groupe de B0 comme dans le Lemme 6.2. Notons que j ou bien k est une
involution de iG3 . Les deux inversent Y2.
Supposons que ce soit j ; elle inverse alors Y0 d’apre`s le Lemme 6.2. Dans
B0, il y a Y2 et Y0 ; l’un normalise l’autre et chacun est inverse´ par j, donc le
Fait 1.17 impose [Y2, Y0] = 1. En particulier Y0 ≤ N◦(Y2) = B2, ce qui contredit
q˜0 > q˜2. Il est clair que si c’est k l’involution de iG3 , le meˆme calcul est valable !

Nous avons donc rendu triviaux les ensembles τC(i1)[w2], τC(i1)[w3], τC(i2)[w1],
et τC(i2)[w3]. Pour pouvoir mener de victorieux calculs de rang, il faut encore
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re´duire a` ne´ant les ensembles de la forme τC(i3)[w1] (par exemple). C’est ce que
nous faisons de´sormais, avec la proposition suivante.
Proposition 7.7 Soit w1 ∈ iG1 \B3. Alors τC(i3)[w1] est trivial.
La preuve de la Proposition 7.7 ne´cessitera des notations et un argument
sophistique´, reposant sur un troisie`me principe de controˆle de l’unipotence.
Lemme 7.8 (cf. Lemmes 4.12 et 6.2) Soient B0 un sous-groupe de Borel et
q˜0 un parame`tre d’unipotence maximal pour B0. On suppose q˜0 > q˜3. Alors il
existe un q˜0-sous-groupe de´finissable Y0 sans involution, normal dans N(B0), et
central dans F ◦(B0), tel que toute involution de N(B0) ∩ iG3 inverse Y0.
Preuve
Si F ◦(B0) est sans involution, et notant `3 une involution de N(B0)∩ iG3 , on
a que CUq˜0 (B0)(`3) est un q˜0-groupe d’apre`s le Fait 1.52. Par de´finition de q˜0, il
est trivial. Dans ce premier cas, le sous-groupe Y0 = Uq˜0(Z(F
◦(B0))) convient
e´videmment.
On suppose a` pre´sent que F ◦(B0) posse`de une involution ; c’est une G-
conjugue´e de i1 ou i2 (mais pas de i3). Le sous-groupe Yi associe´ (Notation
5.46 ou 6.31) convient alors (ne pas oublier que dans ce cas N(B0) = B0). 
Nous fixons des notations pour la preuve de la Proposition 7.7.
Soit τ = τC(i3)[w1] 6= 1 la de´mentant, nous pousserons la configuration a` la
faute. Soit k2 l’unique involution de d(w1i3) ; c’est une G-conjugue´e de i2 qui
inverse le groupe abe´lien connexe τ ≤ F ◦(B3) (Corollaire 7.5).
Soit `3 = w1k2. Soit V0 le Viergruppe {1, w1, k2, `3}. Ecrivons w1 = ig1 et
k2 = ih2 pour un g et un h de G.
Formons N = N◦(τ) qui est 〈w1, k2〉-invariant ; d’apre`s le Corollaire 2.5, N
est inclus dans un sous-groupe de Borel B0 encore 〈w1, k2〉-invariant. Soit q˜0 un
parame`tre d’unipotence maximal pour B0.
Comme τ ≤ F ◦(B3) (Corollaire 7.5), on a Uq˜3(Z(F ◦(B3))) ≤ N◦(τ) ≤
B0. En particulier il faut q˜0 > q˜3 pour e´chapper a` une contradiction devenue
classique. Soit Y0 donne´ par le Lemme 7.8. Pre´cisons que Y0 est un q˜0-groupe
abe´lien sans involution, que V0 le normalise, et que `3 l’inverse.
Lemme 7.9 L’action de w1 (et donc, celle de k2) est “sans me´lange” sur Y0
(i.e., de pure centralisation ou bien de pure inversion).
Preuve
On suppose qu’il existe x ∈ CY0(w1)#. Dans C(w1), se trouvent alors d(x)
(qui est 2⊥) et Y g1 ; l’un normalise l’autre et chacun est inverse´ par `3, donc
d’apre`s le Fait 1.17, on a [x, Y g1 ] = 1. Ainsi Y
g
1 ≤ C◦(x) qui est un groupe V0-
invariant, que l’on inclut dans un sous-groupe de Borel Bα encore V0-invariant.
Nous en choisissons un parame`tre d’unipotence maximal q˜α. Puisque Y
g
1 ≤ Bα,
il est clair d’apre`s le Corollaire 4.13 que q˜α = q˜1. Le Fait 1.62 applique´ a` Y1
50
impose alors Uq˜1(Bα) = Uq˜1(B
g
1 ) puis Bα = B
g
1 = C(w1). En particulier, Y0 ≤
C◦(x) ≤ Bα = C(w1).
On suppose a` pre´sent qu’il existe y ∈ CY0(k2)#. Dans C(k2), se trouvent alors
d(y) (qui est 2⊥) et Y h2 ; l’un normalise l’autre et chacun est inverse´ par `3, donc
d’apre`s le Fait 1.17, on a [y, Y h2 ] = 1. Ainsi Y
h
2 ≤ C◦(y) qui est un groupe V0-
invariant, que l’on inclut dans un sous-groupe de Borel Bβ encore V0-invariant.
Nous en choisissons un parame`tre d’unipotence maximal q˜β . Si q˜β > q˜2, soit Yβ
un sous-groupe comme dans le Lemme 6.2. Dans Bβ , se trouvent alors Y h2 et
Yβ ; l’un normalise l’autre et chacun est inverse´ par `3. D’apre`s le Fait 1.17, il
vient [Yβ , Y h2 ] = 1, et donc Yβ ≤ N◦(Y h2 ) = Bh2 , une contradiction a` l’hypothe`se
q˜β > q˜2. Ainsi q˜β = q˜2. Maintenant le Fait 1.62 applique´ avec Y2 force Uq˜2(Bβ) =
Uq˜2(B
h
2 ) puis Bβ = B
h
2 = C(k2). Ainsi Y0 ≤ C◦(y) ≤ Bβ = C(k2).
La conclusion est que s’il existe simultane´ment un x ∈ CY0(w1)# et un y ∈
CY0(k2)
#, alors Y0 ≤ (C(w1) ∩ C(k2))◦ = C◦(V0) ≤ C◦(`3), une contradiction
au fait que q˜0 > q˜3. 
Preuve de la Proposition 7.7
Graˆce au Lemme 7.9, l’involution w1 ou bien centralise Y1, ou bien l’inverse.
Cela signifie que w1 ou bien k2 centralise Y0.
Supposons que w1 centralise Y0. Dans C(w1) se trouvent alors Y0 et Y
g
1 ; l’un
normalise l’autre et `3 inverse les deux. D’apre`s le Fait 1.17 il vient [Y0, Y
g
1 ] = 1.
En particulier Y g1 ≤ N◦(Y0) = B0, Y0 ≤ N◦(Y g1 ) = Bg1 , et q˜0 = q˜1. Le Fait 1.62
(ou 1.60) applique´ avec Y g1 impose alors Uq˜1(B0) = Uq˜1(B1)
g, d’ou` B0 = B
g
1 =
C(w1). Ainsi τ ≤ N◦(τ) ≤ B0 = C(w1), une contradiction au fait que w1 inverse
τ .
Supposons que k2 centralise Y0. Dans C(k2) se trouvent alors Y0 et Y h2 ; l’un
normalise l’autre et `3 inverse les deux. D’apre`s le Fait 1.17 il vient [Y0, Y h2 ] = 1.
En particulier Y h2 ≤ N◦(Y0) = B0, Y0 ≤ N◦(Y h2 ) = Bh2 , et q˜0 = q˜2. Le Fait 1.62
(ou 1.60) applique´ avec Y h2 impose alors Uq˜2(B0) = Uq˜2(B
h
2 ), d’ou` B0 = B
h
2 =
C(k2). Ainsi τ ≤ N◦(τ) ≤ B0 = C(k2), une contradiction au fait que k2 inverse
τ .
Ceci ache`ve la preuve de la Proposition 7.7. 
7.3 Calculs
Corollaire 7.10 rg(C(i1)) = rg(C(i2)). En outre pour g ge´ne´rique dans G, il
existe dans le coset gC(i1) une involution w2 ∈ iG2 .
Preuve
On conside`re la projection
pi12 : iG1 \ C(i2) → G/C(i2)
w1 7→ w1C(i2).
La fibre au-dessus de w1C(i2) est incluse dans w1TC(i2)[w1], qui est toujours
fini d’apre`s le Corollaire 7.6. En particulier, il vient
rg
(
pi12(iG1 \ C(i2))
)
= rg(G)− rg(C(i1)) ≤ rg(G)− rg(C(i2)).
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Maintenant, toujours graˆce au Corollaire 7.6, l’ine´galite´ re´ciproque est vraie
en conside´rant la fonction pi21. Il suit que rg(C(i1)) = rg(C(i2)), et que l’image
de pi12 est ge´ne´rique dans G/C(i2). De meˆme avec pi21. 
Corollaire 7.11 rg(C(i1)) = rg(C(i3)). En outre pour g ge´ne´rique dans G, il
existe dans le coset gC(i1) une involution w3 ∈ iG3 .
Preuve
On conside`re a` pre´sent la projection pi13. La fibre au-dessus de w1C(i3)
est incluse dans w1TC(i3)[w1], qui est toujours fini d’apre`s la Proposition 7.7.
En particulier, il vient cette fois rg
(
pi13(iG1 \ C(i3))
)
= rg(G) − rg(C(i1)) ≤
rg(G)− rg(C(i3)).
Maintenant, graˆce au Corollaire 7.6, l’ine´galite´ re´ciproque est aussi vraie en
conside´rant la fonction pi31. Il suit que rg(C(i1)) = rg(C(i3)), et que l’image de
pi13 est ge´ne´rique dans G/C(i3). De meˆme avec pi31. 
Corollaire 7.12 Les involutions sont conjugue´es.
Preuve
D’apre`s les Corollaires 7.10 et 7.11, pour g ge´ne´rique dans G, on trouve dans
le coset gB1 une conjugue´e w2 de i2 et une conjugue´e w3 de i3.
Comme w2 et w3 ne sont pas conjugue´es, il existe d’apre`s le Lemme 7.2 une
involution j dans d(w2w3) ≤ B1 qui est conjugue´e a` i1. Il est donc clair que j =
i1. En particulier i1 et w2 commutent, et d’apre`s le Lemme 4.2 w2 ∈ C(i1) = B1,
une contradiction. 
8 Re´sume´ - de´termination du groupe de Weyl
8.1 Re´sume´
Nous n’avons pas encore prouve´ toute la partie (2) du The´ore`me-Synthe`se
(dont l’e´nonce´ ouvrait la §4). A ce point voici les informations dont nous dispo-
sons.
The´ore`me 8.1 Soit G un groupe simple connexe minimal de type impair et
rang de Pru¨fer 2. Soit S un 2-sous-groupe de Sylow de G. Alors I(S) = I(S◦)
et les involutions de G sont conjugue´es. Le centralisateur connexe de chacune
est un sous-groupe de Borel. En outre C◦(S◦) = C◦(I(S◦)) est un sous-groupe
de Carter abe´lien de G, e´gal a` la composante connexe de chacune des trois
intersections deux-a`-deux de ces sous-groupes de Borel.
Preuve
Nous renvoyons aux : Lemme 4.2, Corollaire 7.12, The´ore`me 5.1, Corollaire
4.5.
Sauf l’assertion concernant C◦(S◦), tout est donc prouve´. Comme V ≤ Q ≤
C◦(S◦) ≤ C◦(V ), il suffit de montrer l’abe´lianite´ de C◦(V ). Nous utiliserons le
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sous-groupe Y1 introduit par la Notation 5.46 et ses proprie´te´s de´crites dans la
Proposition 5.56.
Supposons B1 ∩ B2 non-abe´lien. Soient X = F ◦(B1) ∩ F ◦(B2) 6= 1, N =
N◦(X), et q˜ un parame`tre d’unipotence maximal pour N . Comme V normalise
X donc N , le Corollaire 4.13 implique q˜ ≤ q˜1. Maintenant Y1 ≤ C◦(F ◦(B1)) ≤
C◦(X) ≤ N impose que Uq˜1(B1) est l’unique q˜1-sous-groupe de Sylow de G
contenant Uq˜1(N). Tout cela vaut encore pour B2, donc B1 = B2, une contra-
diction a` la Proposition 6.24.
Ainsi B1 ∩ B2 est-il abe´lien. En particulier, l’inclusion Q ≤ (B1 ∩ B2)◦ se
transforme en e´galite´, car Q est un sous-groupe de Carter de G. Maintenant
Q = (B1 ∩B2)◦ = C◦(i1, i2) = C◦(V ).
Il en va de meˆme avec les deux autres intersections. 
Rappelons en outre que C◦(i1) 6= C◦(i2), et qu’il existe un sous-groupe
normal Y1 / C◦(i1) de parame`tre d’unipotence maximal pour C◦(i1), tel que
toute involution de C◦(i1) \ {i1} inverse Y1 (Propositions 6.24 et 5.56).
8.2 Sous-groupes de Borel ge´ne´reux
Les deux lemmes qui suivent auront une utilite´ pour de´terminer le groupe
de Weyl en §8.3.
Lemme 8.2 Soit B0 un sous-groupe de Borel contenant Q et distinct de B1,
B2, et B3. Pour i dans V #, soit Hi = (Bi ∩ B0)◦. Alors il existe dans V au
moins deux involutions i telles que Hi ne soit pas abe´lien.
Preuve
Hi = C◦B0(i) ≥ Q. Si Hi est abe´lien, alors Hi = Q. Maintenant d’apre`s le
Fait 1.23, on a B0 = 〈Hi, i ∈ V #〉 > Hj pour chaque j. Donc au moins deux
parmi les Hi sont non-abe´liens. 
Lemme 8.3 Hypothe`ses et notations du lemme pre´ce´dent. Si Hi n’est pas abe´lien,
alors (B0, Bi) est une paire maximale ou` d∞(Bi) > d∞(B0).
Preuve
Soit en effet q˜0 un parame`tre d’unipotence maximal pour B0. D’apre`s le
Corollaire 4.13, on a q˜0 ≤ q˜1. Supposons l’e´galite´. Soient X = F ◦(B0)∩F ◦(B1)
et N = N◦(X), tous deux V -invariants. Soit q˜N un parame`tre d’unipotence
maximal pour N . D’apre`s le Corollaire 4.13, on a q˜N ≤ q˜1. Comme Y1 ≤ N ,
on a e´galite´. En particulier, Uq˜1(B1) est l’unique q˜1-sous-groupe de Sylow de
G contenant Uq˜1(N). Mais comme nous avons suppose´ q˜0 = q˜1, il vient 1 6=
Uq˜1(Z(F
◦(B0))) ≤ N , et donc d’apre`s le Fait 1.62 applique´ a` Uq˜1(Z(F ◦(B0))),
on a que Uq˜1(B0) est l’unique q˜1-sous-groupe de Sylow de G contenant Uq˜1(N).
Cela force B1 = B0, une contradiction.
Ainsi q˜1 > q˜0, et le Fait 1.64 (4) prouve la maximalite´ (au sens des intersec-
tions) de Hi, et celle de la paire (B0, Bi). 
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8.3 De´termination du groupe de Weyl
Notation 8.4 Soit W = N(Q)/Q.
The´ore`me 8.5 W ' Z/3Z.
Preuve
Commenc¸ons par montrer la non-trivialite´ de W . D’apre`s le Corollaire 7.12,
les trois involutions de G sont conjugue´es. D’apre`s le Fait 1.21, N(S◦) controˆle
la fusion ; en particulier il existe g ∈ N(S◦) tel que ig1 = i2. On a donc g ∈
N(S◦) ≤ N(C◦(S◦)) = N(Q) d’apre`s le The´ore`me 8.1. Comme Q est abe´lien,
il est clair que g 6∈ Q. Le quotient W = N(Q)/Q est donc non-trivial.
Nous prouverons queW = NG(S◦)/CG(S◦). Pour cela nous montrons d’abord
que C(S◦) est connexe. Soit en effet x ∈ C(S◦) \ C◦(S◦) ; graˆce au Fait 1.25
on peut supposer que x est un p-e´le´ment. Supposons que C◦(x) soit sans p-
unipotence. Alors d’apre`s le Fait 1.29, x est dans tout p-tore maximal de C◦(x).
Mais par conjugaison des tores de´cents maximaux (Fait 1.16), tout tore de´cent
maximal de C◦(x) contient un p-tore maximal. Ainsi x est-il dans tout tore
de´cent maximal de C◦(x). Comme S◦ ≤ C◦(x), x est dans un meˆme tore de´cent
que S◦. Cela prouve x ∈ C◦(S◦), et cette contradiction au choix de x prouve
que C◦(x) contient de la p-unipotence, c’est-a`-dire que Up(C◦(x)) 6= 1.
Maintenant graˆce au Fait 1.23 et par conjugaison des involutions, on peut
supposer que C◦Up(C◦(x))(i1) 6= 1. D’apre`s le Fait 1.60, B1 = C◦(i1) est l’unique
sous-groupe de Borel contenant C◦Up(C◦(x))(i1), et en particulier il vient x ∈
N(B1). D’autre part B1 contient de la p-unipotence. Si x ∈ B1, alors x ∈
NB1(Q) = Q d’apre`s le Fait 1.35, d’ou` x ∈ C◦(S◦), contre le choix de x. Ainsi
x ∈ N(B1)\B1. Le Fait 1.8 applique´ a` B1 prouve alors l’existence d’un e´le´ment
y ∈ xB1 normalisant un conjugue´ Bg1 distinct de B1. Or y 6∈ B1 mais yp
n ∈ B1
pour un n, et il y a donc de la p-torsion dans d(y). Soit enfin z un p-e´le´ment
de d(y). Alors z ∈ N(B1) ∩N(Bg1 ), et le Fait 1.27 (3) implique C◦Up(B1)(z) 6= 1
et C◦Up(B1)g (z) 6= 1. Le Fait 1.60 applique´ autour de C◦(z) force B
g
1 = B1, une
contradiction qui ache`ve de prouver la connexite´ de C(S◦).
D’apre`s le The´ore`me 8.1 Q = C◦(S◦), il vient enfin Q = C(S◦). D’autre
part S◦ est caracte´ristique dans Q et Q = C◦(S◦), donc N(Q) = N(S◦). En
particulier, W = N(Q)/Q = NG(S◦)/CG(S◦).
Nous estimons a` pre´sent l’ordre de W . Nous notons Autfin l’ensemble des
automorphismes d’ordre fini d’une structure (ce n’est pas ne´cessairement un
groupe). Par rigidite´, NG(S◦)/CG(S◦) ↪→ Autfin(Z22∞). D’apre`s le Fait 1.26,
on a Autfin(Z22∞) ↪→ Autfin
(
(Z/4Z)2
)
, mais clairement Autfin
(
(Z/4Z)2
) '
GL2(Z/4Z). En re´sume´ NG(S◦)/CG(S◦) ↪→ GL2(Z/4Z).
Maintenant un calcul donne |GL2(Z/4Z)| = 96 = 25 · 3, et cela prouve
que W = NG(S◦)/CG(S◦) s’injecte dans un groupe a` 96 e´le´ments. S’il existe
un 2-e´le´ment dans l’image, alors graˆce au Fait 1.25 on construit un 2-e´le´ment
dans NG(S◦)\CG(S◦), et cela contredit la connexite´ du 2-sous-groupe de Sylow
(Lemme 4.2). W s’injecte donc dans Z/3Z, et comme W n’est pas trivial la
conclusion suit. 
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Notation 8.6 Soit σ un 3-e´le´ment de N(Q) qui soit d’ordre 3 modulo Q (son
existence est assure´e par le Fait 1.25) ; il est clair que σ permute circulairement
les involutions de V .
Corollaire 8.7 Pour chaque involution i de G, C(i) est un sous-groupe de Borel
de G. En outre C(V ) est un sous-groupe de Carter de G.
Preuve
Au vu du The´ore`me 8.1, il suffit de prouver la connexite´ de C(i) puis de
C(V ). Tout d’abord par un argument de Frattini dans C◦(i), on a C(i) =
C◦(i) · NC(i)(Q). Si C(i) > C◦(i), alors σ ∈ C(i). Maintenant i e´tant l’unique
involution centrale de C◦(i), est caracte´ristique dans C◦(i). En particulier iσ = i,
ce qui contredit le choix de σ. C(i) est donc connexe.
Maintenant Q ≤ C(V ) ≤ C(i) qui est connexe, donc d’apre`s le Fait 1.35
NC(i)(Q) = Q, d’ou` C(V ) ≤ NC(i)(V ) ≤ NC(i)(C◦(V )) = NC(i)(Q) = Q. 
Pour achever la preuve de la partie (2) du The´ore`me-Synthe`se, il ne manque
plus qu’a` faire apparaˆıtre un corps alge´briquement clos de caracte´ristique 3.
Graˆce au Fait 1.30, l’unipotence de torsion arrive a` point nomme´.
Lemme 8.8 C◦(σ) contient de la 3-unipotence.
Preuve
C’est le Fait 1.30. 
Lemme 8.9 L’e´le´ment ge´ne´rique de σQ est d’ordre 3 ; il en va de meˆme de
celui de σ2Q.
Preuve
D’apre`s le Fait 1.8, l’ensemble X = {x ∈ σQ tels que ∃g ∈ G \NG(Q), x ∈
(〈σ〉Q)g} est ge´ne´rique dans σQ. Nous fixons une re´alisation x du ge´ne´rique de
σQ ; il existe alors g 6∈ N(Q) tel que x ∈ (〈σ〉Q)g. Soit y = x3. On suppose
y3 6= 1, et l’on montre une contradiction.
D’apre`s le Lemme 8.8, C◦(x) contient un sous-groupe 3-unipotent non-trivial
U . Alors U ≤ C◦(x) ≤ C◦(y) que l’on inclut dans un sous-groupe de Borel B0.
Ce sous-groupe de Borel contient C◦(y) ≥ Q, il est donc ge´ne´reux.
Supposons que B0 ne soit pas un conjugue´ de B1. D’apre`s les Lemmes 8.2
et 8.3, B0 est alors implique´ dans au moins une paire maximale non-abe´lienne.
Or B0 ≥ C◦(y) contient de la 3-unipotence, et cela contredit le Fait 1.66 (7).
Ainsi B0 est conjugue´ a` B1, et en particulier il existe une involution note´e
simplement i telle que B0 = C◦(i). Alors Q,Qg ≤ C◦(y) ≤ C◦(i), et donc
i ∈ V ∩ V g. D’autre part V 6= V g car sinon Q = C(V ) = C(V g) = Qg, contre
le fait que g 6∈ N(Q). Ainsi a-t-on V ∩ V g = {i}.
Rappelons que x ∈ N(Q) = N(V ), d’ou` ix ∈ V . D’autre part x ∈ N(Q)g et
i ∈ V g, d’ou` ix ∈ V g. Ainsi ix ∈ V ∩ V g = {i}, d’ou` x ∈ C(i). En particulier
σ ∈ C(i), contre sa de´finition. 
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Corollaire 8.10 N(Q) = Qo 〈σ〉 ; tous les e´le´ments de N(Q) \Q sont d’ordre
3 ; tous les e´le´ments d’un meˆme coset strict de Q dans N(Q) sont Q-conjugue´s.
Preuve
D’apre`s le Fait 1.9, tous les e´le´ments des cosets σQ ou σ2Q sont d’ordre 3.
En particulier on a bien N(Q) = Qo 〈σ〉.
Soit x ∈ N(Q) \ Q. Comme Q est sans 3-unipotence (imme´diat par le Co-
rollaire 4.3), le Fait 1.10 impose que C◦Q(x) = 1. En particulier rg(x
Q) = rg(Q),
et clairement xQ ⊆ xQ qui est de degre´ 1. Maintenant si y ∈ xQ, alors il en va
de meˆme de yQ, donc xQ ∩ yQ 6= 1, et cela prouve la conjugaison des e´le´ments
d’un meˆme coset, c’est-a`-dire xQ = xQ. 
Proposition 8.11 G interpre`te un corps de caracte´ristique 3.
Preuve
Fixons un sous-groupe de Borel B0 contenant C◦(σ) et A un sous-groupe
B0-minimal de U3(B0) (non-trivial d’apre`s le Lemme 8.8). Si A 6≤ Z(B0), le
corps apparaˆıt graˆce au Fait 1.38.
On suppose donc A ≤ Z(B0) pour montrer une contradiction. Si g 6∈ N(B0)
et qu’il existe x ∈ (B0 ∩ Bg0 )#, alors A,Ag ≤ C◦(x) ce qui provoque une
contradiction au Fait 1.60. En particulier B0 est disjoint de ses conjugue´s non-
identiques, et il est donc ge´ne´reux dans G.
D’apre`s les Faits 1.13 et 1.36, le sous-groupe de Carter de B0 est le sous-
groupe de Carter ge´ne´reux de G ; c’est donc un conjugue´ de Q. En particulier
B0 contient un 2-tore maximal, et un Viergruppe V0.
D’apre`s le Fait 1.23, il existe une involution k de V0 telle que C◦U3(B0)(k) 6= 1 ;
le Fait 1.60 impose alors B0 = C(k).
Le sous-groupe de Borel C(k) contient donc A, qui est un sous-groupe abe´lien
d’exposant 3 central dans C(k). En particulier A ≤ C◦(V0), et le Fait 1.60
entraˆıne une contradiction au Lemme 4.3. A n’est donc pas central dans B0, qui
interpre`te un corps de caracte´ristique 3. 
Ce corps est bien suˆr alge´briquement clos ; en revanche rien ne prouve que
ce ne soit pas un mauvais corps. Quand bien meˆme ce ne serait pas le cas, une
telle configuration est reste´e ouverte dans [CJ04] !
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