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ABSTRACT 
 
Magnetic Particle Imaging (MPI) is a newly found imaging modality. It utilizes 
superparamagnetic materials as tracers in the blood stream to obtain very high 
resolutions. MPI promises to have high sensitivity, high spatial resolution and no 
radiation compared to other imaging modalities. Most commercially available MRI 
tracers (used for MPI for now) are all non-harmful when compared to Iodine (used for 
CT scan) and Gadolinium (used for MRI). MPI research is divided into three categories: 
MPI scanner development, superparamagnetic materials development, and image 
reconstruction techniques. In this project a small scale LabView-based system will be 
developed for use on small lab created phantoms, using 25 nm superparamagnetic iron 
oxide (SPIO) particles. At first a relaxometer will be developed, the imager will come as 
the next step. Transmitting and receiving signals will be implemented using LabView 
and a National Instruments PXI-1033 Chassis. Lab-built coils will be used to send the 
excitation signal and receive the signal induced by those SPIO’s.  
The objective of this project is to be introduced to a new imaging modality that 
can have various applications and at the same time considered safe. The system being 
built is considered inexpensive and shows most of the aspects of how magnetic particle 
imaging works, starting with the physical phenomena, superparamagnetic nanoparticle 
properties and relaxation, signal generation and acquisition, and an introduction to the 
hardware of MPI. The system can be used to introduce engineers and engineering 
students to the MPI physical phenomena.  
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NOMENCLATURE 
 
MPI Magnetic Particle Imaging 
CT Computed Tomography 
MRI Magnetic Resonance Imaging 
SPIO Superparamagnetic Iron Oxide 
DF Drive Field 
PA Power Amplifier 
LNA Low Noise Amplifier 
ADC Analog to Digital 
AWG American Wire Gauge  
Q Quality Factor 
SNR Signal to Noise 
PSF Point Spread Function 
FWHM Full Width Half Maximum 
FFP Field Free Point 
FOV Field of View  
FFL Field Free Line 
SAR Specific Absorption Rate 
CKD Chronic Kidney Disease  
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CHAPTER I 
INTRODUCTION 
 
I.1.  Magnetic Particle Imaging  
Magnetic Particle Imaging (MPI) is a newly found tomographic imaging 
modality [1]. It utilizes superparamagnetic nanoparticles (generally iron oxide) as tracers 
in the blood stream to obtain very high resolution images, in addition to real time 
imaging. MPI promises to have high sensitivity, high spatial resolution and no radiation 
concerns compared to other imaging modalities. Most commercially available MRI 
tracers (used for MPI for now) are all non-harmful when compared to Iodine (used for 
CT scan) and Gadolinium (used for MRI). Many studies have reached the result that 
iodine-based media used in angiography have led to kidney dysfunction [2]. In 2008, the 
first in vivo 3D real-time MPI scans of a beating mouse heart were presented using a 
clinically approved concentration of a commercially available MRI contrast agent at 
Philips Research [3]. With these capabilities, MPI has potential to become a leading 
imaging application. MPI research is divided into three categories: MPI scanner 
development, image reconstruction techniques and superparamagnetic nanoparticles 
development. 
I.2.  MPI Physical Phenomena 
MPI utilizes the non-linear response of superparamagnetic nanoparticles and 
nanoparticle magnetic saturation at specific magnetic fields. Using a varying magnetic 
field (Drive Field) at a specific frequency (f0) with sufficient amplitude causes the 
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magnetization of the nanoparticles to periodically change between a maximum and a 
minimum. Nanoparticles experiencing constant maximum and minimum values of 
magnetization are said to be in saturation. The combination of the non-linear response 
and the drive field could be expressed using a Fourier transform. As a result of the non-
linear relationship the particle signal has not only a peak at the fundamental frequency, 
f0, but at all higher harmonics [1].  
In Figure I-1a, applying a varying magnetic field (green) in the non-linear part 
where the magnetization (black) changes between a maximum and a minimum induces 
the non-linear response (red). The Fourier transform shows how the induced signal is 
represented in harmonics. In Figure I-1b, applying a varying magnetic field in the 
saturation region does not utilize the non-linear response of the particles. As a result, the 
induced harmonics from the particles is very low [1].  
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Figure II-1 a. Response of iron oxide particle magnetization to an external varying magnetic field. b. 
Response of iron oxide particle magnetization to an external constant magnetic field is added to the 
varying magnetic field [1].   
 
I.3.  Superparamagnetic Iron Oxide Particles 
 The main objective of an MPI imager is to be able to locate the 
superparamagnetic nanoparticles concentration in space. MPI has higher sensitivity than 
MRI because the magnetic moment of iron oxide nanoparticles is eight orders of 
magnitude larger than the proton magnetic moment used in MRI [4]. Iron oxide material 
 4 
 
in the form of nanoparticles is used widely in MPI. Nanoparticles are made of two 
layers, a superparamagnetic core responsible for the magnetic response of the particle 
and a magnetic neutral coating which prevents particle agglomeration. The larger the 
coating, less particle-particle interaction is experienced. Dextran, a polysaccharide based 
on glucose molecules, is water soluble and has shown excellent results in being safe and 
biocompatible [5]. 
 Each nanoparticle magnetization is represented with a magnetization vector. The 
magnetization vector will be following the direction of varying drive field. If a constant 
field is used the magnetization vector of the particles will follow in the same direction. 
Increasing the amplitude of the constant field increases the number of particles aligned 
with the constant field. The particle response can be divided into a dynamic part and the 
saturation part. Dynamic part is caused by a varying field. Saturation is caused by a 
constant magnetic field. The relation between particle magnetization and the external 
magnetic field depends on the size of the iron core. In Figure I-2, we can see that for 
particles with 30 nm diameter, an external magnetic field (H) of 5 mTμ0
-1
 puts the 
particle in saturation. Between -5 and 5 mTμ0
-1
 puts the particle in the dynamic range [6]. 
The units mTμ0
-1 was first introduced in Bernhard Gleich and Jürgen Weizenecker 
Nature paper and has been used in all MPI publications to present magnetic field 
strengths on a tesla scale.  The positive and negative values indicate the direction of the 
magnetic field. 
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Figure I-2 Response of 30 nm iron oxide particle magnetization to external magnetic field with the 
Langevin function placed in the bottom right corner [6].    
 
  
The response of the particles magnetization can be described using the Langevin 
function given in equation 1. The Langevin function (equation 2) is a representation of 
the magnetization curve shown earlier in Figure I-2. As ξ increases the particle gets 
closer to being in saturation. At ξ = 0, the particle has zero magnetization i.e. 
experiences no external magnetic field.  
 
𝑀(𝐻) = 𝑐 𝑚 ℒ(𝛽𝐻)                                                           (1) 
ℒ(𝜉) =  � (coth  (𝜉) − 1𝜉       𝜉 ≠ 00                               𝜉 = 0                                                  (2) 
 
 6 
 
with  
𝛽 =  𝜇0𝑚
𝑘𝐵𝑇𝑃
                                                                     (3) 
 
Here, kB denotes the Boltzmann constant, T
P denotes the particle temperature, μ0 denotes 
permeability of free space and m denotes the modulus of the magnetic moment of a 
single particle. In equation 1, the particle concentration (amount of particles)  c  and the 
particle magnetic moment  m  are multiplied by the Langevin function, H is the applied 
varying magnetic field, equation 4 shows how m is calculated: 
 
𝑚 = 𝑉 𝑀𝐶𝑂𝑅𝐸𝑆   , 𝑉 =  𝜋𝐷36                                                       (4) 
 
𝑀𝐶𝑂𝑅𝐸
𝑆  is saturation magnetization of the material of the particle, it’s a property of the 
material in our case its iron oxide. V is the volume of the iron core of the particle. D is 
the diameter of the iron core. From equation 1 and 4, keeping the total iron concentration 
or the total amount of iron constant, we can deduce that the magnetization is dependent 
on particle iron core size.  
 Ideally, for the iron oxide nanoparticles to reach full saturation, an infinite 
external constant magnetic field has to be applied. Therefore, we consider that the 
particles are in saturation when 80 percent of the particles are saturated. The Langevin 
function  ℒ(𝛽𝐻𝑆) =  0.8 when the particles are 80 percent saturated. We obtain a value 
of 0.8 when ξ = 5 from equation 2. βHS = 5. HS is denoted with an S for saturation. In 
equation 5, HS is calculated showing its inverse relationship with particle diameter size. 
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This means particles with smaller iron core diameters require more external magnetic 
fields to reach saturation. Figure I-3 shows magnetization of the particles change with 
changing iron core diameters while keeping iron concentration constant [6].    
   
𝐻𝑆 =  5
𝛽
= 5𝑘𝐵𝑇𝑃
𝜇0 𝑚 = 5𝑘𝐵𝑇𝑃𝜇0 𝑉 𝑀𝐶𝑂𝑅𝐸𝑆                                             (5) 
 
 
Figure I-3 Response of iron oxide particle magnetization to external magnetic field for different particle 
diameters [6].    
  
 
The last aspect of the nanoparticles to be discussed is its relaxation. As 
mentioned earlier the particle’s magnetization vector will be following the varying 
magnetic field. The frequency of this field affects the relaxation time greatly. In simple 
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terms the applied frequency controls the rate of which the magnetization of the particles 
change, at lower frequencies the magnetization of the particles can follow the change in 
the drive field. Meanwhile, at higher frequencies the magnetization of the particles may 
not be able to follow and loose most of the amplitude. In general the excitation 
frequency should be very small in value in comparison to the reciprocal of the relaxation 
time of the particles [6].    
When a single domain nanoparticle suspended in a fluid is exposed to an external 
magnetic field, its magnetic moment rotation can be characterized using two types of 
motion: Brownian and Néel motion. Brownian motion is described as the whole particle 
physically rotating in the fluid. Néel motion is described as the magnetic moment 
direction rotates within the particle without the particle physically moving. Brownian 
motion and Néel motion relaxation times are calculated using equation 6 and equation 7 
below. Calculating these relaxation times in an experimental setting involves applying a 
constant external magnetic field and turning it off [7-10].   
 
𝜏𝐵 =  3 𝜂 𝑉𝐻𝑘𝐵𝑇𝑃                                                               (6) 
𝜏𝑁 =  𝜏0 exp �𝐾𝐴 𝑉𝑘𝐵𝑇𝑃�                                                      (7) 
 
From equation 6 and 7, VH is the hydrodynamic volume of the particle, η is the viscosity 
of the fluid, τ0 is a fixed time being a characteristic of the material and it is approximated 
to be 10-9 s. KA is the anisotropic energy constant and V is the particle core volume. In 
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general both types of motion play a role in determining the overall relaxation of the 
particles τeff shown in equation 8, making the smaller relaxation time dominating the 
total relaxation.  
 
𝜏𝑒𝑓𝑓 =  𝜏𝐵 𝜏𝑁𝜏𝐵+ 𝜏𝑁                                                              (8) 
 
From the equation 6 and 7, we can conclude that Brownian motion relaxation time 
depends on the viscosity and the hydrodynamic volume and the Néel motion relaxation 
depends exponentially on the iron core volume. So both Brownian and Néel motion 
relaxation time increases with increasing the particle size. The larger the diameter, the 
steeper is the rise in the magnetization curve harmonics can be detected before the signal 
reaches noise level. Moreover, at higher frequencies physical movement of the particles 
takes longer time, thus making Néel motion relaxation time shorter and therefore more 
dominant. In short, Brownian motion dominates in viscous fluids and in lower 
frequencies and Néel motion dominates in higher frequencies and higher magnetic 
fields. As magnetic anisotropy and relaxation reduce the induced signal as particle 
diameter increases, particles with diameter between 20 and 30 nm are considered to be 
the best for MPI [4, 6-11].     
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I.4. Magnetic Particle Relaxometer 
 Building a relaxometer provides the user with very important information about 
the nanoparticles that will be used. Brownian and Néel relaxation delays the 
nanoparticles’ response to the external magnetic field. This delay can vastly affect the 
quality of the image produced later. Increasing the particle core diameter theoretically 
would increase the received nanoparticle signal and as a result, increasing image quality 
but only if relaxation is kept constant. A relaxometer helps give us an idea about 
different particle relaxation trends depending on diameter, excitation frequency and 
other factors. The conclusion we acquire will later help us choose the best nanoparticles 
for imaging purposes [4, 6-11].   
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CHAPTER II 
MPI HARDWARE 
 
II.1. MPI System Implementation 
 As mentioned before, MPI utilizes the non-linear response of superparamagnetic 
nanoparticles and nanoparticle magnetic saturation at specific magnetic fields. The Drive 
Field (DF) causes nanoparticle excitation with sufficient amplitude at a certain frequency 
(f0). The DF will be obtained using an excitation coil. A signal generator will be used to 
generate a sinusoidal signal representing the varying magnetic field required for particle 
excitation. A power amplifier (PA), getting its field from the signal generator, will be 
used to power up the excitation coil.  
After the nanoparticles are excited, the signal that is induced by the particles is 
picked up using a receiver coil. The signal coming from the receiver coil will be 
amplified using a low noise amplifier (LNA) to assist detecting the weaker nanoparticle 
signal. The amplitude of the harmonics produced by the nanoparticle excitation is small 
in value when compared to the DF amplitude [12].   
The signal is picked up by an Analog to Digital Converter (ADC) for further 
processing of the signal including Fourier analysis. The National Instruments PXI-1033 
chassis includes two cards one will be used to generate the sinusoid for particle 
excitation and the other used as an ADC. The block diagram in Figure II-1 shows the 
flow of the signal starting at the signal generator and ending at the ADC where the 
nanoparticle signal is captured. You also have to note that the receiver coil is set 
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coaxially inside the excitation coil. The nanoparticles will be placed in the center on the 
receiver coil. 
 
 
 
Figure II-1 Magnetic Particle Relaxometer system block diagram.    
 
II.2. Hardware Outline 
• PXI-1033 Chassis: Controlled by National Instruments (NI) LabView 
system design software. The chassis includes two cards that will be 
used: 
o NI PXI-5412:  100 MS/s, 14 bit arbitrary waveform generator 
used to generate excitation sinusoid at f0 = 100 kHz. 
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o NI PXI-5122: 100 MS/s, 14 bit arbitrary digitizer used as an 
ADC. 
• LZY-22+: PA by Mini circuits, outputs 30 W with a frequency range 
from 100 kHz to 200 MHz. 
• Band-pass Filter: a lab-built filter centered around 100 kHz to ensure 
signal feed to excitation coil is clean with no unwanted harmonics. 
• Excitation Coil: simple solenoid made of 60 windings, 4.4 cm length 
and a 1 cm radius. 
• Receiver Coil: a solenoid placed coaxially in the center of the 
excitation coil made of 30 windings, 1.1 cm length and a 0.4 cm 
length.      
• ZFHP-0R23: a high-pass filter, passband frequency greater than 230 
kHz, used to filter the excitation signal at f0 (100 kHz) after receiver 
coil.  
• AU1647: LNA by Miteq, 57 dB gain and frequency range 100kHz to 
400 MHz. Used to amplify  
• NI PXI-5122: 100 MS/s, 14 bit arbitrary digitizer used as an ADC. 
• 25 nm SPIO’s: manufactured by Ocean Nanotech, they are water 
soluble iron oxide nanoparticles with amphiphilic polymer coating. 2 
mL were purchased with 5 mg/mL concentration.  
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II.3. System Requirements 
II.3.1 Preparing PA Input 
There are certain system requirements that had to be met before all the hardware 
was assembled together. The first simple requirement is to make sure the signal 
generator does not exceed the input power rating of the PA. The PA maximum input 
power allowed is 20 dBm. LabView program controls the 5412 card and allows you to 
pick signal amplitude, signal type and shape (constant or varying), signal frequency and 
duration of the signal. Signal amplitude ranges from 0 to 1 and it represents the power 
output. A simple way to test the card’s output is to hook the 5412 card to an Agilent 
Technologies DSO3062A oscilloscope through a T connector with 50 ohms. All system 
components impedance should be 50 ohms. In Table II.1, the power output from the 
5412 card is calculated for various amplitudes. The table consists of the amplitude of the 
signal from the 5412 card, the peak to peak voltage, the power output in watts and dBm. 
At 0.99 amplitude, the power output is around 10 dBm, which does not exceed 20 dBm, 
so using maximum amplitude from the 5412 card is acceptable and would not damage 
the PA. 
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Table II.1 Power output of PXI-5412 card at 50 ohms. 
AMP Vpp (mV) Power (mW) Power (dBm) 
0.1 208 0.10816 -9.659333214 
0.2 400 0.4 -3.979400087 
0.3 592 0.87616 -0.574165779 
0.4 784 1.53664 1.86572134 
0.5 976 2.38144 3.76839644 
0.6 1168 3.41056 5.328256942 
0.7 1360 4.624 6.650178254 
0.8 1552 6.02176 7.797234425 
0.9 1744 7.60384 8.810329699 
0.99 1936 9.37024 9.717507146 
 
II.3.2 Building Excitation Coil 
The coil was built by winding laminated 30 AWG copper wire around a 
plexiglass tube of diameter 2 cm. The coil is shown in Figure II-2. 
 
Figure II-2 Excitation coil. 
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As mentioned all system components have to have an impedance of 50 ohms. As 
a result, the lab-built excitation coil has to be impedance matched to 50 ohms and tuning 
frequency (f0 = 100 kHz) using a matching circuit. A matching circuit is used to make 
sure maximum power is transferred from the source to a load and to protect the system 
from reflected power. To find the required capacitance values for matching, we need to 
calculate excitation coil resistance (R) and inductance (L). Both valued were measured 
using a BK Precision 885 LCR meter. The inductance of a solenoid can also be 
calculated using equation 9 below. 
𝐿 =  𝜇0 𝑁2 𝜋 𝑟2
𝑙
                                                         (9) 
µ0 denotes the permeability of free space, N denotes the number of turns of the 
excitation coil, Ɩ is the coil length and r is the radius of the coil. The measured values 
were R = 1.1 ohm and L = 33 µF. In Figure II-3 below, we have C1, capacitor that 
transforms coil impedance to 50 ohms, and C2, capacitor that cancels remaining 
reactance. ZL is total load impedance in our case, load is excitation coil. ZL contains both 
coil resistance 1.1 ohms and coil reactance (XL=j2πL) j20.37 ohms. Equation 10 and 11 
shows how both C1 and C2 are calculated. 
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Figure II-3 Excitation coil matching circuit diagram. 
 
𝑅𝑒 � 1
𝑗𝜔𝐶1+ 1
𝑅𝐿+𝑗𝜔𝐿
� = 50                                             (10) 
 
Plugging in the resistance and the inductance and solving for C1, you will get 
two values for C1: 66 nF and 87 nF. In equation 11 below, you have to equate the 
imaginary part to C2. Plugging 66 nF in the imaginary part results in a positive reactance 
and therefore a capacitance value. Plugging in 87 nF results in a negative reactance and 
therefore an inductance value and we want a matching circuit consisting of capacitors. 
 
𝐼𝑚 � 1
𝑗𝜔∗66∗10−9+ 1
𝑅𝐿+𝑗𝜔𝐿
� = 131,      1
𝑗𝜔𝐶2
=  −𝑗 ∗ 131,    𝐶2 =  1
𝜔∗131
= 12 𝑛𝐹     (11)   
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II.3.3 DF Magnetic Field Strength 
The next requirement is to make sure the amplifier feeds a sufficient amount of 
power to the coil for the nanoparticles to be excited. Going back to Figure I-3 we can see 
that a DF in the region of 10 mTμ0
-1 will be enough to cause the nanoparticles of 25 nm 
to change magnetization across most of its dynamic range. The particles will be placed 
in the center of the excitation coil. Magnetic field at the center of the excitation coil is 
considered to be homogenous. Equation 12 below, shows to calculate the required DF 
(H(t)) [12]. 
𝐻(𝑡) =  𝑁
2��
𝑙
2
�
2
+𝑟2
 𝑖(𝑡)                                                (12) 
N denotes the number of turns of the excitation coil, Ɩ is the coil length, r is the radius of 
the coil and i(t) is the current through the coil. The setup, in Figure II-4, is similar for 
testing the output of the 5412 card but in this case we will be adding a 30 dB attenuator 
before the oscilloscope to protect the oscilloscope from the PA’s high power. Also a T 
connector with 50 ohms is used to simulate a 50 ohm system.       
 
Figure II-4 PA output power test setup block diagram. 
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 In Table II-2 below, we will have like the last table the amplitude of the signal 
from the5412 card, the peak to peak voltage, the power output in watts and dBm, and 
gain. The gain in this case is the setup gain, it has a low value due to the attenuator in 
place, but the real PA gain will be that gain value at specific amplitude plus 30 dB.     
 
Table II.2 PA output power test setup values at 50 ohm. 
AMP Vpp (mV) Power (W) Power (dBm) Gain 
0.1 1281 4.1024025 6.130382682 15.78972 
0.2 2361 13.9358025 11.44131983 15.42072 
0.3 2721 18.5096025 12.67397092 13.24814 
0.4 2921 21.3306025 13.29003123 11.42431 
0.5 3041 23.1192025 13.63972849 9.871332 
0.6 3241 26.2602025 14.19298071 8.864724 
0.7 3201 25.6160025 14.08511357 7.434935 
0.8 3361 28.2408025 14.50877034 6.711536 
0.9 3321 27.5726025 14.4047776 5.594448 
0.99 3361 28.2408025 14.50877034 4.791263 
 
We can notice from the table that the PA gain drops with increased input power. 
The maximum gain as per PA specs is 45 dB but that is at low input power. Going 
beyond 0.6 amplitude the output starts to reach a constant state. In equation 13 and 14 
below, the maximum PA power output (PMAX) at 0.99 will be calculated. In this case the 
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PA gain (G) will be equal 30 + 4.79 = 34. 79 dB. Input power (P0) will be equal to 
power output from 5412 card at 0.99 amplitude in Table II-1.   
 
𝐺 = 10 log �𝑃
𝑃0
�                                                 (13) 
𝑃𝑀𝐴𝑋 =  𝑃0 ∗ 10𝐺 10� = 0.00937 ∗ 1034.79 10� = 28.23 𝑊                     (14) 
 
Knowing that we can get around 28 W from the maximum PA rating which is 30 
W. The next step is calculating the maximum current that can run through the excitation 
coil. IMAX = (PMAX / R)
1/2
 = (28.23/50)
1/2 = 0.75 A. Substituting IMAX in equation 12, 60 
windings for N, 4.4 cm for Ɩ and 1 cm for r. The DF that can be obtained using the PA 
and the excitation coil is show below in equation 15 and 17. Equation 16 is the 
conversion between A/m to mTμ0
-1. 
 
𝐻(𝑡) = 1241 ∗ 𝐼𝑀𝐴𝑋 = 930.75 𝐴/𝑚                               (15) 1 𝑚𝑇𝜇0−1 = 4 𝜋 ∗ 10−3 𝐴/𝑚                                   (16) 
𝐻(𝑡) =  930.75 ∗ 4 ∗ 𝜋 ∗ 10−3 = 11.69 𝑚𝑇𝜇0−1                    (17) 
 
 Having 28 W from the PA and around 12 mTμ0
-1 gives the system enough power for 
particle excitation. 10 mTμ0
-1 was used for 15 nm particle excitation at an experiment at 
the University of Washington [13]. 
 
 
 21 
 
II.3.4 Band Pass Filter Implementation 
After making sure the PA is up to the task of supplying the required power to the 
excitation, the next step is to check on the quality of the output signal. In order for the 
nanoparticles to be excited using a varying magnetic field, the sinusoid produced by the 
5412 card and the PA has to be a clean sinusoid, carrying no unwanted harmonics. Using 
the previous setup in Figure II-4, the shape of the sinusoid at different 5412 card 
amplitudes can be monitored. Increasing the 5412 card amplitude past 0.5 the sinusoid 
loses its clean curve shape carrying unwanted harmonics. In Figure II-5, the obtained 
shape of the excitation signal is shown. 
 
 
Figure II-5 PA output obtained signal. 
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The solution to this problem was to implement a lab-built band pass filter 
centered around f0 (100 kHz). The chosen filter design is a 2
nd order Butterworth Pi 
topology band pass filter with Q = 10 (Q = center frequency / bandwidth). The circuit 
design was simulated using LTspice IV below in Figure II-6. The simulation shows a 
center frequency of 100 kHz and minimum insertion loss. At Phillips Research, 
researchers are in the process of developing high quality sinusoidal output using pulse-
width-modulated and multilevel-inverter based amplifiers. These amplifiers are for 
straight use for MPI drive fields instead of using filtering [14].  
 
    
Figure II-6 Band pass filter simulation. 
 
After the components were purchased and the filter was built, we included the 
filter in the testing setup. We ran the system to check the shape of the output signal. We 
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ran the system at 0.99 5412 card amplitude to check the effectiveness of the band pass 
filter at maximum power. In Figure II-7, the obtained shape of the excitation signal is 
shown. We can notice that the band pass filter signal output is clean and does not consist 
of unwanted harmonics. 
 
 
Figure II-7 Band pass filter clean sinusoid signal output. 
 
 Although the signal is clean as required, it’s noticed that at 0.99 amplitude the 
signal amplitude after the band pass filter decreased. This is due to the insertion loss of 
the filter. Insertion of the filter cannot be only known through simulation. An S21 mode 
test was made using the lab network analyzer. The center frequency was set to 100 kHz 
and the span to 20 kHz. In Figure II-8, it’s shown that at 100 kHz, the band pass filter 
had a 5.389 dB insertion loss.  
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Figure II-8 Demonstration of band pass filter insertion loss using network analyzer. 
 
 
Moreover a table (Table II-3) was obtained like the tables before of all the 
amplitude of the sinusoid after the band pass filter was added to the system. We can 
calculate the filter gain by subtracting the power in dBm from Table II-2 from the power 
in dBm in Table II-3. The value of the gain is negative due to the fact that there is an 
insertion loss. The overall gain can be calculated by adding the gain from Table II-2 to 
the attenuation to the filter gain. After implementing the band pass filter we will have 
around 10 W at the output. The DF has to be recalculated, IMAX = (PMAX / R)
 1/2
 = 
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(10.01/50)1/2 = 0.447 A. The DF that can be obtained using the PA, the excitation coil 
and the band pass filter is show below in equation 18. Around 7 mTμ0
-1 is still an 
appropriate magnetic field for the nanoparticles to experience most of the dynamic range 
magnetization change.  
 
Table II-3 Band pass filter power output. 
AMP Vpp(mV) Power(W) P (dBm) Filter  Gain Overall Gain 
0.1 800 1.6 2.0412 -4.08918286 41.70053304 
0.2 1241 3.8502025 5.854836 -5.58648411 39.8342358 
0.3 1481 5.4834025 7.390501 -5.28346967 37.96466704 
0.4 1601 6.4080025 8.067227 -5.2228045 36.20150538 
0.5 1641 6.7322025 8.281572 -5.35815678 34.51317527 
0.6 1681 7.0644025 8.490754 -5.70222635 33.16249741 
0.7 1721 7.4046025 8.695017 -5.39009608 32.04483924 
0.8 1761 7.7528025 8.894587 -5.61418313 31.09735278 
0.9 1801 8.1090025 9.089674 -5.31510326 30.27934464 
0.99 2001 10.0100025 10.00434 -4.50442848 30.28683471 
 
 
𝐻(𝑡) = 1241 ∗ 𝐼𝑀𝐴𝑋 ∗ 4 𝜋 ∗ 10−3            = 1241 ∗ 0.447 ∗ 4 𝜋 ∗ 10−3 = 6.97 𝑚𝑇𝜇0−1                                                         (18) 
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II.3.5 LabView Module 
 The LabView module that was implemented uses certain parameters to be 
inputted by the user. The user has to set the center frequency in our case 100 kHz, 
sampling frequency, pulse amplitude (5412 card amplitude), excitation duration, trigger 
delay, acquisition time, number of averages and band stop filter frequency range. Trigger 
delay is the parameter that controls when the 5122 card can start acquiring and digitizing 
the signal from the receive coil. The PA takes around 1 ms to ramp up to the desired 
power, that’s why there is a trigger delay that ensures the acquisition starts after the 
excitation signal is stabilized.  
The nanoparticle signal in MPI is acquired in the same time frame as the 
excitation signal, so excitation and acquisition durations are comparable, unlike MRI 
where acquisition starts later and for a longer period to account for longer relaxation 
times.   Averaging is basically, repeating excitation and digitizing i times to increase test 
confidence and reduce signal to noise ratio (SNR) and consistency. The averaged signal 
and Fourier transform is the total sum of magnitudes at all sampled points divided by the 
number of averages or iterations.  So as mentioned before, the combination of the non-
linear response and the drive field could be expressed using a Fourier transform. As a 
result of the non-linear relationship the particle signal has not only a peak at the 
fundamental frequency, f0, but at all higher harmonics. The objective of this module is to 
be able to show the higher harmonics in a clear manner. However, since acquisition and 
digitizing are done at the same time, this means that the receiver coil will be picking up 
the excitation signal. The excitation signal contaminates the nanoparticle signal at f0, 
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consequently the fundamental frequency is filtered using the high pass filter mentioned 
in the hardware outline earlier. As for the last input, the digital band stop filter is 
considered an extra filtering to the fundamental frequency. The lower and upper 
boundaries of the digital band stop filter are 50 and 150 kHz respectively.  
The LabView module provides its user with a block diagram and a front panel. 
The block diagram is where the module’s building blocks are inserted to perform a 
certain function. The front panel is the interface the user needs to communicate with the 
module. In the front panel, below in Figure II-9, the user inserts the required inputs and 
sees the output data. The front panel is divided into three tabs. The main tab has the 
inputs mentioned earlier, the 5412 pulse, the signal received by the receiver coil and the 
Fourier transform of the received signal. The second tab has the averaging function. The 
way averaging is programed is that a shift register would save the signal, in array form, 
from every module run and add it to following run. After all the runs are complete, the 
accumulated signal array is divided by the number of runs. The number of runs is what 
we call number of averages. The second tab will have the averaged received signal and 
its Fourier transform. The third tab has the inputs for the digital band stop filter 
mentioned earlier along with the filtered signal and its Fourier transform.  
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Figure II-9 LabView module main tab. 
 
 
The last point we need to address is how long the code takes to run. The 5412 
and 5122 cards take time to process and digitize. Internal LabView modules such as the 
module used to run a Fourier transform with every average takes time. Through 
LabView’s tools you can access the module’s performance and memory use. One run or 
average takes around 600 ms. Most of the time is used up in running a Fourier transform 
to the received signal in every average (400 ms). In Figure II-10, the profile performance 
and memory window is shown. It shows how much the sub-processes take time and 
memory space. MPI_v3 is the full LabView module and power spectrum is the internal 
module that runs Fourier transforms. 
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Figure II-10 LabView profile performance and memory window. 
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CHAPTER III 
SYSTEM EXPERIMENTATION 
  
In this chapter, the very first experiments will be made. Most will be of a 
troubleshooting and debugging nature. Now that the system components are all in sync 
at 50 ohm, and the DF magnetic field requirement is met, the first batch of tests can be 
started. The components will all be connected as per the system block diagram in Figure 
Now that the system components are all in sync at 50 ohm, and the DF magnetic field 
requirement is met, the first batch of tests can be started. The components will all be 
connected as per the system block diagram in Figure II-1.    
 
III.1. Receiver Coil Debugging 
The reason why the receiver coil is not explained like the other systems 
components mentioned is chapter II is that its design was not final and did not pass the 
first tests. The receiver coil we used for the first test is a solenoid placed coaxially in the 
center of the excitation coil made of 30 windings, 1.1 cm length and a 0.4 cm length. 
The solenoid is made using 30 AWG laminated copper wire. The receiver coil is 
unturned to receive a very wide bandwidth. Narrowband MPI, which reduces bandwidth 
requirement and increases SNR using modulation could also be implemented [15]. 
  The problem that was faced is that the excitation signal picked up by the receiver 
coil after filtering was too high for the LNA to handle. As a protective measure, the 
diodes inside the LNA would reflect parts of the signal if its power is too high. This 
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signal reflection causes unwanted harmonics. As an example below, Figure III-1a, we 
can see that there are multiple harmonics obtained from the receiver coil from the 
Fourier transform (left) although the input signal is just a 300 kHz signal. On the right 
we can see the digitized signal which is a very distorted signal carrying multiple 
harmonics. Disconnecting the LNA and connecting the receiver coil directly to the 5122 
digitizer card we obtain the waveforms in Figure III-1b. On the left we only see one peak 
at 300 kHz which is the input signal and on the right we see a clean one harmonic signal. 
Now after we know what the signal coming from the receiver coil looks like, it is 
concluded that the problem is due to the limitations on the LNA input signal. The 
straight forward solution is to take the LNA out of the system and digitize directly from 
the receiver coil. Unfortunately, the solution to this problem is not that simple as the 
nanoparticle signal is very weak compared to the excitation signal, so without an LNA 
the nanoparticle signal will not be detected. We can see in Figure III-1 below how the 
amplitude of the harmonic at 300 kHz decreases from 0.055 to 7*10^-5. 
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Figure III-1 a. Acquired 300 kHz input signal with LNA. b. Acquired 300 kHz input signal without LNA 
 
 
III.2. Gradiometer Receive Coil 
 The solution to our problem was to further eliminate the harmonic at the 
fundamental frequency. This will result is a lower signal at the LNA input so the LNA 
input signal limitation does not cause future problems. One way is to use a gradiometer 
receive coil. This coil is built from 2 coils connected to each other separated by a 
specific distance. The coils have windings opposite in direction such that the signal 
induced in both coils cancel each other. The gradiometer will be placed inside the 
excitation coil, as a result the excitation signal picked up by the gradiometer is nullified 
[16]. 
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 The gradiometer (Figure III-2) is made of the same 30 AWG laminated copper as 
the previous receiver coil. It’s made of 2 solenoids, 0.5 cm and 15 windings each, and 1 
cm apart. The coil is then encircled by plastic foam to make sure it fits coaxially in the 
excitation coil.       
 
 
Figure III-2 Gradiometer receive coil. 
 
 The next step is to test the gradiometer. Ideally the gradiometer should cancel the 
harmonic at the fundamental frequency completely. In order for that to happen, both 
individual coils have to identical and experience the same exact magnetic field inside the 
excitation coil. The nanoparticles will be placed at the center of only one coil so the 
nanoparticle signal will not be affected by the cancellation function of the gradiometer. 
This arrangement can be seen clearly in Figure III-3 below. 
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Figure III-3 Excitation coil, Gradiometer and SPIO’s assembly. 
 
 The gradiometer testing setup will be to test it without an SPIO sample. For this 
test moving the gradiometer coaxially inside the excitation coil will change the magnetic 
field experienced by the individual coils. In general, the magnetic field at the center of 
the excitation coil is where it’s most homogenous. So aligning the center of the 1 cm 
spacing between the individual coils with the center of the excitation coil should make 
the individual coils experience the same magnetic field, thus maximum fundamental 
frequency harmonic cancellation. However, this wasn’t the case, we obtained maximum 
cancellation when the left end of the left coil of the gradiometer was almost aligned with 
the left end of the excitation coil. Since the excitation coil is 4.4 cm long and the entire 
gradiometer is 2 cm, aligning the center of the 1 cm spacing between the individual coils 
with the center of the excitation coil leaves us with 11 mm on both ends of the 
gradiometer. We recorded the amplitude of the fundamental frequency harmonic at 
different positions (Table III-1). The position of the gradiometer would shift from the 
center of the excitation coil to the left end of it in 2 mm increments. We used 0.99 
amplitude form the 5412 card since we will be requiring maximum power.   
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Table III-1 Amplitude of the fundamental frequency harmonic at different positions.  
Amplitude  Position 
4.5E-3 Center 
9E-4 2 mm 
5E-4 4mm 
2E-4 6 mm  
2.1E-5 10 mm 
9E-5 12 mm 
      
 
III.3. Excitation and Acquisition Durations 
 After placing the gradiometer in its optimized position, the next step is find the 
optimum excitation and acquisition time. Acquisition will be at the same time excitation 
as mentioned before, only the LabView module starts the acquisition process after a very 
short trigger delay to allow for the excitation signal to stabilize. Trigger time set for all 
the experiments is 3 ms. Neel and Brownian relaxations times are in the region of a few 
ns and a few µs respectively, these short relaxation times are the reason why we excite 
and acquire at the same time [7]. In most of the experiments performed, the 3rd 
harmonic will be our focus since it’s the strongest and mainly used for nanoparticle 
signal detection [17].  
 Using a small plastic test tube, a 0.05 mL sample of OceanNanotech 25 nm 
SPIO’s is inserted in the gradiometer, making sure the particles is in the center of only 
one of the individual coils. We only want the nanoparticle signal induced in one coil to 
avoid nanoparticle signal cancellation. We use full power 0.99 amplitude (5412 card 
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amplitude), 30 ms excitation pulse and 32 averages. First in Figure III-4, we present the 
amplitude of the 3rd harmonic response with no SPIO sample in the gradiometer so we 
can recognize the nanoparticle signal when the SPIO sample is used later. The 
acquisition time for the first test is 30 ms. On the right side we see the Fourier transform 
of the received signal (left side) when no SPIO sample is used. We notice that the 
amplitude of the 3rd harmonic is 8.903E-8. The amplitude at the fundamental frequency 
is always between 2E-5 and 9E-5 depending on the acquisition time used, when 
acquisition time increases the amplitude of all the harmonic decreases. In Table III-1 
when the least fundamental frequency harmonic was acquired, we used 30 ms excitation 
and 50 ms acquisition times.     
 
 
Figure III-4 Amplitude of the 3rd harmonic response with no SPIO sample in the gradiometer at 30 ms 
excitation and 30 ms acquisition times. 
 
       
 Now we want to check how changing the acquisition time affects the amplitude 
of the 3rd harmonic when a 0.05 mL of SPIO’s is used. In Figure III-5 below, keeping 
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the excitation duration constant, full power and 32 averages, we see on the right side in 
the Fourier transform the amplitude of the 3rd harmonic jumps to 0.0103, this jump is 
almost 5 orders of magnitude confirming the system’s detection of the particles. On the 
left side we also see a higher received signal reaching a peak of 0.2 compared to 0.05 
before.     
 
 
Figure III-5 Amplitude of the 3rd harmonic response with 0.05 ml 25 nm SPIO sample in the gradiometer 
at 30 ms excitation and 30 ms acquisition times. 
            
In Table III-2 below, the rest of the values of the amplitude of the 3rd harmonic 
response are recorded for different acquisition times. We notice that increasing the 
acquisition time cause the amplitude of the 3rd harmonic response to decrease. For the 
last two measurements though, although acquisition lasted less than excitation, we 
obtained almost the same exact values for amplitude of 3rd harmonic. In this case, 
scientists will always prefer less acquisition time because it’s more efficient and total 
image acquisition time decreases, however, comparing using 30 ms to 20 ms acquisition 
time, in Figure III-6, we noticed that beyond the 9th harmonic, some visible harmonics 
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decreased in magnitude. Although all the experimentation focuses on the 3rd harmonic, 
having other visible harmonics beyond the 9th harmonic is beneficial especially in image 
reconstruction later on. Accordingly, we will be adhering to same excitation same 
acquisition durations.    
 
Table III-2 Amplitude of the 3rd harmonic response for corresponding acquisition times. 
Acquistion Time Amplitude of 3rd Harmonic  
30 0.0103 
40 0.00661 
50 0.00336 
60 0.00162 
10 0.0098 
20 0.00985 
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Figure III-6 a. The obtained harmonics at 30 ms acquisition time beyond 9th harmonic. b. The obtained 
harmonics at 20 ms acquisition time beyond 9th harmonic. 
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CHAPTER IV 
TESTING AND RESULTS 
 
IV.1. Final System  
 The final system that will be used for the testing and results is shown in Figure 
IV-1 and Figure IV-2. In Figure IV-1, at the far left we see the NI-133 chassis. The 
chassis includes the 5412 and 5122 cards. Next is the DC power supply used to power 
the LNA and the LNA is right in front of it. Next is the PA, with its heat sink below it. 
Next is the lab-built band pass filter. Next is a cylindrical copper shield that houses both 
the excitation and gradiometer coils. In Figure IV-2 a, the side view shows the copper 
shield and the high pass filter. In Figure IV-2 b, the top view shows foam supporting the 
plexiglass tube which has the excitation coil winded around it. The small copper box is 
the shielded matching circuit. The gradiometer is placed through the center of the tube. 
The thick black cable is the cable that provides the excitation coil with power through 
the PA and the band pass filter. The thin cable is the cable coming from the gradiometer 
carrying the nanoparticle signal through the high pass filter then to the LNA. 
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Figure IV-1 Final system appearance showing its separate components. 
 
 
Figure IV-2 a. Excitation and receiver coil setup side view b. Excitation and receiver coil setup top view.   
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IV.2. Testing Ocean Nanotech 25 nm SPIO’s 
 After all of the components are in place, gradiometer position is optimized, and 
acquisition and excitation times are determined, it is time for the first time use of the 
relaxometer. In the following next set of tests we plan to reduce the acquisition time 
slightly. As we can see Figure III-5, on the left the averaged signal drops in magnitude 
during the last 3 ms of acquisition. This decrease is due to the 3 ms trigger time. So in 
order to have exactly same excitation and acquisition times, excitation time will be 28 
ms and acquisition time will be 25 ms.     
Four tubes of Ocean Tech 25 nm SPIO’s was prepared. As mentioned earlier the 
concentration of iron oxide is 5 mg/mL. The four tubes have volumes of 0.05, 0.1, 0.2 
and 0.4 mL. The first step to perform before a test is to run the system with no SPIO 
sample to check the magnitude of the fundamental frequency and to check if the receiver 
coil is picking up any unwanted harmonics, which might contaminate the SPIO signal. In 
Figure IV-3, we see as expected a fundamental frequency amplitude value of 2.97E-5. 
This value and the absence of visible larger harmonics means the system is ready for 
further tests.  
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Figure IV-3 Amplitude of fundamental frequency response with no SPIO sample in the gradiometer at 28 
ms excitation and 25 ms acquisition times. 
 
 
Using 0.99 amplitude (5412 card), 28 ms excitation, 25 ms acquisition time and 
32 averages, in Figure IV-4 up to Figure IV-7, 0.05 mL up to 0.4 mL of SPIO was 
inserted in the gradiometer respectively. The amplitude of the 3rd harmonic responses are 
recorded in Table IV-1 below. 
 
Table IV-1 Amplitude of the 3rd harmonic response for corresponding volumes of 25 nm SPIO’s. 
Volume (mL) Amplitude of 3rd Harmonic 
0.05 0.00971 
0.1 0.0315 
0.2 0.0499 
0.4 0.0563 
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Figure IV-4 Amplitude of 3rd harmonic response with 0.05 mL 25 nm SPIO sample in the gradiometer at 
28 ms excitation and 25 ms acquisition times. 
 
 
Figure IV-5 Amplitude of 3rd harmonic response with 0.1 mL 25 nm SPIO sample in the gradiometer at 28 
ms excitation and 25 ms acquisition times. 
 
 
Figure IV-6 Amplitude of 3rd harmonic response with 0.2 mL 25 nm SPIO sample in the gradiometer at 28 
ms excitation and 25 ms acquisition times. 
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Figure IV-7 Amplitude of 3rd harmonic response with 0.4 mL 25 nm SPIO sample in the gradiometer at 28 
ms excitation and 25 ms acquisition times. 
 
 We notice that the amplitude of the 3rd harmonic response increases with 
increasing the volume of the SPIO sample. Since we have a constant concentration this 
means that the amount of iron oxide increases with increasing volume. Going back to 
equation 1 in chapter I, we see that the particle magnetization is directly proportional to 
the concentration or amount of the nanoparticles present, thus we expect the amplitude 
of the 3rd harmonic to be directly proportional to the volume of the SPIO sample used. In 
Figure IV-8, we plot the amplitude of the 3rd harmonic response versus the volume of the 
SPIO sample. The increase in amplitude starts steadily then the increase decreases. The 
probable reason of the decrease is that when the sample size increases in the plastic tube, 
the whole sample is not exposed to the same exact excitation field everywhere. As a 
result parts of the sample do not give off the same received signal. Nonetheless, an 
increase in the amplitude of the 3rd harmonic response confirms that the relaxometer 
detects the increase in SPIO concentration.   
 46 
 
 
Figure IV-8 Plot of amplitude of 3rd harmonic response vs. sample volume. 
         
 Checking the linearity of the relationship between the amplitude of the 3rd 
harmonic response and the amount of SPIO’s, the coefficient of determination method 
can be used to confirm the relationship. R2 of a value of 0.7644 means that we have 
more than 70 percent of the variation can be explained (Figure IV-9). 
 
 
Figure IV-9 Plot of amplitude of 3rd harmonic response vs. sample volume, coefficient of determination 
method with R2 = 0.7644. 
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IV.3. Testing Micromod GmbH 250 nm SPIO’s 
The next test we performed is to use a different diameter SPIO. 250 nm SPIO 
nanoparticles were purchased from Micromod, GmbH, Germany.  The nanoparticle 
sample has a 25 mg/mL which is 5 times the Ocean Nanotech 25 nm sample. This means 
we have more SPIO and a larger diameter. Making a quick decision on the amplitude of 
the 3rd harmonic response we would be expecting a higher response than when using 25 
nm. Going back to chapter I, we need to take into consideration type of relaxation and 
the excitation frequency. Larger particles have a larger hydrodynamical and iron core 
volume, need lower excitation field magnitude, and have larger relaxation times. But at 
higher frequencies and higher magnitude magnetic fields Néel motion tends to dominate 
the efficient relaxation time [6-11].  
We conclude in this case that even a larger iron core does not guarantee a larger 
harmonic response, as the scientist needs to take into account that larger particles have 
larger relaxation times relax. The next point to consider is if those relaxation times will 
not degrade the SPIO signal at a given excitation frequency. To support this conclusion, 
Ferguson at University of Washington, for example states that there is an optimum SPIO 
diameter for 250 kHz excitation which is 15 nm [13].     
In Table IV-2, we can see the amplitude of 3rd harmonic response for 250 nm 
drop in value, this is due to the fact that the increased relaxation times for those particles 
affect the speed of their magnetic moment response due to 100 kHz excitation 
frequency. 
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Table IV-2 Amplitude of the 3rd harmonic response for corresponding volumes of 250 nm SPIO’s at 
300K. 
 
Volume (mL) Amplitude of 3rd Harmonic 
0.1 0.000792 
0.2 0.0014 
 
Knowing that the purchased 250 nm sample has 5 times the concentration 
meaning that 0.1 ml has the same amount of iron as 0.5 ml as the 25 nm sample. Still a 
0.05 mL sample of produces almost 7 times the 3rd harmonic amplitude when compared 
to 0.2 ml of the 250 nm which has 20 times the amount of SPIO. 
 
IV.4. Temperature Effect on Ocean Nanotech 25 nm SPIO’s 
 Testing the temperature effect was important since it provides the user with more 
information regarding the particles relaxation. In equations 6 and 7, we can see that 
particle temperature is one if the factors that determine Brownian and Néel relaxation 
times. We notice that reducing the temperature increase both relaxation times increase. 
At 100 kHz frequency we know that an increase of relaxation times will cause the 
amplitude of the 3rd harmonic response to drop. We cool the particles from room 
temperature 300 K to 275 K. We can see that temperature will affect the Néel more than 
the Brownian relaxation due to the exponential. The amplitude of the 3rd harmonic 
responses for the cooled SPIO’s are recorded in Table IV-3 below. 
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Table IV-3 Amplitude of the 3rd harmonic response for corresponding volumes of 25 nm SPIO’s at 275 K 
. 
Volume (mL) Amplitude of 3rd Harmonic 
0.05 0.00598 
0.1 0.0183 
0.2 0.0326 
0.4 0.0377 
 
We can see that the amplitude almost halves in value. This also tells helps us 
support our conclusion that Néel relaxation dominates the efficient relaxation due to the 
significant reduction in 3rd harmonic response amplitude. A small change in the 
amplitude values suggests that the particles motion is dominated by Brownian motion.  
Moreover, increasing the temperature will increase the amplitude of the harmonics, but 
increasing the temperature increases the saturation field required (equation 5) to put the 
SPIO’s in saturation which reduces spatial resolution when it comes to imaging [18]. 
Imaging will be explained in the next chapter. In Figure IV-10, we see in the plot how 
the amplitudes reduce in value.    
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Figure IV-10 Plot of amplitude of 3rd harmonic response vs. sample volume at both 300K and 275K. 
 
We also notice the same increase pattern as the increase is linear at the first part 
and then the increase slows down. We concluded before that the reason is that the entire 
sample is not exposed to the same excitation field magnitude everywhere. In the next 
test, we will be working with a very small amount of SPIO’s, starting with one drop of 
25 nm SPIO’s. The syringe in use allows for accurate 1 drop increases.  
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IV.5. Re-testing Ocean Nanotech 25 nm SPIO’s 
 Re-testing the 25 nm SPIO’s with smaller amounts will help us determine if the 
3rd harmonic response is linear vs. the amount of iron present. Moreover, using smaller 
amounts taking up less space in the tube makes the particles experience similar magnetic 
fields. In Table IV-4 below, we recorded the amplitude of the 3rd harmonic responses 
for the drops of SPIO’s. We also took a measurement of the amplitude of the 3rd 
harmonic for 0.05 ml of 25 nm SPIO’s. The amplitude of the 3rd harmonic response was 
0.01023. This value tells us that 0.05 mL is between 2 and 3 drops volume wise. In 
Figure IV-11, we see the amplitude of the 3rd harmonic vs. number of drops.  
 
Table IV-4 Amplitude of the 3rd harmonic response for corresponding drops of 25 nm SPIO’s. 
 
Number of Drops Amplitude of 3rd Harmonic Response 
1 0.00016198 
2 0.006534 
3 0.01301 
4 0.01826 
5 0.024581 
7 0.0330613 
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Figure IV-11 Plot of amplitude of 3rd harmonic response vs. sample volume in drops. 
 
Checking the linearity of the relationship between the amplitude of the 3rd 
harmonic response and the amount of SPIO’s, the coefficient of determination method 
can be used to confirm the relationship. R2 of a value of 0.9927 shows almost a perfectly 
linear relationship. Although this is a good conclusion, its sets a limitation of the system 
as only samples up to around 0.2 mL can be tested. Beyond 0.2 mL the samples will not 
be exposed to the same magnetic field and the received signal would not be accurate. In 
Figure IV-12 below, the test tubes with drops of SPIO are shown. 
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Figure IV-12 Test tubes of drops of SPIO, going from left to right we have 7, 4, 3, 2 and 1 drop.  
 
 
IV.6. SNR  
 In our entire previous tests we used 32 averages for all the system runs. From 
MRI we know that SNR to directly proportional to acquisition time or number averages 
[19]. Looking at the averaging tab in our LabView tab, on the right we can see the 
Fourier transform after every run. For SNR, we will change the code slightly. For 
averaging, we will not be dividing by the number of iterations, this will help us see both 
the signal and noise amplitudes accumulate with every average. We expect the signal to 
double as we double the number of averages going from 1 to 128 averages, and the noise 
to increase but at a slower rate. This statement tells us that the SNR ratio is improving 
with every average. Moreover, Fast Fourier transform module is used in obtaining 
amplitudes for the signal and noise, previously power Fourier transform was used in 
order to have more focus on the 3rd harmonic that was the main interest.   
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We decided to use 1 drop of SPIO for determining SNR. We decided to use the 
smallest sample we have in order to be close to the noise floor for accuracy. Noise was 
calculated by averaging all the sampled points’ frequency response amplitudes when no 
sample is in the relaxometer. The amplitude at the fundamental frequency is not used in 
the calculation, because this response is due to the PA and not considered system noise. 
We record the noise sum values for 1 to 128 averages with no sample. The next step is to 
record the values for the amplitude sum of the 3rd harmonic for 1 drop of 25 nm SPIO’s, 
for 1 to 128 averages.  
In Table IV-5 below, we can see that the amplitude sum more or less doubles as 
expected. Moreover, one drop of SPIO’s has a high SNR ratio (sample 3rd harmonic 
amplitude sum / noise sum value) as can be seen the ratio is around 100 for one average. 
This high SNR ratio from a very small sample is one of the main advantages of MPI. 
SQRT (A) is the square root of the averages which is the SNR improvement ratio 
standard used in MRI. In Figure IV-13, we see the plot the Noise Sum vs. number of 
averages. The Noise sum shape follows SQRT(A) and does not double like the 
Amplitude sum as expected. After normalizing the SNR, we plot it alongside the plot of 
SQRT(A). We can observe that they are identical. The SNR improvement is expected to 
reach a limit for large acquisition times or large number of averages due to noise 
domination in the system [20].   
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Table IV-5 SNR ratio improvement values with averaging. 
 
Averages 
(A) 
Amplitude Sum of 
Averages 
Noise Sum of 
Averages 
SNR 
Normalized 
SNR 
SQRT 
(A) 
1 0.0110697 0.000108364 102.15 1.000 1.000 
2 0.0212187 0.000152856 138.81 1.359 1.414 
4 0.0439404 0.000216592 202.87 1.986 2.000 
8 0.08745 0.000306807 285.03 2.790 2.828 
16 0.180196 0.000442556 407.17 3.986 4.000 
32 0.361427 0.000643374 561.77 5.499 5.657 
64 0.727468 0.000913629 796.24 7.795 8.000 
128 1.46018 0.00124109 1176.53 11.517 11.314 
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Figure IV-13 Plot of Noise Sum of averages vs. Number of Averages.  
 
 
 
 
 
Figure IV-14 Plot of SNR ratio improment vs. number of averages.  
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CHAPTER V 
FUTURE WORK, SAFETY CONCERNS AND APPLICATIONS 
 
V.1. Improved Relaxometer 
  An improved relaxometer would be able to measure the magnetic particle point 
spread function (PSF) which is the derivative of the Langevin equation representing the 
particle’s magnetization. The potential resolution of an imaging system is the full width 
at half maximum (FWHM) of the PSF. Resolution will be discussed in the next section. 
The other improvement is to have an excitation frequency sweep to be able to test the 
nanoparticles at different frequency and how the relaxation affects it. [4, 6, 21]  
 
V.2. Imaging 
 The continuation to this project is to be able to acquire images. We will be 
starting with the basic concepts first. Going back to the introduction chapter, we need to 
recall how the magnetic nanoparticles experience saturation. Magnetic nanoparticles will 
experience saturation when a large constant magnetic field is applied keeping the 
nanoparticle’s magnetic moment at a maximum or a minimum depending on the 
direction of the field. Moreover, if a smaller varying magnetic field (DF) is applied to 
the same nanoparticles, a very small received signal will be obtained due to initial 
nanoparticle moment saturation because of the stronger constant field.    
 The main objective in imaging is to localize the received signal. If we can receive 
a signal from multiple points in a sample, using several image reconstruction methods, 
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this image can be reconstructed. Gleich and Weizenecker suggested the use of a large 
magnitude gradient [1]. The gradient’s magnetic field increases from a large negative 
value to a large positive value, leaving a point at its center experiencing zero magnetic 
field. This point is called the field free point (FFP). In this case, the FFP will only be the 
point responding to a DF. So the general setup they proposed was a set of Helmoltz coils 
of opposing currents creating the gradient also called a selection field. Within the 
Helmoltz coils we have the DF coils. Moving the sample within the setup and acquiring 
the received signal at different points such that we cover the entire sample of field of 
view (FOV), we can reconstruct an image. The saturation field gradient ranges from 
around 2 T/m to around 7 T/m [1, 22, 23]. Increasing the gradient increases the spatial 
resolution of the system, due to the decreased size of sample experiencing zero magnetic 
field when the same SPIO’s are used. For different particles the spatial resolution of the 
system is calculated by dividing the FWHM / Gradient field. For example, SPIO’s with 
FWHM = 7 mT in a Gradient field of 5 T/m will give a resolution of 7/5 = 1.4 mm.    
Another method that was used was using a similar approach called a field free line 
(FLL). For further clarification, to obtain 3D images using a FFP you need three DF 
coils, but using a FLL you need only two DF coils. FFL showed better sensitivity than 
FFP imaging when the same concentration of nanoparticles was used. Researchers at 
Phillips and Berkeley too implemented both FFP and FFL MPI scanners [22-24].        
 The most published method is using a system matrix that made of the Fourier 
components of the received nanoparticle signal at every FFP in the FOV. Regularization 
and matrix inversion methods such as singular value decomposition are used in image 
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reconstruction. This inversion can be complex due to the large size of the system matrix. 
[1, 20, 25-28] The second method is a narrowband technique, which uses a modified 
Wiener deconvolution to reconstruct harmonic images into composite images [15]. The 
third method is called the X-space reconstruction developed at Berkeley. X-space is 
considered more efficient than matrix reconstructions. Specifically, X-space MPI is 
experimentally demonstrated Linear Shift-Invariant images, it consists only division by a 
scalar to reconstruct each point in the FOV, making real-time image reconstruction 
possible. No significant noise gain of deconvolution is added since, X-space MPI does 
not deconvolve the nanoparticle signal to improve resolution [18, 22, 29]. 
  
V.3. Safety Concerns 
 The first concern is regarding the heating accompanied with the magnetic field. 
The Specific Absorption Rate (SAR) is represented by the heat power of the 
nanoparticles. For general imaging using MPI, excitation frequencies should not exceed 
20kHz for body imaging and 50kHz for brain imaging [18]. Below 50 kHz SAR is 
within limits and magnetostimulation becomes the main concern.  
Regarding magnetostimulation, which is the stimulating of the nerves which 
causes a slight feeling of discomfort, other studies show that increasing the frequency up 
to 50 kHz from 25 kHz shows only 6% increase in magnetostimulation thresholds 
depending on excitation duration. This study also showed that magnetostimulation 
thresholds where at a minimum when excitation durations were longer than 25 ms [30]. 
Frequencies around 100 kHz and higher which is the same frequency used in the 
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relaxometer built in this project can be used for heating therapy called Hyperthermia. 
Hyperthermia involves heating certain places with tumor to temperatures up to 55ºC to 
kill cancer cells. However, SPIO’s have to be targeted to tumor areas accurately to avoid 
killing healthy cells [31, 32]. Moreover, further studies on magnetostimulation have to 
be performed at frequencies above 100 kHz.          
 
V.4. Applications 
V.4.1 Angiography 
 MPI has not been used commercially for human testing yet, but its first main use 
will be for angiography for patients with chronic kidney disease (CKD). In the USA, 
25% of patients who undertake angiography and 47% of patients over the age of 70 
suffer from CKD [33-35]. Patients with CKD have no safe angiography method at this 
time since both Iodine (used for CT scan) and Gadolinium (used for MRI) are processed 
by the kidneys. SPIO contrast agent is processed by the liver instead and has shown 
encouraging results with CKD patients [36-38]. Furthermore, SPIO contrast agent 
Ferumoxytol (AMAG Pharmaceuticals, Lexington, MA) has been approved by the Food 
and Drug Administration to treat iron deficiency anemia for CKD patients via 
intravenous injection [39].   
V.4.2 Stem Cell Tracking 
 This method presents a lot of advantages as cells now can be magnetically 
tagged. In other words the SPIO’s would be tagged to the stem cells via chemical 
process. MPI has very high sensitivity and can track the magnetic tagging. The main 
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advantage is that MPI is not affected by tissue attenuation and tests show they can detect 
5000 cells. Thus, MPI has the potential to be a quantitative, high sensitivity method of 
cell tracking in vivo [40]. 
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CHAPTER VI 
CONCLUSION 
 
 This thesis introduces researches and engineers in the imaging field to a new 
imaging modality that has shown encouraging advantages and applications. MPI is 
considered a safer imaging alternative and promises high spatial resolution and it is not 
affected by tissue attenuation. The investigation starts with the physical phenomena and 
SPIO’s response to external magnetic fields and types of SPIO relaxation. Next, the 
objective of a relaxometer, that  helps give us an idea about different particle relaxation 
trends depending on diameter, excitation frequency and other factors in order to choose 
the best SPIO’s for later imaging. 
 MPI hardware was presented starting with signal generation and amplification, 
SPIO excitation, receiving SPIO signal. System requirements and limitations, and how 
the hardware and the software is connected, was also discussed. Two types of SPIO’s of 
diameters 25 nm and 250 nm were tested. Tests included measuring and comparing 
amplitudes of 3rd harmonic responses of both types. Relaxation of both types at 100 kHz 
excitation was discussed. The effect of particle temperature on relaxation was tested for 
the 25 nm SPIO’s. The linearity of the relationship between the amplitude of the 3rd 
harmonic response and the amount of SPIO’s was also verified. SNR ratio improvement 
with the increasing number of averages was also analyzed.  
 Suggestions for future work include adding features that can improve the 
relaxometer such as measuring SPIO’s PSF and implementing a frequency sweep 
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function. As mentioned before the continuation to this project is imaging, imaging 
aspects including gradient and generating a FFP or a FFL was discussed. Leading safety 
concerns associated with MPI are SAR limits and magnetostimulation. MPI adheres to 
human SAR limits with excitation frequencies up to 50 kHz. Magnetostimulation 
thresholds were at a minimum when excitation durations were longer than 25 ms. Future 
human MPI application that can be implemented are angiography for patients with CKD 
and stem cell tracking in vivo. 
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