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In this paper, using the intimate relations between random walks and electrical networks,
we first prove the following effective resistance local sum rules:
ciΩij +
∑
k∈Γ (i)
cik(Ωik −Ωjk) = 2,
whereΩij is the effective resistance between vertices i and j, cik is the conductance of the
edge, Γ (i) is the neighbor set of i, and ci =∑k∈Γ (i) cik. Then we show that from the above
rules we can deduce many other local sum rules, including the well-known Foster’s k-th
formula. Finally, using the above local sum rules, for several kinds of electrical networks,
we give the explicit expressions for the effective resistance between two arbitrary vertices.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Our convention throughout the paper is that a graph G = (V , E) is connected and undirected, and has no multiple
edges (it may have loops). V is the vertex set, E the edge set. n (≥2),m denote the vertex and edge number respectively.
Γ (i) = {j : j ∼ i, j ∈ V } denotes the neighbor set of the vertex i, di = |Γ (i)| the degree of vertex i. For other standard
graph-theoretic notation, we refer the reader to [4].
An electrical network N = (V , E, r) = (G, r) is a graph G = (V , E) together with a function r : E → R+, where
re = r(e) is the resistance of the edge e. If for any e ∈ E, r(e) = 1, then we call the electrical network simple. It is
frequently convenient to give our network in the form N = (G, C), where C is the conductance function, so that ce = 1/re
is the conductance of the edge of e. For any i, j ∈ V , the effective resistance Ωij between i and j can be defined in terms of
the potential difference between i and j when a unit current from i to j is maintained. It is well known that the effective
resistances of the network are well defined; moreover they define a distance function on the network [14,18]. Computing
the effective resistances is a classical and central problem in electrical network theory. Their study can be dated back to 150
years ago: Kirchhoff’s analysis [15], followed by much work in electrical engineering. Recently, more and more experts in
other fields have become involved in the study. The main reasons for this heightened activity are not only the systematic
exploitation of the surprising and extremely useful connectionwith other fields, such as linear algebra, combinatorics, graph
theory, harmonic analysis, randomwalks, etc, but also the potential applications beyond the traditional electrical ones, such
as in chemical and computer science [2,17,26]. From Kirchhoff to now, many explicit formulas for the resistance had been
obtained (for a list of relevant references up to 2000 see, e.g., [10]; formore recentwork see [7,25]). But using those formulas
to compute the resistance we need the whole information of the electrical network. So unless the networks are very small,
the calculations can get very heavy. Then one natural question is that of whether we can simplify the calculations knowing
only some local information. The answer is that we can. Up to know, besides a number of standard tricks, such as adding
the resistances for series connection, adding the conductances for parallel connection, the star–triangle transformation, etc.,
many local sum rules for the resistances have been found for simplifying the computation [8,16].
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In this paper, we first use the intimate relations between random walks and electrical networks [6,11,22] to prove a set
of complete local sum rules for the resistances; then we show that from this set of local sum rules we can get many other
local sum rules, including the famous Foster’s k-th formula. Finally, by way of an explanation, the effective resistances for
several kinds of networks are calculated.
2. The effective resistances sum rules
In order to prove the effective resistance sum rules by means of random walks, we first give some concepts and results
concerning random walks (or Markov chains). In fact, given an electrical network N = (G, C), we can naturally define the
random walk on N as the Markov chain Xn, n ≥ 0, that from its current vertex i jumps to the neighboring vertex j with
probability pij = cij/ci, where ci = ∑l∈Γ (i) cil. Write P = (pij) for the transition probability matrix of a Markov chain
Xn, n ≥ 0; then the k-step transition probabilities are P(Xk = j|X0 = i) = pkij, where Pk is the k-fold matrix product of P .
tr(Pk) denotes the trace of matrix Pk. Ei(·) denotes the expectation for the chain started at state i and time 0. Write
Ti = min{n ≥ 0 : Xn = i}
for the first hitting time of vertex i. Write
T+i = min{n ≥ 1 : X0 = i, Xn = i}
for the first-return time of vertex i. Then for any vertex i ∈ V , we have
EiT+i = 1+
∑
j∈V
pijEjTi. (2.1)
EiTj = 1+
∑
k∈V
pikEkTj, i 6= j. (2.2)
In our convention, the graph G = (V , E) is connected and undirected, so the random walk defined on N = (G, C) as
above is an irreducible and reversible Markov chain. Then a fundamental result [19] is that there exists a unique stationary
distribution pi = (pii, i ∈ V ) satisfying the balance equations and the detailed balance equations: for any i, j ∈ V ,
piP = pi; piipkij = pijpkji (2.3)
where pii = ci/c, ci =∑l∈Γ (i) cil, c =∑i∈V ci.
Now we give the other results concerning irreducible and reversible Markov chains that we need in the proofs in the
form of lemmas.
Lemma 2.1 ([19]).
EiT+i = 1/pii, i ∈ V .
Lemma 2.2 (The Eigentime Identity [5]). For any i ∈ V ,∑
j∈V
pijEiTj =
∑
k≥2
(1− λk)−1,
where λ1 = 1 > λ2 ≥ · · · ≥ λn denote the eigenvalues of the transition probability matrix P.
Lemma 2.3 (The Cyclic Tour Property [23]). For vertices i, j, l ∈ V ,
EiTj + EjTl + ElTi = EiTl + ElTj + EjTi.
After all this preparatory work, we will give the main result of this paper. Before going on, we should bear in mind the
following elegant relation [6]:
EiTj + EjTi = cΩij
and the convention cij = 0 for i  j.
Theorem 2.4. For an electrical network N = (G, C), and any i, j ∈ V (i 6= j), we have
ciΩij +
∑
l∈Γ (i)
cil(Ωil −Ωjl) = 2. (2.4)
Proof. First we show that for any i, j ∈ V (i 6= j), we have∑
l∈Γ (i)
cil(EiTj + ElTi − ElTj) = c. (1)
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In fact, by (2.1), (2.2) and Lemma 2.1, the left hand side is equal to
ciEiTj + ci
∑
l∈Γ (i)
cil
ci
(ElTi − ElTj) = ciEiTj + ci
∑
l∈Γ (i)
pil(ElTi − ElTj)
= ciEiTj + ci(EiT+i − EiTj) =
ci
pii
= c.
Then by cyclic tour property of Lemma 2.3, we also have∑
l∈Γ (i)
cil(EjTi + EiTl − EjTl) = c. (2)
Adding (1) and (2) together, the result is proved. 
From (2.4), we can easily obtain the following corollary:
Corollary 2.5. For an electrical network N = (G, C), we have
(i) ∑
i∼j
cijΩij = n− 1, (2.5)
where the sum is over the undirected edges of G.
(ii) ∑
i∈V
1
ci
∑
j,l∈Γ (i)
cijcilΩjl = n− 2, (2.6)
where the second sum is over the unordered pairs of Γ (i).
Proof. Summing (2.4) for all i ∈ V , then the left hand side is∑
i∈V
ciΩij +
∑
i∈V
∑
l∈Γ (i)
cilΩil −
∑
i∈V
∑
l∈Γ (i)
cilΩlj =
∑
i∈V
ciΩij +
∑
i∈V
∑
l∈Γ (i)
cilΩil −
∑
l∈V
∑
i∈Γ (l)
cilΩlj
=
∑
i∈V
∑
l∈Γ (i)
cilΩil = 2
∑
i∼l
cilΩil;
and the right hand side is 2(n− 1) (note that when i = j, the right hand side of (2.4) is 0), so (2.5) is obtained.
For (2.6), we first multiply (2.4) by cij, then sum over j ∈ Γ (i); then we have
2ci
∑
j∈Γ (i)
cijΩij −
∑
j∈Γ (i)
∑
l∈Γ (i)
cijcilΩjl = 2ci.
That is
1
ci
∑
j,l∈Γ (i)
cijcilΩjl =
∑
j∈Γ (i)
cijΩij − 1. (2.7)
Summing (2.7) for all i ∈ V , then using (2.5), (2.6) is derived. 
Remark. (2.5), (2.6) are well known as Foster’s first and second formulas for electrical networks. They were first given by
Foster in 1949 and 1961 respectively [12,13]. From then on, they were re-proved several times [1,9,18,22–24]. Here we find
that they are corollaries of (2.4). In fact, not only that, from (2.4), we can easily get Foster’s k-th formula whichwas explicitly
given by Bendito et al. recently [3], although the third Foster’s formulawas proved in [20]. Sowehave the following corollary.
Corollary 2.6. For an electrical network N = (G, C) and k ≥ 1,
1
2
∑
i∈V
∑
j∈V
ciΩijpkij = n− k+
k−1∑
j=1
tr(P j). (2.8)
Proof. We will prove (2.8) by induction on k. For k = 1, 2, (2.8) is just (2.5), (2.6) respectively. For general k, multiplying
the two sides of (2.4) by pkij, then we have
ciΩijpkij +
∑
l∈Γ (i)
cil(Ωil −Ωjl)pkij = 2pkij.
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Summing the above equality for all j 6= i, we get∑
j∈V
ciΩijpkij +
∑
j∈V
∑
l∈Γ (i)
cil(Ωil −Ωjl)pkij = 2(1− pkii).
Then summing for all i ∈ V , we have∑
i∈V
∑
j∈V
ciΩijpkij +
∑
i∈V
∑
j∈V
∑
l∈Γ (i)
cil(Ωil −Ωjl)pkij = 2(n− tr(Pk)). (2.9)
We have∑
i∈V
∑
j∈V
∑
l∈Γ (i)
cilΩilpkij =
∑
i∈V
∑
l∈Γ (i)
cilΩil
∑
j∈V
pkij
=
∑
i∈V
∑
l∈Γ (i)
cilΩil = 2(n− 1),
where the last ‘‘=’’ is obtained by Foster’s first formula (2.5). Also∑
i∈V
∑
j∈V
∑
l∈Γ (i)
cilΩjlpkij =
∑
i∈V
∑
j∈V
∑
l∈Γ (i)
cj
ci
pkjicilΩjl
=
∑
i∈V
∑
j∈V
∑
l∈Γ (i)
cjpkjipilΩjl
=
∑
j∈V
∑
l∈V
cjpk+1jl Ωjl,
where the second equality is obtained by (2.3).
So from (2.9), we get the following recurrence relation:∑
i∈V
∑
j∈V
ciΩijpk+1ij =
∑
i∈V
∑
j∈V
ciΩijpkij + 2tr(Pk)− 2.
Then by induction, Foster’s n-th formula (2.8) is obtained. 
Besides Foster’s k-th formula, we can also obtain other local sum rules. For example,
1
ci
∑
j,l∈Γ (i)
cijcilΩjl =
∑
j∈Γ (i)
cijΩij − 1. (2.7)
cicjΩij − ci
∑
l∈Γ (j)
cjlΩil − cj
∑
k∈Γ (i)
cikΩjk +
∑
k∈Γ (i)
∑
l∈Γ (j)
cikcjlΩkl = 2cij, i 6= j. (2.10)
From the above, it is easy to see that, among the given effective resistance sum rules, (2.4) is the most powerful. In fact,
in [8], using an algebraic method, we have not only proved (2.4) for simple electrical networks, but also shown that the sum
rules (2.4) are complete, that is, they can determine all the effective resistances. By way of an explanation, in the following
section, we will calculate the effective resistances for several kinds of electrical networks.
For completeness, corresponding to the above local sum rules, we now give two global sum rules: one concerns the
well-known ‘‘Kirchhoff index’’
Kf (N) =
∑
i<j
Ωij;
the other is that for K ′f (G) defined recently by Chen and Zhang [7]:
K ′f (N) =
∑
i<j
cicjΩij.
Kf is closely related to the spectrum of the Laplacian matrix L of N , that is
Kf = n
n∑
k=2
1
µk
,
where 0 = µ1 < µ2 ≤ · · · ≤ µn are eigenvalues of L, whereas K ′f is closely related to the spectrum of the transition
probability matrix P (also called the normalized Laplacian matrix), that is,∑
i,j∈V
cicjΩij = c
∑
k≥2
(1− λk)−1.
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From the viewpoint of the random walk, the above formula is trivial once you multiply both sides of the eigentime identity
(Lemma 2.2) by pii, sum over i and express everything in effective resistance terms.
To our disappointment, we cannot use (2.4) to give new expressions for Kf and K ′f . But if (2.4) can simplify the calculation
of the effective resistance between two arbitrary vertices, then by definition Kf and K ′f are not hard to get.
3. The effective resistances for several kinds of electrical networks
In this section, we will use the local sum rules in the above section to calculate effective resistances for some electrical
networks. First we will consider several kinds of simple electrical networks. For convenience, we give the corresponding
local sum rules for simple electrical networks:
diΩij +
∑
k∈Γ (i)
(Ωik −Ωjk) = 2. (2.4′)∑
i∼j
Ωij = N − 1, (2.5′)
∑
i∈V
1
di
∑
j,k∈Γ (i)
Ωjk = N − 2, (2.6′)
1
di
∑
j,k∈Γ (i)
Ωjk =
∑
j∈Γ (i)
Ωij − 1. (2.7′)
1
2
∑
i∈V
∑
j∈V
diΩijpkij = n− k+
k−1∑
j=1
tr(P j); (2.8′)
didjΩij − di
∑
l∈Γ (j)
Ωil − dj
∑
k∈Γ (i)
Ωjk +
∑
k∈Γ (i)
∑
l∈Γ (j)
Ωkl = 2δi∼j, i 6= j, (2.10′)
where δi∼j = 0 unless i and j are neighbors.
In fact, in the following Examples 1–6, only (2.4′) and (2.5′) are used in the calculations. Then the results can be checked
using other formulas.
Example 1 (Strongly Regular Graphs). G = (V , E) is called an (n, d, a, b) strongly regular graph [21] if G is d-regular with n
vertices (0 < d < n − 1), and any pair of adjacent vertices have a common neighbors and any two non-adjacent vertices
have b (b > 1) common neighbors. That is, |Γ (i) ∩ Γ (j)| = a, for i ∼ j; |Γ (i) ∩ Γ (j)| = b, otherwise.
By symmetry, it is easy to see that there exist only two different values of the effective resistance, corresponding to i
connecting to j or not, denoted byΩ1,Ω2 respectively. Then by (2.4′) and (2.5′), we have
nd
2
Ω1 = n− 1;
(2d− a)Ω1 − (d− 1− a)Ω2 = 2.
(1)
So
Ω1 = 2(n− 1)nd , Ω2 =
2(n− 1)(2d− a)
nd(d− 1− a) −
2
d− 1− a .
Also
Kf = (d− a)(n− 1)
2 − 2d(n− 1)+ d2
d(d− a− 1) ;
K ′f = d2 (d− a)(n− 1)
2 − 2d(n− 1)+ d2
d− a− 1 .
Suppose G1 and G2 are two disjoint graphs, and let G1 ∪ G2 denote the union of G1 and G2, that is, G1 ∪ G2 = (V (G1) ∪
V (G2), E(G1) ∪ E(G2)); then the join G1 + G2 is obtained from G1 ∪ G2 by adding all edges between G1 and G2.
Example 2 (The Join Graphs of a Strongly Regular Graph and a Complete Graph). Let G = (V , E) denote the join graph of the
complete graph Kn1 and the strongly regular graph G
′ = G(n2, d, a, b); then it is easy to see that the effective resistancesΩ ′ij
have four different cases, denoted byΩ1,Ω2,Ω3,Ω4 respectively:
(1)Ω1, i, j ∈ V (Kn1); (2)Ω2, i ∈ V (Kn1), j ∈ V (G′);
(3)Ω3, i, j ∈ V (G′) and i ∼ j; (4)Ω4, i, j ∈ V (G′) and i  j.
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Then according to (2.4′) and (2.5′), we have
n1(n1 − 1)
2
Ω1 + n1n2Ω2 + n2d2 Ω3 = n1 + n2 − 1;
(n1 + n2)Ω1 = 2;
(n1 + 2d− a)Ω3 − (d− 1− a)Ω4 = 2;
(d− b)Ω3 + (n1 + b)Ω4 = 2.
(2)
So 
Ω1 = 2n1 + n2 ;
Ω2 = 1n1
[
2n1 + n2 − 1
n1 + n2 +
d(n1 + b+ d− a− 1)
(n1 + b)(n1 + 2d− a)+ (d− b)(d− 1− a)
]
;
Ω3 = 2(n1 + b+ d− a− 1)
(n1 + b)(n1 + 2d− a)+ (d− b)(d− 1− a) ;
Ω4 = 2(n1 + d− a+ b)
(n1 + b)(n1 + 2d− a)+ (d− b)(d− 1− a) .
(3)
Kf = n1 + n2 − 1+ n2(n2 − d− 1)2 Ω4;
K ′f = n1(n1 − 1)(n1 + n2 − 1)
2
2
Ω1 + n1n2(n1 + n2 − 1)(d+ n1)Ω2
+ (d+ n1)
2n2d
2
Ω3 + (d+ n1)
2n2(n2 − d− 1)
2
Ω4.
Example 3 (The Join Graphs of Strongly Regular Graphs). Suppose G(n, d, a, b) is a strongly regular graph, and tG (t > 1)
denotes the join of t disjoint copies of G; then ∀i, j ∈ V (tG), the effective resistancesΩij have the following three different
cases:
(1) Ω1, i, j lie in the same copy of G and i ∼ j;
(2) Ω2, i, j lie in the same copy of G and i  j;
(3) Ω3, i, j lie in different copies of G.
By definition, tG is a (t − 1)n + d-regular and connected graph. Similarly to above, we can derive the equations for
Ω1,Ω2,Ω3 as follows:
ndt
2
Ω1 + n
2t(t − 1)
2
Ω3 = tn− 1;
((t − 1)n+ 2d− a)Ω1 − (d− 1− a)Ω2 = 2;
tnΩ3 − (n− d− 1)Ω2 = 2.
(4)
Solving these equations, we have
Ω1 = 2[(t − 1)n(n− 2d+ a)+ (tn− 1)(d− a− 1)]tn(n− 1)(d− a− 1)+ n(n− d− 1)[(t − 1)2n+ (t − 2)d+ t + a] ;
Ω2 = 2[(n− 1)[(t − 1)n+ 2d− a] − tnd]tn(n− 1)(d− a− 1)+ n(n− d− 1)[(t − 1)2n+ (t − 2)d+ t + a] ;
Ω3 = 2[tdn(2d− n− a)+ (tn− 1)(n− d− 1)((t − 1)n+ 2d− a)]t2n2(n− 1)(d− a− 1)+ tn2(n− d− 1)[(t − 1)2n+ (t − 2)d+ t + a] .
(5)
Kf = tn− 1+ tn(n− d− 1)
2
Ω2;
K ′f = ((t − 1)n+ d)2
(
tn− 1+ tn(n− d− 1)
2
Ω2
)
.
Example 4 (The Twisted Double of Conference Graphs). Suppose G′ is a conference graph, that is, a strongly regular graph
which has parameters (4b+ 1, 2b, b− 1, b); then the twisted double of G′ (denoted by G) is obtained from G′ ∪ G¯′ by adding
edges between the corresponding vertices of G′ and G¯′, where G¯′ denotes the complement of G′. Apparently, G is a 2b + 1-
regular and connected graph. Furthermore, by symmetry, for all i, j ∈ V (G), the effective resistancesΩ ′ij can be divided into
the following four cases:
(1) Ω1, i ∼ j, and i, j ∈ V (G′) or i, j ∈ V (G¯′),
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(2) Ω2, i  j, and i, j ∈ V (G′) or i, j ∈ V (G¯′),
(3) Ω3, i ∼ j, and i ∈ V (G′) and j ∈ V (G¯′),
(4) Ω4, i  j, and i ∈ V (G′) and j ∈ V (G¯′).
Using (2.4′) and (2.5′) again, we have
2b(4b+ 1)Ω1 + (4b+ 1)Ω3 = 2(4b+ 1)− 1;
(3b+ 2)Ω1 − bΩ2 +Ω3 −Ω4 = 2;
bΩ1 + (b+ 1)Ω2 +Ω3 −Ω4 = 2;
bΩ1 + (b+ 1)Ω3 − bΩ4 = 1.
(6)
So 
Ω1 = 2(2b+ 1)
(4b+ 1)(b+ 1) ;
Ω2 = 44b+ 1 ;
Ω3 = 5b+ 1
(4b+ 1)(b+ 1) ;
Ω4 = 5b+ 3
(4b+ 1)(b+ 1) .
(7)
Kf = 16b+ 1+ 4b(5b+ 3)
b+ 1 ;
K ′f = (2b+ 1)2
(
16b+ 1+ 4b(5b+ 3)
b+ 1
)
.
Example 5 (The Product Graphs Constructed from Strongly Regular Graphs). If G(n, d, a, b) is a strongly regular graph with
adjacency matrix A′, then we denote by G⊗ Jk the graph with adjacency matrix A′ ⊗ Jk (where Jk is the k× kmatrix with all
entries 1), that is, V (G⊗ Jk) = {uv|u ∈ V (G), v = 1, 2, . . . , k}, u1v1 ∼ u2v2 if and only if u1 ∼ u2, and by G ∗ Jk the graph
with adjacencymatrix (A′+ I)⊗ Jk− I , that is, V (G∗ Jk) = {uv|u ∈ V (G), v = 1, 2, . . . , k}, u1v1 ∼ u2v2 if and only if u1 ∼ u2
or u1 = u2 and v1 6= v2. From the definition, G ⊗ Jk is a dk-regular connected graph, and G ∗ Jk is a k(d + 1) − 1-regular
connected graph.
After careful analysis, the effective resistances of G⊗ Jk can be simplified to the three cases below:
(1) Ω1, for i ∼ j;
(2) Ω2, for i  j and i, j lie in different copies of G;
(3) Ω3, for i  j and i, j lie in same copy of G.
Once more by (2.4′) and (2.5′), we have
dnk2
2
Ω1 = nk− 1;
k(2d− a)Ω1 − (k− 1)(d− a)Ω2 − (d− 1− a)Ω3 = 2;
k(d− b)Ω1 − (k− 1)(d− b)Ω2 + (dk− d+ b)Ω3 = 2.
(8)
So 
Ω1 = 2(nk− 1)dnk2 ;
Ω2 = 2(nk− 1)[dk(d− a)− (d+ 1)(d− b)] − 2dnk(dk+ b− a− 1)
(k− 1)dnk[dk(d− a)− (d− b)] ;
Ω3 = 2[nk(d− a)− (d− b)]nk[dk(d− a)− (d− b)] .
(9)
Kf = nk− 1+ nk(k− 1)(n− d− 1)
2
Ω2 + nk(n− d− 1)2 Ω3;
K ′f = d2k2
(
nk− 1+ nk(k− 1)(n− d− 1)
2
Ω2 + nk(n− d− 1)2 Ω3
)
.
Nowwe consider the simple electrical network G ∗ Jk, for all i = u1v1, j = u2v2 ∈ V (G ∗ Jk); theΩ ′ijs also only have three
different cases:
(1) Ω1, for i ∼ j and u1 = u2;
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(2) Ω2, for i ∼ j and u1 6= u2;
(3) Ω3, for i  j.
Then by (2.4′) and (2.5′), we havenk(k− 1)Ω1 + ndk
2Ω2 = 2(nk− 1);
k(d+ 1)Ω1 = 2;
k(2d− a)Ω2 − k(d− a− 1)Ω3 = 2.
(10)
So 
Ω1 = 2k(d+ 1) ;
Ω2 = 2(dnk+ n− d− 1)dnk2(d+ 1) ;
Ω3 = 2
(
1
k(d+ 1) +
(2d− a)(n− d− 1)
dnk2(d+ 1)(d− a− 1)
)
.
(11)
Kf = nk− 1+ nk
2(n− d− 1)
2
Ω3;
K ′f = (kd+ k− 1)2
(
nk− 1+ nk
2(n− d− 1)
2
Ω3
)
.
These examples show that, for the electrical networks with some degree of symmetry, using the local sum rules to
calculate the effective resistance is very efficient.
Example 6 (The Subdivision Network). Let G = (V , E) be a connected simple network. The subdivision network S(G) is the
simple network obtained by inserting an additional vertex in each edge of G. So V (S(G)) = V ∪ V ′, where V ′ denotes the
set of inserted vertices. Then we will show that: if the effective resistances of G are known, then following the following
steps, we can easily obtain the effective resistance between any two vertices of S(G). For clarity, letΩSij denote the effective
resistance between two vertices i, j ∈ V (S(G)),Ωij in G.
(i) For i, j ∈ V (G), it is easy to see thatΩSij = 2Ωij.
(ii) For any i ∈ V ′, let Γ (i) = {k, l} denote the neighbor set of i in S(G); then by (2.4′), we have{
3ΩSik +ΩSil −ΩSkl = 2;
3ΩSil +ΩSik −ΩSkl = 2. (12)
So
ΩSik = ΩSil =
2+ΩSkl
4
= 1+Ωkl
2
;
where the second equality is obtained from (i).
(iii) For i ∈ V ′,Γ (i) = {k, l}, and j ∈ V (G), j 6= k, l, by (2.4′), we have
2ΩSij +ΩSik +ΩSil −ΩSkj −ΩSlj = 2.
So
ΩSij =
1+ 2Ωkj + 2Ωlj −Ωkl
2
.
(iv) i, j ∈ V ′,Γ (i) = {k, l},Γ (j) = {m, n}; then
2ΩSij +ΩSik +ΩSil −ΩSkj −ΩSlj = 2.
So
ΩSij =
2+Ωmk +Ωnk +Ωml +Ωnl −Ωkl −Ωmn
2
.
From the above, we see that for the effective resistances of the subdivision networks corresponding to Examples 1–5,
the sub-subdivision networks are easy to get, and then their sub-subdivision networks, and so on. Finally we give a general
network at the end.
Example 7 (The Weighted Barbell Network). For the so calledweighted barbell graph on n = k+m+ r vertices, wherem ≥ 2
and k, r ≥ 1, start with a weighted path on m vertices, labeled as xk+1, . . . , xk+m, and attach a complete network of order
k+ 1 at vertex xk+1 and a complete network of order r + 1 at vertex xk+m. Denote by {x1, . . . , xk} and {xk+m+1, . . . , xk+m+r}
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the sets of new vertices of the complete networks attached to xk+1 and xk+m respectively. Moreover, the conductances are
given by cij = a, 1 ≤ i < j ≤ k; ci,k+1 = c0, 1 ≤ i ≤ k; ck+i,k+i+1 = ci, 1 ≤ i ≤ m − 1; ck+m,k+m+i = cm, 1 ≤ i ≤ r , and
ck+m+i,k+m+j = b, 1 ≤ i < j ≤ r , where c0, . . . , cm > 0 and a, b ≥ 0. Because the special structure of the barbell graph, it
suffices to calculate the effective resistances between two neighbors. And it is easy to see that
Ωk+i,k+i+1 = 1ci , 1 ≤ i ≤ m− 1.
For two vertices lying on the complete network attaching to xk+1, by symmetry, there exist only two different values: one is
Ωi,k+1 = a+c0c0(ka+c0) (1 ≤ i ≤ k) derived by direct computation; the other isΩi,j = 2ka+c0 (1 ≤ i < j ≤ k) derived from (2.4).
Similarly, for two vertices lying on the complete network attaching to xk+m, we have
Ωk+m,k+m+j = b+ cmcm(rb+ cm) , 1 ≤ j ≤ r;
Ωk+m+i,k+m+j = 2rb+ cm , 1 ≤ i < j ≤ r.
So for the effective resistance between two arbitrary vertices, we have
Ωi,j = 2ka+ c0 , 1 ≤ i < j ≤ k;
Ωi,k+j = a+ c0c0(ka+ c0) +
j−1∑
l=1
1
cl
, 1 ≤ i ≤ k, 1 ≤ j ≤ m;
Ωi,k+m+j = a+ c0c0(ka+ c0) +
b+ cm
cm(rb+ cm) +
m−1∑
l=1
1
cl
, 1 ≤ i ≤ k, 1 ≤ j ≤ r;
Ωk+i,k+j =
j−1∑
l=i
1
cl
, 1 ≤ i < j ≤ m;
Ωk+i,k+m+j = b+ cmcm(rb+ cm) +
m−1∑
l=i
1
cl
, 1 ≤ i ≤ m, 1 ≤ j ≤ r;
Ωk+m+i,k+m+j = 2rb+ cm , 1 ≤ i < j ≤ r.
Kf = k(k− 1)
ka+ c0 +
r(r − 1)
rb+ cm +
k(m+ r)(a+ c0)
c0(ka+ c0) +
r(m+ k)(b+ cm)
cm(rb+ cm) +
m−1∑
l=1
(k+ l)(m− l+ r) 1
cl
.
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