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Questions Raised by the Global Warming Hiatus: The Predictability of Tropical Pacific
Decadal Variability and Subsurface Warming of the Atlantic Ocean
Nandini Ramesh
This dissertation explores two aspects of interdecadal climate variability: the predictabil-
ity of variability in the tropical Pacific region on longer-than-interannual timescales, and
changes to subsurface heat content in the tropical Atlantic Ocean over a decade.
Chapter 1 assesses the ability of a general circulation model (GCM) and an intermediate-
complexity model (ICM) to simulate persistent cool states of the Tropical Pacific. These
states, which are La Niña-like on average, last from seven to ten years and induce prolonged
droughts in many parts of the world. We find that these models produce analogs to real-world
examples of these states and that they are modestly predictable in the ICM. We also find
some predictability of the interdecadal shifts in the mean state in this model.
In Chapter 2, an attractor reconstruction technique is used to investigate the predictability
of interdecadal variability in the ICM further. We find that the interdecadal regimes of the
ICM emerge as a pair of distinct orbits in a three-dimensional state space, and that the
observed system possesses some comparable characteristics. The ICM is found to spend
over a third of the time in states from which the regime of the following fifteen years is
predictable with high confidence. The implications for developing an interdecadal prediction
scheme are discussed.
Chapter 3 examines changes in the heat content of the tropical Atlantic below the
thermocline during the recent global warming hiatus. We use simulated Lagrangian particles
in an ocean reanalysis dataset to analyze the changes to the circulation of the upper tropical
Atlantic Ocean that occurred between the hiatus decade and the decade prior to it; and
develop a testable hypothesis for how variability in the tropical Pacific region may have
influenced the subsurface heat content of the Atlantic.
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Introduction
This dissertation was, in part, inspired by current events. At the time of beginning
this study, much of the southwestern United States and especially the state of California
were gripped by a protracted drought. The factors at play in such major droughts and
other climate extremes were being debated both in the national media and in the academic
community, with a particular focus on the relative contributions of greenhouse warming and
natural climate variability (Seager and Vecchi 2010; Hoerling et al. 2010; Swain et al. 2014;
Diffenbaugh et al. 2015; Seager et al. 2015, 2017).
Meanwhile, a stagnation of the rate of global mean surface temperature rise during
the years following the large El Niño event of 1997-98 led to this period being known
as the “global warming hiatus” and speculation that anthropogenic global warming had,
at least temporarily, halted (Easterling and Wehner 2009; Trenberth and Fasullo 2013).
This assertion was quickly disproven both by studies showing that there had in fact been a
small positive trend in the surface temperature during this period (Karl et al. 2015) and by
studies showing that the excess heat being trapped by greenhouse gases had been rapidly
warming the oceans below the surface (Levitus et al. 2012; Balmaseda et al. 2013b; Yan
et al. 2016), thus warming the Earth’s climate system as a whole. However, the occurrence
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of this period of less-rapid surface warming raised an important question: what regulates
the rate at which the Earth’s surface temperature increases in response to greenhouse gas
forcing? A variety of causal factors were suggested for the slowdown in global warming,
including stratospheric water vapor (Solomon et al. 2010), volcanic activity (Santer et al.
2014), reduced solar irradiance (Lean and Rind 2009), and internal climate variability
(Meehl et al. 2011; Kosaka and Xie 2013; England et al. 2014). A consensus eventually
emerged, pointing to the same set of climatic conditions being responsible both for the
dramatic drought in the southwestern United States (Seager and Vecchi 2010; Hoerling et al.
2010; Delworth et al. 2015; Seager et al. 2015, 2017) and the global warming hiatus (Held
2013; Fyfe et al. 2016; Medhaug et al. 2017): an anomalously cool state, on average, of the
tropical Pacific that had persisted since the strong El Niño event of 1997-98. The equatorial
Pacific region has an outsize impact on climate variability around the world. Sea surface
temperatures (SSTs) in this region alter the convection patterns in the atmosphere above,
generating perturbations in the atmosphere that influence the climate of both hemispheres.
The resulting pattern of teleconnections is a well-studied phenomenon, and it has been
shown that La Niña-like conditions over longer-than-interannual timescales can produce
long-lasting droughts in a variety of regions (Herweijer and Seager 2008), especially in the
subtropics.
A particularly striking result was obtained by Kosaka and Xie (2013) in their examination
of the effects of the tropical Pacific. In an experiment with an atmospheric general circulation
model (GCM), they specified the SSTs of a small region of the tropical Pacific to take on
historical values, and allowed the rest of the ocean and atmosphere to evolve freely, such
that its evolution was a response to the specified SSTs of the tropical Pacific. They found
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that this experiment reproduced the global warming hiatus, as well as the spatial patterns
of temperature trends over much of the northern hemisphere. This result, that the global
warming hiatus was a response to the SSTs in a region that amounted to 8% of the globe’s
total surface area, raised a number of questions regarding the interaction between natural
climate variability and anthropogenic global warming. In particular, it was recognized that
climate variability at the decadal timescale played a key role in regulating the rate of global
mean surface temperature increase (Kosaka and Xie 2016).
While the global mean surface temperature is not a perfect measure of the myriad
impacts of anthropogenic climate change around the world, this quantity is commonly used
as an indicator of the pace of global warming, with key international negotiations such as the
Paris climate agreement of 2015 being built around it. Therefore, an understanding of the
factors that influence the rate of increase of this variable is of critical significance. A 2011
study (Meehl et al. 2011) found that, in the Coupled Model Intercomparison Project phase 5
(CMIP5) experiments with GCMs, periods having a mean cool state of the tropical Pacific
reliably produced “hiatus” periods, i.e., periods when the rate of global warming at the
surface proceeded at a slower pace than otherwise, while the heat content of the ocean rose.
These periods were also found to have a peculiar pattern of ocean heat content changes, with
the ocean’s heat content increasing more rapidly than in other decades, and accumulating
at depth rather than at the surface. This pattern is consistent with that observed in the real
world, where multiple studies (Balmaseda et al. 2013b; Levitus et al. 2012; Nieves et al.
2015) have shown that the increase in the ocean’s heat content during the global warming
hiatus was concentrated at depths below approximately 300 meters.
The persistently cool state of the tropical Pacific region during the 2000s, was, therefore,
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a phenomenon with great impact for many reasons. The coupled atmosphere-ocean system
of the tropical Pacific region is highly complex, generating variability on multiple timescales
from the intraseasonal to the interdecadal. The most prominent and well-studied variability
of this system is at the interannual timescale, which ranges approximately from two to
seven years, producing El Niño and La Niña events with a variety of impacts worldwide.
There also exist periods of longer, La Niña-like behavior, lasting up to a decade (Seager
et al. 2005; Seager 2007), and these have been found to cause prolonged droughts over
large parts of the global subtropics to mid-latitudes. On a longer, interdecadal timescale,
the system undergoes shifts between periods that are on average La Niña- or El Niño-like,
with the variance in the time series of eastern Pacific SSTs being lower for the former and
higher for the latter. Because observations of the state of the Pacific Ocean only exist for
about a century and a half (e.g. Rayner (2003); Kaplan et al. (1998); Smith and Reynolds
(2004)), only a few such shifts have been observed in the real world (Zhang et al. 1997;
Deser et al. 2004): a shift to a more La Niña-like (cooler) state in 1942-43, a shift to a more
El Niño-like (warmer) state in 1976-77, and a shift to a La Niña-like state in 1998-99 that
persisted through the global warming hiatus (Chen and Wallace 2015).
This variability is usually measured using indices such as the Pacific Decadal Oscillation
(PDO) or Interdecadal Pacific Oscillation (IPO), the first of which measures sea surface
temperatures in the North Pacific (Mantua and Hare 2002), and the second of which is based
on sea surface temperatures in the tropical and subtropical Pacific basin in both hemispheres
(Henley et al. 2015). In this dissertation, I will use the terms “PDO” and “IPO” to refer to
these indices, and “Pacific Decadal Variability” (PDV) for the underlying variability that
they measure.
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The physical mechanisms that give rise to this variability are poorly understood, and
a wide range of hypotheses exist. One set of hypotheses posits that variability on longer-
than-interannual timescales is a forced response of the tropical Pacific to external influences.
This external forcing may be from outside the climate system altogether, originating from
radiative changes induced by volcanic aerosols (Adams et al. 2003). Some have pointed
to the Atlantic Ocean as a source of such forcing (Delworth et al. 2006; Dong et al. 2006;
Timmermann et al. 2007; Kang et al. 2014). Most hypotheses, however, locate the origins
of PDV within the Pacific basin. It has been suggested that anomalies in the ocean temper-
atures of the subtropical gyres may propagate to the equatorial thermocline, influencing
the behavior of the tropical Pacific on interdecadal timescales (Gu and Philander 1997);
however, it was found that such anomalies have great difficulty persisting beyond a few
years (Schneider et al. 1999). An alternative oceanic mechanism has been proposed whereby
oceanic Rossby waves generated by wind stresses in the subtropics perturb the western
equatorial thermocline (Farneti et al. 2014). It has also been suggested that the atmospheric
variability in midlatitude regions, such as variability in the Aleutian Low region, has the
ability to generate variability at this timescale (Miller and Schneider 2000); the influence
of midlatitude atmospheric variability can be conveyed to the tropics via changes in the
local air-sea fluxes in winter that alter the equatorial wind stress field during the following
summer (Vimont et al. 2001).
A number of studies have shown that interdecadal variability can be generated within
the tropical Pacific. Significantly, an intermediate-complexity model that simulates only the
tropical Pacific Ocean coupled to a global atmosphere (Cane and Zebiak 1985; Zebiak and
Cane 1987) has been shown to generate interdecadal variability without external forcing
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(Cane et al. 1995). The possibility of tropically-generated interdecadal variability in the
Pacific is further supported by experiments that have shown that for wind forcing to have
a significant impact on the equatorial thermocline at this timescale, it must be located
within 20°S-20°N, i.e., the tropical belt (Karspeck and Cane 2002; McGregor et al. 2007).
The hemispheric symmetry of the changes associated with this mode of variability in the
subtropical Pacific (Garreaud and Battisti 1999; Zhang et al. 1997; Henley et al. 2015)
also points to a central role for the tropical Pacific in either producing or sustaining it.
A null hypothesis for the generation of this variability is that it arises by pure chance
from atmospheric stochastic variability (Chang et al. 1996; Flügel and Chang 1999), and
this possibility has yet to be definitively ruled out. However, the intermediate-complexity
model is able to simulate interdecadal variability without including stochastic atmospheric
noise, meaning that, within the model, a mechanism exists that is able to produce this
variability from deterministic coupled ocean-atmosphere processes in the tropics. The
intermediate-complexity model displays chaotic behavior (Tziperman et al. 1994) and this
may be a source of the interdecadal variability (Timmermann and Jin 2002). While it is
unclear to what extent the mechanisms in this model are at play in the real-world PDV, a
recent synthesis of research on the possible mechanisms responsible for PDO found that
the tropical Pacific was a dominant factor in producing PDV (Newman et al. 2016). In this
dissertation, I refer to this internally-generated interdecadal variability as Tropical Pacific
Decadal Variability (TPDV).
Given the lack of consensus on the mechanisms responsible for TPDV, it is difficult to
make predictions of this mode of variability or its impacts; however, given the magnitude
and scale of these impacts, such predictions would be highly useful. One approach is to
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begin testing the predictability of this phenomenon in ensembles of climate models without
knowledge of the exact mechanisms at play. This typically involves selecting an initial state,
from which numerous ensemble members are allowed to evolve after adding perturbations
that are small enough to have a similar impact to the noise in the system, with each ensemble
member receiving a slightly different perturbation. If the state of the system following the
initial state chosen is predictable, most ensemble members should be able to reproduce
that state as they evolve, despite the imposed perturbation. If, instead, the system is highly
sensitive to the initial state, perhaps due to nonlinearities, the ensemble members will
diverge wildly in their predictions. A measure of how predictable a phenomenon is can be
derived from the spread of the ensemble members’ predictions in such an experiment. This
type of experiment has been undertaken with the objective of assessing the predictability of
interdecadal variability both in the intermediate-complexity model (Karspeck et al. 2004;
Seager et al. 2004) and in GCMs (Thoma et al. 2015; Meehl et al. 2016b). In both cases,
some modest predictability has been found, suggesting that the PDV does not arise from
stochastic processes alone in models of varying complexity. Decadal climate prediction at a
useful level of skill, however, remains a challenge (Meehl et al. 2014; Karspeck et al. 2015),
and an exciting field of current research.
The first two chapters of this dissertation address some of the questions regarding the
predictability of TPDV. Chapter 11 examines the ability of the intermediate-complexity
model and a GCM to simulate persistent cool states of the tropical Pacific on timescales
longer than the interannual. Upon finding that the intermediate-complexity model is able
1Ramesh, N., M. A. Cane, R. Seager, and D. E. Lee, 2016: Predictability and prediction of persistent cool
states of the Tropical Pacific Ocean. Climate Dynamics, 49 (7), 1–17, doi:10.1007/s00382-016-3446-3.
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to simulate these with a similar level of skill to the GCM, we use it to perform perturbed-
ensemble experiments to test the predictability of these states, as well as of shifts in the
interdecadal state. While the model’s skill in forecasting the trajectory of the tropical Pacific
degrades rapidly after about two years as expected (Chen and Cane 2008), we instead
examine the longer-term statistics – in this case, the mean sea surface temperature in a key
region – and find there is some predictability in this model on longer timescales.
Building on these results, in Chapter 22 we make use of concepts from the theory of
dynamical systems in order to examine this long-term predictability. It has long been known
that the tropical Pacific system as simulated by the intermediate-complexity model displays
properties of deterministic chaos (Tziperman et al. 1994), and this has also been used to
investigate the predictability of ENSO (Karamperidou et al. 2014). We use a data-driven
approach, which does not require knowledge of the underlying mechanisms in the system,
to reconstruct the attractor of the tropical Pacific; this serves as a useful tool for classifying
the possible states of the system into those that are predictable and those that are not.
The third chapter of this dissertation examines aspects of the role of long term changes
in the tropical oceans with regard to the global warming hiatus. While the rate of surface
temperature increase stalled, heat accumulated rapidly below the surface of the ocean.
Although it has become clear that the phase of the PDV (and, especially, the tropical
component of this variability) was a key reason for this stalling (Kosaka and Xie 2016), the
mechanisms by which heat uptake by the deeper oceans was increased during this period
are still not fully understood. It may be the case that much of this heat was absorbed at the
2Ramesh, N., and M. A. Cane, 2018: The Predictability of Tropical Pacific Decadal Variability: Insights
from Attractor Reconstruction. Journal of the Atmospheric Sciences, submitted.
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ocean surface in earlier years and only reached deeper levels during the hiatus; however,
modelling studies (Meehl et al. 2011; England et al. 2014) showing that excessive ocean
warming below 300 m in all three ocean basins co-occur with hiatus periods indicate that
there is some systematic change during these cool phases of the tropical Pacific that leads to
this pattern of ocean warming.
Interestingly, the ocean warming at intermediate depths (between approximately 300
and 700 m) was found to be largely concentrated in the tropics (Balmaseda et al. 2013b).
While deep water formation and mixing via the deep winter mixed layer provide a direct
connection between the surface and waters at these depths in the extratropical oceans, no
such pathways exist in the tropics; in fact, the tropical oceans are highly stratified with a
strong thermocline, preventing the downward mixing of heat in these regions. In the Pacific,
the acceleration of subsurface heat uptake was found to be associated with the increase in
subtropical cell activity that was caused by the mean cool state of the Pacific (England et al.
2014; Meehl et al. 2011). The Indian Ocean, where tropical subsurface warming was also
observed during the hiatus, was affected by these changes in the Pacific via an increased
westward transport of heat by the Indonesian Throughflow (Lee et al. 2015). The Atlantic
Ocean, however, has no such tropical oceanic connection to the Pacific, but also displayed
warming at these depths. It is unclear whether these changes were connected to the changes
that occurred in the Pacific, but if this was indeed the case, the changes may have been
forced by the atmospheric teleconnections between the Pacific and the Atlantic basins.
To gain an understanding of how these changes came about, and whether changes at
the surface could have been communicated to these sub-thermocline depths in the Tropics
within the timescale of the hiatus, we make use of simulated Lagrangian particles in a
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reanalysis product. Lagrangian techniques are particularly useful in problems where the
timescales at which different parts of the ocean are linked are pertinent, and for highlighting
pathways that would otherwise be difficult to identify. We place simulated particles in
the regions of tropical Atlantic warming during the global warming hiatus and trace their
trajectories backwards through observed velocity fields in order to make a probabilistic
estimate of the source regions that contributed to the observed warming. We then construct
a testable hypothesis for how the changes to the local atmospheric state, forced by the
teleconnection from the cool tropical Pacific, may have influenced the ocean circulation
patterns that produced this warming.
The three chapters of this dissertation address the predictability and consequences of
the global warming hiatus, and, more broadly, of climate variability on the interdecadal
timescale. The focus of this work is the coupled ocean-atmosphere system of the tropics. In
light of the widespread and significant nature of the consequences of variability originating
in these regions, this work aims to further our understanding of the changes that occurred
on interdecadal timescales in the tropical oceans.
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Chapter 1
Predictability and Prediction of
Persistent Cool States of the Tropical
Pacific1
1.1 Introduction
The Tropical Pacific Ocean is a dominant force in global climate variability. The coupling
between atmosphere and ocean dynamics in this region gives rise to a richly complex system
that is able to produce a wide range of behaviors on a variety of timescales. The most
famous of these is its interannual variability: El Niño-Southern Oscillation (ENSO). ENSO
is an oscillation of the SSTs in the eastern and central parts of the equatorial Pacific between
warm and cool phases, known as El Niño and La Niña events respectively. This oscillation
1This work has previously been published in Climate Dynamics, 2016, volume 49, issue 7, doi:10.1007/
s00382-016-3446-3
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has a period of 2-7 years, and there is a well-known asymmetry between the duration of La
Niña events, which tend to last 1-2 years, and El Niño events, which usually last only for
2-4 seasons (Okumura and Deser 2010). A second observed mode of variability is the less
well-understood Pacific Decadal Variability (PDV), occurring on decadal to multidecadal
timescales, which is associated with El Niño-like conditions in its positive phase and La
Niña-like conditions in its negative phase. In recent decades the Tropical Pacific shifted
from a warm PDV phase between the 1976-77 and 1997-98 El Niño events to a protracted
cool state that lasted at least until the 2015-16 El Niño event. Both of these modes of
variability have consequences for large parts of the globe via atmospheric teleconnections.
On an intermediate timescale, there are also persistent La Niña-like states during which the
SSTs in the eastern Tropical Pacific maintain a cool mean state over several years – longer
than the usual duration of a La Niña event – with either no El Niño events, or a few very
weak El Niño events. In a study of persistent droughts in North America, Seager et al. (2005)
made note of this type of behavior in the instrumental record spanning the following periods:
1856-1865, 1870-1877, 1890-1896, 1932-1939 and 1948-1957; and then 1998-2002 (Seager
2007).
While the origins of the interannual variability are relatively well-understood, there
is no clear consensus on the mechanisms that give rise to Tropical Pacific variability on
longer timescales. Several proposed hypotheses rely on variability external to the region
to produce decadal to multidecadal variability as a forced response through either oceanic
or atmospheric teleconnections. The midlatitude Pacific, where the multidecadal signal
was first observed (Graham 1994; Mantua et al. 1997), has been considered a candidate
for the origins of this variability under a few hypotheses. It was proposed that temperature
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anomalies in the midlatitudes could propagate to the Tropics along the thermocline via
advection by the subtropical cell (Deser et al. 1996; Gu and Philander 1997), where they
may be able to alter the background state of the equatorial ocean, but subsequent work
has shown that these anomalies are too small compared to local wind forcing to exert a
significant influence on the tropical ocean on decadal timescales (Schneider et al. 1999).
Another way for variability in the midlatitudes to influence the Tropics is by producing
changes in the trade winds (Barnett et al. 1999) that generate SST anomalies via air-sea
fluxes (Vimont et al. 2001).
Another set of hypotheses places the origins of longer-than-interannual variability of
the Tropical Pacific entirely outside of the Pacific basin, identifying a role for atmospheric
teleconnections from the Atlantic basin (Dong et al. 2006; Kang et al. 2014) or even an
influence from volcanic aerosols (Adams et al. 2003).
However, it is possible that the coupled ocean-atmosphere system of the Tropical Pacific
itself produces variability on these timescales. A study using a wind-forced shallow water
model of the Pacific basin demonstrated that the variability of the equatorial thermocline on
decadal-to-multidecadal timescales is dominated by wind stress forcing within 20° north
or south of the equator (McGregor et al. 2007). This is consistent with a scaling analysis
based on linear wave theory (Emile-Geay and Cane 2009) which revealed that midlatitude
wind forcing is unable to exert any significant influence on the equatorial thermocline on
timescales less than 50 years. These studies point to wind stress anomalies and oceanic
planetary waves within the Tropical Pacific as being responsible for decadal variability. An
alternative perspective on this phenomenon is provided by dynamical systems theory: the
chaotic nature of the coupled ocean-atmosphere system of the Tropical Pacific can give rise
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to an oscillation between different regimes of behavior on decadal timescales (Timmermann
and Jin 2002; Tziperman et al. 1994). Another possibility is that stochastic atmospheric
variability within the Tropical Pacific region produces shifts in ENSO properties on decadal
timescales (Flügel and Chang 1999).
Although the decadal signal is strongly expressed in the extratropical North Pacific, on
which the Pacific Decadal Oscillation (PDO) index is based, this extratropical signal has
been explained as a response to the decadal modulation of ENSO in the tropics (Zhang et al.
1997; Newman et al. 2003; Chen and Wallace 2015; Newman et al. 2016). Thus, while a
variety of factors may play a role, it is not necessary to invoke external influence to explain
the long-term behavior of the Tropical Pacific.
The mechanisms for persistent cool states have not been explored in as much depth,
and it is possible that they may originate from phenomena similar to decadal variability.
Persistent cool anomalies in the Tropical Pacific have become a subject of current interest
because of the recent behavior of the Tropical Pacific, and because of their effects on
hydroclimate around the globe. It has been argued that the global precipitation footprint
of these cool states is similar to that of a La Niña event (Seager 2015). They have been
shown to be responsible for prolonged droughts in southwestern North America, such as
the Dust Bowl drought of the 1930s (Seager et al. 2005; Herweijer et al. 2006). Concurrent
with these droughts were droughts in South America that affected Uruguay, southern Brazil,
and northern Argentina (Herweijer and Seager 2008). Parts of Eastern Europe extending
to Central Asia (Hoerling and Kumar 2003) have also experienced simultaneous droughts,
along with Western Australia, East Africa, southern India and Sri Lanka (Lyon and DeWitt
2012; Herweijer and Seager 2008; Lyon 2014; Yang et al. 2014). Figure 1.1 shows the SST
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and precipitation anomalies across the globe (see Section 1.2 2 for sources of data) for
four such events: while global patterns of precipitation are not identical across all of the
events, the areas mentioned above consistently experience drought during these La Niña-like
periods, suggestive of global atmosphere-ocean regimes orchestrated by the Tropical Pacific.
For comparison, the lower two panels of Figure 1.1 show the same for a positive and negative
phase of the PDV. While the effects on North American and East African hydroclimate are
similar, the conditions in many of these regions (e.g., Australia) are quite different between
the negative phase of the PDV and the persistent cool states, which may be because the
response is different or because of masking by other variability.
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Figure 1.1: Panels (a), (b), (c), and (d) show de-trended SST and precipitation anomalies
averaged over four persistent cool periods of the Tropical Pacific in the observational
record. Panels (e) and (f) depict the same for periods of positive (1976-1998) and negative
(1999-2013) PDV respectively.
16
There are some subtle differences between the events themselves, as well as their impacts.
They range in length from 7 to 10 years. A few of the events, such as that of the 1890s,
1950s and 1999-present, were not uniformly cool but had a cool mean state interrupted by
El Niño events of small magnitude; while others, such as those of the 1870s and the 1930s
were uninterrupted in their cool state. These periods also display an association with large
El Niño events, with four of the six listed periods (1870-1877, 1890-1896, 1932-1939, and
1999-2014) beginning immediately after a high-magnitude El Niño event, and ending in a
similar event (if the recent period was indeed ended by the 2015-2016 El Niño event).
Given the global impacts of these cool, quiescent periods in the Tropical Pacific, it is
important to gain a better understanding of the dynamics that produce them, especially
in the context of predicting them. Recently, cool states in the Tropical Pacific have been
shown to play a role in modulating the global mean surface temperature (Meehl et al. 2011;
Kosaka and Xie 2013; Delworth et al. 2015) and are therefore implicated in the “global
warming hiatus” of the early 2000s: a period during which the warming of the global mean
surface temperature has decelerated from the rapid warming of the 1970s-90s (Easterling
and Wehner 2009). This provides further incentive to investigate this particular phenomenon.
While climate models are able to simulate the interannual variability of the Tropical Pacific
with varying degrees of success, it has not been shown that they are also able to capture
extended cool periods in a realistic manner. In this study, we begin by identifying periods
similar to the prolonged cool states in the observations in long unforced runs from two
models of differing complexity (Section 1.3): the Zebiak-Cane model (ZC Model), and the
Geophysical Fluid Dynamics Laboratory’s Coupled Model version 2.1 (GFDL Model). The
ZC model is an intermediate-complexity model which simulates anomalies in the Tropical
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Pacific with respect to a prescribed mean state and has been shown to display decadal
variability (Cane et al. 1995; Karspeck et al. 2004). The GFDL model is a full coupled
general circulation model (GCM) which has been previously used to study the predictability
of PDV (Wittenberg et al. 2014). We then assess the predictability of these periods in the ZC
Model (Section 1.4). With the knowledge that the system has some long-term predictability
both from previous work examining decadal variability (Karspeck et al. 2004) and our own
results, we then apply our method of perturbed ensemble predictions to make retrospective
forecasts of shifts in the mean state of the Tropical Pacific, and to forecast its state for the
upcoming decade (Section 1.5).
1.2 Models and Data
The two models used in this study are described below:
a. The Zebiak-Cane Model
The Zebiak-Cane Model (Zebiak and Cane 1987) is an intermediate coupled model
of the Tropical Pacific Ocean with a simplified global atmosphere and was the first
model to produce a successful forecast of an El Niño event (Cane et al. 1986). Despite
its simplicity compared to GCMs, it remains a useful tool in modelling ENSO both
for scientific analysis and operational forecasts (Chen et al. 2004). It has also been
shown to exhibit the variability in this region over longer timescales (Cane et al. 1995).
The model simulates the ocean above the thermocline in the region 124°E-80°W,
29°S-29°N with a deeper, motionless lower layer and, within the dynamic upper
layer, a frictional Ekman layer of 50 m depth. It uses an adaptation of the Gill model
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of the atmosphere (Zebiak 1982) that responds to the SSTs produced by the ocean
model, but does not have internal atmospheric noise. The Zebiak-Cane model is an
anomaly model, meaning that it computes the anomalies of all variables with respect
to a prescribed climatology. This model was run for a period of 100,000 years with
no forcing.
The use of this particular model offers a number of advantages. The first of these is its
computational efficiency: it is fast to run and can therefore be used to produce large
ensembles for analysis. By simulating anomalies with respect to a prescribed seasonal
cycle, this model also avoids the drawbacks of having to simulate the seasonal cycle
of the equatorial region accurately, which remains a challenge for most GCMs. The
fact that many hypotheses point to mechanisms within the Tropical Pacific being
responsible for its longer-than-interannual variability means that the decadal variability
observed in the model (Cane et al. 1995) is likely to bear resemblance to the real-
world variability despite its lack of an extratropical ocean; if the model instead is
unable to simulate persistent cool states or decadal variability comparable to that in
the observations, it may indicate that the extratropics or factors external to the Pacific
basin are indeed a key driver of this phenomenon.
b. The GFDL Coupled Model (version 2.1)
This is a coupled general circulation model that is designed to capture the full com-
plexity of climate variability with atmosphere, ocean, land, and ice components; and
is among the models used in the Coupled Model Intercomparison Projects 3 and
5 (Delworth et al. 2006). A 4,000-year unforced simulation from this model with no
19
variability in solar or aerosol forcing (Wittenberg et al. 2014) was analyzed in this
study.
It is useful to examine persistent cool states in this particular model as it has been
used to study the Tropical Pacific system both on decadal (Wittenberg et al. 2014) and
interannual (Kug et al. 2010; Takahashi et al. 2011) timescales. A comparison of this
model with the observations and the ZC model can also be instructive: if this model
simulates persistent cool states with substantially more accuracy than the ZC model
can, it would imply that the extratropics and the Atlantic Ocean in particular may in
fact be crucial to generating this variability. If neither the ZC model nor this model
are able to produce this variability, there may be something fundamental missing from
the simulations, or it may be the case that radiative forcing in some form is required
to give rise to persistent cool states.
The observational datasets used were the Kaplan Extended Sea Surface Temperature Version
2 (KSST) (Kaplan et al. 1998), a gridded SST dataset that spans the period from 1856 to
the present, and station precipitation data from the Global Historical Climatology Network
(GHCN) (Vose et al. 1992) developed and maintained by the National Oceanic and At-
mospheric Administration’s National Climate Data Center (NOAA NCDC) and the U.S.
Department of Energy’s Carbon Dioxide Informational Analysis Center (DoE CDIAC).
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1.3 Persistent Cool States in the ZC Model and GFDL
Model
Our first step was to identify whether analogs to the observed persistent cool states exist
in the model simulations. We use the Niño3 index as an indicator of the state of the Tropical
Pacific in this study. This index is calculated as the time series of the spatial average of
SSTs in the region spanning 90°W-150°W, 5°S-5°N in the eastern Tropical Pacific with the
seasonal cycle removed, and is a common measure of ENSO variability. Before comparing
the output from the model simulations with the observations, the Niño3 time series from
each of these were filtered using a low-pass Butterworth filter with a cutoff period of 4
months. Since this work focuses on longer-term variability, the high-frequency component
of the variability in the observations can be considered noise, and was filtered out in order
to make the two time series comparable.
Four long La Niña events were used to select analogs from the 100,000-year time series:
1870-1877, 1890-1896, 1932-1939, and 1948-1957. These were all periods of a mean cool
state in the Tropical Pacific that coincided with major droughts in western North America as
identified in previous studies (Seager et al. 2005; Herweijer and Seager 2008). For each of
these events, the segment of the filtered Niño3 time series beginning three years prior to
the start of the event until the end of the event (for example, for the first event, the segment
spanning January 1867 to December 1877) from the observations was correlated with each
possible continuous segment of the same length from the filtered Niño3 index from the
models.
Figure 1.2 shows the best analog – i.e., the segment having the highest correlation
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with the observed time series – for each event in each of the models along with the Niño3
time series from the observations. These high-correlation analogs not only have similar
trajectories to the observed Niño3 time series, but also capture the mean cool state for the
duration of the event. Interestingly, in all cases the ZC model shows higher correlation
coefficients than the GFDL model despite being the simpler of the two models, and is able to
capture the quiescence of the observed Niño3 time series more accurately. This is possibly
a consequence of the much longer time series from the ZC model.
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La Nina Analog Examples







Figure 1.2: The best analog as chosen based on the correlation coefficient (r) from the
ZC Model (left column) and the GFDL Model (right column) for each of the four events,
with the constraint that the Niño3 value remains below 2°C. The dashed lines indicate the
beginning (three years prior to the start of the event) and end (the end of the event) of the
segments for which the correlation is shown.
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The distributions of correlation coefficients calculated in this way for every continuous
segment beginning in January of the model simulations for each of the events is shown
in Figures 1.3 and 1.4 for the ZC and GFDL models respectively. The same procedure was
then repeated using the segment from the model simulation that had the highest correlation
with the observations (the “best analog”) for each of the four events. The best analog, being
from the simulation itself, attempts to capture the mode of variability produced by the model
that most resembles the cool periods in the real world. Comparing the model run with this
segment sheds light on whether the model reproduces itself much better than it does reality.
Figures 1.3 and 1.4 provide us with information on three aspects of the models’ ability
to reproduce the cool periods observed in the real world. Firstly, the fact that there do exist
several instances of correlation coefficients greater than 0.5 indicates that both models are
able to produce periods similar to the observed cool states that are repeatable and not just
stray events. Secondly, the fact that the bulk of the segments in all of the cases correlate
poorly or not at all with the observed cool periods is consistent with the models capturing
these as a small subset of events, rather than the simulations being dominated by states
resembling the persistent La Niña-like periods. A third piece of information comes from the
blue lines: the distributions of correlation coefficients between segments from the model
and its own best analog. In the GFDL model, these distributions show a distinct shift to the
right, i.e., an increase in the correlation coefficients. Although the ZC model does not have
this shift to the right, the blue curves display distributions with fatter tails than the black
curves, meaning that the number of highly-correlated segments is higher when the best
analog from the model itself is used. Since the models are imperfect in their representation
of reality, they can be expected to favor a resemblance to their own behavior more than
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Distribution of correlation of segments with cool states − ZC Model












Figure 1.3: The distribution of correlation coefficients obtained when the Niño3 time series
from each of the cool periods (1870-77, 1890-96, 1932-39, 1948-57) was correlated against
each segment of the Niño3 time series from the 100,000-year ZC model output (black line).
The blue line shows the distribution of correlation coefficients when the same calculation is
performed using the best analog for each of the events from the model.
to the observations, giving rise to this shift. The less the model analogs look like reality,
the more pronounced this shift to the right would be. The fact that using the best analog
instead of the observed events still produces distributions with only a small fraction of the
correlation coefficients being higher than 0.5 shows that the models capture the rarity and
distinctiveness of the extended La Niña-like states in the observations.
In order to facilitate a comparison between the number of analogs found in the two
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Distribution of correlation of segments with cool states − GFDL Model









Figure 1.4: As in Figure 1.3, using the 4,000-year simulation from the GFDL model.
model runs of different lengths, we split the 100,000 years of the ZC model output into
25 continuous segments of 4,000 years (the same length as the GFDL model output), and
calculated similar distributions of correlation coefficients using each of the 25 segments. Fig-
ure 1.5 shows the spread of these distributions along with the corresponding distribution
calculated from the GFDL model output for correlation coefficients greater than 0.5. The
distribution of the high correlations in the GFDL output stays, for the most part, within
the range of that of the 25 ZC model segments. This suggests that the higher correlation
coefficients obtained from the ZC model may simply be a consequence of the ZC model run
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being far longer than the GFDL model run, and that we cannot conclude that the ZC model
has more skill in producing analogs to the observed cool states.
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Figure 1.5: The distribution of the segments having a higher correlation than 0.5 with the
observed Niño3 time series. The black line represents the GFDL model, while the green
lines represent the median (solid line), upper and lower quartiles (heavy dashed lines), and
extreme values (light dash-dot lines) over the 25 4,000-year segments of the ZC model.
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1.4 Predictability of Persistent Cool States in the ZC
Model
Since the models do capture the persistent cool states, it is useful to determine whether
these states are predictable in the models, or too sensitive to initial conditions to be predicted.
We use ensembles of simulations from the ZC model in order to answer this question. This
was done using a method similar to that of Karspeck et al. (2004). For each of the four
events, twenty analogs were selected. There were two criteria applied in the selection of
these analogs:
(i) The analogs must not have an SST anomaly in their Niño3 time series greater than
2°C from the beginning to the end of the cool period. This criterion was applied
in order to ensure that there were no large El Niño events within the cool period of
the analog, as this would disqualify it from being similar to the cool periods in the
observations.
(ii) Among the analogs that remain below 2°C, the twenty with the highest correlation
coefficients when correlated with the observations for each of the events were selected.
For each of these 80 selected analogs, we ran a set of 100 perturbed experiments. The
initial state in these experiments was set as the state of the model one year prior to the
start of the event in the analog with an added perturbation that was different for each of
the 100 simulations. The perturbation was specified as a change to the initial SST field:
at each spatial point, a number was randomly selected from a uniform distribution with a
mean of zero and a standard deviation equal to one-fifth of the standard deviation of the full
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100,000-year time series of SST anomalies at that spatial point, and added to the initial SST
field at that point. Thus for each of the 4 events an ensemble of 2,000 (20 analogs × 100
different perturbed initial states) simulations was run, giving a total of 8,000 simulations.
Each of these simulations was run for a period of 20 years.











































Figure 1.6: The root mean squared error averages over the entire ensemble of 2,000
predictions for each of the events, with respect to the analog they were attempting to predict.
The bold line depicts the mean while the dashed lines show one standard deviation above
and below the mean.
Figure 1.6 shows the root mean squared error (RMSE) of the ensembles of predictions
with respect to the time series that they were trying to predict. As expected, the predictions
are unable to reproduce similar trajectories to the observed events beyond a few seasons – the
RMSE values in all cases reach values near 1°C or greater at timescales of a few years or
more. Of the four events, that of 1932 stands out as having the lowest RMSE values across
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analogs, with it remaining below 1°C for many years. The other extreme is the 1948 event,
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Figure 1.7: The RMSE of the predictions with respect to the analog they were attempting to
predict over the duration of the cool period. The boxes show the quartiles of the distribution,
with the whiskers extending to the extreme values. The analogs are ranked from left to
right in descending order of their correlation coefficient with the observations. The standard
deviation of the observed time series (SD) is indicated in each plot.
Figure 1.7 allows us to examine the RMSEs in more detail by showing the distribution
of the RMSE over the 100 predictions for each of the 20 analogs for each event over the
full duration of the event. The analogs are ranked along the x-axis from highest to lowest
correlation with the observed time series. The standard deviation of the observed time
series that each prediction was attempting to reproduce is also indicated. Note that the
success of the predictions does not display any consistent relationship to the magnitude
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of the correlation coefficient between the analogs and the observed time series. While the
RMSE values for the 1932 event are low, as in Figure 1.6, the large spread shows that
there are also several ensemble members that make unsuccessful predictions. Figures 1.6
and 1.7 show that it is unrealistic to expect the perturbed ensembles to predict the exact
trajectories of the cool periods over their full duration. However, the ensembles may predict
the occurrence of a persistent cool state without following the exact same trajectory; i.e., the
long-term statistics of the persistent cool states may be predictable despite the sensitivity
of the predictions to initial conditions. In order to explore this possibility, we consider two
criteria that characterize these persistent cool states:
(i) Did the predicted Niño3 time series have a negative mean anomaly for a similar
duration to the length of the cool period in the observations (and analogs)?
(ii) Did the predicted Niño3 time series remain below 2°C for a similar duration to the
length of the cool period in the observations (and analogs)?
Figure 1.8 depicts the spread of the percentage of correct predictions over the twenty
analogs corresponding to each of the events according to the first criterion. This is shown
as the evolution of the prediction of the long-term mean from 4 to 10 years after the
initialization of the model. Evaluated in this way, the predictions fare better. For both the
1870 and 1890 events, the bulk of the analogs produce a correct prediction of the negative
mean state, with only one or two outliers predicting a warm mean. For the 1932 event, the
spread is so large as to fill the entire range of possibilities from 0 to 100%. The median
prediction is correct near the timescale of the length of the event, however, indicating that the
model does have some modest success even with this prediction. The incorrect prediction in
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Figure 1.8: The spread of the predictions over the 20 analogs for each case. On the y-axis
is the percentage of cases (out of the 100 corresponding to each analog) that maintained a
negative mean from the start date to the beginning of the year indicated on the x-axis. The
colored solid lines show the median, the dashed lines show the quartiles, and the gray lines
depict the individual analogs. The dotted red lines indicate the end of each cool period in
the observations.
earlier years shows that the model produces, in many instances, an El Niño event followed
by a cooler period which allows the prediction to recover a cool mean state in later years.
This means that even though the model is able to predict the analogs for this event quite
well (as seen in the RMSE values from Figures 1.6 and 1.7), the low similarity of the
model analogs to this event in the observations (indicated by the correlation coefficients
in Figure 1.5) may be causing the cool mean state to be relatively poorly predicted. The
model largely fails to predict the 1948 event, with only a few outliers making a correct
prediction. This is consistent with both the RMSE results in Figure 1.7 which indicated that
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% With a negative mean
Event 4 years 5 years 6 years 7 years 8 years 9 years 10 years
1870 71±2.0 57±0.1 79±0.7 87±0.6 79±0.4 82±0.4 88±0.4
1890 91±2.1 42±2.0 63±0.9 81±2.3 72±2.2 76±2.2 81±0.7
1932 63±0.9 20±2.1 44±2.1 55±1.7 52±1.7 45±2.1 55±1.5
1948 95±1.6 26±1.9 28±2.1 30±1.8 32±1.8 30±2.0 36±2.1
Table 1.1: Predictions of a negative mean over various periods from the full ensemble of
2,000 experiments for each of the events, with the standard deviation of the prediction. The
standard deviations are estimated using 1,000 randomly-sampled subsets (with replacement)
of 100 ensemble members each. The values in bold highlight the length of the cool period
in the observations.
the 1948 event would be the least accurately predicted, and the correlation coefficient values
from Figure 1.5 which showed that the model has relatively few good analogs to this event.
The percentage over the entire ensemble (not separated according to analogs) that
predict a negative mean is shown in Table 1.1. The values in this table confirm the successful
predictions of 1870 and 1890, the modest success in later years in the case of 1932, and the
poor performance for 1948. It is worth noting that the 4-year mean for the 1948 event is
overwhelmingly predicted to be cool, indicating that the model is able to predict a La Niña
event soon after initialization, but not its persistence in this case.
Turning to the second criterion, the model performs worse than for the first criterion in all
cases except for the 1870 event. Figure 1.9 displays the results of the ensemble predictions
evaluated based on whether the Niño3 time series remains below the 2°C threshold. The
1870 event is predicted very well and the 1890 event is only slightly less well-predicted in
this case. In the case of the 1932 event, an El Niño event produced early in the predicted
timeseries crosses the threshold, preventing most analogs from making a correct prediction
according to this criterion. The prediction fails altogether in the 1948 case.
Table 1.2 lists the percentage of correct predictions according to the second criterion over
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Figure 1.9: As in Figure 1.8, evaluating predictions based on whether the predicted Niño3
time series remained below 2°C (correct) or not (incorrect).
% Below 2°C
Event 4 years 5 years 6 years 7 years 8 years 9 years 10 years
1870 95±2.3 95±2.3 93±2.3 84±2.3 84±2.3 83±2.2 79±2.2
1890 84±0.9 83±1.2 80±1.2 72±2.1 71±1.9 69±1.9 66±1.9
1932 33±0.2 33±0.2 33±0.2 27±0.2 27±0.2 27±0.2 26±0.2
1948 35±1.6 35±1.6 31±1.6 25±1.5 24±1.5 24±1.5 22±1.4
Table 1.2: As in Table 1.1, for predictions of the Niño3 index remaining below 2°C.
the entire ensemble for each of the events. These values paint a similar picture to Figure 1.9.
The 1932 event shows the biggest difference between the two criteria: while its cool mean
state is somewhat predictable, its lack of large El Niño events is not.
When both criteria are considered together, 68% and 64% of the full 2,000-member
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ensemble correctly predict the 8-year 1870 event and the 7-year 1890 event. This number is
lower than the corresponding values in both Tables 1.1 and 1.2, indicating that the two criteria
do not always occur together, but is high enough that they can be considered successful
predictions of both events. For the 1932 (8 years) and 1948 (10 years) events, the percentage
that predict both criteria correctly are extremely low, at 13% and 14% respectively. In the
1932 case, it is clear from Tables 1.1 and 1.2 that the incorrect predictions of the second
criterion are responsible for this low value, whereas in the case of 1948, it is simply a
reflection of the poor performance of the ensemble forecast for this event.
In summary, the persistence of the cool mean state is predictable for 1870, 1890, and
1932, while the absence of large El Niño events is not as predictable. Predictions of the cool
mean state, however, have low confidence due to a large spread over the analogs; while this
is partly a consequence of some analogs having higher predictability than others as seen
in Figure 1.7, it is also an indication that the analogs in the model are sensitive enough to
initial conditions that predictions with high confidence may be difficult to achieve even with
more sophisticated prediction schemes.
1.5 Forecasts of the Decadal Mean State in the ZC Model
Given that the multi-year cool states have some predictability, and that the mean state
of the Tropical Pacific shifts between warm and cool states on decadal timescales, we next
perform a set of forecast experiments in order to determine whether it is possible to predict
when the model is about to shift into a cooler or warmer decadal mean state. In Section
4, experiments were performed with the objective of testing whether a small perturbation
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to the initial state of the model was enough to prevent the system from taking a known
trajectory – that of a persistent cool state. Since the analogs were selected by correlating
with the cool periods, the entire model atmosphere-ocean state at the beginning of the
analogs were effectively constrained by the information that the Niño3 index of the analog
would be in a cool mean state for a few years into the future. In the following experiments,
we instead test whether it is possible to make forecasts of changes to the decadal mean
state without including any information from the future, by choosing analogs based on
correlations only with years prior to a shift in the mean state. In other words, these can be
thought of as experiments performed in order to determine whether the model trajectory in
the years leading up to the shift in the mean state contains enough information to predict the
change in the decadal mean state.
We performed three hindcast experiments based on analogs to known decadal-scale
shifts in the state of the Tropical Pacific: a shift from a warm to a cool state (“cool shift”)
in 1943, a shift from a cool to a warm state (“warm shift”) in 1976, and a “neutral” period
with no shift in the mean state centered on 1903. These three periods have been studied
in earlier work (Karspeck et al. 2004) that examined their predictability. In each case, we
selected the twenty 15-year segments of the ZC model output having the highest correlation
coefficients with the 15 years prior to the year of the shift (but not including the shift itself)
as analogs.2 For the 1943 cool (1976 warm) shift, the additional condition that the analog
to the 15 years prior to the shift had a warm (cool) mean state was imposed; that is, a
2The Karspeck et al. (2004) study, by contrast, used analogs that were based on a correlation with a
30-year period spanning the 15 years before and after the shift, thus including information from after the shift
in the analog selection.
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Year of the shift Correct % Weakly Correct % Wrong %
1976 (warm) 29.10±2.22 24.70±1.37 46.20±1.84
1943 (cool) 9.85±0.67 16.60±0.84 73.55±1.08
1903 (neutral) 32.45±1.88 46.80±1.73 20.75±0.81
Table 1.3: Classification of the hindcast predictions into correct, weakly correct, and wrong
categories based on the quintiles of the distribution of 15-year means over the entire 100,000-
year model simulation. The standard deviations indicated were estimated as in Tables 1.1
and 1.2.
15-year segment qualified as having a warm (cool) mean state if its mean was in the upper
(lower) two quintiles of the distribution of all 15-year-means from the full 100,000-year
run of the ZC model. The model was initiated in January of the 15th year of the segment,
with perturbations added to the SST field using the same method as in Section 1.4, for an
ensemble of 100 different simulations for each of the sets of 20 analogs, and run for 15
years.
We classified the results based on the quintiles from the distributions of 15-year means
over the entire 100,000-year run of the ZC model as being correct, weakly correct, or wrong,
based on the scheme used in Karspeck et al. (2004). For a warm (cool) shift, the prediction
was correct if the mean of the predicted 15-year period was in the uppermost (lowermost)
quintile. It was weakly correct if the predicted 15-year mean was in the second-highest
(-lowest) quintile, and wrong otherwise. For the neutral state, the results were correct if
the predicted 15-year mean fell within the middle quintile, wrong if it fell in either of the
extreme quintiles, and weakly correct otherwise. The results of this classification are shown
in Table 1.3.
Given that the probability of falling within each of the quintiles is 20% by pure chance,
the distribution by chance between correct, weakly correct, and wrong is 20%, 20% and
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60% for the warm and cool shifts, and 20%, 40% and 40% for the neutral shift. The
neutral state is the best-predicted of the three, with 32% of the predictions falling within
the correct category, compared to 20% expected by chance. The warm shift hindcasts also
perform better than chance, with 29% of the predictions being correct. However, the cool
shifts are predicted worse than by pure chance with 73% of the predictions falling into the
wrong category. This implies that the model state at the time of a cool shift is extremely
sensitive to initial conditions, leading to predictions of a warm or neutral shift instead when
perturbations are added. These results are consistent with those of Karspeck et al. (2004),
who found shifts to a warm state to have higher predictability than shifts in the opposite
direction in this model.
We examine these hindcasts more closely in Figure 1.10, which shows the temporal
evolution of the spread of the number of correct and weakly correct predictions across
the 20 analogs. Here, we use quintiles as described above for the length of time from the
beginning of the prediction ranging from 4 to 15 years (e.g., the ensemble spread 5 years
into the prediction was classified using the quintiles of the distribution of 5-year means from
the long run). In the case of warm and cool shifts, the percentage of correct and weakly
correct predictions depicted should be compared against the “pure chance” prediction of
20%. Based on this metric, a correct prediction of the warm mean is made consistently after
1984 (i.e., 8 years into the prediction) as both the median percentage of correct predictions
and weakly correct predictions (bold green and purple lines, respectively) each remain
above the 20% line. The range of predictions also shows that some of the analogs make a
correct prediction over 70% of the time. By contrast, the cool shift is poorly predicted with
both correct and weakly correct predictions remaining below 20% for the entire prediction.
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Figure 1.10: The spread over analogs for predictions of the decadal mean classified as
correct (green) and weakly correct (purple) according to the quintile scheme described in
the text. Solid lines indicate the median, dashed lines indicate the upper and lower quartiles,
and the translucent shading fills in the range between extremes. Note that the prediction by
pure chance is 20% in all cases except for the weakly correct classification in the lower two
panels, where it is 40%.
However, the spread over the analogs shows that there are some analogs that make a correct
prediction, with the upper quartile of the weakly correct predictions being above 20%.
The third panel shows the same for the neutral shift. This is the best-predicted of all the
cases with the median correct and weakly correct predictions remaining above 20% and 40%
respectively. Note that in this case, the weakly correct prediction should be compared to the
pure chance prediction of 40%. In all cases, the envelope of the predictions narrows over
time, suggesting that there is more confidence in predictions made over a 15-year timescale
than over a shorter timescale of 8-10 years. This narrowing of the range of predictions is
distinct from the convergence of the long-term mean to a single value, as the classification
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uses quintiles that correspond to the length of time from the beginning of the prediction.
Finally, a fourth forecast experiment was run using the same method with analogs to the
1999-2014 period in order to predict whether there will be a shift from this cool state to a
warmer state in the near future. This forecast was initialized in August 2015, as the major
El Niño event of 2015-16 was developing. The results are shown in the bottom-right panel
of Figure 1.10.
This ensemble is most heavily weighted towards a neutral mean in the future, with 34.5%
of the predictions falling within the central quintile and 41.2% of the predictions in the
second and fourth quintiles combined. This indicates a high-confidence prediction of a shift
to a neutral mean state. Given that the analogs used to make this prediction were originally
in a cool state, with 17 out of the 20 in the lowest quintile, it is clear that this implies a shift
to a warmer state from that of the analogs. Thus, this prediction can be interpreted as a
warm shift, but with the resulting state maintaining a neutral mean.
Figure 1.11 displays the spread of the annual means predicted by the full ensemble, and
confirms that the model prediction is of a positive mean, albeit of low magnitude. The entire
ensemble correctly predicts an El Niño event in 2015-16, with most ensemble members
predicting a La Niña event immediately after, as is currently anticipated (International
Research Institute for Climate and Society, 2016, available at http://iri.columbia.
edu/our-expertise/climate/forecasts/enso/current). The model predicts that
this La Niña event will last for two years, after which the spread among ensemble members
grows larger. The thick red line shows the evolution of the median prediction of the mean
value of Niño3 with the averaging beginning at the start of the prediction. While there is
significant variability over the years following 2017, the mean remains warm. The influence
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Figure 1.11: The annual means predicted by the entire 2,000-member ensemble, irrespective
of analog. The boxes show the median, upper and lower quartiles; the whiskers extend to
the extreme values. The thick red line displays the median among the ensemble members of
the long-term mean, where the averaging begins at the start of the prediction and ends in
the year indicated on the x-axis. Note that the long-term model mean of 0.31°C has been
subtracted from all values shown in this figure.
of the predicted El Niño event of 2015-16 on the 15-year mean is not solely responsible for
the warm state: while 72% of the ensemble members predict a warm 15-year mean, if the
averaging is begun a year later to exclude the initial El Niño event, 58% of them still make
this prediction.
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1.6 Discussion and Conclusion
Both the ZC and GFDL models are able to produce the type of quiescent, cool behavior
of the Tropical Pacific that forces large-scale, prolonged droughts. The presence of these
analogs in the models has implications for hypotheses regarding the origins of these cool
periods in reality. Since both of the models used were unforced for the entire period, we can
infer that the cool periods observed in nature were not necessarily a product of forcing by
external factors such as aerosols or solar activity, allowing for the possibility that they are a
feature of the natural, intrinsic variability of the climate system. The fact that the ZC model,
which only simulates the tropical Pacific, is able to capture such behavior with as much skill
as the GFDL model demonstrates that the addition of the Atlantic Ocean or the extratropics
need not improve the simulation of these states, meaning that mechanisms originating in
these parts of the world (Dong et al. 2006; Kang et al. 2014; Barnett et al. 1999; Vimont
et al. 2001; Gu and Philander 1997) may not be necessary for their development. This points
to the tropical Pacific itself being able to produce these cool periods independently, without
requiring the influence of any other part of the globe.
The ZC model had great difficulty running for more than a few years without producing
an El Niño event. However, the model is able to predict the negative mean temperature
anomaly over multi-year periods; this extends to the multi-year timescale the limited
predictability that Karspeck et al. (2004) found for decadal timescales. The existence of
some predictability on these timescales also implies that long-term variability is not driven
entirely by stochastic processes (Flügel and Chang 1999) in this model.
The model is able to make predictions of the cool mean state in all cases except for the
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1948 event. This may indicate that the cool states in the model have more in common with
those periods that take place immediately after large El Niño events (such as 1870, 1890,
1932, and 1999-2014) than the periods that are continuously cool, such as the 1950s. While
the 1870 event has the highest correlations with the ZC model (up to 0.9), the distribution of
the correlations with the best analog for the 1890 event has the highest number of segments
with a correlation higher than 0.5. Therefore, it is likely that the predictability of the analogs
of these two events arises for different reasons: the 1870 event is the one that most resembles
the model’s behavior, and the 1890 event, while not quite as well-correlated with its analogs,
has analogs that are representative of some recurring state of the model. This suggests that
the model’s own version of the cool periods may be quite predictable using more elaborate
methods than those in this study.
Although the procedure for selecting analogs could easily be improved, the lack of
improvement in forecast skill with an increase in the correlation coefficient of the analogs
(seen in Figure 1.7) suggests that using higher-quality analogs based on correlation is
unlikely to significantly enhance the forecast skill. It is therefore likely that information
other than the Niño3 index will be required to improve predictions. More sophisticated
constraints than a simple correlation and restriction of the long-term mean value could be
applied to the process of finding analogs in the Niño3 time series; but more importantly,
other information from the models could also be included in the analog selection process,
such as thermocline depth, wind stress patterns, or spatial information regarding the SST
field.
A more detailed characterization of the states produced by the model and identifying
what features the cool periods have in common will also allow us to investigate the mecha-
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nisms that could drive the persistence of these La Niña-like states, understand the processes
by which they develop, and determine the features that give rise to their predictability.
For decadal timescale shifts, given the limitations of the method and simplicity of the
model used, it is quite remarkable that the shift to a warm mean state in 1976 could be
predicted. This simple method used implies that a significant portion of the information
required in order to make a forecast of a warm shift is contained within the Niño3 index
itself. The continuation of a neutral mean state is similarly predictable, also proving that the
model does not always make a prediction of a warm shift.
The ensemble initialized in August 2015 produces a fairly high-confidence prediction
of a moderate shift to a warmer state. A forecast using the same method in 2004 made
the correct prediction of the continuation of the cool state until 2013 (Seager et al. 2004),
showing that while the model is unable to make a skillful forecast of a shift to a cool state,
it has the ability to predict a continuing cool state. This lends further confidence to the
forecast of a shift now to a warmer state. The predicted annual means show significant
interannual variability over the 15-year period, similar to warm periods that have been
observed in the past. As this forecast was made using the unforced ZC model, it relies
on the current cool mean state being a product of the internal variability of the tropical
Pacific system, and not the result of anthropogenic forcing or variability in other parts
of the world (which is not necessarily the case (Cane et al. 1997)). That the unforced
ZC model is able to produce analogs to the current state of the system implies that it
could be a product of natural variability alone. The demise of the cool mean state in the
tropical Pacific would have significant implications. One of these is the easing of the
drier-than-normal conditions currently affecting the southwestern United States and other
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parts of the subtropics (Delworth et al. 2015), even as human-driven hydroclimate change
advances (Seager et al. 2007). Another possible consequence is the end of the global





The Predictability of Tropical Pacific
Decadal Variability: Insights from
Attractor Reconstruction1
2.1 Introduction
The coupled ocean-atmosphere system of the Pacific basin exhibits variability on in-
terdecadal timescales that has impacts on hydroclimate around the world (Herweijer and
Seager 2008; Power et al. 1999; Krishnan and Sugi 2003; Mantua and Hare 2002), on global
mean surface temperature (Kosaka and Xie 2013; Meehl et al. 2016a; England et al. 2014),
and on the ecosystems and fisheries of the Pacific Ocean (Francis et al. 1998). This vari-
ability is frequently measured using indices such as the Pacific Decadal Oscillation (PDO)
1This work has been provisionally accepted for publication in Journal of the Atmospheric Sciences, after
having been revised.
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(Mantua and Hare 2002), which is based on temperature anomalies in the North Pacific,
or the Interdecadal Pacific Oscillation (IPO), which additionally incorporates the influence
and variability of the Southern midlatitudes (Henley et al. 2015). The behavior captured
by these indices is composed of contributions from a number of phenomena including the
variability of the Aleutian Low, air-sea heat flux anomalies in the midlatitudes amplified by
the seasonal cycle, the dynamics of subtropical ocean gyres, internally-generated stochastic
variability of the atmosphere, and the variability of the tropical Pacific (Newman et al. 2016).
In observations and simulations, the tropical component of this interdecadal variability
takes the form of shifts between periods of El Niño-like (positive) states and La Niña-
like (negative) states and is among the dominant influences on these indices (Zhang et al.
1997; Newman et al. 2003; Chen and Wallace 2015; Newman et al. 2016; An et al. 2007),
accounting for up to 50% of the variance of the PDO. These phases may also be characterized
as high- and low-variance states (Atwood et al. 2016; Choi et al. 2009), since interdecadal
variance is highly correlated with mean tropical temperature. This variability intrinsic to
the tropical Pacific region on decadal-to-interdecadal timescales, which we will refer to as
Tropical Pacific Decadal Variability (TPDV), will be the focus of this study.
The pertinence of interdecadal climate variability to the design of policies and infrastruc-
ture (Trenberth 2009) makes TPDV a desirable target for prediction. However, the processes
responsible for generating this phenomenon are not well-understood. Some hypotheses
place the origins of this variability in the midlatitudes, where anomalies are able to exert an
influence on the tropical wind field via air-sea fluxes (Barnett et al. 1999; Vimont 2005).
Others have suggested that phenomena external to the Pacific basin, such as variability in the
Atlantic ocean (Dong et al. 2006; Kang et al. 2014) or volcanic aerosols (Adams et al. 2003)
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are able to induce TPDV as a response. However, multiple studies using varied techniques
have demonstrated that the strongest influence on the equatorial thermocline of the Pacific
on interdecadal timescales is wind forcing within the tropical belt (McGregor et al. 2007;
Karspeck and Cane 2002; Emile-Geay and Cane 2009), implying that the dynamics of the
TPDV are governed by the wind stresses and oceanic planetary waves originating within this
region; while others have found that the TPDV can be generated by stochastic atmospheric
variability intrinsic to the region (Chang et al. 1996; Flügel and Chang 1999; Thompson
et al. 2001; Okumura 2013). In addition, a model simulating only the tropical Pacific region
has been shown to capture longer-than-interannual variability with a similar level of skill to
a General Circulation Model (GCM) (Ramesh et al. 2016), suggesting that factors external
to the tropical Pacific region may not be necessary for the generation of TPDV.
Each of the proposed mechanisms has different implications for the predictability
characteristics of the system. Based on the existing hypotheses, TPDV could be entirely the
product of chance, driven by stochastic processes that render it effectively unpredictable
(Kessler 2002; Kleeman 2008; Chang et al. 1996; Wittenberg 2009; Wittenberg et al.
2014); or could arise from low-order chaos in the coupled ocean-atmosphere system of the
tropical Pacific causing it to oscillate between different regimes (Timmermann and Jin 2002;
Tziperman et al. 1994; Timmermann 2003), allowing for some, if modest, predictability.
Hypotheses that place the origins of TPDV outside the tropical Pacific (Dong et al. 2006;
Barnett et al. 1999; Kang et al. 2014; Adams et al. 2003) imply that its predictability depends
on that of the external factors involved.
The real-world system and climate models lie somewhere on the spectrum ranging
from noise-driven to chaotic. Recent studies indicate that the interdecadal variability of
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the Pacific basin possesses some predictability in GCMs (Meehl et al. 2016b; Thoma et al.
2015; Ding et al. 2013), suggesting that it is not entirely stochastic in these models. In an
intermediate-complexity model of the tropical Pacific, the 15-year mean of the Niño3 index
was found to possess potential predictability (Karspeck et al. 2004; Ramesh et al. 2016),
and an actual prediction of the future state of the TPDV using this model in 2004 (Seager
et al. 2004) was verified a decade later (Cane et al. 2013).
In this study, we further examine the potential predictability of the internally-generated
TPDV identified in Karspeck et al. (2004) and Ramesh et al. (2016) on the 15-year timescale
by applying an attractor-reconstruction scheme to the output from this model and comparing
the results with those from two GCMs and the observations. While the real-world and GCM
versions of TPDV are influenced by a variety of factors, the TPDV in the intermediate-
complexity model is generated purely by the dynamics of the tropical Pacific region, allowing
us to study the region as an isolated system.
The reconstruction of the attractor allows us to classify physical states of the models
according to their predictability, enabling us to study the characteristics of the states of these
systems from which we can hope to make successful predictions of the future. We use the
intermediate-complexity Zebiak-Cane (ZC) model, which has been found to possess the
properties of a chaotic system (Tziperman et al. 1997); the Geophysical Fluid Dynamics
Laboratory (GFDL) Coupled Model (version 2.1), which has been shown to generate a
noise-driven TPDV (Wittenberg et al. 2014); and the Community Climate System Model
version 4 (CCSM4), which has neither been proven to be noise-driven nor chaotic, but
is known to possess some predictive skill in the Pacific basin on this timescale (Meehl
et al. 2016b). We compare the reconstructed attractor of the observed variability (which
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is reconstructed with far less confidence than for the models due to the shortness of the
observational record) with each of these systems in order to gain insight into whether chaotic
or noise-driven processes dominate the observed TPDV.
We first describe the models and data used in Section 2.2, followed by the attractor recon-
struction method in Section 2.3. In Section 2.4.1, we begin by examining the reconstructed
attractor of the ZC model in detail and compare it with those of the other datasets used.
We organize the discussion around the ZC model because the long time series available
(100,000 years) allows the attractor to be reconstructed with much higher confidence than
for any of the other datasets. We then continue the comparison in terms of the distributions
of 15-year standard deviations of the models used in Section 2.4.2. Next, in Section 2.4.3,
we quantify the predictability obtained from the reconstructed attractor of the ZC model.
Section 2.4.4 confirms that this attractor reconstruction succeeds in placing similar physical
states of the system close together, as is expected, and demonstrates the possibility of using
the attractor to understand the physical dynamics of the system during transitions between
states of the TPDV. The final section summarizes our results, discusses the implications
for the predictability of GCMs and the real world, and outlines future research directions
building on this work.
2.2 Models and Data
We use the following datasets:
(i) 100,000 years from an unforced run of the Zebiak-Cane Model (ZC Model) (Zebiak
and Cane 1987): This model simulates the Pacific as a 1.5-layer ocean from 29°S
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to 29°N with a global atmosphere based on the Gill model. It produces interdecadal
variability (Cane et al. 1995) that is somewhat predictable and may have some utility
for real-world predictions (Karspeck et al. 2004; Seager et al. 2004; Ramesh et al.
2016).
(ii) 4,000 years from an unforced run of the Geophysical Fluid Dynamics Laboratory
Coupled Model 2.1 (GFDL Model) (Delworth et al. 2006): tropical Pacific variability
in this fully-coupled GCM has been studied extensively (Karamperidou et al. 2014;
Atwood et al. 2016; Wittenberg et al. 2014).
(iii) 1,000 years from a preindustrial control run of the Community Climate System Model
4 (CCSM4) from the CMIP5 archive (Taylor et al. 2012): PDV in this state-of-the-art
GCM has been shown to possess some predictability (Meehl et al. 2016b).
(iv) 160 years of observational data from the Kaplan Extended Sea Surface Temperature
version 2 dataset (Kaplan SST) (Kaplan et al. 1998): This dataset assimilates ship and
satellite observations from 1856 to the present.
(v) Preindustrial control runs spanning 1,000 years from 8 CMIP5 models other than the
CCSM4. These are used briefly in Section 2.4.2 for comparison with the four datasets
described above. The models are listed in Table 2.1.
2.3 Attractor Reconstruction Using Simplex Projection
A key feature of chaotic systems is the existence of an underlying attractor in phase
space whose topology can yield insights into the predictability, stability, and relationships
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Modeling Center (or Group) Institute ID Model Name
Beijing Climate Center, China Meteorological Ad-
ministration
BCC BCC-CSM1.1
National Center for Atmospheric Research NCAR CCSM4
LASG, Institute of Atmospheric Physics, Chinese
Academy of Sciences
LASG-IAP FGOALS-gl
NASA Goddard Institute for Space Studies NASA GISS GISS-E2-R
Met Office Hadley Centre MOHC HadCM3
Institut Pierre-Simon Laplace IPSL IPSL-CM5A-LR
Japan Agency for Marine-Earth Science and Tech-
nology, Atmosphere and Ocean Research Institute
(The University of Tokyo), and National Institute
for Environmental Studies
MIROC MIROC-ESM
Max-Planck-Institut für Meteorologie (Max Planck
Institute for Meteorology)
MPI-M MPI-ESM-P
Meteorological Research Institute MRI MRI-CGCM3
Table 2.1: List of CMIP5 models used for comparison in this study.
between states of the system. There are several variables in the ocean-atmosphere system
of the tropical Pacific, each with time-evolving values at each spatial location. While the
strong coupling between these variables means that much of the information contained in
this large collection of time series is redundant, it is not a trivial task to reduce the system to
the correct subset of time series with which to construct the true phase space.
The simplex projection method (Sugihara et al. 2012; Deyle et al. 2011) addresses this
problem by applying Takens’ embedding theorem (Takens 1981), according to which a
shadow manifold preserving the topology of the true attractor can be reconstructed using
any single time series from the system. The shadow manifold is n-dimensional and each
dimension is the chosen time series lagged by an integral multiple of a time interval τ .
Thus the n dimensions of a shadow manifold reconstructed from a time series x(t) are
x(t),x(t− τ),x(t−2τ), · · · ,x(t− (n−1)τ). The algorithm seeks, and provides as output,
the pair (n,τ) such that n is the dimension of the true attractor.
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The shadow manifold preserves relative distances between points on the attractor, where
each point uniquely represents some state of the system. The simplex projection method
leverages this property to select appropriate values of n and τ for the system as follows:
1. For each (n,τ) pair, a version of the shadow manifold is constructed by producing a
“map” of the system’s trajectory in an n-dimensional space. For example, for the pair
n= 2,τ = 3 months, this would be generated by “plotting” the values from the time
series in an x-y plane such that the points (x,y) are the values of the time series at a
given time t and t−3 (since the lag, τ , is three months) for all values of t available
in the dataset. Although this cannot be visualized for values of n larger than 3, the
concept is generalized to these dimensions by storing the time series in a matrix where
each column of the matrix corresponds to a dimension. The first column contains the
time series, and each of the remaining columns contain the time series lagged by τ
months with respect to the column preceding it. Therefore, each row in the matrix
represents a set of co-ordinates in an n-dimensional space. This type of matrix is
generated for each possible (n,τ) pair.
2. A “prediction” is made for each of a number of randomly-selected points in time
using each of the matrices generated in step 1. This is done by tracing the trajectories
of the selected point’s nearest neighbors (i.e., the points along the time series whose
co-ordinates in the n-dimensional space place it closest to the co-ordinates of the
selected point) into the future. The correct (n,τ) pair should, in theory, place points
in time where similar behaviors occurred near each other (as would be the case on
the system’s true attractor), meaning that the future trajectories of neighbors in the
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correct shadow manifold should be good predictors of the future behavior of points
near them. The weighted average of these trajectories is calculated using weights that
are inversely proportional to the distance between the neighbor and the selected point
to produce the prediction for that point.
3. Then, the error (absolute difference) between the predictions thus obtained and the
actual trajectories following the selected points being predicted is measured for each
of the (n,τ) pairs. The (n,τ) pair with the minimum average error over all predicted
points is returned by the algorithm as the correct dimension and lag for reconstructing
the shadow manifold of the system. Choosing the (n,τ) pair with the minimum
average error over all predicted points thereby selects the shadow manifold with
maximal predictive power.
In this study, we use the Niño3 index (the monthly mean sea surface temperature (SST)
anomaly in the region spanning 150°W-90°E, 5°S-5°N) to reconstruct the shadow manifold
after smoothing using a low-pass second-order Butterworth filter with a 4-month cutoff. To
capture interdecadal variability, we use the 15-year standard deviation of the filtered Niño3
index as the target for prediction in the simplex projection procedure. The 15-year period is
based on earlier work that found this to be an appropriate timescale for the identification
of interdecadal shifts in the behavior of the tropical Pacific in the observations (Karspeck
et al. 2004; Seager et al. 2004) (Using a 20-year period made little difference for the results
shown below.) These studies concluded that this behavior is potentially predictable in the
ZC model. Another study (Ramesh et al. 2016) also showed that the Niño3 index, filtered
in an identical manner, contained sufficient information to make predictions of the 15-year
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mean state.
Our earlier studies of TPDV (Karspeck et al. 2004; Seager et al. 2004; Ramesh et al.
2016) used the 15-year mean of Niño3 as an index, but here we abandon it in favor of
the standard deviation over 15-year periods. Prior work by others has used the standard
deviation or variance over similar lengths of time to identify the phases of interdecadal
variability in this region (e.g., Choi et al. (2009); Atwood et al. (2016)). High-variance states
correspond to warm, El Niño-like mean states, and low-variance states correspond to cool,
La Niña-like mean states. The correlation of 15-year mean and variance is so high (0.85 in
the ZC model; 0.47 in observations, both significant at the 99% level) that the two must be
regarded as different indices of the same phenomena. This correspondence arises in good
measure from the asymmetry between El Niño (warm, high amplitude) and La Niña events
(cold, lower amplitude) (e.g., Okumura et al. (2017)). While either the mean or the standard
deviation are satisfactory indices of TPDV, we find that the standard deviation index more
effectively distinguishes the extreme phases of TPDV. We discuss this further in the context
of the structure of the attractor.
We focus on the ZC model because the substantially longer time series available yields
greater certainty of the results than from observations or GCMs. In addition to its proven
ability to simulate and predict TPDV, this model also has the advantage of isolating the
physics internal to the tropical Pacific system meaning that all results relating to its pre-
dictability can be attributed to processes arising within the region. At every stage of this
study, we compare our results with observations and the GFDL and CCSM4 models, all
of which incorporate the various external factors that can interact with the tropical Pacific
system. The differences between these datasets and the ZC model could result from these
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external factors, differences in the simulation of processes internal to the tropical Pacific, or
the uncertainty associated with the shorter record lengths that may not fully characterize all
possible behaviors of the system.
2.4 Results
2.4.1 Attractor Reconstruction
For the ZC model, the optimal dimension and lag were found to be n = 3 and τ = 6
months. This means that the system is reducible to 3 dimensions (i.e., 3 time series determine
its state), and that information from a span of 13 months (months t, t−6, and t−12) of the
Niño3 time series contain sufficient information to make predictions of its 15-year standard
deviation. The mean error obtained for this combination of dimension and lag obtained
from the simplex projection method was 0.03°C, which is 1.6% of the range (0.04 °C to
1.83°C) of the 15-year standard deviations. We begin our interpretation of the results by
examining a short segment of the Niño3 index in the state space as the model state evolves
through time. Statistics regarding the full dataset are presented after this short example.
Figure 2.1 depicts the trajectory of the system along the reconstructed shadow manifold
through a 60-year time interval, displayed every five years. The state space within which the
system traverses its trajectory is, based on the results of the simplex projection procedure,
defined by three dimensions: the Niño3 time series on the x-axis, the same time series lagged
by 6 months on the y-axis (as the optimal lag was determined to be 6 months), and lagged
by 12 months on the z-axis. Each location in this abstract space corresponds to a specific
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Figure 2.1: The trajectory of the ZC model system through the 3-dimensional state space of
its shadow manifold over time. The three axes in all panels represent the Niño3 index (°C),
the same index lagged by 6 months, and lagged by 12 months respectively. The yellow “x”
marks the starting point (at time = 0) and the blue dot represents the position of the system
at the time indicated in the panel subtitle, after having traced the trajectory indicated by the
pink line. The orbits are traced clockwise.
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physical state of the system, and the full attractor encompasses all possible states that the
system is able to occupy, barring any additional forcing. The location of the system in this
space at a given point in time t is, by definition, the Niño3 index value at time t plotted along
the x-dimension, the value of the same index at time t−6 plotted along the y-dimension,
and at time t−12 along the z-dimension. The system thus moves along a trajectory in this
space as the model state evolves over time, and this trajectory defines its shadow manifold.
The pink line in Figure 2.1, which traces the Niño3 index with its lagged counterparts to
give the shadow manifold, connects these states as they occur in chronological order over a
60-year interval. The panels of Figure 2.1 sequentially depict the location of the model state
(blue dot) in its state space as determined by the Niño3 index in order to show the temporal
evolution of the system.
The first 10 years of the trajectory segment shown are spent tracing a large “orbit” in the
3-dimensional state space (Figure 2.1, panels a and b). The system (whose current position
is marked by the blue dot) moves clockwise along this orbit. By the 15th year (panel c), the
system has entered a smaller, inner orbit. This orbit is also traversed clockwise, until the
40th year (panel h). By the 45th year (panel i), having spent approximately 30 years in the
inner orbit, the system exits the inner orbit and re-enters the outer orbit.
The full shadow manifold of the ZC Model (a representative segment of which is
depicted in Figure 2.2a) possesses densely-populated inner and outer orbits, separated
by a sparsely populated region. The median time interval between transitions2 from the
outer to inner orbits is 62 years. This is similar to the length of the interval between
2The procedure used to identify the points in time at which transitions between the orbits occur is described
in Section 2.4.3.
59
Figure 2.2: The shadow manifolds constructed using the simplex projection method, which
determines the number of dimensions and length of the lag, for each of the datasets used.
160 years of the time series are shown for each dataset. The average error in prediction,
normalized by dividing by the standard deviation of the target variable being predicted,
obtained for each shadow manifold is indicated in the top-right corner of each panel.
the known shifts from a positive to a negative PDO – that is, in 1943 and 1999 – in the
observations, suggesting that the two orbits of the shadow manifold correspond to the
regimes of behavior that comprise the model’s interdecadal variability. The size of an orbit
is smaller for periods of time when the Niño3 index displays low variance, and larger orbits
correspond to periods of high variance. The structure of the attractor suggests that the
standard deviation is a more discriminating measure of TPDV, as the inner and outer orbits
possess clearly distinct standard deviations (as can be inferred from the large and small radii
of the orbits, which correspond approximately to the standard deviation of the Niño3 index),
but similar means (which correspond approximately to the centers of the orbits). This is not
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simply an artefact of the 15-year standard deviation being used as the prediction target in
the attractor reconstruction procedure; when the same procedure was performed using the
15-year mean as the target for prediction instead (result not shown), a similar 3-dimensional
shadow manifold was obtained. The error associated with the predictions from the simplex
projection was higher (mean error = 0.26) and the lag obtained was longer (9 months) in
this case, suggesting that the mean is both less predictable and requires more information in
order to be predicted.
Another noteworthy feature of the shadow manifold is that the transitions between the
inner and outer orbits appear confined to a region in the lower-left corner of the figure.
Since proximity of the points on the attractor is indicative of similarity in the physical states
represented by those points, this implies that they occur during a specific subset of similar
physical states of the system, and therefore possess potential predictability.
The shadow manifolds obtained from all 4 datasets are visualized in Figure 2.2. The
time series for the ZC model is approximately two orders of magnitude longer than the GCM
time series and three orders longer than the observed series, yielding more certainty in its
manifold reconstruction. Also indicated are the minimum error values obtained during the
reconstruction procedure, which can be interpreted as a measure of the overall predictability
of TPDV in the system. While the lower error in the ZC model is no doubt in part attributable
to the longer time series available, we note that the observations, with the shortest time
series, are nonetheless more predictable than the GFDL model, but less than CCSM4 by
this measure.
The shadow manifold obtained for the observations from the simplex projection pro-
cedure is, like that of the ZC model, 3-dimensional. A sparsely-populated region is seen
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Segment Length (years) Probability of correct estimate (%)
(a) n (b) τ (months) (c) (n,τ) (d) (n,τ±3 months)
160 72 18 16 55
1000 85 26 23 68
4000 92 44 44 88
Table 2.2: The probabilities of segments of different lengths making correct estimates of
the properties of the full shadow manifold, as estimated using short segments from the ZC
model. The correct dimension and lag in this case are 3 and 6 months respectively. The
columns show the percentage of segments from the ZC model for which correct estimates
were made of (a) the number of dimensions, (b) the lag in months, (c) the number of
dimensions and the lag in combination, (d) the number of dimensions along with a lag
within the range from 3 to 9 months.
between a dense inner region and a few trajectories that form a wide outer orbit, suggesting
the presence of a pair of orbits. Transitions between the orbits are confined to one side
of the manifold. This suggests that, like the ZC model, the real world may possess some
predictability associated with regime-like behavior. The short observational record means
that confidence in the accuracy of this shadow manifold is low, and the shape of the true
attractor for this dataset must remain uncertain.
The GFDL model, unlike the other datasets examined, possesses a 2-dimensional shadow
manifold and lacks well-defined orbits. This, in combination with its relatively low predictive
power from the simplex projection procedure, suggests that interdecadal variability in this
model may be driven by stochastic processes rather than low-order chaos, consistent with
earlier studies of the same dataset (Wittenberg 2009; Wittenberg et al. 2014).
CCSM4, like the ZC Model and observations, produces a 3-dimensional shadow mani-
fold, but does not display as distinct a separation between inner and outer orbits.
The lengths of the time series available from the last three of these datasets are orders of
magnitude smaller than that from the ZC model. To assess the level of confidence in the
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shadow manifolds obtained from these shorter time series, we perform the same attractor
reconstruction procedure on all sub-samples of lengths 160, 4,000, and 1,000 years (the
lengths of the time series from the observations, GFDL model, and CCSM4 respectively)
from the ZC model, in order to estimate the probability of the shorter samples arriving at
the same number of dimensions (three) and lag (six months) obtained from the full ZC
model time series. The results are reported in Table 2.2. We find that the estimate of the
dimension is fairly stable, as 72% of the 160-year samples were able to arrive at the correct
value despite the shortness of the record. The longer time series perform better, as expected.
The dimension is far more likely to be correctly estimated than the lag: for the 160-year
segments, only 16% of the samples estimate the correct lag of six months in combination
with the correct dimension. While there is substantial improvement in the estimation of
the lag with the length of the time series, with the correct lag estimated for 44% of the
4,000-year segments, the confidence in the lags selected by the algorithm for the shorter
datasets is still low. We also examine the probability of the lag being estimated correctly to
within 3 months. In all three cases, there is a preference for values close to the correct lag
of 6 months, as the majority of segments predict the lag to within 3 months of the correct
value. When the shadow manifold of the ZC model is reconstructed using three dimensions
and lags ranging from 3 to 9 months, we find that the “double-orbit” structure is preserved,
suggesting that even though the confidence in the lags selected by the shorter datasets is low,
the resulting shadow manifolds retain structural similarities to the correct shadow manifolds
provided that the dimension was determined correctly.
The simplex projection method requires the number of nearest neighbors used to be
specified. This number is sensitive to the length of the record used, and needs to be chosen
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so as to not include too much or too little information. We vary this number in order to
test the stability of the dimension and lag obtained for the shorter datasets. The reported
dimension and lag for each dataset were stable within a range of values: 9 to 15 neighbors
for the observations, 21 to 40 neighbors for CCSM4, and 90 to 140 neighbors for the GFDL
model. Thus the estimates of dimension and lag for the segments available from each system
are robust, but this does not prove that they would be unchanged if much longer samples
were available.
In the following section, we further examine the bimodality seen in the ZC model’s
shadow manifold, and compare the shorter datasets’ tendency to display this behavior.
2.4.2 Comparison of the Distributions of Interdecadal Standard
Deviations
The radius of an orbit in the constructed shadow manifolds corresponds approximately
to the standard deviation of the time series over the duration of the orbit. Thus, a well-
separated inner and outer orbit should yield a bimodal distribution of standard deviation
values (computed over the relevant timescale). We verify this in Figure 2.3, which shows the
distributions of 15-year standard deviations evaluated for all continuous 15-year segments,
including overlapping segments, in each of the datasets. The ZC model shows a clearly
bimodal distribution, indicating two distinct regimes. Bimodality can also be seen to a lesser
degree (and with less confidence) in the corresponding distributions for the observations
and CCSM4, while the GFDL model displays the least bimodal tendency.
The differing lengths of the time series from each dataset complicates the comparison, as
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Figure 2.3: Histograms of the standard deviations of all possible continuous 15-year
segments of the filtered Niño3 index for each of the datasets used in this study.
these lengths of time may not be sufficient to characterize the full distribution of interdecadal
behaviors of each system. We make use of the longest time series, the 100,000-years from
the ZC model, to estimate the length of time required to reliably capture this distribution.
Assuming that the true distribution of 15-year standard deviations for this model is
captured by the 100,000-year time series, we compute the corresponding distribution
for each continuous segment of a given length from the same model, and calculate its
Kolmogorov distance (the statistic used in the Kolmogorov-Smirnov test) to this true
distribution. This is a measure of the similarity between two distributions, defined as the
maximum difference between their empirical cumulative probability density functions. It
can take values from 0 to 1, with 0 indicating identical distributions and increasing values
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Figure 2.4: The range of Kolmogorov distances between the distributions in 3(a), 3(b),
and 3(d) respectively and similarly derived distributions from shorter segments of the same
dataset are shown in panels (a), (b), and (c) here. The black line indicates the median of the
Kolmogorov distances, the dark shading fills between the 2.5th and 97.5th percentile, and the
light shading extends to the extreme values. The corresponding distances calculated from
the full time series of observations, from 1,000-year simulations from 9 CMIP5 models
(including CCSM4), and the GFDL model are also shown.
indicating increasing differences. Thus, for each segment length, we arrive at a range
of possible Kolmogorov distances between the distributions derived from these shorter
segments and the true distribution. The Kolmogorov distances of the segments should
converge to a small value at some timescale that captures the characteristics of the full
distribution of interdecadal variability.
Figure 2.4a shows the resulting distributions of Kolmogorov distances in the ZC model
for a range of timescales from 100 to 90,000 years. The median Kolmogorov distance to
the full distribution decreases rapidly as the length of the segments increases. The envelope
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of possible Kolmogorov distances narrows significantly between 15,000 and 20,000 years,
with the standard deviation falling below 0.01 at 20,000 years. This suggests that at least
20,000 years of data are needed to fully capture the features of the distribution. At the
length of the longest other dataset, i.e., 4,000 years, the spread of 95% of the distribution
of Kolmogorov distances (indicated by the gray shading in Figure 4) falls below 0.1, but
continues to decrease to a value of 0.04 at 20,000 years, indicating that the shape of the
distribution of 15-year standard deviations has not yet stabilized at 4,000 years. It is clear
from Figure 2.4a that the distribution of Kolmogorov distances has a large spread at both
1,000 and 160 years, implying that the samples from CCSM4 and the observations are
unlikely to be representative of the true distributions of 15-year standard deviations in these
systems.
We indicate the Kolmogorov distance between the full distribution of 15-year standard
deviations for each dataset (i.e each CMIP model and observations) and that of the ZC model
in Figure 2.4a. The observations are found to be at a Kolmogorov distance of 0.52 from the
full distribution of the ZC model (indicated by the black triangle). This lies within the range
of the possible distances between 160-year segments from the ZC model and its own full
distribution. The distribution from the observations is further from the full distribution than
for 97.5% of the 160-year samples from the ZC model, with 2,296 segments at a distance
greater than this value.
The distance between the 1,000-year segment of the CCSM4 (black circle) and the full
distribution is slightly below the maximum possible distance between segments from the
ZC model and its own full distribution, with 39 segments at a greater distance, indicating
marginal similarity between the datasets. The 4,000-year GFDL model segment (black
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square) is markedly different from the ZC model and lies far outside the distribution.
We also perform this calculation for 1,000-year preindustrial runs of 9 other models
from the CMIP5 archive (colored circles). The segment from CCSM4 is closer to the full
ZC model distribution than the segments from the other CMIP5 models, all of which lie
outside the distribution.
When the same calculation is performed using the 4,000-year time series of the GFDL
model as the reference distribution (Figure 2.4b), we find the Kolmogorov distance from
the observations to be far outside the distribution of distances for 160-year segments from
the GFDL model, indicating that the interdecadal behavior in the observed period is not
captured by the 4,000 years from the GFDL model used in this study. This is consistent
with an earlier analysis of this dataset (Atwood et al. 2016). Most of the CMIP5 models
cluster far from the GFDL model, showing that this model is distinctly different from all
other CMIP5 models with available 1000 year-long simulations.
Using the 1,000-year run of CCSM4 as the reference distribution (Figure 2.4c), we find
that the observations are closer to this model than the GFDL model, but still lie outside
the distribution. The other CMIP5 models are also clearly different from this model. This
indicates that the representation of the TPDV differs widely between the available long runs
of GCMs. This could be either a result of the shortness of these datasets or because the
mechanisms that generate the TPDV vary across the GCMs.
Of the three models examined in our study, the observations are closest to the ZC model
by this metric. This analysis indicates that the interdecadal variability of the real-world
tropical Pacific system could lie within the range of behaviors captured by the ZC model,
possessing distinct regimes, and that it certainly lies outside the range of behaviors found
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in the 4,000-year run of the GFDL model, which does not possess such regimes and has
been previously identified as noise-driven. Based on these results, we further investigate the
predictability of the ZC model within the framework of its shadow manifold, encouraged by
the possibility of its relevance to the real-world system.
2.4.3 Locating Regions of Predictability on the Shadow Manifold
A valuable property of the attractor of a chaotic system is that it can be used to classify
states of the system based on their predictability: regions of the attractor where points
lying close together (and therefore possessing similar physical characteristics) separate into
widely differing trajectories can be considered highly unpredictable or sensitive, as a small
perturbation (which would amount to a small shift in position on the attractor) can lead to a
drastically different future. On the other hand, regions where points lying close together
follow similar trajectories can be considered predictable, as similar states lead to similar
outcomes and small perturbations do not alter this future in a significant way. By preserving
the topology of the attractor, the shadow manifold preserves this property.
In this section, we continue to use the 15-year standard deviation of the filtered Niño3
index as the target for prediction. Based on the bimodality of the ZC model’s distribution in
Figure 3, we reduce the problem of classifying predictions to a simple binary, “positive” or
“negative.” For the ZC model, this means predicting whether the 15-year standard deviation
of the 15 years following a given point is greater than (high-variance, referred to henceforth
as positive) or less than (low-variance, referred to as negative) a threshold of 1.1 °C, the
midpoint between the two peaks of the distribution. In order to classify regions of the
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Figure 2.5: The shadow manifold of each of the systems studied, with regions of high pre-
dictability indicated by colored grid cells. Blue (yellow) grid cells indicate high-confidence
predictions of a low-variance (high-variance) state 15 years into the future.
shadow manifold on the basis of predictability, we divide the shadow manifold into grid
cells of volume (0.1°C)3 and consider only cells containing 50 or more points from the time
series.
The prediction (positive or negative) for each grid cell is said to be that made by the
majority of trajectories passing through the grid cell. We measure the predictability of each
cell as the percentage of predictions from the cell that agree with the majority prediction,
yielding a metric taking values from 50% to 100%.
In Figure 2.5, we highlight the regions of high predictability on the shadow manifolds
of Figure 2.2 based on this metric. For the ZC model, we highlight the grid cells with 85%
or more agreement and indicate positive predictions in yellow and negative predictions in
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blue. The high-predictability cells form distinct clusters on the shadow manifold, with the
positive and negative predictions being well-separated. This has the following implications:
1. 25.4% of grid cells, enclosing 37% of the points on the time series, possess a pre-
dictability of 85% or higher. Both positive and negative states can be predicted with
high confidence from these points.
2. The clustering of these cells means that the high predictability is not a result of pure
chance: since physically similar states lie close together on the shadow manifold, a
cluster of grid cells corresponds to a small range of physically similar states. These are
the physical states of the system that are highly predictable on interdecadal timescales.
3. The separation of the positive and negative clusters shows that the states making each
type of prediction are physically distinct and relatively stable: a small perturbation
is unlikely to convert a point from making a high-confidence negative to positive
prediction (or vice versa).
The frequency with which the model passes through the predictable grid cells is also of
interest, as indicates how often useful predictions can be made. We find that the frequency
is highly irregular, but that the model does not spend long durations of time without passing
through these clusters, as the mean length of the intervals spent outside of the highly
predictable clusters is 16 months, with 95% of such intervals being shorter than 6 years.
We conduct a similar analysis for the other shadow manifolds, using a lower threshold
of predictability (70%) and an appropriate minimum number of trajectories per grid cell (5
for observations, 10 for GCMs) to identify regions of relatively high predictability in these
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systems. We use thresholds of 0.82°C, 1.16°C, and 1.31°C for the observations, CCSM4,
and GFDL model respectively. For the first two of these datasets, these thresholds are
the midpoint between the two highest peaks of the distributions in Figure 2.3, as for the
ZC model. For the GFDL model, we use the median value from the distribution since
bimodality is not apparent in this case. For the sparsely-populated shadow manifold from
the observations, we also use a larger cell volume of (0.2°C)3. The observations show a
clustering of the high-confidence negative predictions, with the grid cells making high-
confidence positive predictions in a separate part of the space. In the shadow manifold of
the CCSM4, there is a cluster of high-confidence positive predictions, but high-confidence
negative predictions are rare and do not cluster, suggesting a stark asymmetry between the
predictability of positive and negative states in this model. The uncertainty in the lag of
these two shadow manifolds means that there is low confidence in the location of these
clusters.
The shadow manifold of the GFDL model possesses many cells passing the predictability
threshold for both types of predictions. The cells making positive and negative predictions
are well-mixed and situated close together, indicating a highly unpredictable system: small
perturbations can shift the system from a state that leads to a high-variance future to one that
leads to a low-variance future. Such a system can be expected to respond to noise or external
forcing with changes in interdecadal behavior, whereas predictable states in systems like the
ZC model and perhaps the observations would remain predictable even if perturbed.
We examine the predictability of the ZC model further in Figure 2.6. Classifying the
grid cells by predictability (Figure 2.6a) shows that while predictability varies widely over
the full shadow manifold, more than half of the cells exhibit at least 75% predictability.
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Figure 2.6: (a) Cumulative histogram of grid cells on the shadow manifold of the ZC model
classified by their predictability, (b) Cumulative histogram of transitions between regimes
classified based on the predictability of the grid cells in which they are located on the ZC
model’s shadow manifold, (c) and (d) as in (b), for transitions to low- and high-variance
states respectively. The values in all panels are cumulatively summed from right to left, such
that each bar indicates the number of grid cells (a) or transitions (b-d) that have agreement
greater than or equal to the percentage on the x-axis. The trajectories passing through each
grid cell are traced for the 15-year period after they exit the grid cell, and the sign of the
prediction associated with the grid cell is that of the majority of these trajectories. The
predictability depicted in this figure is the percentage of trajectories passing through the
grid cell that are in agreement with the majority prediction.
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The transitions between orbits in the ZC model’s shadow manifold appear to be confined
to a region in the lower left of Figure 2.5a. To explore the possibility of predicting transitions
between states, we locate the points of the Niño3 time series when these transitions occur in
the 3-dimensional space of the shadow manifold and determine the predictability of each
transition based on the grid cell in which it is situated.
In order to select the points in time that represent transitions, we compute the standard
deviation of all 15-year segments of the filtered Niño3 time series beginning in January
(therefore, the 100,000-year time series yields 99,986 standard deviation values). The
standard deviations are then classified into high- or low-variance based on the cutoff of
1.1°C. Then, we select the points in time where a high-variance (low-variance) 15-year
segment starting in a given year is followed by a low-variance (high-variance) 15-year
segment starting in the subsequent year. Note that consecutive segments overlap, with start
points separated by one year (i.e., each January).
We assess the predictability of each point within a two-year window centered on the
selected point based on the grid cell of the shadow manifold in which it is located, and
choose the point that possesses the maximum predictability. This allows us to select the
points in time that represent the maximum predictive power within the timeframe during
which each transition takes place, and eliminate the arbitrary selection of the month of
January.
Figure 2.6b shows the distribution of the transitions based on their predictability assessed
in this manner. Comparing this to the distribution in Figure 6a indicates that transitions are
more predictable than the average state of the system, with 80.2% exhibiting a predictability
of 80% or higher. 66.4% of the transitions have a predictability of 85% or higher and
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therefore lie within the predictable regions highlighted in Figure 2.5a. Examining the
negative and positive transitions separately (Figure 2.6c, d) reveals that most transitions of
both types have high predictability, with transitions into high-variance states slightly more
likely to be highly predictable than transitions into low-variance states. This is consistent
with earlier studies of interdecadal predictability in this model that found positive states to
be more predictable than negative states (Karspeck et al. 2004; Ramesh et al. 2016).
2.4.4 Towards Characterizing Predictable States of the Attractor in
Terms of Physical Variables
Each location on the attractor corresponds to a particular physical state of the model
system. As the model’s trajectory passes through these locations, each point on the trajectory
corresponds to a point in time of the model’s evolution, during which it occupies the
particular physical state corresponding to these locations, in terms of variables such as sea
surface temperatures, wind velocities, and thermocline depth. The same should be true
of the shadow manifold if the attractor reconstruction has been performed correctly, as it
preserves the topology of the attractor. In this section, we confirm this to be the case by
examining the properties of one small region of the shadow manifold.
Figure 2.5a shows that the region where the model predicts a negative state with high
confidence forms a single small cluster of points lying close together (indicated in blue).
If the reconstruction procedure has correctly preserved the structure of the system’s true
attractor, the states within this cluster should show more similarity to each other in terms






















0.22°C 0.47°C 0.47 0.32
Upper Ocean Layer
Thickness
7.17 m 13.14 m 0.54 0.29
Surface Zonal Wind
Speed 0.22 m s








Table 2.3: Spatial averages of the standard deviations of the sea surface temperature
anomaly, upper ocean layer thickness, surface zonal wind speed, and divergence of surface
wind speed compared between the full range of model behaviors (column (b)) and the range
of behaviors constrained by the cluster shown in Figure 2.5a (column (a)). Column (c) is the
ratio between the values in columns (a) and (b). Column (d) shows the minimum value over
the spatial domain when the ratio in column (c) is calculated individually for each spatial
point.
test whether this is in fact the case, we locate all the points in time that lie within this
high-predictability cluster, and extract the model’s physical states at these times. We then
compute the standard deviation of a few physical variables over these points in time, which
we expect should be significantly smaller for this subset of points than for the full time
series.
We report in each column of Table 2.3:
1. The standard deviation for some physical variables for the model states that lie within
the volume of the cluster, averaged over all spatial points. In all cases, this value is
found to be considerably smaller than the full range of variability expected for these
variables.
2. The standard deviation for each variable, averaged over all spatial points, for all model
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states from the full timeseries.
3. The ratio between the standard deviations reported in columns 1 and 2: the smaller
this ratio, the more tightly the spatial field of the variable is constrained by the cluster
in phase space.
4. The minimum value of the standard deviation ratio in the spatial domain of the
model: for each variable, the ratio of the standard deviations is computed for each
spatial point, and the minimum value over the spatial domain is reported. Since
the three dimensions of the shadow manifold correspond to three unknown physical
variables whose spatial extent is unknown, there may be regions in space that are
better-constrained by the shadow manifold than others. This ratio is found to be
approximately 0.3 for all the variables examined, showing that there is some spatial
region where each of these variables is highly constrained.
Therefore, the points lying within the cluster and close together in phase space represent
some subset of physically similar model states, as expected if the attractor topology has been
preserved. In Figure 2.7, we show statistics related to the spatial fields of the sea surface
temperature anomalies (SSTA), thermocline depth anomalies, and wind velocities extracted
at the points in time lying within the region of the shadow manifold that predict a negative
state with high confidence (shown in blue in Figure 2.5a).
The left-hand-side column of Figure 2.7 displays the spatial fields of the standard
deviation ratios computed for Table 2.3, i.e., the standard deviation of the variable of interest
at each spatial point over the states lying within the cluster divided by the standard deviation
of the same variable at each spatial point over the entire time series. Note that these are
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Figure 2.7: Left column: Ratio between the standard deviation at each spatial point for all
temporal points within the high-predictability cluster and the same for all points over the
full shadow manifold for (a) sea surface temperature, (c) thermocline depth, and (e) zonal
wind velocity. Right column: mean spatial fields of the corresponding physical variables.
The black contour encloses regions with a standard deviation ratio less than 0.5. The arrows
in panel (f) indicate the mean wind velocity anomalies in the high-predictability region.
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not the 15-year standard deviations, but the standard deviations calculated over the selected
subset of points in time. We use this value to assess the relative importance of each variable
at each location in determining the predictable state represented by the cluster on the shadow
manifold. We rely on this ratio rather than the standard deviation within the cluster alone
because a variable with a low standard deviation in a region of generally low variability is
less informative than a variable with a low standard deviation in a region of large variability.
The second column of Figure 2.7 shows the average spatial fields of SSTA, thermocline
depth anomalies, and wind velocity anomalies corresponding to the states within the cluster.
These are averaged over the subset of points in time lying within the cluster. The black
contour line over these maps encloses the regions from the corresponding maps to the left
possessing standard deviation ratios smaller than 0.5, and therefore the most informative in
defining the state of the system that reliably produces a negative transition. In the case of
all three variables shown, the eastern tropical Pacific is decisive in determining this state.
The predictable state is associated with weak cool SSTAs in the eastern equatorial Pacific,
a thermocline in the far eastern tropical Pacific that is slightly shallower than normal, and
convergent wind velocity anomalies in the central equatorial Pacific region accompanied by
off-equatorial westerly anomalies in the eastern part of the basin. The small values of the
anomalies are not a consequence of averaging over widely differing values, as the standard
deviations seen in the left-hand-side column (as well as in Table 2.3) for these regions are
small and these variables are close to climatological values in the regions indicated. While
the processes in these regions have not been shown to control the evolution into a negative
TPDV phase, they are at the very least reliable indicators of the change in phase that is about
to occur.
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The analysis in this section demonstrates that it is possible to isolate a particular state of
interest based on its predictability characteristics using this attractor reconstruction method.
Developing an understanding of the physics driving a negative transition will require further
analysis of the model variables associated with this state and their evolution through time,
which is beyond the scope of this study.
2.5 Discussion
The shadow manifolds of the four systems in this study were reconstructed based on
the predictive power of the Niño3 time series from each system. These shadow manifolds
preserve crucial properties of the systems’ true attractors, allowing us both to assess the
predictability of the TPDV in these models and to classify the various states of each model
by their predictability.
A wide range of behaviors is found in the models examined. When viewed as part of a
chaotic system, the TPDV in the ZC model emerges as a pair of separate regimes of behavior
corresponding to the two orbits seen in the shadow manifold. The attractor of this model is
three-dimensional, implying that there exists some combination of three time series from
the model that contains enough information to specify the state of the entire system. For
over a third of the time, the model inhabits states where the phase of the TPDV for the
following 15 years is predictable with 85% agreement. These predictable states form distinct
clusters in the state space that correspond to particular physical states of the model. The
predictability of states varies considerably over the shadow manifold, meaning that there are
some states of the model from which there is little chance of making a correct prediction of
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the interdecadal variability, but also that there exist states from which confident predictions
of interdecadal variability can be made. In contrast, the GFDL model’s representation of
the TPDV is one of a nearly unpredictable, noise-driven process, as expected from earlier
work (Wittenberg et al. 2014). This model’s shadow manifold is two-dimensional with no
clear clustering of the predictable states, implying that these predictable states are likely
the product of chance and do not correspond to specific physical states of the system that
are inherently more predictable than others. This model’s distribution of 15-year standard
deviations is also distinctly different from that of the ZC model and lacks clear bimodality,
which is further supported by its large Kolmogorov distance from the ZC model. These
differences suggest that the TPDV in this model is likely generated by a fundamentally
different set of processes than that in the ZC model.
The GFDL model’s higher complexity may be responsible for some of these differences.
However, the predictability of TPDV reported in GCMs other than the GFDL model (Meehl
et al. 2016b; Ding et al. 2013; Thoma et al. 2015) shows that having higher complexity
than the ZC model does not always result in highly unpredictable systems. The shorter time
series from the CCSM4 and real world are quite different from the GFDL model, and have
more in common with the ZC model both in terms of their dimensionality Section 2.4.1
and their distributions of 15-year standard deviations Section 2.4.2. This suggests that they
may have similar predictability characteristics to the ZC model. The number of dimensions
in these two cases is determined with some confidence (85% for CCSM4 and 72% for the
observations). However, the low confidence in the lag implies that the precise structure of
the shadow manifolds may not be correctly determined and that the clustering of predictable
states on these shadow manifolds is less certain.
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A key difference between GCMs and the intermediate-complexity ZC model is that the
latter computes anomalies from a specified seasonal cycle, whereas GCMs must simulate
the seasonal cycle. Representing the seasonal cycle accurately may be crucial in this context,
as the interactions between the annual cycle and ENSO are likely to play an important role
in generating the system’s chaotic behavior (Tziperman et al. 1994; Jin et al. 1994; Stuecker
et al. 2015). Accurate simulation of the seasonal cycle in the tropical Pacific remains a
challenge for many GCMs (Flato et al. 2013), meaning that if the real-world system is
indeed chaotic, they may not be able to correctly capture its predictability characteristics
without first producing a realistic seasonal cycle.
Another important difference is that while the GCMs and observations include the
effects of variability in other parts of the world on the tropical Pacific region, the ZC model
does not. The influence of regions outside the tropical Pacific may alter the interdecadal
predictability of the system, so assessing the magnitude of the influence of external factors
on this region across different GCMs and in the observations would be valuable.
Our results indicate that the interdecadal characteristics of the real-world system bear
most resemblance to the more predictable ZC model in terms of both the distribution
of 15-year standard deviations and the dimensionality of the attractors obtained. The
shortness of the observational record means that the confidence in this resemblance cannot
be high. However, the substantial differences between the noise-driven GFDL model and
the observations lend support to the hypothesis that TPDV in the real world may be the
product of a chaotic oscillator.
If this is the case, the real-world system, like the ZC model’s representation of TPDV,
passes through states from which the likelihood of making successful interdecadal pre-
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dictions varies substantially. In the ZC model, the periods when transitions between
interdecadal states occur are among the most likely to yield successful predictions, whereas
the persistence of either of the TPDV states is more difficult to reliably predict.
Applying the results of this study would require characterizing and identifying the states
of the system in nature from which successful predictions can be made. The length of
the time series required to confidently characterize interdecadal variability is a significant
obstacle. The results of Section 2.4.2 suggest on the basis of the Kolmogorov-Smirnov test
that 20,000 years of data are needed to fully characterize the distribution of interdecadal
variability, and that a sample of at least 4,000 years is needed to yield a result with fairly high
confidence. Even the latter, lesser standard requires a far longer timeseries than the length
of the observations available and of most GCM simulations. Paleoclimate proxies are able
to provide us with some knowledge of the variability over time spans of comparable length,
but at present their low temporal resolution and limited precision render them unsuitable
for shadow manifold reconstruction; in addition, the response of ENSO to orbital forcing
means that it may not be possible to collect a time series from an unforced version of the
real-world system on these timescales.
A more promising way forward would be to characterize the physical variables associated
with the predictable states in the ZC model and compare their evolution to that in the
observations at the times of known transitions between TPDV shifts. The results of Section
4d show that the points on the shadow manifold lying within the predictable region examined
correspond to a specific physical state. The state from which a negative TPDV state is
predicted is associated with a shallow thermocline and cool SSTAs in the eastern tropical
Pacific, and convergent wind anomalies in the central equatorial Pacific region. An analysis
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of this physical state has the potential to shed light on the physical processes that give rise
to a negative TPDV state, as the predictable cluster groups together the states that evolve
similarly to produce this outcome. Our further studies will build upon this result to trace the
temporal evolution of key variables as the system passes through the predictable state and to
understand the processes associated with predictable states and the dynamics underlying
transitions between TPDV phases. A comparison of the physical processes occurring during
known shifts of the TPDV in observations and the ZC model would shed light on the extent
of the similarity between these systems, and therefore the applicability of our results to
real-world prediction.
This study demonstrates the usefulness of data-driven attractor reconstruction methods
in studying the tropical Pacific system. The simplex projection method used here not only
yields insights into its chaotic nature, but also reveals a more complete and nuanced picture
of predictability in the ZC model than a conventional perturbed-ensemble approach to the
same problem (Ramesh et al. 2016). The reconstructed shadow manifold shows that the
predictive skill of the model varies widely depending upon the state it occupies at the time
the prediction is made. Unless the criteria for selecting the initial state of the model in
perturbed-ensemble experiments are specifically designed to choose the most predictable
states, such experiments can be expected to produce larger errors in their predictions than
otherwise. Identifying predictable states would provide the opportunity to make a relatively
confident prediction of the state of the TPDV by initializing it at the appropriate time. If we
correctly identify the location of the system on the shadow manifold (a trivial task in the case
of the ZC model), the likelihood of making a correct prediction at any given time is known.
This information can be used to decide which predictions should be given the most weight
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when making a forecast based on the location of the system in its state space at the time
the prediction is made. This is analogous to the seasonal variation of the predictability of
ENSO: predictions made at certain times of year, when the system is known to be in a state
that is relatively sensitive to perturbations, are known to be less likely to be correct (Chen
and Cane 2008). Similarly, on an interdecadal timescale, the shadow manifold can be used
to make the distinction between states that are the most and least likely to yield reliable
predictions. Unlike the seasonal cycle, the traversal of predictable states for the interdecadal
timescale does not have a regular frequency; however, our results indicate that the model
is highly unlikely to spend more than six years without passing through a state that has a
predictability of 85% or higher. The model’s traversal of predictable states is more frequent
than the timescale of the predictions that can be made (15 years) and the median length
of interdecadal states (31 years). Therefore, a prediction scheme for this model using our
results would be to monitor the Niño3 index as the model evolves, wait until it arrives in a
predictable region of the shadow manifold, and issue a forecast of the standard deviation of
the following 15 years at that point in time.
In order to make use of the results from our study in real-world prediction, recognizing
specific physical states, if they exist, from which the natural system is predictable would
be a necessary additional step. As there is significant uncertainty associated with the
reconstructed shadow manifold of the observations, it is unlikely to be possible to use the
Niño3 index alone to identify whether the system is in a predictable state. Instead, this
problem will need to be approached by comparing the physical processes associated with
predictable states in the ZC model to the evolution of the system in the real world. If the
processes underlying the TPDV in the ZC model and the real world are sufficiently similar,
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predicting this phenomenon in the real world may well be an attainable goal.
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Chapter 3
Influences on Sub-thermocline Warming
in the Tropical Atlantic Ocean During
the Global Warming Hiatus
3.1 Introduction
The Earth’s surface temperature increased in response to anthropogenic greenhouse gas
forcing at a rate slower than in previous decades in the years following the strong El Niño
event of 1997-98. This led to the period from 1999 to 2014 being known as the “global
warming hiatus” (Easterling and Wehner 2009). Numerous studies have shown a robust
relationship between the anomalously cool state of the Tropical Pacific that prevailed during
this period and the deceleration of surface warming (Meehl et al. 2011; Kosaka and Xie
2013; England et al. 2014; Nieves et al. 2015; Kosaka and Xie 2016; Meehl et al. 2016a);
in particular, experiments with general circulation models (GCMs) have demonstrated that
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periods of reduced surface warming always co-occur with such cool states of the Tropical
Pacific, associated with the negative phase of the Interdecadal Pacific Oscillation (IPO).
The decelerated warming at the surface was not, however, indicative of an overall
slowdown in the warming of the Earth’s climate system. During this period, the world’s
oceans warmed rapidly (Balmaseda et al. 2013b; Meehl et al. 2011). Much of the additional
heat was stored in the subsurface ocean, particularly in the tropical belt in all three ocean
basins (Balmaseda et al. 2013b). This pattern was also found to be reproduced in GCMs
during negative IPO phases (Meehl et al. 2011), suggesting a possible causal link between
the increase in subsurface ocean heat content and the interdecadal variability of the Pacific
Ocean. This study aims to examine the influences on subsurface warming in the tropical
Atlantic Ocean during the global warming hiatus.
Locally observed warming trends can be caused either by the rearrangement of heat
within the subsurface ocean, or by the subduction of heat from surface waters. Given that
the global ocean experienced a net warming over the duration of the hiatus, a substantial
component of the warming trends in various parts of the ocean must have been caused by
the latter. In the extratropical oceans, direct connections between the surface and water at
depth exist in the form of deep water formation in polar regions, the deep winter mixed
layer in the mid-latitudes, and the ventilation of the subtropical thermocline. Changes in the
atmospheric state that influence surface momentum and buoyancy fluxes could therefore
alter the rates of downward heat transport in these regions of the ocean, thereby affecting
deep ocean heat content.
However, the mechanisms responsible for the warming of the subsurface tropical oceans
at depths well below the base of the mixed layer are not obvious. The tropical oceans are
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highly stratified, and the presence of a strong thermocline poses a significant barrier to the
downward transport of warm surface waters via mixing. Changes set in motion outside
of the tropics may affect the heat content of the tropical subsurface ocean; however, the
timescale over which such changes would propagate is likely on the order of decades (Wang
2010), and it is unclear whether changes in the atmospheric state are conveyed quickly
enough to the tropical subsurface ocean to explain the trends observed within the time frame
of the hiatus.
The subsurface warming in the Pacific basin during the hiatus period has been attributed
to increased activity of the subtropical cells, driven by the strengthening of the trade winds
associated with the negative phase of the IPO, and an increase in the heat flux from the
atmosphere to ocean due to the cool sea surface temperatures (SSTs) over large swathes of
the Pacific Ocean during negative IPO phases (Meehl et al. 2011; England et al. 2014). The
increase in heat content of the Indian Ocean can also be explained as a consequence of the
stronger trade winds over the Pacific Ocean: the anomalous winds enhanced the sea surface
height gradient across the maritime continent, increasing the flow of warm waters from
the Pacific to Indian Oceans via the Indonesian Throughflow (Lee et al. 2015). Warming
was simultaneously observed in the tropical Atlantic in a similar depth range (300-700
m) (Balmaseda et al. 2013b; Nieves et al. 2015). This warming may have occurred for
reasons unrelated to the tropical Pacific, due to internal variability in the Atlantic basin,
or due to other changes that were initiated before the onset of the global warming hiatus.
However, experiments with GCMs have shown that this pattern of warming frequently
coincides with hiatus periods, suggesting a possible relationship between tropical Atlantic
subsurface warming and the phase of the IPO (Meehl et al. 2011).
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A number of studies have examined the changes in the heat content of the subsurface At-
lantic Ocean over recent decades. Most of these have analyzed the heat content of this basin
at deeper levels in the context of the Atlantic Meridional Overturning Circulation (AMOC)
or specific pathways of heat transport into the basin such as the Mediterranean Overflow
Waters (Lozier and Sindlinger 2009; Bozec et al. 2011) and the Agulhas Leakage (Lee et al.
2011; Spence et al. 2014). In this study, we instead focus on shallower levels that displayed
warming and that may be more directly influenced by changes at the surface, with the aim of
tracing whether changes near the surface influenced the heat content of the sub-thermocline
layers of the Atlantic during the hiatus.
In order to make such an assessment, we use an offline Lagrangian particle-tracking
scheme along with ocean reanalysis data. Lagrangian studies have long been used as a
means to estimate the timescales on which different parts of the ocean are connected, both
using simulations of Lagrangian particles and based on observations of passive tracers such
as CFCs, oxygen, and carbon. Although heat is not a passive tracer, it can be treated as such
when examined in pre-existing data (as opposed to in an online ocean model) as its effects
on the circulation are already present in the observed or modelled velocity field.
We place simulated particles in the regions where warming occurred in the subsurface
tropical Atlantic in an ocean reanalysis dataset and trace their trajectories backwards in time
over a 10-year period during the hiatus. This allows us to characterize the source regions of
the parcels of water that warmed during the hiatus, and thus the pathways taken by the heat
accumulated in the region. This also provides insights into the timescales at which changes
at the surface are communicated to the tropical ocean below the thermocline.
We note that there are a number of issues with such a procedure that render the results
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uncertain. Any results obtained are subject to the errors associated with the data assimilation
method, which may not be insignificant as ocean reanalyses are not all in agreement
regarding the changes in ocean heat content at depth (e.g., Nieves et al. (2015)). Further,
heat and mass are not perfectly conserved in most data assimilation products, meaning that
un-physical heating and accelerations almost certainly exist in the data, which can skew the
Lagrangian trajectories. Another source of error is due to the relatively low resolution of
most global reanalysis datasets, which is not sufficient to capture a variety of processes that
drive diapycnal mixing and therefore some component of the heat transport. As is the case
with most models, the exact mixing rates that occurred are not known, meaning that the role
of sub-gridscale processes is largely ignored although this may have been important to the
dispersal of heat through the ocean. This is perhaps the most important source of uncertainty
in determining Lagrangian trajectories in the ocean. Therefore, we must necessarily make
assumptions regarding the effective diffusivity in the Lagrangian particles’ environment
and make use of a probabilistic scheme to represent mixing. We explore the uncertainty of
our results by varying these assumptions and find that there were some significant changes
to the circulation of the tropical Atlantic during the hiatus when compared to the previous
decade, which are robust to these tests and consistent with an Eulerian analysis.
The variability of the tropical Pacific region influences the atmospheric circulation over
remote parts of the globe via a well-known pattern of teleconnections (Alexander et al. 2002;
Chiang et al. 2005). The resulting changes to the wind stress fields could then alter the
ocean circulation underneath them, changing the distribution of heat in the upper ocean.
However, it is unclear whether such changes could take place on a timescale that allows any
significant buildup of heat content below the thermocline in the Tropics within the duration
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of the hiatus. This paper also attempts to assess whether any of the increase in heat content
below the thermocline of the tropical Atlantic may have been caused by the influence of the
tropical Pacific on the atmospheric circulation above it.
This paper is organized as follows. Section 3.2 describes the data used, the design of our
experiments, and our methodology. In Section 3.3, we describe the results of our Lagrangian
experiments, characterizing the locations and timescale of subduction of warm surface
waters. Based on these results, we interpret in Section 3.4 the changes to the circulation of
the tropical Atlantic that occurred during the hiatus in an Eulerian framework. In Section 3.5,
we explore a possible mechanism by which the relevant changes may have been influenced
by the atmospheric state and build a testable hypothesis for the influence of the state of the
tropical Pacific during the hiatus on the subsurface heat content of the tropical Atlantic.
3.2 Data and Experimental Design
We make use of the Simple Ocean Data Assimilation version 2.2.4 (SODA) for our
analysis (Carton and Giese 2008). Three-dimensional velocity vectors, temperature, and
salinity are available for this dataset at a horizontal resolution of 0.5 degrees and 40 vertical
levels. This dataset has been shown to perform well at reproducing the patterns of subsurface
ocean heat content changes seen in observational data during the hiatus period (Nieves et al.
2015).
Balmaseda et al. (2013b) identified a depth range of 300-700 m as having experienced
significant warming in the Tropical Atlantic. Warming trends are observed in the SODA
dataset between 200 and 650 m in this region, corresponding to the following depth layers:
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1998-2007 1999-2008 2000-2009
SODA 2.02 2.47 2.54
ECDA 7.68 8.25 7.24
EN4 6.61 4.67 4.73
GODAS 2.07 4.65 3.66
ORAS4 7.89 7.92 7.63
Table 3.1: The increase in heat content during the hiatus decade in five different ocean
temperature datasets. Each column indicates the heat content increase calculated over a
different 10-year window. Units are 1021 Joules.
214-249 m, centered at 229 m; 249-293 m, centered at 268 m; 293-350 m, centered at 318
m; 350-424 m, centered at 381 m; 424-523 m, centered at 466 m; and 523-654 m, centered
at 579 m. We investigate the transport of heat into these layers, which lie below the tropical
thermocline.
Table 3.1 shows the change in heat content over the equivalent depth layers in the
following ocean datasets for comparison:
1. SODA: Simple Ocean Data Assimilation v 2.2.4, the reanalysis product used in this
study
2. ECDA: The Ensemble Coupled Data Assimilation version 3.1 produced by the Geo-
physical Fluid Dynamics Laboratory (Zhang et al. 2007)
3. EN4: The Hadley Center subsurface temperature and salinity objective analyses
(version 4.2.1) (Good et al. 2013)
4. GODAS: The Global Ocean Data Assimilation System produced by the National
Center for Environmental Prediction (Behringer and Xue 2004)
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5. ORAS4: The Ocean Reanalysis System version 4 of the European Center for Medium-
Range Weather Forecasting (Balmaseda et al. 2013a)
We also vary the time window over which we calculate the change in heat content in
order to ensure that the changes found are not spurious. We find that in all cases, this
region experienced warming. The increase in heat content in SODA is the smallest among
the datasets and the largest increase is seen in ORAS4 and ECDA, with the average heat
content increase across datasets being 5.33 ×1021 J. We make use of SODA because of its
relative skill in reproducing the observations (Nieves et al. 2015) and the availability of
three-dimensional ocean velocity vectors on a regular grid.
We use Lagrangian modelling to estimate the pathways taken by the heat that contributed
to these trends. We make use of the Connectivity Modelling System (CMS) (Paris et al.
2013), an offline Lagrangian particle-tracking scheme that allows the user to specify starting
locations for a number of particles in a given time-varying, three-dimensional velocity
field. The scheme then interpolates the velocities provided to calculate the trajectories of
the particles based on their starting locations. The scheme can be integrated forwards or
backwards in time.
The SODA velocity fields are provided as monthly means. To represent the sub-gridscale







to the interpolated velocity for each particle. R is a random number drawn from a Gaussian
distribution with mean 0 and standard deviation 1; ∆t is the time step of the velocity dataset,
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i.e., one month; and κ is κh or κv for the horizontal and vertical components of the effective
diffusivity, respectively.
Multiple particles are placed at each start location, allowing each particle to be advected
along a different course by including the random-walk component of the velocities. This
thereby produces an empirical estimate of the probability density (over the spatial domain)
of the positions of particles originating at time t at that location at time t0 with the constraint
that since we integrate backward in time we must have t < t0.
We first calculate the trend in the heat content of the tropical Atlantic in the depth range
of interest over the period of 1999 to 2008, i.e., the first decade of the global warming
hiatus. Figure 3.1 shows the spatial pattern of heat content trends in the tropical Atlantic (a)
during 10 years of the hiatus (1999-2008) and (b) during the 10 years prior to it (1989-1998)
integrated over the 214-654 m layer. The largest trends during the hiatus for these depth
layers were found to occur between the latitudes of 25°S and 15°N, with a large coherent
region of warming in the southeastern quadrant of the Atlantic basin. Except for a strong
warming near the Agulhas retroflection region, the increasing heat content trends are largely
concentrated closer to the equator during the hiatus, particularly in the Southern Hemisphere.
In many of the locations where warming occurred during the hiatus decade, cooling was
observed during the previous decade.
We place particles in the regions of warming where the trend over the hiatus decade
is larger than 450 MW. To best capture heat content changes, a larger number of particles
is placed in grid cells that experienced larger warming trends, such that each particle
corresponds to a warming trend of 4.5 MW over the hiatus decade. Figure 3.2 shows the
vertically-integrated distribution of particles’ initial locations. The particles are placed in
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Figure 3.1: Heat content trends integrated over the depth range 300 to 700 m for (a) the
hiatus decade (1999 to 2008) and (b) the decade before the hiatus (1989 to 1998). Units
shown are multiples of 108 Watts.
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Figure 3.2: Initial distribution of particles per grid cell (vertically integrated) for the
experiments.
these locations at the end of 2008 and advected backwards in time to trace the source regions
where they are likely to have originated.
The experiment is designed such that each start location is assigned at least 100 particles
to ensure that there is a large enough number of particles for the effects of the probabilistic
random-walk scheme to be well-sampled. This amounts to a total of 5.31×106 particles
in the experiment. A total heating of 2.47×1021 J occurred within this region during the
hiatus, equivalent to a heating rate of 7.83×106 MW over ten years. Since the particles
only represent grid cells that experienced warming trends within the region and not those
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grid cells that experienced cooling trends, the net heating calculated from SODA is less than
the heating represented by the particles.
The random-walk scheme assumes uniform rates of mixing along each of the horizontal
and vertical dimensions. As this is not completely realistic, we perform an ensemble of
experiments varying the diffusivity coefficients in order to obtain an estimate of the extent
to which our results are influenced by the random-walk parameterization of sub-gridscale
turbulence. Our experiments used horizontal diffusivity coefficients of 1,000 m2/s and
5,000 m2/s, each combined with a vertical diffusivity coefficient of 10-5m2/s or 10-4m2/s,
yielding a total of four experiments. We indicate the spread over these four experiments as
an uncertainty range with our results.
For comparison, we also run a second set of experiments using the velocity field from
the decade prior to the hiatus (1989-1998, which we refer to as the pre-hiatus decade), when
the IPO was in the opposite phase and the rate of global warming was higher. The particles
are initialized at the same locations as in the previous set of experiments and advected
backwards over 10 years. In this case, the particles do not correspond to trends in heat
content, as the spatial pattern of warming during this period was quite different; they are
used for a qualitative comparison between the velocity fields during the pre-hiatus and the
hiatus decades in order to illustrate the changes to the circulation that occurred. We use the
same four diffusivity settings as with the hiatus decade to estimate the uncertainty of the
pathways in this decade.
The velocity field of the Atlantic basin, encompassing the region 80°N-80°S, 110°W-
50°E, and over the full depth range, is provided to the CMS, allowing particles to be traced
as they move outside of the region of the start locations. To interpret the results, we examine
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Figure 3.3: Mean depth in meters of the 20°C isotherm over the twenty-year period of this
study (1989-2008).
in greater detail the behavior of the particles that cross the thermocline within the 10-year
period, which, for the purposes of this study, we define as the depth of the 20°C isotherm
(Figure 3.3). This isotherm has been found to represent the depth of the maximum vertical
temperature gradient and is used to demarcate the base of the Tropical Surface Waters (TSW)
in this region (Stramma and Schott 1999). We compute the depth of the 20°C isotherm at
each location in the tropical Atlantic from each monthly mean temperature field over the full
period. Particles are considered to have entered the upper ocean when they reach a position
with a depth shallower than that of the 20°C isotherm at the time. Figure 3.3 shows the mean
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depth of this isotherm over the full 20-year period for reference. As the experiments are run
backwards through time, this provides us with information on the timing and location of the
subduction of the parcels of water represented by the particles crossing the thermocline.
The rate of turbulent mixing in the upper layer is significantly higher, and the increased
probability of contact with the air-sea interface means that exchanges with the atmosphere
are likely to alter the heat content of the parcels significantly, meaning that particles that
enter this layer are no longer reliable indicators of the temperature of the source waters of
the subsurface warming. Therefore, we do not examine the trajectories of particles once
they are above the thermocline.
3.3 Results of Lagrangian Simulation
We begin by examining the changes in temperature that occurred along the particles’
trajectories. Due to factors such as mixing, the effects of the random-walk turbulence,
and the errors associated with low resolution, the data assimilation product itself, and the
interpolation scheme, the particles are not expected to be perfectly adiabatic. Figure 3.4(a)-
(c) show the difference between the particle temperatures along their trajectories and
their temperatures in 2008 at the location where they were initiated, i.e., the change in
temperature along trajectories as the particles are advected. Recall that the particles are
advected backwards, meaning that the calculation starts with their initial temperature and
location in 2008, and proceeds backwards in real time, so there is a larger spread in the
particle temperature changes as one goes back in time.
Figure 3.4(a) shows the temperature differences for all particles in the hiatus experiment.
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Figure 3.4: The distributions of the change in temperature with respect to the initial (2008)
temperature of particles in the experiments. (a), (b), and (c) show how this distribution
evolves over the course of the experiment for all particles, particles that do not cross the
thermocline, and particles that cross the thermocline respectively. The experiments begin in
2008 and proceed backwards in time. The black line indicates the median, dark shading
fills the area between the 25th and 75th percentiles, and light shading fills the are between
the 5th and 95th percentiles. (d) shows the corresponding distributions at the end of the
10-year experiment (at the beginning of 1999), with the number of particles that crossed the
thermocline indicated in orange and the number that did not in blue.
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The spread of these temperature differences increases for about four years (from initiation
in 2008 to 2004) before attaining a steady distribution. The median temperature difference
remains close to zero, indicating that most particles remained at a similar temperature
throughout their trajectories. However, the temperature differences are not distributed
symmetrically about the median, with a much wider spread of values above the median than
below.
Figure 3.4(b) displays the corresponding distributions for all particles that stayed below
the thermocline (20°C isotherm). The spread of the differences in temperature for this
subset of particles is closer to being symmetric. The median value shows that these particles
experienced a slight warming from 1999 to 2008, suggesting that they mixed with warmer
waters.
Panel (c) of this figure depicts the same for particles that, at some stage along their
trajectory, crossed the thermocline. As none of the particles were initiated shallower than
the thermocline in 2008, these particles were subducted from the upper ocean in order to
reach the subsurface regions that warmed during the hiatus. In our hiatus experiments,
27-28% (depending on the diffusivity setting) of particles were found to originate above
the thermocline. Most of these particles originated in warmer locations, with a median
difference in temperature of 3.7°C at the end of the 10-year experiment. Since the particles
may have crossed the thermocline multiple times or drifted into cooler regions of the upper
ocean after having crossed the thermocline, there is a non-negligible fraction of the particles
whose temperatures are cooler than in 2008, meaning that the median value for particles
immediately after crossing the thermocline is likely higher than seen in the figure.
Figure 3.4(d) displays the distribution of these differences in temperature, T (1999)−
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T (2008), with the contribution from the particles that crossed the thermocline colored in
orange and the contribution from the remaining particles colored in blue. The distribution of
the difference in temperature over all of the particles (total heights of the bars) is concentrated
near zero, but displays a long positive tail. This, in agreement with panel (a), is indicative
that while most particles remained at a similar temperature, there was a small but substantial
fraction which originated in regions much warmer than the parts of the subsurface Atlantic
where particles were initialized. The corresponding distribution for particles that crossed
the thermocline, indicated in orange, shows that these particles make up the bulk of the long
warm tail of the total distribution, implying that most particles that did not conserve heat
during the experiment came from the upper ocean.
The Lagrangian algorithm we use, due to the random-walk scheme and the errors
associated both with the interpolation of velocities on a coarse grid and the data assimilation
procedure of the reanalysis product, cannot capture a perfectly adiabatic particle trajectory;
at best, the heat transported by adiabatic processes can be represented by quasi-adiabatic
trajectories along which the particles’ temperatures change due to these sources of error.
These temperature changes can have both warming and cooling effects of equal magnitude
over the course of the experiment. Therefore, we consider the symmetric component of
the distribution seen in Figure 3.4 (d) quasi-adiabatic. The remaining, asymmetric part,
consisting of the long warm tail of the distribution, is made up of particles that undergo
strongly diabatic processes. Using a threshold of 11°C (the absolute value of the left-hand-
side extreme of the distribution), it is found that 6% of the particles in the experiment
underwent strongly diabatic processes along their trajectories. This implies that much of
the observed warming can be attributed to quasi-adiabatic rearrangement of heat within the
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subsurface ocean.
To estimate the contribution of waters originating above the thermocline to the observed
heat content trends, we perform the following calculation. The change in temperature, ∆T,
over the ten-year period for each grid cell in the subsurface region of warming trends, is
used to calculate the increase in heat content ∆H
∆H = ρCpV∆T (3.2)
Where ρ is the density of the water in the grid cell, Cp is the specific heat capacity of
seawater, and V is the volume of the grid cell. We take ρ and Cp to be constant over the
period of the experiment. To arrive at the heat contributed by each particle p, we divide ∆H
for each grid cell containing particles at the initial step in 2008 by the number of particles
initiated within it. Each particle is tagged based on whether, during the course of the
experiment, it crossed the thermocline, i.e., originated above it to be subducted into the
subsurface layer. The p corresponding to these particles is then summed to give the total
amount of heat brought from above the thermocline.
We find that 43.6±0.7% of the heat increase observed can be attributed to the particles
that are subducted across the thermocline. When a similar calculation was performed for
particles that originated outside the Atlantic basin, 16±1.2% of the heat was found to be
attributable to transport from the Indian Ocean. The contribution from the Pacific basin
was negligible (see Table 3.2). The advection of heat from the Indian to Atlantic Oceans
is consistent with work that has shown that Agulhas rings contribute a significant quantity
of heat in this direction around the Cape of Good Hope (Gordon 1985). A large fraction
of the heat content increase (approximately 40%) over the hiatus decade, therefore, can be
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explained by an adiabatic rearrangement of heat below the thermocline within the Atlantic
basin. The processes driving the largest component of the heat increase, that is, the flow
from above the tropical thermocline, are not well-understood. The remainder of this study
is focused on explaining the circulation patterns that may have given rise to this diapycnal
particle transport.
In order to better understand the transport of particles across the thermocline, we
examine the locations where particles cross the thermocline over the course of our 10-year
experiments. Figure 3.5(a) and (b) show the total number of thermocline crossings per grid
cell that occurred over the full 10-year experiment for the hiatus and pre-hiatus experiments
respectively. Grid cells indicated in white are regions where no particles crossed the base of
the upper layer over the 10-year duration of the experiment.
We divide the regions of particle subduction found in our experiment into five key areas
for further analysis:
1. Northern Tropical Cell (0-5°N, 20°W-5°E)
2. Southern Tropical Cell (10-0°S, 20°W-5°E)
3. Angola Dome (10-0°S, 5-15°E)
4. North Brazil Current (20°S-10°N, 50°W-30o°W)
5. Southern Subtropical Gyre (40°S-10°S, 40°W-20°E)
The first two of these are the downwelling branches of the shallow Tropical Cells, which
occupy the region from the equator to approximately 5 to 10 degrees north and south. Water
is upwelled at the equator and downwells into the thermocline on either side of it at a
105
Figure 3.5: The number of particles that crossed the thermocline (20°C isotherm) per grid
cell over the 10-year duration of the experiments for (a) the hiatus decade, 1999-2008; and
(b) the pre-hiatus decade, 1989-1998.
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distance of approximately five degrees (Stramma and Schott 1999). This gives rise to the
downwelling of particles seen on each side of the equator in the eastern equatorial Atlantic,
a pattern most clearly visible in Figure 3.5(b).
The local maximum seen at approximately 6°S close to the African coast is the edge of
the Angola Dome, a cyclonic gyre with upwelling in its center and downwelling along its
outer edges (McClain and Firestone 1993).
The Brazil Current runs southwards from the equator along the western boundary of
the Tropical Atlantic. The North Brazil Current flows to the northwest along the coast of
Brazil and, north of the equator, undergoes a retroflection (in most months of the year),
turning eastwards and southwards to feed into the Equatorial Undercurrent and the North
Equatorial Countercurrent. This region displays a unique locus of downwelling on the
equator (Hazeleger et al. 2003). A high density of particle subduction was found in this area
during the hiatus period.
The fifth region we examine is the Southern Subtropical Gyre. The subduction of waters
in this gyre, driven by the local wind stress curl, comprises the downwelling branch of the
southern subtropical cell. A similar pattern of circulation exists in the northern hemisphere,
however, since there is a far smaller number of particle subductions in that region, we do
not examine it further.
The second panel of Figure 3.5 shows the result of the same calculation performed on the
experiment for the pre-hiatus decade. The particles in this case do not necessarily represent
the subduction of heat, but only the changes in circulation between the two decades. While
the key regions of high particle flux density remained the same between the two decades,
their relative contributions changed significantly. The largest change was to the two tropical
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Diffusivity coefficients used (κh,κv) in m2s-1
5000, 10−4 5000, 10−5 1000, 10−4 1000, 10−5




32.24% 27.59% 31.80% 27.10% 32.62% 27.98% 32.12% 27.15%
Northern Trop-
ical Cell
21.6% 15.3% 21.8% 15.4% 21.6% 14.8% 21.7% 14.9%
Southern Trop-
ical Cell
26.1% 23.5% 26.2% 23.7% 25.8% 23.0% 25.9% 22.8%
Angola Dome 6.2% 7.5% 6.2% 7.5% 6.4% 7.5% 6.4% 7.5%
North Brazil
Current
18.0% 24.3% 18.2% 24.5% 18.1% 24.8% 18.2% 25.0%
Southern Sub-
tropical Gyre
10.7% 10.7% 10.4% 10.4% 10.8% 11.1% 10.5% 10.9%
Pacific Ocean 1.0% 0.7% 0.9% 0.7% 0.9% 0.6% 0.9% 0.6%
Indian Ocean 12.6% 13.3% 12.6% 14.2% 12.7% 13.9% 12.9% 13.7%
Table 3.2: The results of the eight Lagrangian simulations. The first row indicates the
percentage of particles that reached the surface layer within the 10-year time span of each
experiment. Each of the five following rows indicates the percentage of these that are
subducted in each of the five key regions defined in the text. The last two rows show the
percentages of particles that originated outside the Atlantic basin.
cells. The particles positioned at the locations that warmed during the hiatus decade, when
subjected to the velocity field of the pre-hiatus decade, are found to have been more likely to
be subducted in the tropical cells than in the hiatus decade. Meanwhile, there was a higher
density of particle subductions in the North Brazil Current retroflection and downwelling
region during the hiatus than in the previous decade.
Table 3.2 summarizes the differences in the subduction rates between the two decades
for each of these five regions. In total, the probability of particles initialized at the regions of
positive warming trends having been subducted from above the thermocline was lower during
the hiatus (27.5± 0.4%) than during the pre-hiatus period (32.2± 0.4%) (uncertainties
estimated from experiments with different diffusivities) . As seen in Figure 3.5(b), the
probability of subduction in the two Tropical Cells was higher during the pre-hiatus decade.
108
There is a small, likely insignificant increase in subduction in the Angola Dome region,
and subduction rates remained similar in the Southern Subtropical Gyre for both decades.
There was a significant increase in downwelling of particles in the North Brazil Current
region during the hiatus. Figure 3.5 shows that this occurred primarily in the region of the
far western Atlantic near the equator, particularly in the Northern Hemisphere.
We also report the number of particles advected from outside of the Atlantic basin in
Table 3.2. A significant fraction of particles (12.6-14.2%) was found to originate in the
Indian Ocean, consistent with studies that have shown that waters enter the Atlantic basin
through the Agulhas retroflection region (Gordon 1985), bringing heat northwards via rings
that are shed by the Agulhas current. There was a small but systematic increase in all
experiments in the number of particles that entered the Atlantic basin through this pathway
during the hiatus.
In contrast, a very small number of particles (1% or less) in the experiments originate
from the Pacific Ocean. This indicates that although the Antarctic Circumpolar Current
flows from west to east through the Atlantic sector, these waters are relatively unlikely to
reach the tropical ocean at the depths examined in this study within a ten-year timeframe.
Therefore, any influence that the changes in the Pacific associated with the phase of the IPO
are able to exert on the heat content of the tropical Atlantic must be conveyed through an
atmospheric and not oceanic route.
The effects of using different values of the diffusivity coefficients on these results are
shown in Table 3.2. It was found that altering the diffusivity coefficients produced a spread
of only 0.9%, in the region most affected by these settings (the southern tropical cell),
indicating that the dominant pathways taken by the particles are not sensitive to the choice
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Figure 3.6: Time taken in months for particles initialized in 2008 to reach the thermocline.
As the experiment was run backwards in time, this represents the subduction of the particles
across the thermocline. The values shown for each grid cell are averaged over all particles
that cross the thermocline in that cell.
of diffusivity coefficient within the range of values used. Therefore, we report results from
a single experiment using κh = 1,000 m2/s and κv = 10−4 m2/s in the analyses that follow.
Next, we examine the temporal pattern of particle subduction. Figure 3.6 illustrates the
length of time taken for particles to travel between their locations in 2008 and the base of the
upper layer in each grid cell, averaged over all particles that make the crossing in that grid
cell, for the hiatus experiment. The colors in this figure represent the length of time taken for
a parcel of water subducted at a given location to reach the regions in the subsurface ocean
110
where warming trends were observed over the 10-year period during the hiatus. Particles
subducted in the southern subtropics and in the central Atlantic at approximately 10°N take
the longest, on average, to reach the regions where trends in heat content were observed.
As particles subducted in these regions take seven years or longer to reach these depths,
they are unlikely to have contributed significantly to the trends observed within the ten
years of the experiment unless large amounts of heat were advected along these pathways.
Along the equator, the particles subducted take on average between three and five years
to reach the 214-654 m layer. There are regions along the western boundary between 10
and 20 degrees latitude in both hemispheres where particles subducted reach the regions
of warming trends even more quickly; however according to Figure 3.5, relatively few
particle subductions occurred in these regions. The equatorial region, with a large number
of thermocline crossings and short transit times, is more likely to have contributed to the
warming trends as a change in the wind field at the time of the beginning of the hiatus,
driven by decadal variability, could have had a sustained effect on subduction rates allowing
for a buildup of heat over several years without the surface waters in the region necessarily
having to be anomalously warm. This, along with the spatial patterns in Figure 3.5, suggests
that the dynamics in the equatorial region are more likely to have driven the diabatic changes
in the heat content of the subsurface ocean than changes to the activity of the subtropical
gyres.
Figure 3.7(b) and (d) show the number of particles subducted in each of the five key
regions identified from Figure 3.5 at each time step for the two experiments. The subduction
during the hiatus period was dominated by the North Brazil Current region (red), occurring
primarily between 2002 and 2007. A distinct seasonal cycle is seen in these subductions,
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Figure 3.7: Time series of the subduction of particles across the thermocline for each of the
five key regions of subduction. (a) and (c) show the time series weighted by the average
temperature of waters above the 20°C isotherm at the time and location of downwelling for
the hiatus and pre-hiatus experiments respectively. (b) and (d) show the corresponding time
series without the temperature weighting.
with a large peak in boreal spring. This is consistent with observational (Schott et al. 1998)
and modelling (Hazeleger et al. 2003) evidence that indicates that this is the period during
which downwelling occurs on the equator in this region, forming a key source region for the
Equatorial Undercurrent. Subduction through the thermocline during the pre-hiatus decade,
on the other hand, was dominated by the two tropical cells, which do not display a similar
seasonal pattern.
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Panels (a) and (c) of Figure 3.7 show the particle subduction rates multiplied by the
average temperature from the surface to the thermocline at the location and time of subduc-
tion. The North Brazil Current region is significantly warmer than the other regions, with
an average temperature of 25°C. The significantly higher values of downward particle flux
times temperature in the North Brazil Current than in other regions indicates that it played a
crucial role in the warming trends being investigated, despite the fact that the number of
particles subducted through the base of the tropical cells was lower during the hiatus. Given
that this is the only region in which the rate of subduction of particles increased substantially
between the pre-hiatus and hiatus experiments, it is likely that an increase in downwelling of
relatively warm waters from this region was able to influence the heat content of the layers
below it during the global warming hiatus.
For these reasons, the remainder of this study focuses on the changes in the western
tropical Atlantic that led to the increased subduction of warm waters during the hiatus as
compared to the previous decade. Figure 3.8 displays properties specific to the particles
that were subducted in the North Brazil Current region during the hiatus experiment. The
first panel shows the average age of the particles as they passed through each grid cell in
the figure; smaller ages indicate times closer to the end of the experiment (2008). The
large-scale pattern is of ages closer to 2008 in the eastern part of the basin and closer to 1999
to the west. This shows a broad similarity to the observed pattern of oxygen concentrations
in the tropical Atlantic (Stramma et al. 2009; Brandt et al. 2010), and suggests that particles
were advected eastward after subduction in the west. Figure 3.8(b) shows the distribution of
initial positions from which this subset of particles was advected. The highest concentrations
of the North Brazil Current particles are seen in the eastern tropical Atlantic, consistent with
113
Figure 3.8: Information regarding trajectories of particles that crossed the base of the mixed
layer in the North Brazil Current region: (a) The average age in months, for each location,
of all particles that passed through that location. Age is measured beginning at particle
initialization, i.e., December 2008, and counted backwards. To avoid outliers, only grid
cells through which 1,000 or more particles passed are filled. (b) The distribution of initial
locations of the particles that crossed the 20°C isotherm in the North Brazil Current box.
(c) A random sample of the trajectories over the full 10-year period of 100 particles that
crossed the thermocline in this box. The colors indicate the depth of the particles along the
trajectories. Initial locations of the particles are indicated as black dots.
114
the previous panel. In Figure 3.8(c), we show the trajectories of a randomly-selected subset
of these particles, with their initial locations in 2008 indicated as black dots. From this
figure, it is clear that the primary pathway connecting the regions of warming trends below
200 m to the North Brazil Current subduction region is the Equatorial Undercurrent (EUC),
for which this region acts as a source. The EUC flows from west to east along the equator
and follows the depth of the thermocline across the basin (Stramma and Schott 1999). This
pattern of subduction is consistent with that observed in the distributions of passive tracers
originating at the surface such as oxygen (Brandt et al. 2008), indicating that this is a likely
pathway taken by heat from the surface of the ocean to deeper layers.
3.4 Changes in Circulation
In this section, we examine the changes between the pre-hiatus and hiatus decades in
the Eulerian-mean circulation in the SODA dataset that are likely to have influenced the
pathways highlighted by the particle fluxes examined in the previous section.
In order to examine whether the Equatorial Undercurrent, the crucial pathway highlighted
by the particle trajectories, changed significantly between the two decades, we also examine
the zonal velocity fields over these periods. Figure 3.9(a) displays the mean velocity and
temperature fields along the equator, averaged over the full 20-year period from January
1989 to December 2008. The mean flow below the top 20 meters is eastward, with the
largest zonal velocities located in the core of the EUC at depths of approximately 100 m in
the west and 50 m in the east. The flow branches downwards along isotherms east of 15°W,
providing a pathway for EUC waters, which originate near the surface, to reach deeper
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Figure 3.9: (a) The mean temperature field along the equator in the upper 300 m over the
twenty years used in this study (1989-2008). Arrows indicate velocities averaged over the
same period. (b) The difference between the mean temperature field averaged over the
hiatus decade and the previous decade. Positive values (pink) indicate warmer temperatures
during the hiatus. Arrows show the direction of the difference in velocity between the same
two periods. The depth of the 20°C isotherm averaged over the hiatus decade (pre-hiatus
decade) is indicated by the white (black) contour. Vertical velocities have been multiplied
by 104 for visualization.
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levels of the ocean.
Panel (b) of Figure 3.9 shows the difference in the decadal mean velocity and temperature
fields over the same region. Also indicated is the mean depth of the 20°C isotherm during
these two periods along the equator. The westward arrows along the core of the EUC in the
figure indicate that its normally eastward flow was weaker during the hiatus than during
the previous decade. The depth of the 20°C isotherm also showed a slight deepening in the
eastern part of the basin during the hiatus. This is consistent with a weaker EUC flow, as the
zonal pressure gradient on the equator across the Atlantic basin is the primary driver of the
EUC (Johns et al. 2014).
Another key difference in the EUC between the two decades is that the waters of the
EUC along its entire length were significantly warmer during the hiatus, with the decadal
mean being up to 1°C warmer at a few locations along the current. This pattern of warming,
in combination with the increased downward particle fluxes in the western boundary region,
suggests that the increase in downwelling in the western equatorial Atlantic warmed the
EUC, which in turn carried these warmer waters eastward.
Therefore, although the strength of the EUC was weaker during the hiatus decade, its
higher temperatures during this period likely played a role in the increase in heat content of
the lower layers of the ocean.
The flow field in panel Figure 3.9(a) indicates mean subsidence along isotherms in the
eastern Tropical Atlantic. While it is known that the temperature of the EUC affects the tem-
perature of the waters upwelled at the eastern boundary of the equatorial Atlantic (Hormann
and Brandt 2007), this pattern of velocities shows that the temperature of the EUC can also
influence the heat content of the deeper ocean.
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Figure 3.10: Difference in vertical shear of the ocean velocities along the equator (averaged
between 5°S and 5°N) with the 20°C isotherm indicated in black (left column) and on the
20°C isotherm (right column) between the two decades, from four different ocean velocity
products. Positive values (pink) indicate increased shear during the hiatus.
118
The movement of water (and the heat transported by it) across the thermocline must
necessarily be driven by diapycnal mixing, which cannot be accurately resolved by the
SODA reanalysis. In order to qualitatively assess long-term changes in the rates of vertical
mixing in this dataset, we examine the vertical shear of horizontal ocean velocities near the
thermocline. Figure 3.10(a) shows a vertical section, averaged between 5°S and 5°N, of
the difference in the magnitude of the vertical shear between the two decades from SODA.
There is a stark zonal contrast in the change in shear along the thermocline: during the hiatus,
the vertical shear was larger in the western equatorial Atlantic and smaller in the eastern
equatorial Atlantic. This pattern is consistent with the change in the spatial distribution
of thermocline crossings between the two decades (Figure 3.5), with an increase in the
number of thermocline crossings in the western equatorial Atlantic, where mixing across the
thermocline was enhanced, and a decrease in thermocline crossings in the eastern equatorial
Atlantic, where mixing was suppressed.
Figure 3.10(b) shows the spatial pattern of the change in the magnitude of vertical shear
between decades along the thermocline. In the eastern Atlantic, there is a region of strong
decrease in shear centered approximately on the equator. In the western Atlantic, the region
of increased shear is located slightly to the north of the equator. This is consistent with the
region of downwelling identified by Hazeleger et al. (2003) that acts as a source region for
the EUC. The displacement of the region of downwelling to the north of the equator was
found, in that study, to be due to high-frequency variability. The dynamics of this region
are complex, with a strong seasonal cycle. Along the South American coast, the North
Brazil Current flows northwestward. At about 6°N, the North Equatorial Counter Current
flows eastward. In all seasons except for the early boreal spring, the North Brazil Current
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retroflects to feed into the North Equatorial Countercurrent. At this retroflection, the North
Brazil Current sheds rings that carry warm waters into the northern hemisphere (Garzoli
and Katz 1983; Goni and Johns 2003).
Panels (c)-(h) show the same quantity calculated from three other gridded ocean velocity
datasets using monthly mean velocities. While there is some disagreement between the
datasets in the central equatorial Atlantic, all datasets show an increase in shear along the
thermocline in the far western Atlantic, concentrated primarily in the crucial North Brazil
Current retroflection corridor that acts as a region of subduction of surface waters into the
EUC. A strong decrease in shear along the thermocline in the eastern Atlantic is seen in
GODAS (panel (f)). This feature is present but less pronounced in ORAS4 (panel (h)) and
absent in ECDA (panel (d)).
Figure 3.11 shows the zonal velocity over the two decades in the NECC region from
SODA. An increase in the eastward speed (shown in shades of red) of the NECC occurred
in the region between 55° and 30° W, above the thermocline, during the hiatus compared to
the previous decade. The NECC transport is in geostrophic balance and therefore driven by
the local meridional pressure gradient (Philander and Pacanowski 1986), which is shown
in panel (b). The negative meridional pressure gradient in this region (shown in shades of
blue) intensified considerably during the hiatus compared to the previous decade.
This meridional pressure gradient is maintained by the Intertropical Convergence
Zone (ITCZ), which acts as a key driver of surface currents in this region (Philander
and Pacanowski 1986). The wind stress curl to the north of the ITCZ is positive, inducing a
ridge in the thermocline, and is negative to the south, inducing a trough. The intensification
of the ITCZ, therefore, should lead to an increase in the transport of the NECC by increasing
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Figure 3.11: Hovmöller diagrams of (a) the zonal velocity averaged between 55°W and
35°W from the surface to the thermocline (positive eastwards) in the core of the NECC and
(b) the meridional pressure gradient in the same region.
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the meridional pressure gradient (Fonseca et al. 2004).
3.5 A Hypothesis for the Influence of the Pacific
These changes to the circulation and heat content distribution of the tropical Atlantic
occurred concurrently with significant changes in the tropical Pacific. The region where
we find increased cross-thermocline flow, the western equatorial Atlantic, is known to
be strongly influenced by the variability of the tropical Pacific (Zebiak 1993; Nobre and
Shukla 1996; Enfield and Mayer 1997; Saravanan and Chang 2000). This has been ex-
amined in the context of precipitation over northeastern Brazil (Nobre and Shukla 1996;
Saravanan and Chang 2000; Giannini et al. 2004; Rodrigues et al. 2011), climate variability
of the Caribbean (Giannini et al. 2000), and the displacement of the ITCZ during ENSO
events (Enfield and Mayer 1997; Huang et al. 2005).
The ITCZ over the Atlantic sector strengthens (weakens) in response to La Niña (El
Niño) events (Wang 2004) due to cooling (warming) in the troposphere. Therefore, during
the hiatus, which was on average La Niña-like corresponding to the negative IPO phase
during this period, the ITCZ is expected to have intensified. ENSO events also alter the
location of the ITCZ in the western Atlantic by altering the meridional SST gradient,
such that La Niña (El Niño) events lead to a cool (warm) North Atlantic and a southward
(northward) displacement of the mean ITCZ location. We examine three atmospheric
reanalysis products to assess whether the changes in this region between the two decades
are consistent with the observed changes in the ocean:
1. ERA-Interim (produced by the European Center for Medium-Range Weather Fore-
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Figure 3.12: The difference in sea surface temperatures (colors in (a)-(c)) and in precipita-
tion (contours in (a)-(c), colors in (d)) between the two decades (hiatus minus pre-hiatus).
casts), at a resolution of 1° longitude and latitude (Dee et al. 2011).
2. NOAA-CIRES 20th Century Reanalysis (produced by the United States Earth System
Research Laboratory), at a resolution of 1.875° longitude and latitude (Compo et al.
2011).
3. NCEP-DOE (produced by the United States Department of Energy), at a resolution of
1.875° longitude and latitude (Kanamitsu et al. 2002).
Figure 3.12 shows the change in annual-mean SST and precipitation in the region
between the two decades from three reanalysis products, and, for comparison, the change in
precipitation from the Global Precipitation Climatology Project (GPCP) combined satellite
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product. The GPCP data shows a clear increase in precipitation to the north of the equator,
in the region of the ITCZ’s annual mean position, during the hiatus decade with respect
to the previous decade. All three reanalysis datasets also show a zonal band of increased
precipitation, but they do not place this increase at the same location, with ERA-Interim
placing the increase near the equator, NCEP-DOE placing it further to the north, and the
20th Century Reanalysis having a wider, less coherent band, but also to the north. The SST
changes are not very consistent between the three datasets and are likely the reason for the
disagreement in rainfall patterns.
We examine the changes in the atmospheric datasets further in Figure 3.13. The left-
hand-side column shows the changes in the wind stress (vectors) and the meridional wind
stress (colors) between the two decades in each of the reanalysis products. We perform a
linear regression of the wind stress fields on the Niño3.4 index, defined as the mean sea
surface temperature anomaly over the region 150°W-90°W, 5°S-5°N, in order to assess the
influence of the variability of the tropical Pacific region on the wind stresses in the tropical
Atlantic. We use SSTs from the Kaplan SST dataset (Kaplan et al. 1998). Based on the
resulting regression coefficients, we reconstruct the component of the wind stress fields
associated with the Niño3.4 index. The difference in the reconstructed wind field between
the two decades is shown on the right-hand-side column of Figure 3.13.
The expected change in the wind stress field associated with the influence of the tropical
Pacific is consistent between the three datasets: due to the more La Niña-like state during the
hiatus, and therefore the intensified ITCZ, trade winds with stronger equatorward stresses
are seen in each hemisphere.
The difference in the wind fields (left-hand-side column), however, shows large depar-
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Figure 3.13: Difference in surface wind stress (arrows) between the two decades (hiatus
minus pre-hiatus). The meridional component is shown in color. The left column ((a), (c),
(e)) depicts the difference calculated from the raw data from each of the reanalysis products,
and the right column ((b), (d), (f)) show the corresponding difference calculated from the
wind fields reconstructed based on the linear regression on the Niño3.4 index.
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tures from this pattern and very little agreement between reanalysis products. A consistent
strengthening of the southeasterly trades is seen in the southwestern equatorial Atlantic,
consistent with the expected strengthening of the ITCZ in the western part of the basin, but
little else is in agreement. This widely varying set of patterns shows that not only do factors
other than ENSO substantially affect the decadal changes in wind stress region, but also
that the relative importance of these factors varies significantly between datasets on decadal
timescales.
3.6 Summary and Conclusion
The subsurface tropical Atlantic warmed during the global warming hiatus at depths
below the thermocline. The pathways by which heat is likely to have reached these regions
of warming within a ten-year period during the hiatus were examined using simulated
Lagrangian particles. We find that the majority of particles remain below the thermocline
within this time frame, indicating that a significant portion of the local warming trends
are likely to have been the result of heat being rearranged within the subsurface Atlantic.
Over a quarter of the particles, however, originated above the thermocline, showing that the
warming was in part influenced by the downward transport of heat from the upper ocean.
This is estimated to be responsible for about 44% of the warming that occurred. There was
also a small contribution of warming (16%) from the Agulhas leakage, consistent with a
study of the long-term warming trends in the Atlantic basin (Lee et al. 2011).
Our results indicate that within a ten-year time frame, the primary pathways that are
able to supply heat to the layers of the ocean below the thermocline were in the equatorial
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region. This is in contrast with the expectation that heat from the surface was transported to
these depths via the subtropical cells, as previously proposed (Meehl et al. 2011; England
et al. 2014). Our analysis highlights the role of equatorial dynamics in the heat budget of the
subsurface Atlantic Ocean, as a large majority of simulated particles that originated above
the thermocline were subducted in regions at or near the equator.
During the hiatus period, there was an increase in the cross-thermocline flow of particles
in the western tropical Atlantic, particularly in the region of the North Brazil Current
retroflection, with respect to the previous decade; meanwhile, the number of particles that
flowed through the thermocline in the eastern equatorial Atlantic via the tropical cells
decreased substantially. This implies that there was a larger quantity of water originating
in the warm western Atlantic that reached depths below the thermocline during the hiatus,
and that the flow of waters from the relatively cooler tropical cells was suppressed. The
main route for particles that were subducted in the western equatorial Atlantic was the
Equatorial Undercurrent, which carries the particles eastwards before they are advected
downwards along isotherms in the eastern part of the basin. This pathway is consistent with
that found in studies of the distribution of oxygen (Stramma et al. 2008; Brandt et al. 2010),
a tracer which originates at the ocean surface. The pathways followed by the subducted
particles in our experiments are consistent with prior observational (Schott et al. 1998) and
modelling (Hazeleger et al. 2003) studies of this region.
While the diapycnal flow across the thermocline is unlikely to be resolved by the
temporal and spatial scales of the SODA dataset, we find that the patterns of vertical shear
along the thermocline, which we use as a proxy for vertical mixing rates, are consistent
with the spatial patterns of cross-thermocline flow inferred from the simulated particles.
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The increase in vertical shear along the thermocline in the western tropical Atlantic in the
region of the North Brazil Current retroflection is consistent across reanalysis products.
Given the limitations of the data available and the complexity of the flow field in the western
tropical Atlantic, further investigation of the changes in mixing rates in this region will
require experiments designed for this purpose in an ocean general circulation model, in
which mixing rates can be quantified with some confidence. This would enable a study of
the variability in mixing along the equatorial thermocline, with a focus on the wind-driven
changes that influence it.
The increased downward cross-thermocline flow during the hiatus is located in a region
whose dynamics are heavily influenced by teleconnections from the tropical Pacific. The
increase in shear can be partly attributed to the increase in the speed of the North Equatorial
Counter Current. This strengthening of the zonal ocean surface-layer velocity is associated,
due to geostrophic balance, with an increased meridional pressure gradient. This pressure
gradient in turn may have been driven by an intensification of the ITCZ (seen in Figure 3.12).
The response of the wind stress field in this region to the tropical Pacific is notably
consistent between the three datasets when reconstructed using a linear regression, and
supports the hypothesis that a cooler tropical Pacific intensified the ITCZ. However, in
atmospheric reanalysis datasets there is little agreement on the changes between the two
decades, suggesting that the reanalysis errors and biases may be of comparable size to the
decadal-scale changes being investigated here.
Nevertheless, the patterns seen in this study provide us with a testable hypothesis for
how the variability in the Pacific may impact the downward transport of heat in the western
tropical Atlantic, and therefore the heat content of the subsurface Atlantic Ocean. This
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hypothesis – that the La Niña-like state of the tropical Pacific over the duration of the hiatus,
by intensifying the ITCZ in the western Atlantic, increased the downward mixing of warm
surface waters into the sub-thermocline layer – can be tested in ocean-only and coupled




The first two chapters of this dissertation explored the predictability of the coupled ocean-
atmosphere system of the tropical Pacific region on longer-than-interannual timescales.
The dynamics underlying the interannual variability in this region are well-studied and
understood in great detail, and successful forecasts based on these dynamics have now
been made for decades (e.g., Chen and Cane (2008)). In contrast, the processes responsible
for the variability on longer timescales are poorly understood. The ability to predict the
variability of the tropical Pacific on these timescales would nevertheless be of great use to
policymakers, particularly in managing water resources (Means et al. 2010; Barsugli et al.
2009) given the key role of this variability in generating droughts (Herweijer and Seager
2008). The importance of climate prediction on these timescales is widely recognized,
with a co-ordinated effort to produce decadal hindcasts being part of the Coupled Model
Intercomparison Projects (Taylor et al. 2012).
This field of research is still in its early stages, with much of the skill in such decadal
climate prediction hindcasts originating in the response to radiative forcings (Boer 2011;
Goddard et al. 2013; Meehl et al. 2014) rather than from internal climate variability. However,
it has been found that in carefully initialized experimental hindcasts, the Pacific basin is
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a source of predictive skill due to the simulated internal climate variability generated in
this region (Mochizuki et al. 2010; DelSole et al. 2013; Meehl and Teng 2014). Although
the mechanisms that produce such variability have not been definitively identified, these
results indicate that improving prediction skill in the Pacific will likely play a key role in
developing our ability to predict global climate on an interdecadal timescale.
Chapters 1 and 2, therefore, address the problem of predicting a phenomenon whose
underlying mechanisms are not understood. While perhaps less common in the study of
climate, this type of problem – where data is available but the system generating the data is
not, or cannot be, readily understood based on existing theory – is often encountered in many
fields such as ecology and economics, and a wide range of mathematical techniques have
been developed in order to analyze and predict such systems. Many parts of Earth’s climate
system, rife with examples of feedbacks and nonlinear behavior, are well-described by the
framework of dynamical systems theory; an unsurprising fact, given that the canonical
system that was the subject of the first study to define mathematical chaos was convection
in the atmosphere (Lorenz 1963). We have applied a framework rooted in these ideas in our
investigation of the predictability of the tropical Pacific system.
The first chapter used ensembles of experiments initiated with small perturbations in
order to assess sensitivity to initial conditions as a measure of predictability. This was
carried out for persistent cool states and for shifts in the decadal mean state. While the exact
trajectory that the model followed in the future was not predictable with any meaningful
level of skill, the key result is that instead, a long-term statistic (the mean of an SST-based
index over the relevant number of years) showed some predictability. This suggests that
although the exact timing of El Niño and La Niña events cannot be predicted more than
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approximately two years in advance, it may be possible to answer the question of whether
the mean state of a future decade will be more La Niña-like or El Niño-like using initialized
climate models. This along with earlier work (Karspeck et al. 2004; Seager et al. 2004),
represents a subtle but important shift in our understanding of predictability of this part of
the climate system: while most studies of decadal climate prediction assess predictability
on the basis of how well the predicted trajectory tracks the trajectory of the real-world
system (e.g. Meehl et al. (2014, 2016b)), we find that in a case where such an assessment
would find virtually no predictive skill, an intermediate-complexity model is still able to
predict a long-term statistic. The second chapter leverages this key finding to reconstruct
the attractor of the intermediate-complexity model with the specific purpose of assessing
predictability on the decadal-interdecadal timescale. We found that in the intermediate-
complexity model, the running standard deviation of the Niño3 index was a metric that
better distinguished the positive and negative phases of TPDV than the running mean. There
is a strong correspondence between these two measures in this model, resulting from the
well-known asymmetry between El Niño and La Niña events (Rodgers et al. 2004; Okumura
2013): El Niño events tend to have a higher amplitude and shorter duration than La Niña
events, meaning that the standard deviation over periods with more El Niño events (which,
being warm, produce a positive mean state) is larger due to this higher amplitude than a
period with more La Niña events. We found, using the simplex projection technique, that
the phases of TPDV in the intermediate-complexity model emerge as two distinct “orbits”
in a three-dimensional state space. The reconstructed shadow manifold, a mapping of the
system’s true attractor, was used to generate a dataset comprising all possible states of the
system indexed by their predictability. We identified the regions in this state space that
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were best able to predict which orbit the trajectory would take over the following 15-year
period. A promising result is that highly-predictable states comprise a large fraction of
the volume of the state space, with the model spending over a third of the time in these
regions. Importantly, these states occur more frequently than the timescale of the prediction,
meaning that relatively reliable forecasts of the model can be made more often than the
shifts between the interdecadal states. A way to make use of this information is analogous to
the manner in which the seasonal cycle is used in ENSO prediction. For ENSO prediction,
because of a well-known “spring predictability barrier”, a period in the boreal spring that is
highly sensitive to perturbations (Moore and Kleeman 1996; Torrence and Webster 1998)
and therefore relatively unpredictable, forecasters may wait until the boreal summer to
issue confident forecasts. Similarly, to use the information generated by our analysis, a
forecaster would need to monitor the system’s state and map it to its location on the shadow
manifold to track whether the system is in a relatively predictable state, waiting until a state
is reached from which a high-confidence forecast can be issued. This would be a trivial task
if the forecaster were predicting the intermediate-complexity model, for which the shadow
manifold has been reconstructed with fairly high confidence. Predicting the real-world
system, however, is more complex, as the shadow manifold of this system has not been
reconstructed with high confidence, and due to the shortness of the observational record,
cannot be.
Instead, as described in Chapter 2, the predictable states would have to be identified
based on their physical characteristics. If the interdecadal predictability of the real world
shares some characteristics with that of the intermediate-complexity model, as is suggested
by our analysis, the objective would then be to identify the states in the real world that
134
are conducive to high-confidence forecasts. This would first require us to identify the
states in the intermediate-complexity model that are predictable, and the characteristics of
those physical states that distinguish them from the other states of the model. Each model
state, however, is determined by many variables (sea surface temperatures, wind velocities,
thermocline depth, etc.) at many spatial locations (each grid cell in the tropical Pacific
domain of the model), and manually examining all of these to determine the distinguishing
features of the predictable states would be a difficult task.
Fortunately, machine learning algorithms exist that are optimized to perform tasks
such as these. The field of machine learning has progressed with great speed in the past
decade, with a variety of well-known algorithms of this type now available to users of most
scientific analysis software packages. A few machine learning algorithms, such as Empirical
Orthogonal Functions (EOFs) and Self-Organizing Maps (SOMs) have found widespread
use in the climate sciences. These algorithms are examples of unsupervised learning, where
the user provides an algorithm with a dataset, and given little or no other information, the
algorithm extracts the dominant patterns or modes of variability. What is needed for this
particular problem, however, comes from a different branch of machine learning, known as
supervised classification. Supervised classification algorithms are designed to “learn” how
to distinguish to which of two (or more) categories a new data point belongs. The learning is
performed by first providing the algorithm with many samples, each of which is tagged with
the category to which it belongs. The algorithm processes this information (using different
statistical tools, depending on the type of supervised classification algorithm chosen: e.g.,
neural networks, support vector machines, decision trees) and generates an object known as
a classifier, which can then be used to classify any new data point. These algorithms are
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generally applied in cases where a large number of samples are available for the algorithm
to use in its learning, and where numerous variables determine each of the samples.
To distinguish predictable states from others in our shadow manifold dataset, we would
provide the “snapshots” of the model state corresponding to those points in time that are
predictable tagged as belonging to one category, and snapshots corresponding to the points
in time that are not predictable tagged as belonging to another, generating a classifier that is
able to classify any new model state provided to the algorithm as being predictable or not. A
significant challenge arises in interpreting the classifier, however, as these algorithms were
designed primarily to perform the classification itself and do not necessarily preserve the
relevant features that make it possible to interpret it in physical terms. In order to arrive at a
classifier that is interpretable in terms of the physics of the model, one must make careful
choices with regards to the type of classification algorithm used. I have begun to perform
such an analysis, and early results show that it is possible to produce a successful classifier
that is also interpretable by using an ensemble of decision trees to execute the classification.
Once the physical characteristics of the model states from which interdecadal variability
is predictable are known, we can begin to build hypotheses for why these particular features
are crucial to determining the predictability of the model on this timescale. The predictable
model states can also be compared to corresponding states in the observations to ascertain
whether similar mechanisms operate in the real world. If the states are sufficiently similar,
this information can then be used to develop ways to make interdecadal forecasts.
The results obtained in Chapters 1 and 2 are not only pertinent to the predictability of
the system, but also provide some insight into the physical mechanisms that operate on
interdecadal timescales. The ability of the intermediate-complexity model, which simulates
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only the tropical Pacific region, to produce analogs to the real-world state on these timescales
with a similar level of skill to a GCM (Chapter 1) and the similarities between the shadow
manifolds of the real-world system and the model (Chapter 2) strongly suggest that some
of the TPDV in the real world can be generated by the dynamics of the tropical Pacific
region alone without external forcing, whether from the extratropics (Gu and Philander
1997; Barnett et al. 1999; Miller and Schneider 2000; Farneti et al. 2014), the Atlantic
(Delworth et al. 2006; Dong et al. 2006; Timmermann et al. 2007; Kang et al. 2014), or
outside the climate system altogether (Adams et al. 2003).
There are significant uncertainties associated with our results, especially because of
the short observational record; only a handful of shifts between interdecadal states have
been observed. These uncertainties were explored in some detail in Chapter 2. Another
significant source of uncertainty in predicting the future of the climate system that was not
addressed is the possible interaction of anthropogenic climate change with the variability
of the tropical Pacific, as our techniques assume that the system will remain stable. Many
attempts have been made to predict the ways in which anthropogenic warming will alter
the variability of the Pacific, but the results of these studies vary widely (Collins et al.
2005; Vecchi and Wittenberg 2010), with some predicting that the mean state will become
more El Niño-like (e.g., Knutson et al. (1995); Meehl and Washington (1996); Boer et al.
(2004); Vecchi et al. (2007)) and others predicting the opposite (e.g., Seager and Murtugudde
(1997); Liu (1998); Karnauskas et al. (2009); Coats and Karnauskas (2018)). Therefore, it
remains to be seen whether the changes will alter the nature of interdecadal variability in the
Pacific, and whether the cool state that produced the hiatus will continue. Recent predictions
(Knutson et al. 2016; Meehl et al. 2016b), as well as our own in Chapter 1, suggest that this
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is unlikely. Current projections suggest that whether or not such hiatus states will reoccur in
the future depends strongly on the rate of greenhouse gas emissions (England et al. 2015),
however, such projections were made using a suite of models that on average predict a more
El Niño-like state (Vecchi et al. 2007; Yeh et al. 2012).
The final chapter explored the changes to the tropical Atlantic subsurface heat content
that occurred during the global warming hiatus. We found significant changes to the
circulation of the upper ocean between the two decades, with a larger diabatic cross-
thermocline flow in the western equatorial Atlantic and a significantly warmer Equatorial
Undercurrent. These results are subject to the uncertainties of the SODA reanalysis data,
such as those associated with relatively low resolution, the assumption of uniform effective
diffusivities in the horizontal and vertical dimensions, and the fact that the data assimilation
procedure does not conserve heat or mass perfectly. A way to validate the results obtained
would be to set up similar particle-tracking experiments in an ocean model forced by the
observed wind fields during the hiatus and pre-hiatus decades. In an ocean model, it would
be possible to track the variations in the rates of mixing, and heat and mass would necessarily
be conserved, allowing higher accuracy than in a reanalysis. Further, by isolating the wind
fields associated with the variability of the tropical Pacific and using these to force the
ocean model, one could test the hypothesis laid out in Chapter 3: that the cool state of
the tropical Pacific, by intensifying the ITCZ over the Atlantic and therefore enhancing
the North Equatorial Countercurrent, increased the rate of cross-thermocline mixing in the
western equatorial Atlantic during this period. It would also be possible to better quantify
the changes in downward heat transport associated with the changes in the wind fields
induced by the tropical Pacific, and to assess whether this contributed significantly to the
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warming trends below the surface, and to the slowdown in warming at the surface.
The global warming hiatus inspired a large number of studies attempting to explain the
changes that had occurred (Medhaug et al. 2017). This research raised numerous questions
regarding decadal climate variability, the rate of ocean heat uptake, the effects of the tropical
Pacific’s many teleconnections on the ocean, and the Earth’s energy budget, while also
emphasizing the great importance of continuing to monitor the Earth’s climate system as
best we can; and may eventually result in the ability to predict interdecadal variability in the
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