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ABSTRACT 
 
The purpose of this study is to determine under what conditions multiple minimally 
intrusive physiological sensors can be used together and validly applied for use in areas which 
rely on adaptive systems including adaptive automation and augmented cognition. Specifically, 
this dissertation investigated the physiological transitions of operator state caused by changes in 
the level of taskload. Three questions were evaluated including (1) Do differences exist between 
physiological indicators when examined between levels of difficulty? (2) Are differences of 
physiological indicators (which may exist) between difficulty levels affected by spatial ability? 
(3) Which physiological indicators (if any) account for variation in performance on a spatial task 
with varying difficulty levels? The Modular Cognitive State Gauge model was presented and 
used to determine which basic physiological sensors (EEG, ECG, EDR and eye-tracking) could 
validly assess changes in the utilization of two-dimensional spatial resources required to perform 
a spatial ability dependent task. Thirty-six volunteers (20 female, 16 male) wore minimally 
invasive physiological sensing devices while executing a challenging computer based puzzle 
task. Specifically, participants were tested with two measures of spatial ability, received training, 
a practice session, an experimental trial and completed a subjective workload survey. The results 
of this experiment confirmed that participants with low spatial ability reported higher subjective 
workload and performed poorer when compared to those with high spatial ability. Additionally, 
there were significant changes for a majority of the physiological indicators between two 
difficulty levels and most importantly three measures (EEG, ECG and eye-tracking) were shown 
to account for variability in performance on the spatial task. 
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CHAPTER ONE: INTRODUCTION 
 
Advances in technology have created the possibility for the incorporation of the human 
into the machine system. This exciting new direction in human-system interaction offers the 
opportunity to create systems in which the user is part of the interface. Through available 
technology, it is now possible to reexamine the human-centered system design (process) and 
include the measurements of the human‟s internal physical and cognitive state as an informing 
and potentially integral part of the system. 
Beginning with our ancestors over two million years ago with first stone axe, the purpose 
of technology (e.g. machines, automation, robots and other technically complex tools) has been 
to assist the human operator in execution of tasks which are difficult, repetitive, high-risk 
(dangerous), or even inconvenient. Obviously, over time, technological capabilities have become 
amazingly sophisticated and seemingly too complex. Often, while utilizing technologies, we 
humans are required to assess the current state of a system and operating environment while 
quickly making decisions and executing an appropriate course of action. As a result, we create 
technologies (automation) to assist us in the use of these complex systems. From automated 
teller machines to the assembly line at a bottling plant or from the cruise control in automobiles 
to the flight management system used by commercial airline pilots, there are a myriad of 
successful examples such technologies in use every day. 
Statement of the Problem 
While the utilization of a suitable technology can increase the likelihood of successful 
operations, performance can be adversely impacted by fluctuations in operator workload. When 
an operator is paired with technology to accomplish a task, the resulting human-system 
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predominantly relies on a one-way state assessment relationship in which the human is 
ultimately responsible for maintaining homeostasis. This relationship does have the potential to 
become more symbiotic. Through the integration of relatively noninvasive physiological 
measures, it should be possible to create a system that can detect and utilize the physiological 
state of its operator and literally result in a truly „human-in-the-loop‟ system. The ability to 
detect operator state through the use of various technologies which measure different 
physiological indices poses several problems. For example, sampling rates (resolution) of 
different measures may cause one technology to indicate state change while another is reporting 
the previous state. Additionally, it may be the case that one measure may indicate the onset of a 
state change which does not necessarily require an intervention. The potential accuracy offered 
by multiple technologies over an individual one is an exciting proposition. While there is no 
shortage of evidence that suggests various technologies can detect and measure state changes of 
an individual, limited empirical information exists which details how to employ these multiple 
physiological sensors in concert to achieve such a goal. While there have been numerous efforts 
in which various academic, private and government institutions (see Reeves et al., 2007; Reeves 
& Schmorrow, 2007) have implemented prototype systems using physiological driven 
adaptations, the small experimental populations and constrained task environments of these 
efforts do not achieve the scientific rigor needed to support the ability of being diagnostic when 
it comes to different human cognitive states. These efforts therefore, are not specifically useful 
when it comes to generalizable remedies to applied problems. The previous statement, while 
seemingly critical of previous efforts, is supported by Reeves, Stanney, Axelsson, Young and 
Schmorrow (2007) in their articulation of the near-, mid- and long-term goals of Augmented 
Cognition (AUGCOG). The authors specifically noted that there were several impediments to the 
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adoption of physiological technologies including: (1) the need for valid, reliable, and 
generalizable cognitive state gauges based on basic neurophysiological sensors; (2) real-time 
cognitive state classification based on basic cognitive psychology science and applied neuro-
cognitive engineering; and (3) proof of effectiveness which demonstrates generalizable 
application of mitigations (i.e., the ability to control how/when mitigations are applied). 
Study Purpose 
This effort presents model and framework that will contribute to the solution of the above 
stated problem through the use of multiple physiological measures. This initial exploration tested 
and evaluated a module within the model (2-D spatial ability) and framework. This study 
incorporated individual measures of: eye blink rate; pupil dilation; heart rate; heart rate 
variability; four electrodermal responses: skin conductance level, skin conductance response, 
skin conductance response count and time of decay of the skin conductance response; and two 
electroencephalography derived measures: percent workload and percent high engagement (see 
Berka et al., 2007). This study was specifically interested in the focus of these measures around 
taskload fluctuations in order to understand how these technologies can be used in concert to 
inform adaptive systems as called for by Reeves, Stanney, Axelsson, Young and Schmorrow 
(2007). 
Format 
As stated above, the purpose of this dissertation is the presentation, testing and evaluation 
of a model and framework as a possible answer to the goals set forth by Reeves, et al. (2007). 
The format used for this dissertation is commonly referred to as a “three papers approach”, this is 
an alternative format in which manuscripts include two or more published and/or to be published 
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papers which study a common problem (UCF Thesis and Dissertation Office, 2009). The 
following chapter will discuss foundational work the multiple resources approach to cognitive 
processing with a focus on spatial resources. This area was chosen due to the general acceptance 
of a multiple resources model of cognition by the AUGCOG field. Specifically, spatial resources 
are of interest due to the nature of AUGCOG applications which have been tested and the 
importance of spatial resources in operational domains ranging from air traffic control to tactical 
situations such as close air support or unmanned vehicle operations. Additionally, the second 
chapter will discuss foundational work in the areas basic neurophysiological and physiological 
research as well as their application to the field of AUGCOG. Once this groundwork has been 
covered, chapter three, which was presented during, and published in the proceedings of the13th 
International Conference on Human-Computer Interaction, introduces a model and framework as 
an answer to help achieve the goals for AUGCOG stated by Reeves, et al. (2007). The major 
contributions of this chapter include: (a) an discussion on what a modular cognitive state gauge 
should consist of; and (b) a proposed framework based on the previously reviewed items which 
can assist in determining how various physiological measures interact with each other in relation 
to the change of cognitive state. The following chapter, which has been selected for presentation 
and publication in the proceeding of the Human Factors and Ergonomics Society‟s 53rd Annual 
Meeting, used the model and frame work presented in the previous chapter in order to examine 
the differences within the output of multiple physiological sensing devices under varying levels 
of task difficulty during a task that was highly dependent on spatial ability. This chapter 
discusses the supportive evidence for a modular cognitive state gauge that was revealed with the 
finding of significant results for several physiological measures on a novel spatial task. Chapter 
four, a manuscript in preparation, is a further investigation in which the objective was to 
5 
determine which physiological measures are predictive of performance. The findings presented 
in this chapter suggest that physiological response to a targeted cognitive ability can be 
measured. The final chapter includes exploratory analyses which were completed to in an effort 
to further understand the complexities of these data. Specifically, the subscales of a subjective 
workload measure were used to provide a fuller understanding of the predictive nature of the 
physiological measures. This chapter reviews the findings from the previous chapters and 
additional analyses and how they support the use of the Modular Cognitive State Gauge 
framework as a reasonable approach for measuring physiological indicators of targeted cognitive 
abilities. 
As an exercise in transparency, I want to be certain that the reader understands that the 
methodology for this effort is detailed in both the third and fourth chapters. Further, for the 
purpose of clarity, these data and analyses are all based on the population and sample described 
in the abstract, reiterated here and reinforced in the subsequent chapters: Thirty-six participants 
(20 female, 16 male) volunteered for this dissertation. 
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CHAPTER TWO: BACKGROUND ON PHYSIOLOGICAL STATE, WORKLOAD AND 
SPATIAL ABILITY 
Biological Foundations 
Before discussing physiological measures, it is important to have at least a basic 
understanding of the extremely complex human nervous system (NS). The NS allows us to 
organize, interpret, and interact with our environment. The NS is divided into a hierarchy with 
two main categories, the Central Nervous System (CNS) and the Peripheral Nervous System 
(PNS). The CNS consists of the brain and spinal cord and the peripheral nervous system consists 
of Somatic Nervous System and the Autonomic Nervous System (ANS). The Somatic Nervous 
System controls the voluntary muscle movements and the detection of stimulus from the 
environment through the senses. The ANS is the body‟s control mechanism for maintaining 
homeostasis. Some functions affected by the ANS include: heart rate; respiration rate; 
perspiration; and pupil dilation. In general, these functions are involuntarily performed with the 
exception of cases in which the conscious mind can influence control (e.g. respiration). The ANS 
consists of two subsystems, the Sympathetic and the Parasympathetic Nervous Systems (SNS 
and PNS respectively). The SNS and PNS can be described as having a push-pull relationship on 
most organs of the body which is controlled by the hypothalamus. The PNS is normally 
dominant to the SNS until confronted with “fight-or-flight” situation in which SNS response acts 
upon the body to enable survival (Appenzeller & Oribe, 1997). 
Central Nervous System 
Essentially, the CNS gathers information about the environment through sensations, 
controls thought and motor control. Central to this effort and to the understanding of our 
existence is the brain. First, it is important to discuss the basic functions of the brain as related to 
its anatomy. The brain is made up of several components which work in concert to perform the 
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myriad of functions which we use to survive. The following is a high level look at the major 
brain structures and their main functions. 
Brain Stem 
The brain stem is the most primitive structure and is essential for functions such as basic 
attention, arousal, and consciousness. Continuous with the spinal cord, the brain stem is the final 
common pathway (Sherrington, 1906; Solodkin, Hlustik & Buccino, 2007) in that it passes all 
information between the body and the brain. The brain stem consists of the medulla oblongata 
and the pons which control ANS functions such as heart rate, alertness, digestion and respiration. 
Additional functions include: startle response to visual and auditory input; the reflex to swallow; 
sweating; blood vessel constriction (pressure); and thermoregulation. 
Cerebellum 
Traditionally, understanding of the cerebellum‟s functions was limited to: the 
coordination of voluntary motor movement; balance and equilibrium; and muscle tone. More 
recently, the cerebellum has been connected to much higher level functions such as attention, 
associative learning, practice-related and procedural learning, working memory, semantic 
association, complex reasoning and problem solving as well as sensory, motor and motor skill 
acquisition (Courchesne & Allen, 1997). 
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Figure 1. Major Structures and Select Functions  
of the Brain (brainbasedbusiness.com, 2008) 
 
Temporal Lobes 
The temporal lobes are highly associated with memory skills and are involved in the 
primary organization of sensory input (Read, 1981). This area of the brain is involved with 
emotional response, memory, and speech recognition. The responsibility of these lobes also 
includes language functions such as naming and verbal comprehension. Evidence suggests that 
the temporal lobes are involved in high-level visual processing of complex stimuli and scenes as 
well as object perception and recognition. Additionally, temporal lobes are thought to be 
involved in episodic and declarative memory. An important structure within the temporal lobes is 
the hippocampus. This part of the brain handles the transfer of memory from short to long term 
and control spatial memory. 
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Occipital Lobe 
The ability to process visual images is based in the occipital lobe. This part of the brain 
handles the perception of motion, color discrimination and visual/spatial processing. 
Additionally, the occipital lobe involves associated areas that assist in the visual recognition of 
colors and shapes.  
Parietal Lobe 
There are several functions carried out by this part of the brain. First, the cognitive 
functions of sensation and perception. This sensory input is then integrated to form a 
corresponding spatial coordinate system to the environment. The parietal lobe has been 
associated with various visuo-spatial abilities and analogical mental rotations (Dehaene, Spelke, 
Pinel Stanescu & Tsivkin, 1999). Additionally, this area of the brain is active when movements 
requiring hand eye coordination (Kawamichi et al., 1998) as well as mental rotation tasks 
(Corbetta et al., 1993). 
Frontal Lobes 
The frontal lobe area of the brain is among is involved with several important activities 
including: motor function, problem solving, memory, language, judgment, impulse control, and 
social behavior. The left and right frontal lobes are involved in different behaviors, for example, 
the left controls language related movement (e.g. muscle activation necessary for speech) and the 
right lobe is involved with non-verbal abilities. The frontal lobe can be further divided between 
the anterior and posterior. The former is known to be involved with the determination of 
personality while the later is associated with movement. 
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Autonomic Nervous System 
Sympathetic Nervous System 
Under normal conditions, the SNS response is secondary to the PNS. The basal SNS 
fight-or-flight response to physical or psychological stress relevant to this effort include: 
increased heart rate, pupil size and respiration rate (Table 1). The SNS may regulate the “up and 
down” control of homeostatic functions for the body. The SNS is ultimately involved in priming 
the body for action. This priming activity can be observed in a sudden spike in SNS activity in 
the moments prior to an individual becoming awake. 
Parasympathetic Nervous System 
The PNS can be described as controlling bodily functions under normal conditions. 
Converse to the fight-or-flight response, the PNS is said to control the rest-and-digest response. 
In a state of PNS control, the body will experience a decrease in blood pressure, a slowing of the 
heart rate, and the activation of the digestive process. 
Table 1: Select Organ Responses to Autonomic Nervous System Impulses  
Organ Sympathetic Response Parasympathetic Response 
Heart Heart Rate Increase Heart Rate Decrease 
Lung Bronchial Muscle Expansion Bronchial Muscle Relaxation 
Eye Pupil Dilation Pupil Constriction 
Skin Increased Sweating N/A 
 
Physiological Measurement 
The measurement of various physiological responses may indeed be capable of providing 
systems with a continuous measure of the state of a user. Unfortunately, the investigation of 
physiological measures has shown that the discrimination between emotional response mental 
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workload and physical activity is known to be methodologically difficult (Sammer, 1998). The 
following section examines previous research which explored physiological responses to 
workload (specific to this dissertation). While other factors such as emotion, physical exertion 
and circadian rhythm undoubtedly contribute to changes in physiological response and are by no 
means are discounted here, they are beyond the primary scope of this dissertation and will be 
given proper consideration as needed. 
Eye Blink Rate 
Eye blink rate (BR) has been examined numerous times and has been shown to be a 
useful measure of mental workload (Scerbo, Parasuraman, Di Nocero & Prinzell, 2001). 
Specifically, reflexive eye blink is reasoned to inform general arousal because of the following: 
1) proximity of the facial nerves responsible for eye blink; 2) the idea that midbrain reticular 
formation structures play a role in the integration of ocular activities; and 3) there are no 
identifiable triggers for reflexive blinks (Morris & Miller, 1996; Scerbo, Parasuraman, Di 
Nocero & Prinzell, 2001). Additionally, several laboratory and field studies have shown that 
blink rate decreases with an increase in task difficulty (e.g., Veltman & Gaillard, 1996; Backs, 
Ryan & Wilson, 1994; Hankins & Wilson, 1998; Wilson, 2002). 
In addition to being a useful measure of workload, BR has been shown to decrease while 
performing visual tasks or the reading of text material. Further, BR has been shown to increase in 
relation to negative emotional states as a result of poor performance (e.g. stress or anxiety) and 
decrease in relation to pleasant emotional states (Andreassi, 2006). 
Pupil Dilation 
Depending on the autonomic nervous system response, pupil dilation (PD) has been 
shown to increase or decrease. A parasympathetic response will result in the constriction of the 
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pupil while a sympathetic response will result in dilation. PD has been said to be as an important 
measure of mental workload (Kahneman, 1973) and has been used numerous times as a global 
measure of workload. Increased pupil diameter has been observed with an increase in increased 
resource taxation. For example, Beatty (1982) reported that pupil diameter increased with 
increases in perceptual, cognitive and response-related processing demands. Other research has 
also shown that PD can reliably measure mental workload (Polt and He ss, 1964; Hoecks & 
Levelt, 1993; Juris & Velden, 1977; Kahneman, 1967; Takahashi, Nakayama &. Shimizu, 2000). 
A common finding with all of these researchers work is that an increase in PD is correlated to 
workload increases. Iqbal, Adamczyk, Zheng and Bailey (2005) suggest that pupil size can be 
used as a real-time measurement of workload. PD has been reliably correlated with differences in 
mental workload experienced by operators performing a variety of tasks. As such, it is being 
explored here as a primary physiological measurement for this effort. 
Of course, pupil size can also be affected by other factors such as emotion, interest or 
even sexual arousal. The pupils of both men and women have been shown to increase when 
viewing nude images (Hamel, 1974; Hess, 1975). Hess (1972) also found similar results when 
participants viewed other stimuli deemed emotionally pleasant (increased PD) or unpleasant 
(decreased PD). Fatigue has been also shown to cause decreases in pupil diameter. Over the 
course of an experiment, Kahneman and Peavler (1969) discovered that their participants had a 
continuous decrease in PD. To further support this, Hess (1972) cautioned against the use of 
excessive stimuli in pupilometry investigations due to the fact that fatigue causes a decrease in 
PD.  
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Heart Rate 
As the heart is innervated by both branches of the ANS, it seems that it would be a likely 
candidate for measuring cognitive workload. Wilson & Eggemeier (1991) suggested that heart 
rate could predict and overall indicator of workload. This idea was again supported by Roscoe 
(1993) when he conducted a series of aviator workload studies and showed that heart rate was 
the most favorable physiological measure of workload. Concerns exist that this measure may not 
be entirely generalizable due to the wide variation in resting heart rate among the population. 
Further, emotion has been also shown to affect heart rate. While examining heart rate 
changes during the presentation of auditory, visual, and audiovisual stimuli which was 
emotionally negative, neutral, and positive, Attonen and Surakka (2005).found a significant 
deceleration in response to negative stimuli as compared with responses to positive and neutral 
stimuli. Similarly, in her 2002 dissertation, Cosenzo reported significant decreases in participant 
heart rate in response to their viewing of images specifically designed to elicit a negative 
emotional response. 
Heart Rate Variability 
An increase in cognitive workload will result in an increase in heart rate. Conversely, the 
increase workload will result in a decrease in heart rate variability (Wilson, 1992) when 
compared to the rest state (Brookhuis, 2005). Similar to heart rate, heart rate variability is 
obtained with an electrocardiogram (ECG), but it is not the electrical activity of the heart that is 
of particular interest for the elicitation of mental effort. What is of interest is the varying duration 
of time between heartbeats (heart rate variability), the inter-beat interval (IBI) or mean heart 
period has been shown to decrease with the increase in operator workload (Mulder, Waard & 
Brookhuis, 2005). 
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Since an increase in heart rate results in the decrease in IBI resultant of an increase in 
workload Mulder, Waard & Brookhuis (2005), we must consider that the decrease in heart rate 
will have a similar increase in IBI. Further, since heart rate deceleration occurs in response to 
negative emotion (Attonen and Surakka, 2005) it is assumed that IBI will increase as a result of 
those same negative emotions. 
Electrodermal Response 
Minute changes in the amount of sweating effects the electrical impedance of the skin. 
The measurable change of electrical activity of the skin is a result of sweat glands and is a 
sympathetic nervous system response capable of indicating stress-strain, emotion and arousal 
(Boucsein, 2005). One of the several measures of EDR is the Skin Conductance Level (SCL) 
which in the past was often referred to as Galvanic Skin Response (GSR). SCL is measured by 
the application of a constant unperceivable voltage to the skin via electrodes. Since the current is 
known the conductance of the skin can be measured. In their 2007 study, Shi et al. used SCL as a 
measure of stress and arousal during the comparison of unimodal and multimodal system 
interfaces. Their findings showed a significant increase in SCL while using unimodal over 
multimodal interfaces. Additionally, they showed that there was a significant increase of SCL 
across three (low, medium and high) workload conditions. 
SCL has been shown to increase in response to viewing images designed to elicit a 
negative emotional response (Cosenzo, 2002). Additionally, other EDR measures have been 
shown to be responsive to emotional response (see: Sammer, 1998; Collet, et al., 1997; 
Andreassi, 2006). 
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Electroencephalography 
The most commonly used method of classifying an operator‟s psychophysiological state 
with regard to workload is the EEG (Wilson & Russell, 2003). An EEG provides the total 
amount of the electrical brain activity of active neurons that can be recorded on the scalp through 
the use of electrodes (Akerstedt, 2005). In 2007, Berka et al. validated the use of EEG for 
measuring task engagement and mental workload. For this effort, the researchers used data from 
baseline sessions as a model for creating a task engagement index with four levels: high 
engagement, low engagement and relaxed wakefulness. These classifications were created using 
absolute and relative power spectra variables from a database of over 100 individuals who were 
either sleep-deprived or fully rested. The fourth classification, sleep onset was derived from the 
baseline conditions through use of regression equations based on the absolute and relative power 
of the participant‟s own baseline conditions (Berka et al., 2007). To examine mental workload, 
Berka et al. (2007) developed a mental workload index. These measures were derived similarly 
to the task engagement-index described above and are divided into two classifications: low 
workload and high workload (see Berka et al., 2007). The resulting investigation which utilized 
the task engagement and mental workload measures had promising results. Participants‟ EEG-
workload index increased on tasks with increasing difficulty and working memory load. 
Similarly, EEG-engagement was shown to be related to the processes required for completing 
vigilance tasks (Berka et al., 2007). 
Workload 
At the core, workload can be defined as the amount of demand(s) placed on a person 
while they are attempting to accomplish something.  
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Researchers have gone to great lengths to understand the effect of mental workload on 
performance. These researchers have proposed various theories and analogous models to explain 
how the human mind allocates its ability to handle information and tasks completion from the 
mundane to the complex. Byrne and Parasuraman (1996), state that the general consensus on 
mental workload is based on theoretical models of resource and capacity for information 
processing. For this to be the case, it is accepted that humans have a finite amount of available 
cognitive resources which must be allocated and used to accomplish a task. Mental workload is 
directly related to the proportion of the mental capacity an operator expends on the performance 
of a task (Kahneman, 1973; Brookhuis, 2005). 
As a construct, workload is difficult to examine due to the seemingly limitless attributing 
variables. In his report to the Department of Transportation, Reinach (2007) suggested that 
workload can be defined as the interaction between the demands of a task (task load) and an 
operator‟s ability to meet those demands. When considered in these terms, workload is viewed as 
being dependent upon an operator‟s level of training, expertise, experience, fatigue, stress, 
motivation, and their available cognitive abilities and resources for a given task. Of course, task 
load is an integral piece of the workload puzzle. Task load has been defined as the total amount 
of demands placed on an operator at a given moment in a situation (Hadley, Guttman and 
Stringer, 1999). For a contextual example, the authors describe an air traffic controller‟s task 
load to include elements such as: the volume and composition of traffic, routing complexity and 
weather conditions.  
Therefore, in the context of this effort, workload is operationally defined as the demands 
on available cognitive ability and resources placed on an operator by the demands and 
complexity of a given task. 
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For a classic example of workload as defined here, Mackworth (1948) discovered that 
radar operators missed signals more frequently as their time on task progressed. In this case, the 
source of the operator‟s workload was a sustained vigilance task. The decrement in performance 
suggests that maintaining attention on a repetitive task increased their workload. The quantity of 
signals requiring detection seemingly had little to no contribution to workload while the 
similarity of the signals and the amount of time spent performing the task appeared to constitute 
the majority of the workload experienced. Conversely, if task complexity increases (e.g. the 
number of signals), the time on task may become less of a contributor to workload. When 
confronted with complex monitoring tasks, operators may experience performance lapses instead 
of an overall decrement (Howell, Johnston & Goldstein, 1966). Basically, a high number of 
signals results in a high detection rate and could mitigate the decrement in vigilance (Davies & 
Parasuraman, 1993). In these instances, the source of workload was a monitoring task. The 
contribution to mental workload in each case was due to different factors resulting in differences 
in performance which can be attributed to those factors. 
Multiple Cognitive Resources 
A central question to understanding how taskload can be evaluated lies in the area of 
cognitive resource allocation and limitations of these resources. While there are no definitive or 
universally accepted definitions for such cognitive resources, the field of Augmented Cognition 
has generally used Wickens‟ concept of a channel (1992), in which he describes the flow of 
information as occurring through relevant processing stages which can be characterized by 
having a distinct perceptual property as its source. Further, he introduces the uses of the term 
„capacity‟ in order to describe working memory, or the bandwidth capacity to transmit 
information along a channel in “bits per unit of time" (Wickens, 1992). Basically, cognitive 
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resources can be viewed as pieces of information which move through particular channels and 
can be limited by capacity of those channels. 
In 2002 Wickens provided a review of multiple resource theory (MRT) and its 
application with a four dimensional model. In this review, Wickens provides minor updates to 
his earlier model. MRT suggests that there is not a single information processing source that can 
be tapped by an operator. Instead, in order to perform a task or tasks, Wickens (1984; 2002) 
proposes that an operator must draw from multiple distinct pools of resources simultaneously. 
Dependent upon the composition of the task(s), the operator may have to process information 
serially (if the task(s) require the same resource pool), or in parallel (if the task(s) require 
differing resources). Specifically Wickens‟ MRT model suggests that, at one level, resources can 
be defined by three relatively simple dichotomous dimensions two of which are stage related 
(early and central processing versus late processing); two dimensions are modality specific 
resources (auditory and visual); and the final pair are defined how information is processed 
(verbally or spatially). The application of Wickens‟ MRT model suggests that if two tasks being 
performed in parallel require separate resources rather than a common resources on the three 
dimensions, three things can happen: (1) time sharing of resources will be more efficient; (2) 
fluctuations in the level of difficulty in one task will result in a minimal effect on the 
performance of the other task, and (3) performance on one task can be affected as a function of 
the performance of the other task. That is increased performance on the first task would cause a 
decrement of performance on the second task. 
Central to this effort is that Wickens‟ theory would view the exceeding of operator 
workload (resultant in a performance decrement) as a shortfall of available resources. Further, 
Wickens suggests that operators have a finite capability for the processing of information. In 
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short, cognitive resources are limited and conflicts (operator overload) occur when an operator 
performs two or more tasks that require a single resource. 
Spatial Ability 
Spatial ability can be defined as the ability to generate, retain, and manipulate abstract 
visual images (Alonso, 1998). At a basic level, Carroll (1993) described spatial thinking as the 
ability to encode, remember, and transform, and match spatial stimuli. Further, when considered 
in the MRT model described above, spatial ability refers to resources required to perceive the 
visual world. Included are the abilities of transforming and modifying perceptions, and internally 
recreating the spatial aspects of an individual‟s experiences without actually visualizing the 
relevant information. Overall, spatial ability is comprised of multiple categories including: 
spatial orientation, spatial perception, and of interest for this effort, spatial manipulation. Spatial 
manipulation is the ability to mentally rotate two- or three-dimensional figures rapidly and 
accurately and is often referred to as two-and three-dimensional spatial ability respectively. 
For the purposes here, the definitions presented above offer an exceptional description as 
to the nature of spatial ability. As such, it is important to understand that the results of this 
dissertation may not generalize to every aspect of spatial ability. After a review of measurements 
from various psychometric tests, it was determined that two-dimensional spatial ability would be 
the most predictive measure of performance on the selected task (described in subsequent 
chapters). Specifically, for the purpose of this dissertation, spatial ability is defined as the 
cognitive ability to rotate and transform two-dimensional objects mentally. It is assumed here 
that that a major impediment for individuals with low spatial ability is their capacity to mentally 
represent and manipulate spatial information. Further, it is accepted that this impediment can be 
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magnified through the application of dual-task processing, where the added load of a secondary 
task may take resources away from the primary task). 
Synopsis 
As discussed in chapter one, the following chapters consist of three individual papers 
which utilize the information discussed in this chapter in order to present and test a model which 
has the goal of determining if a changes in taskload for a specific cognitive resource can be 
quantified by minimally invasive physiological measurements. The following ideas are based on 
the biological systems and their measurement in relation to workload. Specifically, the spatial 
component of MRT will be manipulated for the purposes of this dissertation due to the relevance 
of this ability in many of the areas in which Augmented Cognition aims to improve human-
system interaction.  
21 
CHAPTER THREE: ASSESSING COGNITIVE STATE WITH MULTIPLE 
PHYSIOLOGICAL MEASURES: A MODULAR APPROACH 
 
Reprinted with permission from HCI International 2009, LNCS 5610-5613 (Springer 
Verlag). Copyright 2009 by Springer Heidelberg. All rights reserved. 
 
Abstract 
The initial step for this effort was to introduce a novel approach that could be used to 
determine how multiple minimally intrusive physiological sensors can be used together and 
validly applied to areas such as Augmented Cognition and Neuroergonomics. While researchers 
in these fields have established the utility of many physiological measures for informing when to 
adapt systems, research on the use of such measures together remains limited. The specific 
intention of the initial effort was to (a) provide a contextual explanation of cognitive state, 
workload, and the measurement of both; (b) provide a brief discussion on several relatively 
noninvasive physiological measures; (c) explore what a modular cognitive state gauge should 
consist of; and finally, (d) propose a framework based on the previous review items that can be 
used to determine the how the various measures interact with each other in relation to the change 
of cognitive state. 
Introduction 
Advances in technologies, research, and interest in Augmented Cognition applications 
have all but guaranteed a future in which the physiological state of a human operator will impact 
the interactions with many, if not all, (closed-loop) systems. To the uninitiated, this statement 
almost assuredly conjures images of cyborgs and bionic beings that seemingly have given up 
their humanity. While the issue of being “more machine than man” may eventually become an 
ethical dilemma, current technology has not yet required its serious contemplation. Current 
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technologies do, however, offer the opportunity to create systems in which the user is part of the 
interface. Through available technology, it is now possible to reexamine the human-centered 
system design (process) and include measurements of the human‟s state as a means to inform 
and even adapt the system. 
Although researchers in fields such as Augmented Cognition (AUGCOG) and 
Neuroergonomics have begun to establish the utility of physiological measures for informing 
when to adapt systems, the use of such measures remains limited. While this may be partially 
explained by the high cost of equipment, it is more likely due to the lack of clear guidance for the 
use of multiple sensing devices to adapt systems. This need was highlighted in 2007 by Reeves, 
Stanney, Axelsson, Young and Schmorrow in their articulation of the near-, mid- and long-term 
goals of AUGCOG. The authors specifically noted that there were several impediments to the 
adoption of such technologies including: (1) the need for valid, reliable, and generalizable 
cognitive state gauges based on basic neurophysiological sensors; (2) real-time cognitive state 
classification based on basic cognitive psychology science and applied neuro-cognitive 
engineering; and (3) proof of effectiveness which demonstrates generalizable application of 
mitigations (i.e., the ability to control how/when mitigations are applied). Unfortunately, the 
ability to detect cognitive state through the use of various technologies based on different 
physiological indices currently poses problems. For example, sampling rates (i.e., resolution) of 
different measures may cause one technology to indicate a state change while another is 
reporting the previous state. Additionally, a particular measure may indicate the onset of a state 
change which may not be reported by other measures, and this dissonance may cause conflict 
when determining if an intervention is required. 
23 
As a tool, a “cognitive state gauge” is a vague concept which has the potential to include 
a wide range of contributing factors. When considering all of the possibilities, the goal of 
creating a valid and generalizable cognitive state gauge is a lofty one at best. In fact, the very 
idea of a cognitive state gauge poses issues of ambiguity similar to those of its conceptual 
springboard: mental workload. This vagueness, perhaps, is why such a measure has yet to be 
developed and/or proven effective in meeting the goals set by Reeves et al. (2007). 
Based on the multiple resource theory model (Wickens, 1984; 2002) and its idea that we 
draw from multiple distinct pools of cognitive resources, it is therefore proposed that instead of 
taking on the concept of a holistic cognitive state gauge, it is necessary to first manipulate 
specific cognitive resources and examine the physiological state as recorded by each of several 
synchronized measures. By using a modular approach which targets specific cognitive abilities in 
a controlled environment, it should be possible to build a reliable and generalizable cognitive 
state gauge based on cognitive psychology theory. 
In order to describe a novel approach to assessing cognitive state with multiple 
physiological measures, this paper provides a contextual explanation of cognitive state, 
workload, and the measurement of both. This will include a brief discussion of several relatively 
noninvasive physiological measures whose use, in concert, are proposed to present an answer to 
the call articulated by Reeves et al. (2007). Inspired by technologies described in the Augmented 
Cognition Technical Integration Experiment Report (St John, Kobus, & Morrison, 2003), the 
candidate measures that will be discussed include five non-cortical measures: heart rate (HR), 
heart rate variability (HRV), the electrodermal responses (EDR) of skin conductance level, skin 
conductance response (SCR) and response time of decay (TOD); two sub-cortical measures: eye 
blink rate (BR), pupil dilation (PD); and two cortical measure derived from 
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electroencephalography (EEG): percent high engagement (ABM_ENG) and percent workload 
(ABM_WKLD) Specifically, this effort will explore what a modular cognitive state gauge 
(MCSG) should consist of and will also propose a framework. Additionally, a testbed designed 
for this study is introduced to help facilitate the determination of how the measures interact to 
provide a reliable depiction of the fluctuations in cognitive state based on the MCSG framework. 
Measuring Cognitive State 
It would be a futile effort to suggest that there is a way to measure cognitive state without 
first defining what is meant by the term cognitive state. For the purposes of this work, the idea 
that dynamic changes in human cognitive activity can be identified during task performance (St. 
John, Kobus, Morrison, & Schmorrow, 2004) allows us to define cognitive state as consisting of 
those aspects of cognitive ability which are called upon for the completion of a task. 
While this may be an acceptable definition of cognitive state, it must be understood that 
there are numerous factors that contribute to cognitive state. For example, changing levels of 
fatigue or stress during task performance are responses, not indicators of the capacity of 
cognitive ability. Simply measuring the physiological response of fatigue and/or stress to a task 
would be to ignore the mechanisms that explain such responses. The mental capacity that allows 
for the successful completion of tasks should be the area of interest when investigating cognitive 
state. Ultimately, it is this capacity that, when taxed, results in performance decrements. The 
taxing of these mental capacities has been extensively investigated in various environments in 
order to understand the phenomenon of mental workload. If one intends to work toward the goals 
set forth by Reeves et al., it is necessary to understand what is meant by the term workload and 
to identify approaches that can be used for its measurement. 
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Workload 
At the core, workload can be defined as the amount of demand(s) placed on an operator 
while attempting to accomplish a task. Researchers have gone to great lengths to understand the 
effect of mental workload on performance. These researchers have proposed various theories and 
analogous models to explain how the human mind allocates its ability to handle information and 
task completion from the mundane to the complex. Byrne and Parasuraman (1996), state that the 
general consensus on mental workload is based on theoretical models of resource and capacity 
for information processing. For this to be the case, it is accepted that humans have a finite 
amount of available cognitive resources which must be allocated and used to accomplish a task. 
In essence, mental workload is directly related to the proportion of the mental capacity an 
operator expends on the performance of a task (Kahneman, 1973; Brookhuis, 2005). 
As a construct, workload is difficult to examine due to the seemingly limitless attributing 
variables. In a 2007 report to the Department of Transportation, Reinach (2007) suggested that 
workload can be defined as the interaction between the demands of a task and an operator‟s 
ability to meet those demands. When considered in these terms, workload is viewed as being 
dependent upon an operator‟s level of training, expertise, experience, fatigue, stress, motivation, 
and his or her available cognitive abilities and resources for a given task. Of course, task load is 
an integral piece of the workload puzzle. Task load has been defined as the total amount of 
demands placed on an operator at a given moment in a situation (Reinach, 2007). For a 
contextual example, Hadley, Guttman, and Stringer (1999) describe an air traffic controller‟s 
task load to include elements such as the volume and composition of traffic, routing complexity, 
and weather conditions. Therefore, in the context of this effort, workload is operationally defined 
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as the demands on available cognitive ability and resources placed on an operator by the 
demands and complexity of a given task. 
In 2002, Wickens provided a review of multiple resource theory (MRT) and its 
application with an updated four-dimensional model. MRT suggests that there is not a single 
information processing source that can be tapped by an operator. Instead, in order to perform a 
task or tasks, Wickens (1984; 2002) proposes that an operator must draw from multiple distinct 
pools of resources simultaneously. Dependent upon the composition of the task(s), the operator 
may have to process information serially (if the task(s) require the same resource pool) or in 
parallel (if the task(s) require differing resource pools). 
Central to this effort is the idea that Wickens‟ theory would view exceeding operator 
workload (resulting in a performance decrement) as a shortfall of available resources. Further, 
Wickens suggests that operators have a finite capability for information processing. In short, 
cognitive resources are limited and conflicts (operator overload) occur when an operator 
performs two or more tasks that require a single resource. 
Measuring Workload 
Not surprisingly, numerous approaches for assessing workload have been developed, 
from relatively simple questionnaires to complex brain imaging techniques. Regardless of type, 
these approaches will generally fall into one of three distinct categories: performance, subjective, 
and physiological (Brookhuis, 2005; O‟Donnell & Eggemeier, 1986; Wierwille, & Eggemeier, 
1983). The following will discuss selected measures which are proposed for measuring cognitive 
state. 
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Performance Measures 
As mentioned above, the measure of task performance is a widely used method of 
inferring the amount of workload experienced during the completion of a task. In general, 
research has shown that if performance is high (maintaining acceptable performance) then 
workload can be considered low. Conversely, low performance suggests high workload. 
However, there are various factors that contribute to the workload construct resulting in a non-
linear relationship with performance. As a contributing factor to workload, performance does 
provide a quantifiable and potentially real-time (provided the parameters are known) method for 
assessing operator workload. The measurement of performance is generally separated into two 
main subcategories: primary and secondary task measures. 
Primary Task Performance. On the surface, measuring primary task performance is a 
simple proposition. Unfortunately, this may not always be the case. Several factors can 
contribute to task difficulty experienced by an operator. For example, an increase in time 
pressure or the demands on cognitive resources may not always degrade performance (Wickens, 
2001). The lack of performance decrement can be attributed to the operator‟s skill level or 
motivation to exert more effort to maintain an acceptable level of performance. These 
contributing factors can result in an incorrect assessment of operator workload due to the fact 
that acceptable performance is maintained while the operator is approaching the limitations of 
his or her cognitive capabilities. 
Secondary Task Performance. The addition of a concurrently performed task to the 
primary task can be used to detect the workload of a primary task (Paas, Juhani, Tabbers, & Van 
Gerven, 2003). The goal of using a secondary task is to additionally tax the cognitive resources 
being used to complete the primary task. By doing so, an operator who is maintaining an 
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acceptable level of performance is required to divert resources to the additional task and could 
potentially uncover his or her level of workload through an observable performance decrement in 
either the primary or secondary task. As suggested by multiple-resource theory (Wickens 1984; 
2002), through the imposition of a secondary task that consumes the same resource(s) as the 
primary task, it should be possible to measure the excess resource(s) not utilized by the primary 
task. 
Subjective Measures 
One of the most commonly used methods for measuring workload is the NASA Task 
Load Index (TLX). The TLX is a subjective evaluation of workload that is completed by an 
operator upon completion of a task. The TLX is a multidimensional approach that measures 
workload by calculating a total workload score from six weighted subscales: mental demand, 
physical demand, temporal demands, performance, effort, and frustration level. These six 
subscales are based on extensive research and psychometric analyses from a wide range of 
contexts (Hart & Staveland, 1993). 
While asking an operator to evaluate his or her own level of workload following 
completion of a task has utility, most tasks are not static, isolated events and post hoc 
assessment, by its nature, would fail to offer real-time assistance to the operator. People are 
expected to perform in complex and dynamic environments which tend to evolve over time with 
the emergence of information. The complexity and propensity for real world operations to 
present novel and often hard-to-predict situations makes real time and predictive state assessment 
extremely intriguing as a way to inform potential mitigations to operator workload. While 
subjective ratings such as the TLX are useful for eliciting overall task workload assessment, they 
lack the ability to provide real-time assessment without intrusion. 
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Physiological Measures 
The idea that physiological measures may assess workload is not a new one. For 
example, in their 2001 report to NASA, Scerbo, Parasuraman, Di Nocero, and Prinzell discussed 
the efficacy of using physiological measures for adaptive automation. Their effort highlighted 
four promising physiological measures that could be used to assess mental workload: eye blink, 
respiration, cardiovascular activity, and speech measures. Additionally, EEG was discussed as a 
cortical measure that may inform the adaptation of automation. 
It should come as no surprise that there are numerous methods that use physiological 
measurement technologies to assess cognitive state. Each of these methods uses a unique 
approach to their measurement and assessment, a detail that must be addressed. The argument 
that one measure is adequate for operational systems will not suffice in the face of 
multidimensional tasks which are carried out in dynamic environments. Although, the use of 
multiple measures, as stated previously, presents confounding factors which must be considered. 
The responsiveness of one measure to the change of an operator‟s state may not occur within the 
same time frame as another measure. One measure may provide a global view of operator state 
while another may be better suited to detect subtle changes based on discrete events and/or 
situations. Confusion and even catastrophe can occur if system(s) dependent on these differing 
physiological measures are based on conflicting indications of operator state change. In order to 
achieve the goal of assessing cognitive state through the use of multiple physiological measures, 
it is important to discuss candidate physiological measures. These measures include four EDR 
measures: SCL, SCR, SCRC, TOD; two measures of the eye: BR and PD; two measures of the 
heart: HR and HRV; two EEG measures ABM_WKLD and ABM_ENG. Table 2 provides an 
overview of each candidate technology. 
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Table 2: Overview of Candidate Physiological Measures 
Sensor Type Description 
BR Shown to be a useful measure of mental workload (Morris & Miller, 1996; Veltman & Gaillard, 1996). Several 
laboratory and field studies have shown that blink rate decreases with an increase in task difficulty (e.g., Backs, 
Ryan, & Wilson 1994; Hankins, & Wilson, 1998; Wilson, 2002; Beatty, 1982) 
PD Shown to decrease or increase depending on autonomic response. Pupil dilation is an important measure of mental 
workload (Kahneman, 1973) and has been used numerous times as a global measure of workload. Increased pupil 
diameter has been observed with an increase in resource taxation (Beatty, 1982) 
HR Likely candidate for measuring cognitive workload. Wilson & Eggemeier (Wilson. & Eggemeier, 1991) suggest 
that heart rate could predict and be an overall indicator of workload. This is supported by a series of workload 
studies showing that heart rate was the most favorable physiological measure 
HRV Decreases with the increase in heart rate. An increase in workload results in a decrease in heart rate variability 
(Mulder, De Waard, & Brookhuis, 2005) when compared to the rest state (Brookhuis, 2005). Of particular interest 
for the measurement of mental effort is the varying duration of time between heartbeats, the inter-beat interval or 
IBI (Boucsein, 2005) 
EDR Measurable change of electrical activity of the skin as a result of sweat gland activity capable of indicating stress-
strain, emotion, and arousal (Shi, et al., 2007). One of the several measures of EDR, Skin Conductance Level 
(SCL) is measured by the application of a constant voltage to the skin via electrodes in order to measure 
conductance. Research has shown that there can be a significant increase of SCL across workload conditions 
(Akerstedt, 2005). Other measures include Skin Conductance Response (SCR), SRC-Count (SCRC) and time of 
SCRC decay (TOD) 
EEG Provides the total amount of the electrical brain activity of active neurons that can be recorded on the scalp through 
the use of electrodes. Berka et al. (2007) validated use of EEG for measuring task engagement and mental 
workload. An investigation utilizing their task engagement and mental workload measures had promising results 
showing that participants‟ EEG-workload index increased on tasks with increasing difficulty and working memory 
load. Similarly, EEG-engagement was shown to be related to the processes required for completing vigilance tasks 
(Berka et al., 2007) 
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Modular Cognitive State Gauge (MCSG) 
As stated in the introduction, the objective of this work is to define a useful approach for 
using multiple physiological measures to assess one‟s cognitive state. The paradigm presented 
here aims to segregate specific contributors to mental workload for measurement. It is proposed 
that by systematically exploring the manner in which each physiological measure relates to 
performance and to each other in targeted areas, a cognitive state gauge that meets the validity, 
reliability, and generalizability requirements set forth by Reeves et al. (2007) can be created. 
It is proposed here to use Wicken‟s MRT model (1984, 2002) as a practical guide for 
investigating multiple physiological sensors and their combined ability to predict performance 
decrements in specific cognitive resource areas. After compiling an understanding of what to 
expect for particular cognitive resources through empirical research, the MCSG should begin to 
take shape (Figure 2). Essentially, it is proposed that by parsing out individual cognitive 
resources (e.g., visual, auditory, spatial, etc.) into modules, they can be empirically investigated 
and then integrated into a generalizable cognitive state gauge. 
 
Figure 2. Conceptual model of a modular cognitive state gauge based on MRT 
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By using this modular approach, potential issues with the use of multiple sensors can be 
identified and addressed as the modules are investigated. For example, HRV and EEG, as 
discussed previously, have both been shown to be useful for measuring workload. Interestingly, 
Gohara et al. (1996) discovered that HRV becomes less sensitive when measured during a state 
of fatigue. Discrepancies between measures like these could present serious consequences to the 
accuracy of any cognitive state gauge if the input were not understood.  
While it may seem daunting to examine the multitude of cognitive resources in such a 
systematic way, the great potential of previous efforts conducted by various academic, private, 
and government institutions (Reeves & Schomorrow, 2007) will undoubtedly contribute to the 
compilation of the proposed MCSG. Of course, once a sufficient amount of modules are 
understood, the next challenge will be integrating them into a unified gauge. There could be a 
variety of approaches to accomplishing this task and these will undoubtedly be discussed in 
subsequent investigations. 
Proposed Implementation 
While the investigation of each module may be unique, the following should provide at 
least the basic heuristics to determine a course of action. It is proposed here to identify 
experimental methods from previous foundational studies which focus on the cognitive resource 
of interest and adopt those efforts for investigation with multiple physiological sensors. Once an 
effort has been identified, it is suggested that the three types of workload measures described in 
section above (performance, subjective, and physiological) should be collected for the new 
investigation. By following this implementation, it is assumed that any new confounds should be 
limited to the new measure(s). 
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When determining which physiological measures to use, the most relevant devices should 
be considered first. For example, eye tracking would be an obvious choice for an investigation 
exploring visual search and attention but may not provide meaningful data for an effort solely 
focused on the area of auditory attention. 
Once the physiological sensors have been determined it is recommended that all 
experimental components are synchronized. While it would be inappropriate, and in some cases 
impossible, to attempt to force physiological measuring devices into having identical sampling 
rates, they can be synchronized to each other and the experimental environment. At a minimum, 
a timestamp indicating the beginning and conclusion of an experimental trial common to all data 
logs should be the included. Additionally, synchronously recording performance in the 
experimental environment with the selected physiological measures will allow for successful 
matching of changes in performance for observation. For example, in an effort to use multiple 
sensors for an adaptive learning system, Vartak et al. (2008) proposed a block processing model 
in order to synchronize and evaluate the volumes of physiological data from multiple measures. 
Using an approach similar to the one found in Varatak et al.‟s model should prove to help 
streamline the data collection and perhaps even aid in the development of future AUGCOG 
applications. Finally, perceived levels of workload can only be obtained by asking. Collecting 
subjective measures, while not dynamic, can be extremely useful in providing consistency across 
participants. 
Future Work and Conclusions 
Previous research using a dynamic spatial task showed that highly skilled participants 
outperformed those with lower skills when evaluated on spatial ability tests (Sims & Mayer, 
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2002). Using a similar task and methods, we investigated the modular approach described here 
through the implementation outlined above. 
This paper proposed an approach that can be used to determine under what conditions 
multiple minimally intrusive physiological sensors can be used together and validly applied to a 
cognitive state gauge. Through the use of the model and implementation proposed, we are 
confident that various physiological measures can be used to accurately measure changes in 
cognitive state while addressing (1) the need for valid, reliable, and generalizable cognitive state 
gauges based on basic neurophysiological sensors; (2) real-time cognitive state classification 
based on basic cognitive psychology science and applied neurocognitive engineering; and (3) 
proof of effectiveness which demonstrates generalizable application of mitigations as called for  
by Reeves et al. (2007). 
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Abstract 
Many current and emerging systems for Cognitive State Assessment have yet to achieve 
the goals required for application for Augmented Cognition. Numerous efforts are working 
towards this goal but may lack the ability to be unified into a reliable and generalizable 
Cognitive State Gauge. The purpose of this effort is to determine under what conditions multiple 
minimally intrusive physiological sensors can be used together and validly applied to areas 
within a modular cognitive state assessment framework. This study investigated the interactions 
of various measures in relation to the change of cognitive state. We examined the relationship of 
output from multiple physiological sensing devices under varying levels of workload during a 
novel spatial ability (SPA) task. Supportive evidence for a modular cognitive state gauge 
(MCSG) was revealed with the finding of significant results for several physiological measures 
on a novel spatial task. 
Introduction 
Researchers in the fields of Augmented Cognition and Neuroergonomics have established 
the utility of many physiological measures for informing when to adapt systems. Unfortunately 
the use of such measures together remains limited. While this may be partially explained by the 
high price point of equipment, it is more likely due to the lack of clear guidance for the use of 
multiple sensing devices to adapt systems. In fact, in 2007, Reeves, Stanney, Axelsson, Young 
and Schmorrow articulated several goals which include:  
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1. the need for valid, reliable and generalizable cognitive state gauges based on basic 
neurophysiological sensors;  
2. real-time cognitive state classification based on basic cognitive psychology science and 
applied neurocognitive engineering; and  
3. proof of effectiveness which demonstrate generalizable application of mitigations 
(system adaptations/ automations) in order to meet the goals of Augmented Cognition. 
If the generalizable application of adaptive automation based on physiological 
measurement highlighted in the third goal is to be realized, it is necessary to understand that 
adaptive automation is a human-machine system which utilizes a flexible division of labor 
between the operator and the system. In an adaptive system, the assignment of tasks are 
dynamically adjusted based on task demands, operator capabilities and total system requirements 
in order to promote optimal performance. Adaptive human-machine systems are considered 
superior to static automation (Parasuraman, Mouloua, Molloy, 1996; Hancock & Chignell, 1989; 
Rouse, 1988) and have been shown to be beneficial when correctly applied (see Kaber & 
Endsley 2004; Parasuraman et al., 1999; Hilburn et al., 1997). Naturally, there are numerous 
ways to approach the decision of when to apply adaptive automation including one or any 
combination of: external events; operator workload; performance measurement and/or modeling 
and most importantly for this effort, physiological measurement (Parasuraman, Mouloua, 
Molloy, 1996; Parasuraman, Bahri, Deaton, Morrison & Barnes, 1992; Rouse, 1988; Scerbo, 
1996; Wickens, 1992). 
Central to the use of physiological measures for adaptive systems is the assumption that 
there is an optimal operator state for a given task. The assumption of this ideal is based on 
hypothetical constructs that suggest that there is a finite capacity of available cognitive resources 
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for performing tasks. As hypothetical constructs, these resources cannot be directly observed; 
however, physiological measures may be used to index cognitive resources (Byrne & 
Parasuraman, 1996). 
Utilizing the first two stated needs as a vehicle for realizing the 3
rd
 goal, Sciarini and 
Nicholson (2009) described the modular cognitive state gauge (MCSG), which is a novel 
approach to assessing cognitive state with multiple physiological measures. Based on Wicken‟s 
(1984; 2002) Multiple Resource Theory (MRT), the researchers proposed that in order to 
understand the physiological responses from multiple sensors to workload, it is required to know 
which mental resource(s) is being overloaded. 
Physiologically Driven Adaptive Systems 
There are several examples of physiological measures being used to inform adaptive 
automation. Pope, Bogart and Bartolome (1995) developed an EEG based adaptive system which 
used the ratios of select power bands calculated from specific scalp recording locations to create 
an index of task engagement. By recording EEG at several scalp locations, the researchers were 
able to calculate a composite engagement index. This index was used to activate automation (on 
or off) for a tracking task. In short, Pope et al. (1995) showed that their system could be used to 
evaluate EEG based engagement indices useful for invoking automation. 
Another early set of experiments examining the efficacy of physiological measures for 
real-time adaptive automation showed that EEG, HRV and event-related potentials (ERP) could 
be used operationally (Prinzel et al. 2003). The authors‟ investigation used a framework for 
adapting systems based on physiological state assessment proposed by Byrne and Parasuraman 
(1996). This effort showed that ERP could be used to accurately predict mental workload. The 
authors did have reservations about the efficacy of this measure due to its relative intrusive 
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nature of the sensor cap and the complexity of data. Their results also showed that HRV was 
reliable and less intrusive but lacked the diagnostic capabilities of ERP. Perhaps the most 
important result of this effort was the idea that physiological measures are capable of 
determining operator state changes associated with performance changes which can be used for 
adaptive automation systems. 
In another example, an artificial neural network (ANN) was created that analyzed heart, 
blink, and respiration rate in order to classify the level of operator workload. Using this approach 
to classifying operator state, the researchers employed the ANN to set the thresholds for 
adaptation based on what it could learn about each individual. These classifications and 
thresholds were then used to trigger changes in the experimental task to moderate workload. By 
examining conditions including: ANN driven adaptive aiding; no aid; and random aiding the 
researchers showed that those receiving automation controlled by the ANN had an increase in 
performance and reported experiencing less workload than those in the other conditions (see 
Wilson & Russell, 2003;2004;2006; Russell, 2005). 
In 2003, DARPA‟s Augmented Cognition (AUGCOG) program conducted a Technical 
Integration Experiment (TIE) (St John, M., Kobus, D.A. & Morrison, J.G., 2003; St. John, 
Kobus, Morrison & Schmorrow, 2004) which created and evaluated twenty physiological 
derived cognitive state gauges. The goal of developing and testing these gauges was to identify 
(in real time) changes in human cognitive activity. The central idea behind the AUGCOG effort 
is that physiological thresholds can be established and be used to trigger adaptations to the 
operating environment (system) to overcome “bottlenecks” or overloads in the cognitive 
resources required for perception, attention, and working memory thus resulting in better 
performance. These adaptations include, but are not limited to: modifying the level of detail of a 
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display; changing information formats (e.g. verbal vs. spatial) and; rescheduling and/or 
reprioritization of tasks. To test these gauges, researchers used a military relevant command and 
control decision making task in which participants were required to monitor and evaluate a 
varying amount of signals on a display. They were also required to provide appropriate warnings 
or actions based on a set of rules engagement. This experimental task successfully manipulated 
cognitive activity targeted by the cognitive state gauges. Eleven of the twenty gauges were 
successful (p < .05) in identifying changes in cognitive activity during the task (St. John, Kobus, 
Morrison & Schmorrow, 2004) while others showed promise but lacked statistical significance. 
Of the eleven successful gauges, eight were cortical measures (brain monitoring), two were 
kinetic (mouse pressure and clicks) and one non-cortical (pupil dilatation). 
There have also been numerous efforts in which various academic, private and 
government institutions (see Reeves et al., 2007; Reeves & Schmorrow, 2007) have implemented 
prototype systems using physiological driven adaptations. Unfortunately, small N size and 
constrained task environments of these efforts (Reeves, 2007) limit their ability to achieve the 3
rd
 
goal as described above. 
Modular Cognitive State Gauge 
As demonstrated through previous research, physiological measures have considerable 
potential for adaptive systems. If these measures are to be used for real-world applications, we 
must empirically investigate technologies that are readily available, unobtrusive, reliable and 
most importantly, valid. St. John, Kobus and Morrison (2003) reported that there was 
considerable potential for the use of various physiological measures. 
In past research on physiological measures for adaptive aiding, even when collecting 
multiple measures, researchers have tended to focus on the individual contribution of the 
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physiological measures to overall task performance and average workload. Unlike previous 
approaches, the modular approach uses a holistic method to studying physiological measures for 
adaptive automation applications. This approach considers the contribution of each measure in 
identifying fluctuation in cognitive states. Central to the modular approach is the proposition that 
a measures contribution will be dependent upon the nature of the task; more specifically, the 
cognitive resources used to conduct the task (i.e., spatial, visual, auditory). 
As stated in the introduction, the goal of this effort is to begin to understand how the 
modular approach proposed by Sciarini and Nicholson (2009) can assist with determining which 
physiological measures should be used to assess one‟s cognitive state. The authors proposed to 
use Wicken‟s MRT model (1984, 2002) as a practical guide for investigating multiple 
physiological sensors and their combined ability to predict performance decrements in specific 
cognitive resource areas. After compiling an understanding of what measures can effectively 
target specific resources, the proposed MCSG should begin to take shape (Figure 3). Essentially, 
this approach suggests that by isolating individual cognitive resources (e.g., visual, auditory, 
spatial, etc.) into modules, they can be empirically investigated for reliability and then integrated 
into a generalizable cognitive state gauge for use in applied domains.  
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Figure 3. Multiple resource theory based cognitive state modules for incorporation into a 
modular cognitive state gauge. 
 
Realizing that the investigation of differing cognitive resources (modules) may be unique, 
Sciarini and Nicholson provided a basic guide to assist in determining a course of action. They 
suggested that researchers should identify previous experiments in a cognitive resource area of 
interest and to utilize the three classifications for measuring workload: performance, subjective 
and physiological (O‟Donnell & Eggemeier, 1986; Wierwille & Eggemeier, 1993; Brookhuis, 
2005). The authors further suggested that investigators should: (1) determine which 
physiological measures are suitable for measuring the primary cognitive ability used for the 
given task ; (2) synchronize the collection process of all physiological data for ease of 
interpretation; (3) include a system-wide timestamp indicating the beginning and conclusion of 
an experimental trial; (4) synchronously record performance and events of interest in the 
experimental environment with the selected physiological measures in order to promote 
successful matching of changes in performance for observation; and (5) Collect perceived levels 
of workload through a subjective measure. 
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The Current Study 
In following the recommendations listed above, this effort is based on a previous 
experiment conducted which suggests that highly skilled participants outperform those with 
lower skills when evaluated on tests designed to determine spatial ability (Sims & Mayer, 2002). 
When considered in the context of MCSG approach, it is assumed that low spatial ability (SPA) 
is an individual difference in available amount of cognitive resources required for spatial tasks. 
The present study examined the effects of differential task load on individual performance of a 
novel spatial task and the interactions of various measures in relation to the change of cognitive 
state induced by the differing levels of workload. Additionally, a mathematic approximation task 
designed to tax participants‟ visuo-spatial resources known to be involved with visuo-spatial 
tasks such as: hand-eye movements, attention orientating and mental rotation. (see Dehaene, 
Spelke, Pinel, Stanescu & Tsivkin, 1999) was included. In this study we examined three primary 
hypotheses (see Table 4 for individual measures and direction): 
H1: Participants‟ physiological responses while in the easiest level will be measurably 
different than while in hardest levels. 
H2: Participants in the low task load condition will have measurably different 
physiological responses in the easiest and hardest levels than those in the high task load 
condition. 
H3: Participants with low spatial SPA will have measurably different physiological 
responses than those with high SPA while in the easiest and hardest levels. 
Design 
To test the hypotheses stated above, two between subjects factors were used including (a) 
SPA and (b) task load. Task difficulty was manipulated within participants. 
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Method 
Participants 
Thirty-six student volunteers (20 females and 16 males) served as participants for this 
study. Participants‟ ages ranged from 18 to 29 (M=21.25 years, SD=2.9 years). Most reported 
having at least some experience with puzzle video games. 
Primary and Secondary Tasks 
Primary Task. Participants played StackIt (see Figure 3) a task reminiscent of the popular 
Tetris puzzle game. Participants‟ goal when completing the StackIt task was to place the 
emerging blocks in the most advantageous position possible in order to complete rows of blocks 
which resulted in the automatic removal of the completed rows. Difficulty level for the primary 
task occurred through increases in the rate of descent of game pieces which occurred through 
transition between levels (low and high) at predetermined times. Each participant experienced 
both difficulty extremes twice (see Figure 4) with each lasting three minutes. 
 
Figure 4. The StackIt testbed. 
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Figure 5. Difficulty level transitions. 
Apparatus 
StackIt Testbed. StackIt is an experimental testbed created specifically for this 
investigation and is based on recommendation presented by Sims and Mayer (2002). Written in 
the C++ programming language, StackIt includes experimental features which allow researchers 
to experimentally control and record numerous aspect of the task including: difficulty; change 
and duration of difficulty and; the ability to modify initial presentation and rotational state. The 
inclusion of these features allows for the examination of various performance metrics.  
Operational Neuroscience Sensing Suite. In order to collect physiological data for this 
effort, components of the Operational Neuroscience Sensing Suite (ONSS) were used (Vartak, 
Fidopiastis, Nicholson, Mikhael & Schmorrow, 2008). The ONSS is collection of physiological 
sensing devices from a range of manufacturers. These devices are minimally invasive and 
organizationally affordable (Table 3). Through analysis and practical application, a streamlined 
calibration and synchronization process for the various technologies of the ONSS has been 
developed and was used for this effort. 
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Table 3: Physiological Measures for the Current Study 
Component 
Model 
Number 
Manufacturer 
Physiological  
Measure 
Sampling 
Rate 
Eye Tracker MZ800 
Arrington 
Research 
Pupil 
Diameter;  
Blink Rate 
60Hz 
ECG Sensor T9306M 
Thought 
Technologies 
Heart 
Electrical  
Activity 
2048Hz 
Skin 
Conductance 
Sensor 
SA9309 
Thought 
Technologies 
Conductance 
across 
 the skin 
256Hz 
EEG 603-B 
Advanced 
Brain  
Monitoring 
Brain 
Electrical  
Activity 
256Hz 
 
Procedure 
Participants, with assistance of the researcher, donned and were baselined with the 
physiological sensing devices. Participants completed two measures of spatial ability, the ETS 
Card Rotations Test (CRT) which required the participant to identify abstract figures which were 
rotated on a two-dimensional plane. The other measure was the Shepard/Metzler Mental 
Rotations Test (adapted by Vandenberg, 1975) which asked the participant to identify a three-
dimensional shape (reminiscent of StackIT game pieces) which had been rotated in three-
dimensional space. Participants then trained for 6 minutes to familiarize themselves with StackIt. 
Participants then completed the experimental trial and concluded with the computer based NASA 
TLX measure of workload. 
Dependent Variables 
The four devices discussed above provided ten physiological measurements for this 
investigation (see Table 4). These measurements were used as the dependent variables. The 
change from baseline to their physiological response during the task was calculated and used in 
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order to reduce any variance caused by individual differences. Performance scores for the StackIt 
task was simply calculated as the amount of rows completed multiplied by 10. 
Table 4: Physiological Measures Collected 
Component Derived Measures Symbol Direction 
Eye Tracker 
Pupil Diameter PD Increase 
Blink Rate BR Decrease 
 
ECG Sensor 
Inter-beat Interval IBI Decrease 
Heart Rate HR Increase 
 
Skin 
Conductance 
Sensor 
Skin Conductance Level SCL Increase 
Skin Conductance Response 
Amplitude 
SCR Increase 
SCR Time of Decay TOD Increase 
 SCR Count  SCRC Increase 
 
EEG 
Probability High Workload ABM_WKLD Increase 
Probability High Engagement ABM_ENG Increase 
 
Data Filtering 
Eye Tracker. BR data was extracted directly from the data file as prescribed by the 
manufacturer. PD was calculated using the Ellipse method as described in the Software User‟s 
Guide provided the manufacturer. 
ECG. Raw data was down sampled to 1024Hz in order to extract the QRS complex 
waveform peaks. An adaptive peak detection algorithm (Pan and Tomkins, 1985) was used to 
detect the peaks from the raw ECG data. The extraction of IBI data accomplished by calculating 
the time elapsed between QRS peaks. HR was simply derived by an inversion of IBI as follows, 
HR(bpm)=60000/IBI(ms). 
Skin Conductance. Raw SC data was sampled down to 8Hz and further filtering was 
required to remove high frequency noise. This was accomplished through the use of a finite 
impulse response (FIR) filter. A peak detection algorithm was then used to detect the maxima 
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and minima response. Each “response” (i.e. SCR) was assumed to span from one minimum value 
to the next. SCL was extracted by examining the skin conductance value at the first minimum 
value. SCR amplitude was extracted by looking at the difference in skin conductance value 
between the first minimum value and the following maximum value. Each response was fitted to 
a sigmoid-exponential mathematical function recursively as described by Lim, et al. (1997) to 
obtain the decay time of response (TOD). 
EEG. ABM_WKLD and ABM_ENG data was extracted directly from the data file as 
prescribed by the manufacturer. 
Results 
All analyses were conducted using SPSS 12 for Windows. Unless otherwise noted, an 
alpha level of .05 was used to indicate significant effects. SPSS‟s Descriptive function was used 
to examine all data for skewness and kurtosis normal distribution. Variables which were not 
normally distributed were transformed using the Transform function in SPSS. 
Manipulation Check 
First, Pearson‟s r was calculated to determine if there was a relationship between the 
spatial ability tests and performance scores. Both the CRT and MRT were correlated with 
performance (Table 5). Consequently, a linear regression was performed with the StackIt 
performance score as the dependent variable and the CRT and MRT scores as the independent 
variables. As expected for 2-Dimensional (2D) spatial task such as StackIt, results showed that 
only the CRT score contributed significantly to the StackIt performance score (sri
2
=.573).  
Next, prior to testing the stated hypotheses, a oneway between-subjects ANOVA was 
used to assess the effects of SPA participants‟ performance. There was a significant effect of 
SPA on performance for both taskload conditions, F(1,32 )=73.791, p=.000, η2=.698. 
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Additionally, an ANOVA was used to ex-amine the effect of taskload on participants‟ reported 
work-load (TLX). A main effect was found with SPA on perceived workload for both task load 
conditions F(1,32)=8.454, p=.007, η2=.209. These results support previous findings (Sims & 
Mayer, 2002). Furthermore, it is suggested that the task has reasonably isolated a cognitive 
resource (SPA) for testing within the MCSG model. Subsequently, a mean-bifurcation was 
performed on the CRT data so that any score above 62.89 (average of all CRT scores) was 
labeled as “high spatial” with lower scores labeled as “low spatial”. 
Table 5: Correlations of Performance Scores and Spatial Ability Test Scores 
  
StackIT 
Performance 
CRT 
Score 
MRT 
Score   
StackIT 
Performance Score 
Pearson 
Correlation 
1.000 0.699** 0.491** 
 Sig. (2-tailed) . .000 0.002 
 N 36 36 36 
CRT Score Pearson 
Correlation 
0.699 1.00 0.668 
 Sig. (2-tailed) .000 . .000 
 N 36 36 36 
MRT Score Pearson 
Correlation 
0.491 0.668 1.000 
 Sig. (2-tailed) 0.002 .000 . 
 N 36 36 36 
** Correlation is significant at the 0.01 level (2-tailed). 
Physiological Measures 
As a first step to understanding the physiological measures as a whole for the MCSG, this 
effort focused on analyzing each measure individually. The epoch of physiological data used was 
the first minute of data in the given difficulty level. 
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A repeated measures analysis of variance was conducted to assess the differences 
between the difficulty levels for each physiological measure. Therefore, the repeated measure 
was each physiological response at the easy level, then hard level. Between subjects factors 
included SPA (low or high) and task-load condition (primary or primary plus secondary). Results 
indicated a significant difference between the easy and hard levels for all physiological measures 
(see Table 6).  
A main effect was found for SPA and IBI, F(1,28)=39.197, p<.0001, η2=.710. A 
univariate analysis of variance indicated that participants in the high SPA group had a 
significantly lower change in IBI (M=88.518, SE=62.663) than those with low SPA (M=110.304, 
SE=100.240) during the easy level. Additionally, there was a main effect for the taskload 
condition, where the change in pupil diameter was greater for those in the high-work load 
condition (M=.198, SD=0.00005) than those in the low workload condition (M=.179, 
SD=0.00005) during hard level play. 
There were significant differences for all physiological measures except for 
ABM_WKLD, additionally, difficulty level was found to have a significant effect in the opposite 
direction as predicted for ABM_ENG, F(1,28)=11.897, p=.002, η2=.29. Change in HR, 
F(1,28)=32.685, p<.0001, η2=.671, also returned results in the opposite direction than expected 
for the easy and hard levels.
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Table 6: Repeated Measures ANOVA Results of Physiological Measures by Difficulty Level 
DV F p η2 
Easy Level Hard Level 
M, SD M, SD 
ABM_ENG (1,28)=11.897 .002 .290 .544,.128 .496, .120 
TOD (1,27)=13.970 .001 .341 21.75, 1.58 17.51, 2.15 
SCL (1,28)=7.494 .011 .211 .159, .038  .930, .063 
SCR (1,28)=15.366 .001 .354 1.110, .004 .861, .006 
SCRC (1,28)=8.696 .001 .812 12.129,.364 13.21, .493 
IBI (1,28)=39.197 .001 .710 110.30,100.24 88.52,62.66 
HR (1,28)=32.685 .001 .671 9.897,1.374 7.980, 1.45 
BR (1,28)=1.658 .050 .056 1.880, .021 2.821, .010 
PD (1.28)=70.429 .001 .716 .198, .0005 .179, .0005 
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Discussion 
This study was designed in an effort to utilize the MCSG framework for to assess 
cognitive state during a novel spatial task. While hypothesis 1 was largely supported by the 
significant changes predicted in participants‟ physiological state, the anticipated results 
diminished with the subsequent hypotheses. A closer inspection of the means for the ABM 
measures suggests that these results must be approached with care. For example, the ABM_ENG 
measure is given as a probability of being in the specified state. A closer examination of the 
means for both levels reveals that the likelihood of being grouped into the high workload 
condition is a strong possibility for both levels of difficulty. The results from this experiment 
show the classification of a cognitive state (SPA) may be more difficult than the classification of 
whether or not one is in a high state of arousal while performing a task. Additionally, the 
contributions of affective state may account for a considerable portion of the physiological 
responses observed. Furthermore, in line with the MCSG model, these findings suggest a need 
for a better classification system for cognitive state. Classifying the cognitive process in to one of 
two conditions (e.g. high vs. low) does not leave much leeway for the consideration of the 
complexities that surely exist in the human mind. Encouragingly, the fact that hypothesis 2 was 
partially supported with the pupilometry changes and that hypothesis 3 was partially supported 
by the change in IBI warrants further investigation of the MCSG model. 
Another possible explanation for these results is that participants with low SPA were less 
inclined to be engaged in a task requiring SPA and therefore did not excerpt the cognitive effort 
necessary to maintain a higher level of performance. 
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Hypothesis 2 was only supported for an increase in pupil between taskload conditions 
while hypothesis 3 was only sup-ported for the decrease in IBI between SPA groups while 
compared between the easy and hard levels of StackIt. 
Conclusion 
The observations here have provided an opportunity to examine multiple physiological 
sensors in a novel task in order to experimentally test a cognitive module within the MCSG. 
While this effort does not directly answer the call presented by Reeves, et al. in order to meet the 
goals of Augmented Cognition, it does provide insight as to the potential for specific 
physiological measures‟ to assess SPA within the MCSG model. Future work should include 
identifying and testing cognitive tasks which have commonality between multiple senses in order 
isolate and examine physiological response to isolated cognitive resources across multi-modal 
display (e.g. Audio Platform Games). 
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CHAPTER FIVE: PHYSIOLOGICAL RESPONSE TO A TARGETED COGNITIVE 
ABILITY: AN INVESTIGATION OF MULTIPLE MEASURES AND THEIR UTILITY IN 
CREATING A MODULAR COGNITIVE STATE GAUGE 
 
Objective: This study employs the Sciarini and Nicholson‟s (2009) Modular Cognitive 
State Gauge (MCSG) framework to determine how multiple minimally intrusive physiological 
sensors can be used together to predict performance on a spatial task. Background: Researchers 
in the fields of Augmented Cognition and Neuroergonomics have established the utility of many 
physiological measures for informing when to adapt systems, yet, these studies a do not allow for 
the unification of these multiple measures into a reliable and generalizable Cognitive State 
Gauge (CSG), a physiologically based predictive tool can detect the onset of cognitive overload 
in multi-dimensional tasks). Method: Here, the proposed Multiple CSG (MCSG) framework 
was used to determine what physiological measures could effectively respond to increases in task 
difficulty a during an interactive task that is dependent on spatial ability. In this study, 36 
participants ranging from 18 to 29 years old participated in an experimental task with varying 
levels of difficulty while their performance and physiological responses were recorded. Results: 
Manipulation check analyses indicated that participants with higher spatial ability consistently 
outperformed those with lower spatial ability regardless of task difficulty. Physiological results 
showed that a handful of physiological measures accounted for the variance in performance on 
the experimental task. Conclusion: Overall, results suggest that physiological response to a 
targeted cognitive ability can be measured. Additionally, the MCSG framework has been shown 
to be a reasonable approach for measuring physiological indicators of targeted cognitive abilities. 
Application: These results can be integrated with previous and future findings in order to move 
towards a unified MCSG. By creating a CSG based on multiple cognitive resource, the potential 
exists to determine when a resource is (about to be) overloaded. With the current information, a 
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prescribed mitigation can be invoked to assist an operator in order to alleviate the overload and 
possibly avoid a decrement in performance. 
Introduction 
Advances in technology have created the possibility for the incorporation of a human‟s 
physiological state into machine systems. Undoubtedly, this statement begs for the discussion of 
the impact of cyborgs and bionic beings that seemingly have given up their humanity. While the 
„more machine than man‟ may eventually become an ethical dilemma, current technology has 
not yet delivered us to that point. Current technologies do, however, offer the opportunity to 
create systems in which the user is part of the interface. Through available technology, it is now 
possible to reexamine the human-centered system design (process) and include the 
measurements of the human‟s internal physical and cognitive state as an informing and 
potentially integral part of the system. This departure from merely interacting with systems based 
on the usual input/output devices has exciting potential. 
Beginning with our ancestors over two million years ago with the first stone axe, the 
purpose of technology (e.g. machines, automation, robots and other technically complex tools) 
has been to assist the operator in execution of tasks which are difficult, repetitive, high-risk 
(dangerous), or even inconvenient (Sheridan and Parasuraman, 2006). Often, while utilizing 
these technologies, operators are required to assess the current state of a system and operating 
environment while quickly making decisions and executing an appropriate course of action 
(Parasuraman, Sheridan and Wickens, 2008). From automated teller machines to the assembly 
line at a bottling plant, or from the cruise control in automobiles to the flight management 
automation aboard a flight deck, there are multiple examples of successful human-technology 
interactions in use every day 
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Although the utilization of a suitable technology can increase the likelihood of successful 
operations, performance can be adversely impacted by fluctuations in the demands of the 
operation. When an operator is paired with technology to accomplish a task, the responsibility of 
monitoring and maintaining homeostasis of the resulting human-system typically relies on the 
human. This relationship, however, has the potential to become more symbiotic through the 
integration of relatively noninvasive physiological measures. These measures should make it 
possible to create a system that can detect and utilize the physiological state of its operator, 
literally resulting in a truly „human-in-the-loop‟ system. The ability to detect an operator‟s state 
using various techniques that measure different physiological indices, however, poses several 
problems. For example, sampling rates (resolution) of different measures may cause one 
technology to indicate state change while another is reporting the previous state. Additionally, it 
may be the case that one measure may indicate the onset of a state change that may not require 
an intervention. The potential accuracy of state assessment offered by multiple technologies over 
an individual one is an exciting proposition. While there is no shortage of evidence that suggests 
various technologies can detect and measure state changes of an individual (Boucsein, & Backs, 
2000), there is limited empirical evidence which details how to employ these multiple 
physiological sensors in concert to achieve such a goal.  As a result, the study presented here 
examined the predictive ability of multiple physiological on the performance of a task which was 
shown to be dependent on spatial ability. 
Background 
Researchers in the field of Augmented Cognition have established the utility of many 
physiological measures for informing when to adapt systems. Unfortunately the use of such 
measures together remains limited. While this may be partially explained by the high price point 
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of equipment, it is more likely due to the lack of clear guidance for the use of multiple sensing 
devices to adapt systems. To begin to clarify how these devices can be applied, Reeves, Stanney, 
Axelsson, Young and Schmorrow (2007) articulated several goals that need to be met by the 
Augmented Cognition society including,  
(1) the need for valid, reliable and generalizable cognitive state gauges based on basic 
neurophysiological sensors, 
(2) real-time cognitive state classification based on basic cognitive psychology science and 
applied neurocognitive engineering, and 
(3) proof of effectiveness which demonstrate a generalizable application of mitigations 
(system adaptations/ automations). 
Adaptive Automation 
To meet the third goal which highlights the generalizable application of automation based 
on physiological measurement, it is necessary to understand that adaptive automation is a 
human-machine system which utilizes a flexible division of labor between the operator and the 
system. In an adaptive system, the assignment of tasks are dynamically adjusted based on task 
demands, operator capabilities and total system requirements in order to promote optimal 
performance. Adaptive human-machine systems are considered superior to static automation 
(Parasuraman, Mouloua, Molloy, 1996; Hancock & Chignell, 1989; Rouse, 1988) and have been 
shown to be beneficial when correctly applied (see Kaber & Endsley 2004; Parasuraman et al., 
1999; Hilburn et al., 1997). Naturally, there are numerous ways to approach the decision of when 
to apply adaptive automation including one or any combination of: external events; operator 
workload; performance measurement and/or modeling and most importantly for this effort, 
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physiological measurement (Parasuraman, Mouloua, Molloy, 1996; Parasuraman, Bahri, Deaton, 
Morrison & Barnes, 1992; Rouse, 1988; Scerbo, 1996; Wickens, 1992). 
Informing Adaptive Automation 
Central to the use of physiological measures for adaptive systems is the assumption that 
there is an optimal operator state for a given task. The assumption of this ideal is based on 
hypothetical constructs that suggest there is a finite capacity of available cognitive resources for 
performing tasks. As hypothetical constructs, cognitive resources cannot be directly observed; 
yet, may be indexed by physiological measures (Byrne & Parasuraman, 1996). 
In 2003, DARPA‟s Augmented Cognition (AUGCOG) program conducted a Technical 
Integration Experiment (TIE) (St John, M., Kobus, D.A. & Morrison, J.G., 2003; St. John, 
Kobus, Morrison & Schmorrow, 2004) which created and evaluated twenty physiological 
derived gauges that could dynamically identify changes in human cognitive activity, referred to 
as cognitive state gauges. The central idea behind these gauges is that performance thresholds 
can be established and be used to trigger adaptations to the operating environment to overcome 
“bottlenecks” or overloads in the resources required for perception, attention, and working 
memory. To test these gauges, researchers used a command and control decision making task in 
which participants were required to monitor and evaluate a varying amount of signals on a 
display. They were also required to provide appropriate warnings or actions based on a set of 
rules of engagement. The researchers reported that eleven of the twenty gauges tested were 
successful in identifying changes in cognitive activity during the task (St. John, Kobus, Morrison 
& Schmorrow, 2004) while others showed promise but lacked statistical significance. Of the 
eleven successful gauges, eight were cortical measures (eight EEG derived and two fNIR 
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derived), two were kinetic (mouse pressure and mouse clicks) and one sub-cortical (pupil 
dilatation). 
There are several examples of the use of physiological measures to inform adaptive 
automation. Pope, Bogart and Bartolome (1995) developed an EEG based adaptive system which 
used the ratios of select power bands from specific recording locations to create an index of task 
engagement. By recording EEG at several locations, the researchers were able to calculate an 
engagement index based on the power of each band at every location. This index was used to 
activate automation (on or off) for a tracking task. In short, Pope et al. (1995) showed that their 
system could be used to evaluate EEG based engagement indices useful for invoking automation. 
Another early set of experiments examining the efficacy of physiological measures for 
real-time adaptive automation showed that EEG, HRV and ERP could be used operationally 
(Prinzel et al. 2003). The authors‟ investigation used a framework for adapting systems based on 
physiological state assessment proposed by Byrne and Parasuraman (1996). This effort showed 
that event-related potentials (ERP) could be used to accurately predict mental workload. The 
authors did have reservations about the efficacy of this measure due to its relative intrusive 
nature and the complexity of data. Additionally, their results showed that HRV is a reliable and 
less intrusive than ERP but lacked that measures diagnostic capabilities. Perhaps the most 
important result of this effort was the idea that physiological measures can be capable of 
determining operator state changes associated with performance changes for the development of 
adaptive automation systems. 
In another example, an artificial neural network (ANN) was created that analyzed heart, 
blink, and respiration rate in order to classify the level of operator workload. The ANN‟s 
classification was then used to trigger changes in the task to moderate workload. By examining 
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conditions including: ANN driven adaptive aiding; no aid; and random aiding the researchers 
showed that those receiving automation controlled by the ANN had an increase in performance 
and reported experiencing less workload than those in the other conditions (see Wilson & 
Russell, 2003;2004;2006; 2007; Russell, 2005). 
While the field of AUGCOG has grown considerably from its DARPA roots, it has 
become almost fashionable to use a physiological sensor of some sort and report the results as a 
contribution to the field. This is not meant to minimize the contributions of collecting 
physiological data during experimentation, but merely to point out the importance of the 
requirements delineated by Reeves, et al. (2007) and discussed above. 
Ultimately, in order to advance the development of systems that utilize physiological 
responses to assess operator state, we must first address the fact that there are many technologies 
that apply different methods for measuring physiological states. Each of these methods uses a 
unique approach to their measurement and assessment. This multitude of measurements creates a 
dilemma when a choice needs to made about which one to use. It would be misleading to  argue 
that one measure is adequate for all applications; especially in the face of multidimensional tasks 
carried out in dynamic environments. More than likely, multiple physiological measures working 
synchronously to measure ones cognitive state is optimal. However, the use of multiple measures 
presents several problems; for example, the responsiveness of one measure to the change of an 
operator‟s state may not occur within the same time frame as another measure. Also, one 
measure may provide a global view of an operator‟s state while another may be more sensitive 
and thus better suited to detect subtle changes based on discrete events and/or situations. In 
summation, the incorrect diagnosis of physiological signals and resultant system adaptations 
could be detrimental to the system, the human and those around them.  
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In a review of the previous research on physiological measures for adaptive aiding, even 
when collecting multiple measures, it seems that researchers have tended to focus on 
physiological measures individually with a primary focus on overall task performance and 
average workload. As a result, these previous efforts have been extremely useful in identifying 
methods that are most appropriate for assessing an operator‟s cognitive state with physiological 
technologies. In fact, Sciarini and Nicholson (2009) used this research to help delineate the 
Modular Cognitive State Gauge (MCSG). 
The MCSG is a framework deigned to provide guidance for using multiple physiological 
measures to assess cognitive state. Unlike many of the previous studies, the MCSG proposed by 
Sciarini and Nicholson (see Figure 1) suggests that the particular capability of one or more 
technologies may be used to evaluate the state of a specific cognitive resource(s). Additionally, 
the MCSG model suggests that choosing which technology to use should be dependent upon the 
nature of the task being performed; more specifically the cognitive resources that the task 
requires. As a result, the MCSG model utilizes Wicken‟s MRT model (1984, 2002) as a practical 
guide for investigating multiple physiological technologies and their combined ability to predict 
decremental changes in specific cognitive resources. Essentially, this approach suggests that by 
isolating physiological methods into modules based on their ability to detect decrements in 
specific cognitive resources (e.g., visual, auditory, spatial, etc.), they can be empirically 
investigated for reliability and then integrated into a generalizable cognitive state gauge for use 
in applied domains. 
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Figure 6. Multiple resource theory based cognitive state. 
 
Realizing that the investigation of differing cognitive resources (modules) may be unique, 
Sciarini and Nicholson provided a basic guide to assist in determining a course of action. They 
suggested that researchers should identify previous experiments in a cognitive resource area of 
interest and use three classifications for measuring workload (i.e., performance measurements, 
subjective measurements, and physiological measurement (O‟Donnell & Eggemeier, 1986; 
Wierwille & Eggemeier, 1993; Brookhuis, 2005). The authors further suggested that 
investigators should: (1) determine which physiological measures are the most applicable to the 
tasking and environment in which they will be used; (2) synchronize the collection process of all 
physiological data for ease of interpretation; (3) include a system-wide timestamp indicating the 
beginning and conclusion of an experimental trial; (4) synchronously record performance and 
events of interest in the experimental environment with the selected physiological measures in 
order to promote successful matching of changes in performance for observation; and (5) Collect 
perceived levels of workload through a subjective measure. 
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Physiological Measures 
In order to select sensors for this study, the first priority was to choose devices that have 
shown the ability to diagnose or predict a change in operator state. Unobtrusiveness was the 
second selection criteria for sensors used in this effort because minimally intrusive physiological 
measures should more readily transition to operational environments. These measures included 
the non-cortical measures heart rate (HR), heart rate variability (HRV) and four electrodermal 
responses (EDR); the sub-cortical measures: eye blink rate (EBR), pupil dilation (PD), and; two 
cortical measures derived from electroencephalography (EEG). 
Eye Blink Rate. Eye blink has been examined numerous times and has been shown to be a 
useful measure of mental workload (Scerbo, Parasuraman, Di Nocero & Prinzell, 2001). 
Specifically, reflexive eye blink is reasoned to inform general arousal because of the following: 
1) proximity of the facial nerves responsible for eye blink; 2) the idea that midbrain reticular 
formation structures play a role in the integration of ocular activities; and 3) there are no 
identifiable triggers for reflexive blinks (Morris & Miller, 1996; Scerbo, Parasuraman, Di 
Nocero & Prinzell, 2001). Additionally, several laboratory and field studies have shown that 
blink rate decreases with an increase in task difficulty for visually intensive tasks (e.g., Veltman 
& Gaillard, 1996; Backs, Ryan & Wilson, 1994; Hankins & Wilson, 1998; Wilson, 2002). 
Conversely, blink rate has also been shown to increase during decision making and memory 
tasks (Boucsein and Backs, 2000). 
Pupil Dilation. Pupil dilation has been shown to decrease or increase depending on 
autonomic nervous system (ANS) responses (see Table 7). The measure has been said to be as an 
important measure of mental workload (Kahneman, 1973) and has been used numerous times as 
a global measure of workload. Increased pupil diameter has been observed with an increase in 
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increased resource taxation. For example, Beatty (1982) reported that pupil diameter increased 
with increases in perceptual, cognitive and response-related processing demands. 
Heart Rate. As the heart is innervated by both branches of the ANS, as such, it is a likely 
candidate for measuring cognitive workload. Wilson & Eggemeier (1991) suggested that heart 
rate could predict and overall indicator of workload. This idea was again supported by Roscoe 
(1993) when he conducted a series of aviator workload studies and showed that heart rate was 
the most favorable physiological measure of workload. 
Heart Rate Variability. Considering the findings about heart rate above, an increase in 
cognitive workload should result in an increase in heart rate. Conversely, the increase workload 
will result in a decrease in heart rate variability (Wilson, 1992) when compared to the rest state 
(Brookhuis, 2005). While heart rate, is the measure of cardiac activity (usually expressed in 
heartbeats per minute), Mulder, Waard and Brookhuis (2005) tell us that it is not the electrical 
activity of the heart that is of particular interest for the elicitation of mental effort. The authors 
suggest that the metrics of interest are heart rate and the varying duration of time between 
heartbeats, the inter-beat interval (IBI) or mean heart period. 
Electrodermal Response. Minute changes in the amount of sweating effects the electrical 
impedance of the skin. The measurable change of electrical activity of the skin is a result of 
sweat glands and is a sympathetic nervous system (SNS) response capable of indicating stress-
strain, emotion and arousal (Boucsein, 2005). One of the several measures of EDR is the Skin 
Conductance Level (SCL) which is commonly referred to as Galvanic Skin Response (GSR). 
SCL is measured by the application of a constant unperceivable voltage to the skin via 
electrodes. Since the current is known the conductance of the skin can be measured. In their 2007 
study, Shi, et al. used GSR as a measure of stress and arousal during the comparison of unimodal 
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and multimodal system interfaces. Their findings showed a significant increase in GSR while 
using unimodal over multimodal interfaces. Additionally, they showed that there was a 
significant increase of GSR across three (low, medium and high) workload conditions. 
Table 7: Non-cortical Measures and Reaction to Increased Workload 
Measure Reaction to Increased Workload 
Eye Blink Rate Increase / Decrease (task dependent) 
Pupil Diameter Increase 
Heart Rate Increase 
Heart Rate Variability Decrease 
Electrodermal Response Increase 
 
Electroencephalography. Perhaps the most commonly used method of classifying an 
operator‟s psychophysiological state with regard to workload is the EEG (Wilson & Russell, 
2003). An EEG provides the total amount of the electrical brain activity of active neurons that 
can be recorded on the scalp through the use of electrodes (Akerstedt, 2005). In 2007, Berka et 
al. validated the use of EEG for measuring task engagement and mental workload. For this effort, 
the researchers used data from baseline sessions as a model for creating a task engagement index 
with four levels: high engagement, low engagement and relaxed wakefulness. These 
classifications were created using absolute and relative power spectra variables from a database 
of over 100 individuals who were either sleep-deprived or fully rested. The fourth classification, 
sleep onset was derived from the baseline conditions through use of regression equations based 
on the absolute and relative power of the participant‟s own baseline conditions (Berka et al., 
2007). To examine mental workload, Berka et al. (2007) developed a mental workload index. 
These measures were derived similarly to the task engagement-index described above and are 
divided into two classifications: low workload and high workload (see Berka et al., 2007). The 
resulting investigation which utilized the task engagement and mental workload measures had 
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promising results. Participants‟ EEG-workload index increased on tasks with increasing 
difficulty and working memory load. Similarly, EEG-engagement was shown to be related to the 
processes required for completing vigilance tasks (Berka et al., 2007). 
The Current Study 
In the study presented here, we were concerned with what physiological measures can 
indicate fluctuation in spatial resources. In following the recommendations listed above, this 
effort is based on a previous experiment which suggests that highly skilled participants 
outperform those with lower skills when evaluated on tests designed to determine spatial ability 
(Sims & Mayer, 2002). It is assumed here that task performances which are highly dependent on 
spatial ability can be used as measures for assessing how one‟s spatial resources fluctuate as a 
function of task difficulty. This investigation utilized those task performances to assess the above 
listed physiological measures‟ sensitivity to changes in difficulty levels. In this study, two 
primary hypotheses were examined: 
Hypothesis 1 
Both EEG measures will be predictive of performance in the easy and hard levels. 
According to Berka et al. (2007), both of the EEG derived measures increased on tasks 
with increasing difficulty.  
Hypothesis 1a 
AMB_WKLD will be more predictive of performance than ABM_ENG in both the easy 
and hard levels. 
ABM_WKLD will be more predictive of performance because it has shown promising 
results in working memory tasks (where mental rotation is assumed to take place) while 
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ABM_ENG has been shown to be related to the processes required for sustained vigilance tasks 
(Berka et al., 2007). 
Hypothesis 2 
Both ECG measures will predict easy level and hard level performance. 
Increase in HR is capable of indicating increases in overall workload (Wilson & 
Eggemeier, 1991). The varying duration of time between heartbeats (IBI) will decrease as a 
result of increasing workload (Mulder, De Waard, & Brookhuis, 2005; Boucsein, 2005) 
Hypothesis 2a 
HR will be less predictive of performance than IBI due to the short period slowing of HR 
during shifts in information processing as described by Jennings and Hall (1980). 
Hypothesis 3 
The skin conductance measures will be able to predict performance in both the easy and 
hard levels 
EDR measures are capable of indicating responses to stress-strain, emotion, and arousal 
(Shi, et al., 2007) and should be predictive of performance in both levels of task difficulty.  
Hypothesis 3a 
SCRC will be more predictive of performance in both the easy and hard levels than the 
other EDR measures. 
As a straight forward frequency of responses SCRC will be more predictive of the pure 
SCR, which requires a measurable increase in amplitude to account for increases in workload 
(Boucsein and Backs, 2000). Similarly SCRC will be more predictive than TOD as well as SCL 
due to these measures‟ reliance on elevated changes from the overall level. 
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Hypothesis 4 
Easy and hard level performance will be predicted by both PD and BR. 
Increases in PD and decreases BR have both been related to increases in workload 
(Kahneman, 1973; Boucsein and Backs, 2000). 
Hypothesis 4a 
PD will be more predictive of performance in the easy and hard levels than BR. 
BR has been shown to both increase and decrease dependent upon the nature of the 
tasking while PD has been shown to increase in relation to increasing demand and only decrease 
as a response to the completion of tasking (Boucsein and Backs, 2000). 
Method 
Participants 
A total of 36 student volunteers from the University of Central Florida participated for 
credit (20 females, 16 males) Participants‟ ages ranged from 18 to 29 (mean=21.25 years, 
SD=2.9 years). Most participants reported that they had at least some experience with playing the 
Tetris video game. 
Apparatus 
StackIt Testbed. StackIt is an experimental testbed created specifically for this 
investigation and is based on recommendation presented by Sims and Mayer (2002). Written in 
the C++ programming language, StackIt (Figure 2) includes experimental features which allow 
researchers to experimentally control and record numerous aspect of the task including: 
difficulty; change and duration of difficulty and; the ability to modify initial presentation and 
rotational state. The inclusion of these features allows for the examination of various 
performance metrics and ultimately allow for the identification of associated contributions from 
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the physiological sensors. The StakIt testbed also includes a window for presenting secondary 
task stimuli. Gameplay and secondary task selections were completed using a video game 
controller that is similar in design to those found on numerous gaming platforms. 
 
Figure 7. The StackIt testbed 
Operational Neuroscience Sensing Suite. In order to collect physiological data for this 
effort, components of the Operational Neuroscience Sensing Suite (ONSS) were used (Vartak, 
Fidopiastis, Nicholson, Mikhael & Schmorrow, 2008). The ONSS is collection of physiological 
sensing devices from a range of manufacturers. These devices are minimally invasive and 
organizationally affordable (Table 8). Through analysis and practical application, a streamlined 
calibration and synchronization process for the various technologies of the ONSS has been 
developed and was used for this effort. 
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Table 8: Physiological Measures Collected 
Component 
Model 
Number 
Manufacturer Physiological Measure 
Sampling 
Rate 
Eye Tracker MZ800 Arrington Research 
Pupil Diameter; Blink 
Rate 
60Hz 
ECG Sensor T9306M 
Thought 
Technologies 
Heart Electrical Activity 2048Hz 
Skin 
Conductance  
Sensor 
SA9309 
Thought 
Technologies 
Conductance across the 
skin 
256Hz 
EEG 603-B 
Advanced Brain 
Monitoring 
Brain Electrical Activity 256Hz 
 
Data Filtering 
Eye-tracker. In order to convert BR data from the raw data (values between 0 and 1) to 
millimeters, the following steps were taken. To calibrate the pupil sizes to the 0-1 values, 
baseline data was collected by holding various size black disk images (2mm to 8mm diameter as 
prescribed by the manufacturer) in front of the IR camera. The mean pupil diameter for a 
particular disk size is used as the baseline equivalent of that size. Table 9 shows the means of 
these values. A line was fitted to the values shown in Table 9 resulting in the following 
conversion (see Equation 1). 
 
07192.0
04325.0PupilWidth
terMMPupilDiame  
(1) 
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Table 9: Mean Values of Each Baseline Disk 
Baseline Disk Size (mm) Pupil Width Values (0 – 1) 
2 0.1430 
3 0.1508 
4 0.2496 
5 0.3084 
6 0.3340 
7 0.4261 
8 0.6026 
 
ECG. Raw data was down sampled to 1024Hz in order to extract the QRS complex 
waveform peaks. An adaptive peak detection algorithm (Pan and Tomkins, 1985) was used to 
detect the peaks from the raw ECG data. The extraction of IBI data accomplished by calculating 
the time elapsed between QRS peaks. HR was simply derived by an inversion of IBI as follows, 
HR(bpm)=60000/IBI(ms). 
Skin Conductance. Raw SC data was sampled down to 8Hz and further filtering was 
required to remove high frequency noise. This was accomplished through the use of a finite 
impulse response (FIR) filter. A peak detection algorithm was then used to detect the maxima 
and minima response. Each “response” (i.e. SCR) was assumed to span from one minimum value 
to the next. SCL was extracted by examining the skin conductance value at the first minimum 
value. SCR amplitude was extracted by looking at the difference in skin conductance value 
between the first minimum value and the following maximum value. Each response was fitted to 
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a sigmoid-exponential mathematical function recursively as described by Lim, et al. (1997) to 
obtain the decay time of response (TOD). 
EEG. ABM_WKLD and ABM_ENG data was extracted directly from the data file as 
prescribed by the manufacturer. 
Experimental Design 
This experiment was a 2 x 2 mixed factorial design with the spatial ability (low vs. high) 
as the between subjects variables and the difficulty level (easy vs. hard) as the with-in subjects 
variables. The dependent variables of interest included rows completed, rows completed in 
difficulty stage one (easy) and rows completed in difficulty stage two (hard) with all 
performance being computed as raw scores. 
Primary Task. The participants‟ goal when completing the StackIt task was to place the 
emerging blocks in the most advantageous position possible in order to complete rows of blocks 
which resulted in the automatic removal of the completed rows. Difficulty level for the primary 
task changed as preplanned increases and decreases in the rate of decent of game pieces occurred 
through transition between levels (low and high). Each participant experienced both difficulty 
extremes twice (see Figure 8.) with each lasting three minutes. 
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Figure 8. StackIt difficulty level transitions 
Secondary Task. A math estimation task was chosen for this effort. Previous research has 
shown that mathematic approximation is a task that taxes an individual‟s visuo-spatial resources 
(Dehaene, Spelke, Pinel, Stanescu & Tsivkin, 1999). The authors discovered that the areas which 
were activated for the approximation task (parietal lobes) were distinctly disassociated with the 
areas used for the exact calculation task (left inferior frontal lobe). The secondary experimental 
task (see upper left corner of Figure 2) presented participants with two options and required them 
to select the most plausible estimation (e.g. 4 + 5 = 8) by depressing corresponding index finger 
key (left or right) on the control pad. 
Procedure 
Participants were seated in a comfortable chair at the experimental station and completed 
informed consent and demographic documents typical to research efforts. Participants were then 
provided with a general introduction to each physiological sensing device and then assisted in 
donning the EEG, EDR and ECG sensors. After all sensors were properly placed, the baseline 
procedure was initiated. This procedure consisted of 3 segments of an automated task which 
required participants to respond to stimuli as it was presented. Once participants completed the 
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baseline, they were asked to complete two tests of spatial visualization. One of the measures was 
the ETS Card Rotations Test (CRT) which required the participant to identify abstract figures 
which were rotated on a two-dimensional plane. The other measure was the Mental Rotations 
Test (adapted by Vandenberg, 1975) which asked the participant to identify a three-dimensional 
shape (reminiscent of Tetris game pieces) which had been rotated in three-dimensional space. 
Upon completion of the spatial tests, participants were introduced to StackIt and instructed on 
the task requirements and controls of the game. Participants were given a six minute practice 
period in which they were encouraged to ask questions about the task expectations. After the 
StackIt practice session, participants were assisted in putting on the eye-tracking device. Once 
properly situated with the eye-tracking system, participants completed the calibration process 
which required them to gaze at nine target points as they appeared on the monitor. Participants 
then began the 18 minute trial. Upon completion of the StackIt task, participants completed the 
NASA-TLX. After the TLX, participants were given a debrief form, assisted in the removal of 
all sensors and thanked for their time. 
Results 
All analyses were conducted using SPSS 12 for Windows. Unless otherwise noted, an 
alpha level of .05 was used to indicate significant effects. SPSS‟s Descriptive function was used 
to examine all data for skewness and kurtosis normal distribution. Variables which were not 
normally distributed were transformed using the Transform function in SPSS. Unless otherwise 
noted, Levene‟s test for equality of variance was not significant. 
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Spatial Ability 
A mean-bifurcation was performed on the CRT data so that any score above 62.89 
(average of all CRT scores) was labeled as “high spatial” with lower scores labeled as “low 
spatial”. 
Task Performance 
A one-way between subjects analysis of variance with spatial ability as the IV and overall 
performance as the DV revealed that the high spatial group outperformed the low spatial group 
on overall score, F(1,34)=38.56, p=.000, η2=.531. When separating the performance scores by 
difficulty level, participants‟ in the high spatial group also performed better than those in the low 
spatial group in both the initial level 1 (easy, slowest piece decent) stage, F=(1,34)=9.39. p=.004, 
η2=.217, and in the following level 5 stage (hard, fastest piece decent), F=(1,32)=12.19. p=.001, 
η2=.264. 
Furthermore, a one-way between subjects analysis of variance with workload conditions 
as the IVs and overall performance scores as the DV indicated that participants in the low 
workload group had better overall scores, F(1,34)=2.64, p=.05, η2=.083 than those in the high 
workload group (Figure 8).  
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Figure 9. Overall, easy and hard level performance by spatial ability and overall 
performance by taskload condition. 
 
A two-way analysis of variance was conducted to determine the impact of spatial ability 
and taskload condition on overall StackIt performance scores. The interaction between taskload 
condition and spatial ability was not significant. There was, however, a main effect for the 
taskload condition, F(1,32)=5.088, p=.031, η2=.137. Furthermore, there was a significant main 
effect for spatial ability, F(1,32)=41.237, p=.000, η2=.563. Analysis of the means indicated that 
performance scores were higher for the participants with high spatial ability in the low taskload 
condition and than those with high spatial ability in the high taskload. A similar result was found 
for those with low spatial ability in each condition respectively (Figure 9). 
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Figure 10. Performance in taskload condition by spatial ability. 
 
Perceived Workload 
A two-way analysis of variance was conducted to determine the impact of spatial ability 
and taskload condition on perceived workload scores as measured by the NASA TLX. The 
interaction between taskload condition and spatial ability was not significant. There was, 
however, a main effect for the taskload condition, F(1,32)=12.302, p=.001, η2=.278 and for 
spatial ability, F(1,32)=9.438, p=.004, η2=.228. Analysis of the means indicated that TLX scores 
were lower for the low taskload condition for participants with high spatial ability than those 
with high spatial ability in the high taskload condition. Participants with low spatial ability had 
similar results (see Figure 10). 
83 
 
Figure 11. Perceived workload by spatial ability for both taskload conditions. 
 
Physiological Response and Performance 
Hypotheses 1 and 1a, easy level. A hierarchical multiple regression was performed using 
SPSS Regression with the StackIt performance score for the easy level as the dependent variable 
and the easy level ABM_WKLD as the independent variable in block one. ABM_ENG was 
entered as a predictor of performance in block two. The ability of both physiological measures to 
predict performance was partially supported in that this analysis resulted in a significant 
regression model for block one, F(1,35)=8.271, p=.007, with R
2 
at .196. The adjusted R
2 
value of 
.175 indicated that about 18% of the variability in the easy level performance scores was 
predicted by ABM_WKLD. Block two resulted in a significant regression model, F(2,33)=4.06, 
p=.027 with R
2
 at .197 and an adjusted R
2
value at .142. This decrease in variability accounted for 
shows that ABM_ENG reduced the predictive ability of this model as a whole. Hypothesis 1a 
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was supported with the result just listed plus the comparison of model one (ABM_WKLD alone) 
accounting for a higher beta value (β=.442, t=2.876, p=.007) than when ABM_ENG was 
included in the second model where ABM_WKLD had a lower beta value (β=.424, p=.018). 
Hypotheses 1 and 1a hard level. A hierarchical multiple regression was performed using 
SPSS Regression with the StackIt performance score for the hard level as the dependent variable 
and the hard level ABM_WKLD as the independent variable in block one. ABM_ENG was 
entered as a predictor of performance in block two. Neither hypothesis was supported for the 
hard level.  
Hypotheses 2 and 2a, easy and hard levels. Two hierarchical multiple regressions were 
performed using SPSS Regression with the StackIt performance score for the easy and hard 
levels respectively. The dependent variables for both analyses were the corresponding difficulty 
levels. The independent variables entered as predictors of performance for each analysis were 
TOD, SCL, SCR and SCRC respective to the difficulty level of each analysis. Both analyses 
failed to support hypothesis 2 and consequently, hypothesis 2a was not supported.  
Hypotheses 3 and 3a, easy level. A hierarchical multiple regression was performed using 
SPSS Regression with the StackIt performance score for the easy as the dependent variables. The 
independent variables entered as predictors of performance for each analysis were HR and IBI 
for the easy level. This analysis failed to support hypothesis 3 and consequently, hypothesis 3a 
was not supported.  
Hypotheses 3 and 3a, hard level. A hierarchical multiple regression was performed using 
SPSS Regression with the StackIt performance score for the hard level as the dependent variable 
and the following hard level measures of IBI and HR entered as the independent predictors of 
performance. This analysis resulted in a significant regression model for block one, 
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F(1,34)=5.231, p=.029, with R
2 
at .133. The adjusted R
2 
value of .108 indicated that almost 11% 
of the variability in the hard performance scores was predicted by IBI. Block two was not 
significant suggesting that HR was not predictive of performance in the regression model, thus 
partially supporting hypothesis 3. Hypothesis 3a was subsequently supported based on these 
results. IBI accounted for higher beta value (β=.365, t=2.287, p=.029) than when HR was 
included in the second model where IBI had a lower beta value (β=.351, p=.044).  
Hypotheses 4 and 4a, easy level. A hierarchical multiple regression was performed using 
SPSS Regression with the StackIt performance score for the easy level as the dependent variable 
and the following easy level measures of PD and BR entered in as the independent predictors of 
performance. The model for block one was not significant. However, this analysis resulted in a 
significant regression model for block two thus partially supporting that performance would be 
predicted by these measures. An exploratory regression was then conducted exchanging the entry 
order of the independent variables. This analysis resulted in a significant regression model for 
block one (BR), F(1,35)=7.026, p=.012, with R
2 
at .171. The adjusted R
2 
value of .147 indicated 
that almost 15% of the variability in the easy level performance scores were predicted by BR. 
Model two (PD) was not significant and BR‟s beta value was at β=-.507, t=-3.206, p=.003. 
Hypotheses 4 and 4a, hard level. A hierarchical multiple regression was performed using 
SPSS Regression with the StackIt performance score for the hard level as the dependent variable 
and the following hard level measures of PD and BR entered as the independent predictors of 
performance. Hypothesis 4 was not supported as both models failed to achieve significance. 
Subsequently, hypothesis 4a was also not supported. 
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Table 10: Results for Hypotheses 1 thru 4 
Measurement 
Category 
Easy Level Variance Hard Level Variance 
EEG ABM_WKLD 18% - - 
EDR - - - - 
ECG - - IBI 11% 
Eye-Tracking BR 15% - - 
Discussion 
It was shown here that that the EEG based AMB_WKLD measure for level one was 
predictive of performance scores for the easy level. The ABM measures, however, failed to be 
predictive of performance in the hard level. A possible explanation for these findings is that both 
ABM_WKLD and EEG_ENG are given as probabilities of being in a given state with any score 
of 50% or higher indicating that one is in the high state of either measure. Taken with the results 
found for the easy level, these findings suggest that the AMB measures of workload and high 
engagement are not sensitive enough to detect fluctuations in tasks with high demands of spatial 
ability.  
Similar to hypothesis 1 and 1a for the hard level, support for the predictive capability of 
the EDR measures for both the easy and hard levels were unsubstantiated. These results could be 
due to the fact that all of the EDR measures are reliant on changes in autonomic response to a 
given situation. It is possible that anxiety from wearing the complete set of physiological sensing 
devices created a situation in which EDR was at a high level thus making the detection of 
changes caused by workload indistinguishable. 
Hypotheses 3 and 3a for the easy level were not supported. These findings could be 
attributed to the fact that the easy level of StackIt may not have been difficult enough to induce a 
significant neurocardiac response (when considering the results for hypotheses 3 and 3a for the 
hared level).The exclusion may be attributed to the findings of Jennings and Hall (1980). In their 
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study, the researchers discovered that HR responds with a short period decrease during shifts in 
information processing. These short periods of HR decreases were been shown to occur during 
the preparatory period of orienting information prior to internal processing.  
For hypotheses 3 and 3a, the ECG based IBI measure, predicted variance in performance 
scores for the hard level. These results suggest that IBI is sensitive to fluctuations in spatial 
ability on tasks whose performance is highly dependent on spatial ability. 
Hypothesis 4a for the easy level was not supported. Contrary to the hypothesis, BR was 
shown to predict performance. It is important to note that the negative beta value indicates a 
converse response, that is, BR decreased for this level of difficulty. These results are not entirely 
surprising considering findings which suggest BR will decrease while performing tasks which 
are highly dependent on visual attention (Backs and Boucsein, 2000). When considering the 
findings here and accounting for the nature of the StackIt task, these results indicate that the BR 
response may be likely resultant of visual attention demands and not those associated with the 
actual performance of the StackIt task. 
For the hard level, neither hypotheses 4 nor 4a were supported. These findings may be 
resultant of the potential for differing response of PD and BR to workload. As StackIt is heavily 
dependent on visual attention for receiving information, PD and BR may not be sensitive enough 
to detect the taxation of spatial resources. 
As performance was assumed to be highly dependent on spatial ability and that it was 
used as a measure for assessing how one‟s spatial resources fluctuated during the task, these 
results can begin to populate the MCSG. Table 11 shows an example of how recommended 
physiological measures may be presented. It is important to note that the BR measure should be 
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used with caution on spatial tasks which are highly dependent on visual processing (i.e. 
frequently changing targets). 
Table 11: Recommended Physiological Measures by Requirement 
Cognitive 
Requirement 
ABM 
WKLD 
ABM
ENG 
SCL SCR SCRC TOD HR IBI BR PD 
2D Spatial 
-Visual 
†  - - - - - ‡ † - 
3D Spatial 
-Visual 
* * * * * * * * * * 
2D Spatial 
-Audio 
* * * * * * * * * * 
Etc. ... * * * * * * * * * * 
† Use when demand is anticipated to be lower 
‡ Use when demand is anticipated to be higher 
-  Not recommended for use with this requirement 
* Not yet populated 
Consequently, it is recommended that a cognitive task assessment is used in conjunction 
with the MCSG model and that operators are screened for the required abilities prior to executing 
the selected task. Furthermore, it is recommended that these measures are tested in simulated 
scenarios before being applied to critical tasks. 
Future investigations should include the modification of the StackIt testbed to incorporate 
physiological adaptive aiding based on the results presented above. Additionally, investigators 
should consider repeating a similar study to the one presented here but with a task requiring 
audio spatial cuing. Audio Platform Games (APG) offer an opportunity to test spatial ability 
through both the audio and visual channels. If an APG could be created or modified to meet the 
requirements outlined in the MCSG framework (time stamping), such a platform could prove 
useful in learning more about the capabilities of various physiological sensors. 
It would also be worthwhile to reexamine these technologies and introduce others to this 
paradigm in order to determine if an even finer resolution can be obtained. Specifically, 
researchers should use minimally invasive technologies to determine the responses in each phase 
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of information processing for each resource module in order to further isolate the cognitive 
resource in question from input and execution. 
References 
Boucsein, W., & Backs, R. W. (2000). Engineering psychophysiology as a discipline: Historical 
and theoretical aspects. In Backs, R. W., & Boucsein, W. (Eds.), Engineering 
Psychophysiology: Issues and Applications (pp. 3-30). Mahwah, NJ: Lawrence Erlbaum. 
Boucsein, W. & Backs, R.W. (2000). Engineering Psychophysiology as a discipline: Historical 
and theoretical aspects. In R.W. Backs, R.W. & Boucsein, W. (Eds.), Engineering 
Psychophysiology.  
Brookhuis, K.A. (2005). Psychophysiological methods. In N. Stanton, A. Hedge, K. Brookhuis, 
E. Salas and H. Hendrick (Eds.), Handbook of human factors and ergonomics methods 
(pp. 17-1 – 17-5). CRC Press: Boca Raton. 
Byrne, E.A. & Parasuraman, R. (1996). Psychophysiology and adaptive automation. Biological 
Psychology, 42, 249-268. 
Dehaene, S., Spelke, E. S., Pinel, P., Stanescu, R., & Tsivkin, S. (1999). Source of mathematical 
thinking: Behavioral and brain-imaging evidence. Science, 284, 970-974. 
Hancock, P.A. & Chignell, M.H. (1989). Intelligent interfaces: Theory, research and design. 
Amsterdam: North-Holland. 
Hilburn, B., Jorna, P.G., Byrne, E.A. & Parasuraman, R. (1997). The effect of adaptive air traffic 
control (ATC) decision aiding on controller mental workload. In M. Mouloua and J, 
Koonce (Eds.), Human-automation interaction: Research and practice (84-91). Mahwah, 
NJ: Erlbaum. 
Jennings, J.R. & Hall, S.W. (1980). Recall, recognition and rate: Memory and the heart. 
Psychophysiology, 17(1), 37-46. 
Kaber, D.B. & Endsley, M.R. (2004). The effects of level of automation and adaptive automation 
on human performance, situation awareness and workloas in a dynamic control task. 
Theoretical Issues in Ergonomics Science, 5, 113-153.  
Lim,C., Rennie C., Barry R., Bahramali H., Lazzaro I., Manor B., & Gordon E. (1997), 
Decomposing skin conductance into tonic and phasic components. International Journal 
of Psychophysiology 25(2), 97-109. 
O‟Donnell, R.D. & Eggemeier, F.T. (1986). Workload assessment methodology. In K.R. Boff, L. 
Kaufman & J.P. Thomas (Eds.), Handbook of perception and human performance. 
Volume II, cognitive processes and performance. (pp 42-1 – 42-49). New York: Wiley. 
90 
Oren, M.A., Harding, C. & Bonebright, T. (2008). Evaluation of spatial abilities within a 2D 
auditory platform game. In Proceedings of the 10th international ACM SIGACCESS 
conference on Computers and accessibility, pp. 235-236. ACM, New York. 
Pan J. & Tompkins W. (1992) A real-time QRS detection algorithm. IEEE Transactions in 
Biomedical Engineering, BME-32(3), 230-236. 
Parasuraman, R., Bahri, T., Deaton, J., Morrison J. & Barnes, M. (1992). Theory and design of 
adaptive automation in aviation systems. (NAWCADWAR Report 92033-60). 
Warminster, PA: Naval Air Warfare Center, Aircraft Division. 
Parasuraman, R., Mouloua, M. & Malloy, R. (1996). Effects of adaptive task allocation on 
monitoring of automated systems. Human Factors, 38, 665-690. 
Parasuraman, R. & Riley, V. (1997). Humans and automation: Use, misuse, disuse and abuse. 
Human Factors, 39, 230-253. 
Parasuraman, R., Sheridan, T. B., & Wickens, C. D. (2008). Situation awareness, mental 
workload, and trust in automation: Viable, empirically supported cognitive engineering 
constructs. Journal of Cognitive Engineering and Decision Making, 2, 141-161. 
Pope, A. T., Bogart, E. H., & Bartolome, D. (1995). Biocybernetic system evaluates indices of 
operator engagement. Biological Psychology, 40, 187-196. 
Prinzel III, L.J., Parasuraman. R., Freeman, F.G., Scerbo, M.W., Mikula P.J. & Pope, A.T. 
(2003). Three experiments examining the use of Electroencephalogram, event-related 
potentials and heart-rate variability for real time human-centered adaptive automation 
design (Tech. Report NASA/TP-2003-212442). Hampton, VA: NASA Langley Research 
Center. 
Reeves, L., Stanney, K., Axelsson, P., Young, P., Schmorrow, D. (2007). Near-term, mid-term, 
and long-term research objectives for augmented cognition: (a) Robust controller 
technology and (b) mitigation strategies. In 4th International Conference on Augmented 
Cognition, pp. 282-289. Strategic Analysis, Inc., Arlington. 
Reeves, L, & Schomorrow, D. (2007). Augmented cognition foundations and future directions - 
Enabling “anyone, anytime, anywhere” applications. Proceedings of 3rd Augmented 
Cognition International, held in conjunction with HCI International 2007, Beijing China, 
July 22-27, 2007. 
Rouse, W.B. (1988). Adaptive aiding for human/computer control. Human Factors, 30, 431-438. 
Russell, C.A. (2005). Operator state estimation for adaptive aiding in uninhabited combat air 
vehicles, dissertation (Tech. Report AFIT/DS/ENG/05-01). Wright-Patterson Air Force 
Base, OH: Air Force Institute of Technology. 
Scerbo, M.W. (1996). Theoretical perspectives on adaptive automation. In R. Parasuraman & M. 
Mouloua (Eds.), Automation and human performance: Theory and applications (pp. 37-
63). Hillsdale, NJ: Erlbaum. 
91 
Sheridan, T., & Parasuraman, R. (2006). Human-automation interaction. Reviews of Human 
Factors and Ergonomics, 1, 89-129.Parasuraman, R. (2000). Designing automation for 
human use: Empirical studies and quantitative models. Ergonomics, 43, 931-951 
Sciarini, L.W. & Nicholson, D. (2009). Assessing cognitive state with multiple physiological 
measures: A modular approach. To appear in Proceedings of HCI International 2009, San 
Diego, CA. 
Sims, V. & Mayer, R. (2002). Domain specificity of spatial expertise: The case of video game 
players. Applied Cognitive Psychology, 16, 97-115. 
St John, M., Kobus, D.A., and Morrison, J.G. (2003). DARPA augmented cognition technical 
integration experiment (TIE) (Tech. Report 1905). San Diego, CA: United States Navy 
SPAWAR Systems Center. 
St. John, M., Kobus, D. A., Morrison, J. G., & Schmorrow, D. (2004). Overview of the DARPA 
augmented cognition technical integration experiment. International Journal of Human-
Computer Interaction, 17, 131-149. 
Vartak, A.A., Fidopiastis, C.M., Nicholson, D.M., Mikhael W.B. & Schmorrow, D. (2008). 
Cognitive state estimation for adaptive learning systems using wearable physiological 
sensors. Proceedings of the 1st International Conference on Biomedical Electronics and 
Devices. Funchal, Madeira, Portugal.  
Wickens, C.D. (1984). Processing resources in attention. In R.Parasuraman and D.R. Davies 
(Eds.), Varieties of attention (pp. 63-102). London: Academic Press.  
Wickens, C.D. (1992). Engineering psychology and human performance (2nd ed.). New York: 
Harper Collins. 
Wickens, C.D. (2002). Multiple resources and performance prediction. Theoretical Issues in 
Ergonomics Science, 3, 150-177. 
Wierwille, W.W., & Eggemeier, F.T. (1993). Recommendations for mental workload 
measurements in a test and evaluation environment, Human Factors, 35, 263-281. 
Wilson, G.F. & Russell, C.A. (2003). Real-time assessment of mental workload using 
psychophysiological measures and artificial neural networks. Human Factors, 45, 635-
643. 
Wilson, G. F., & Russell, C. A. (2004). Psychophysiologically determined adaptive aiding in a 
simulated UCAV task. In D. A. Vincenzi, M. Mouloua, & P. A. Hancock (Eds.), Human 
performance, situation awareness, and automation: Current research and trends (pp. 200-
204). Mahwah, NJ: Erlbaum. 
Wilson, G.F. and Russell, C.A. (2006). Psychophysiologically versus task determined adaptive 
aiding accomplishment. Proceedings of the 2nd Augmented Cognition conference. San 
Francisco, CA. 
  
92 
CHAPTER SIX: ADDITIONAL ANALYSES 
Supporting and Additional Analyses 
This section is dedicated to providing information which was excluded due to the brevity 
of the previous chapters required by the format of the three papers approach. This chapter is here 
because I felt that the complexity of the physiological measurements warranted additional 
analyses in order to provide a deeper understanding of factors that may affect the physiological 
measures recorded for this dissertation. As discussed in chapter two and referenced numerous 
times throughout this document, many of these measures record physiological response from 
systems affected by other factors than mental taskload. For example, example Cosenzo (2002) 
showed significant increases in SCL as well as significant HR decreases in response to viewing 
images designed to elicit a negative emotional response. 
In an effort to account for these other contributing factors, the NASA-TLX scale was 
dissected for its contributing subscales (see APPENDIX F). These subscales contain valuable 
information not available when considering the global NASA-TLX workload score. For instance, 
Szalma, et al. (2004) found that the roles of the frustration and mental demand dimensions of the 
NASA-TLX were the principal contributors of participants‟ reported workload on a vigilance 
task. 
Since it has been shown that cognitive processing alone does not account for variation in 
physiological measures (see Chapter 2 and results in Chapter‟s 4 and 5), the use of the NASA-
TLX subscales offers information that may help to understand the complexities associated with 
these physiological measures. Based on this, six exploratory hypotheses were tested: 
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Exploratory Hypothesis 1 (EXH1) 
Participants‟ individual NASA-TLX dimensions will be significantly lower for 
participants in the StackIt only condition. 
Exploratory Hypothesis 2 (EXH2) 
Participants‟ individual NASA-TLX dimensions will be significantly lower for 
participants in the low spatial ability group. 
Exploratory Hypothesis 3 (EXH3) 
NASA-TLX dimensions will be correlated with physiological measures for the easy level 
of difficulty. 
Exploratory Hypothesis 4 (EXH4) 
NASA-TLX dimension „frustration‟ will be correlated with measures shown to be 
particularly sensitive to emotional response (EDR and ECG measures) for the easy level of 
difficulty. 
Exploratory Hypothesis 5 (EXH5) 
NASA-TLX dimensions will be correlated with physiological measures for the hard level 
of difficulty. 
Exploratory Hypothesis 6 (EXH6) 
NASA-TLX dimension „frustration‟ will be correlated with measures shown to be 
sensitive to emotional response (EDR and ECG measures) for the hard level of difficulty. 
Examination of NASA-TLX Subscales 
NASA-TLX Dimensions for Taskload and Spatial Ability  
EXH1. A multivariate analysis of variance was performed to investigate the differences 
between the subscales of the NASA-TLX in taskload and SPA groups. The six dimensions of the 
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NASA-TLX were used as dependant variables (mental, physical, temporal, performance, effort 
and frustration). The independent variables were taskload condition (StackIt vs. StackIt and 
secondary task) and spatial ability grouping (high vs. low). 
As shown in Table 12, there were statistically significant differences between levels of 
taskload on the NASA-TLX dimensions: mental demand, F(3, 33)= 21.024, p<.001, η2 = .396; 
temporal demand, F(3, 33)= 13.477, p=.001, η2 = .296 and; frustration level, F(3, 33)= 7.628, 
p<.009, η2 = .192. An inspection of the mean differences (Table 13) indicated that participants 
reported experiencing less mental and temporal demand in the StackIt only condition. 
Additionally, participants also reported having a lower frustration level when only performing 
the StackIt task.  
EXH2.Only the reported frustration level (Table 12), F(3, 33)= 5.816, p =.022, η2 = .154, 
achieved significance when examined by participants‟ spatial ability grouping (high vs. low). 
An inspection the means revealed that participants in the low spatial ability group (M = 
64.64, SD = 6.84) reported experiencing a considerably higher frustration level than those in the 
high spatial ability group (M = 43.50, SD = 5.48)
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Table 12: Test of Between-Subjects Effects 
Source Dependent Variable 
Type III Sum 
of Squares df Mean Square F Sig. 
Partial Eta 
Squared 
Noncent. 
Parameter 
Observed 
Power(a) 
Corrected Model TLX_Mental 7445.853(b) 3 2481.951 7.085 .001 .399 21.255 .966 
TLX_Physical 1189.960(c) 3 396.653 1.429 .253 .118 4.286 .342 
TLX_Temporal 5148.393(d) 3 1716.131 4.859 .007 .313 14.577 .868 
TLX_Performance 4327.103(e) 3 1442.368 2.596 .069 .196 7.788 .583 
TLX_Effort 922.798(f) 3 307.599 .834 .485 .073 2.503 .210 
TLX_Frustration 9454.484(g) 3 3151.495 4.808 .007 .311 14.423 .864 
Workload_Condition TLX_Mental 7364.627 1 7364.627 21.024 .000 .396 21.024 .993 
TLX_Physical 50.544 1 50.544 .182 .672 .006 .182 .070 
TLX_Temporal 4759.778 1 4759.778 13.477 .001 .296 13.477 .945 
TLX_Performance 1581.745 1 1581.745 2.847 .101 .082 2.847 .373 
TLX_Effort 887.659 1 887.659 2.408 .131 .070 2.408 .325 
TLX_Frustration 5000.189 1 5000.189 7.628 .009 .192 7.628 .764 
CRT_Grouping TLX_Mental 28.477 1 28.477 .081 .777 .003 .081 .059 
TLX_Physical 525.671 1 525.671 1.893 .178 .056 1.893 .266 
TLX_Temporal 290.779 1 290.779 .823 .371 .025 .823 .142 
TLX_Performance 2255.204 1 2255.204 4.059 .052 .113 4.059 .498 
TLX_Effort 15.433 1 15.433 .042 .839 .001 .042 .055 
TLX_Frustration 3812.154 1 3812.154 5.816 .022 .154 5.816 .648 
Workload_Condition 
* CRT_Grouping 
TLX_Mental 102.698 1 102.698 .293 .592 .009 .293 .082 
TLX_Physical 566.280 1 566.280 2.040 .163 .060 2.040 .283 
TLX_Temporal 346.580 1 346.580 .981 .329 .030 .981 .161 
TLX_Performance 844.689 1 844.689 1.520 .227 .045 1.520 .223 
TLX_Effort 96.796 1 96.796 .263 .612 .008 .263 .079 
TLX_Frustration 1272.270 1 1272.270 1.941 .173 .057 1.941 .272 
a  Computed using alpha = .05 
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Table 13: Pairwise Comparison for NASA TLX Dimensions for Taskload 
Dependent Variable 
(I) Workload 
Condition 
(J) Workload 
Condition 
Mean 
Difference (I-J) 
Std. Error Sig.(a) 
95% Confidence Interval for 
Difference(a) 
Lower Bound Upper Bound 
TLX_Mental 
StackIt_Only 
StackIt_Only           
StackIt_and_Math_Est -29.387(*) 6.409 .000 -42.442 -16.332 
StackIt_and_Math_Est 
StackIt_Only 29.387(*) 6.409 .000 16.332 42.442 
StackIt_and_Math_Est           
TLX_Physical 
StackIt_Only 
StackIt_Only           
StackIt_and_Math_Est -2.435 5.706 .672 -14.057 9.188 
StackIt_and_Math_Est 
StackIt_Only 2.435 5.706 .672 -9.188 14.057 
StackIt_and_Math_Est           
TLX_Temporal 
StackIt_Only 
StackIt_Only           
StackIt_and_Math_Est -23.625(*) 6.435 .001 -36.733 -10.517 
StackIt_and_Math_Est 
StackIt_Only 23.625(*) 6.435 .001 10.517 36.733 
StackIt_and_Math_Est           
TLX_Performance 
StackIt_Only 
StackIt_Only           
StackIt_and_Math_Est -13.619 8.071 .101 -30.060 2.822 
StackIt_and_Math_Est 
StackIt_Only 13.619 8.071 .101 -2.822 30.060 
StackIt_and_Math_Est           
TLX_Effort 
StackIt_Only 
StackIt_Only           
StackIt_and_Math_Est -10.202 6.575 .131 -23.594 3.190 
StackIt_and_Math_Est 
StackIt_Only 10.202 6.575 .131 -3.190 23.594 
StackIt_and_Math_Est           
TLX_Frustration 
StackIt_Only 
StackIt_Only           
StackIt_and_Math_Est -24.214(*) 8.767 .009 -42.073 -6.356 
StackIt_and_Math_Est 
StackIt_Only 24.214(*) 8.767 .009 6.356 42.073 
StackIt_and_Math_Est           
* The mean difference is significant at the .05 level. 
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Easy Level Hypotheses 
EXH3 and EXH4. Table 14 shows the results of the correlations for the NASA-TLX 
subscales and the easy level physiological measures. These results show that EXH3 and EXH4 
were supported for several of the physiological measures and NASA-TLX dimensions. Of 
particular interest are the ECG derived measures of IBI and HR. IBI and reported frustration had 
a strong negative correlation, r = -.597, p = 015, showing that high levels of perceived frustration 
were associated with a decrease in IBI. Further, HR and reported frustration was also shown to 
be correlated, r = .573, p = .020. These results suggest that increased HR were associated with an 
increase in reported frustration. Additionally, EXH3 was supported with: the association of 
reported mental demand and SCL, r = .519, p = .039; performance and HR, r = .656, p = .006 
and; effort and HR, r = .544, p = .029. Further, negative correlations for temporal demand and 
IBI, r = -.601, p = .014 and for performance and IBI, r = -.679, p = .004 were observed. 
Hard Level Hypotheses 
EXH5 and EXH6. Table 15 shows the results of the correlations for the NASA-TLX 
subscales and the easy level physiological measures. These results show that EXH5 and EXH6 
were supported for only the ECG measure of HR and the NASA-TLX dimensions: temporal, 
performance and frustration. HR and reported temporal demand were correlated, r = -.532, p = 
034, showing that high levels of perceived temporal demand were associated with an increase in 
HR. Further, HR and participants‟ perceived performance was also shown to be correlated, r = 
.573, p = .020. These results suggest that increased HR were associated with an increase in 
reported frustration. Additionally, EXH3 was supported with: the association of reported mental 
demand and SCL, r = .600, p = .014. Finally, in partial support of EXH5 and EXH6, reported 
frustration and HR, r = .558, p = .025 were correlated. 
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Table 14: Pearson Correlations between NASA-TLX Subscales and Easy Level Physiological Responses 
  
TLX_ 
Mental
TLX_ 
Physical
TLX_ 
Temporal
TLX_ 
Performance
TLX_ 
Effort
TLX_  
Frustration
LVL_1 
ABM_ 
WKLD
LVL_1_ 
ABM_ENG
LVL_1_ 
TOD
LVL_1_ 
SCL
LVL_1_ 
SCR
LVL_1_ 
SCRC LVL_1_IBI LVL_1_HR LVL_1_BR LVL_1_PD
TLX_Mental Pearson Correlation 1.000 0.143 0.430** 0.469** 0.414* 0.512** 0.191 0.064 -0.301 0.408* -0.139 -0.231 -0.422 0.406 0.230 -0.281
Sig. (2-tailed) . 0.407 0.009 0.004 0.012 0.001 0.295 0.729 0.100 0.020 0.448 0.203 0.064 0.075 0.206 0.119
TLX_Physical Pearson Correlation 0.143 1.000 0.063 0.273 0.029 0.073 0.034 -0.087 -0.144 -0.105 0.215 0.373* -0.277 0.300 -0.123 0.235
Sig. (2-tailed) 0.407 . 0.716 0.108 0.867 0.671 0.855 0.635 0.440 0.566 0.238 0.035 0.236 0.198 0.501 0.195
TLX_Temporal Pearson Correlation 0.430** 0.063 1.000 0.403* 0.349* 0.457** -0.230 0.051 -0.007 -0.121 -0.223 -0.305  -0.517* 0.543* -0.036 0.264
Sig. (2-tailed) 0.009 0.716 . 0.015 0.037 0.005 0.206 0.780 0.971 0.508 0.219 0.090 0.019 0.013 0.844 0.144
TLX_Performance Pearson Correlation 0.469** 0.273 0.403* 1.000 0.232 0.660** -0.103 0.071 -0.176 0.015 -0.027 -0.176  -0.557* 0.563** -0.020 -0.059
Sig. (2-tailed) 0.004 0.108 0.015 . 0.173 0.000 0.575 0.700 0.343 0.935 0.882 0.334 0.011 0.010 0.915 0.748
TLX_Effort Pearson Correlation 0.414* 0.029 0.349* 0.232 1.000 0.421* 0.087 0.228 0.102 -0.146 -0.367 -0.117 -0.413 0.499* 0.124 -0.182
Sig. (2-tailed) 0.012 0.867 0.037 0.173 . 0.011 0.636 0.209 0.587 0.425 0.039 0.524 0.071 0.025 0.500 0.319
TLX_Frustration Pearson Correlation 0.512** 0.073 0.457** 0.660** 0.421* 1.000 0.158 -0.002 -0.061 -0.079 -0.150 -0.222  -0.500* 0.499* -0.090 -0.074
Sig. (2-tailed) 0.001 0.671 0.005 0.000 0.011 . 0.387 0.990 0.746 0.666 0.411 0.222 0.025 0.025 0.623 0.687
LVL_1 
ABM_WKLD Pearson Correlation
0.191 0.034 -0.230 -0.103 0.087 0.158 1.000  -0.402* -0.289 0.043 0.064 0.358 -0.117 0.102 0.213 -0.197
Sig. (2-tailed) 0.295 0.855 0.206 0.575 0.636 0.387 . 0.023 0.128 0.822 0.735 0.052 0.633 0.679 0.250 0.305
LVL_1_ABM_ 
ENG Pearson Correlation
0.064 -0.087 0.051 0.071 0.228 -0.002  -0.402* 1.000 0.241 0.251 -0.217 -0.101 -0.072 0.081 -0.103 -0.079
Sig. (2-tailed) 0.729 0.635 0.780 0.700 0.209 0.990 0.023 . 0.208 0.181 0.249 0.597 0.771 0.741 0.581 0.685
LVL_1_TOD Pearson Correlation -0.301 -0.144 -0.007 -0.176 0.102 -0.061 -0.289 0.241 1.000 0.079 0.025 0.005 -0.071 0.100 -0.048 0.009
Sig. (2-tailed) 0.100 0.440 0.971 0.343 0.587 0.746 0.128 0.208 . 0.675 0.892 0.978 0.772 0.683 0.807 0.965
LVL_1_SCL Pearson Correlation 0.408* -0.105 -0.121 0.015 -0.146 -0.079 0.043 0.251 0.079 1.000 0.260 0.016 -0.162 0.140 0.102 -0.052
Sig. (2-tailed) 0.020 0.566 0.508 0.935 0.425 0.666 0.822 0.181 0.675 . 0.151 0.932 0.508 0.567 0.597 0.792
LVL_1_SCR Pearson Correlation -0.139 0.215 -0.223 -0.027  -0.3667* -0.150 0.064 -0.217 0.025 0.260 1.000 0.229 -0.177 0.127 0.005 0.356
Sig. (2-tailed) 0.448 0.238 0.219 0.882 0.039 0.411 0.735 0.249 0.892 0.151 . 0.208 0.468 0.603 0.980 0.063
LVL_1_SCRC Pearson Correlation -0.231 0.373* -0.305 -0.176 -0.117 -0.222 0.358 -0.101 0.005 0.016 0.229 1.000 -0.180 0.082 -0.145 0.217
Sig. (2-tailed) 0.203 0.035 0.090 0.334 0.524 0.222 0.052 0.597 0.978 0.932 0.208 . 0.462 0.737 0.453 0.267
LVL_1_IBI Pearson Correlation -0.422 -0.277  -0.517*  -0.557* -0.413  -0.500* -0.117 -0.072 -0.071 -0.162 -0.177 -0.180 1.000  -0.979** 0.265 -0.137
Sig. (2-tailed) 0.064 0.236 0.019 0.011 0.071 0.025 0.633 0.771 0.772 0.508 0.468 0.462 . 0.000 0.274 0.586
LVL_1_HR Pearson Correlation 0.406 0.300 0.543* 0.563** 0.499* 0.499* 0.102 0.081 0.100 0.140 0.127 0.082  -0.979** 1.000 -0.246 0.147
Sig. (2-tailed) 0.075 0.198 0.013 0.010 0.025 0.025 0.679 0.741 0.683 0.567 0.603 0.737 0.000 . 0.311 0.561
LVL_1_BR Pearson Correlation 0.230 -0.123 -0.036 -0.020 0.124 -0.090 0.213 -0.103 -0.048 0.102 0.005 -0.145 0.265 -0.246 1.000 -0.335
Sig. (2-tailed) 0.206 0.501 0.844 0.915 0.500 0.623 0.250 0.581 0.807 0.597 0.980 0.453 0.274 0.311 . 0.076
LVL_1_PD Pearson Correlation -0.281 0.235 0.264 -0.059 -0.182 -0.074 -0.197 -0.079 0.009 -0.052 0.356 0.217 -0.137 0.147 -0.335 1.000
Sig. (2-tailed) 0.119 0.195 0.144 0.748 0.319 0.687 0.305 0.685 0.965 0.792 0.063 0.267 0.586 0.561 0.076 .
** Correlation is significant at the 0.01 level (2-tailed).
*   Correlation is significant at the 0.05 level (2-tailed).
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Table 15: Pearson Correlations between NASA-TLX Subscales and Hard Level Physiological Responses 
 
 
  
TLX_ 
Mental
TLX_ 
Physical
TLX_ 
Temporal
TLX_ 
Performanc
e
TLX_ 
Effort
TLX_  
Frustration
LVL_2_
ABM_ 
WKLD
LVL_2_
ABM_ 
ENG
LVL_2_
TOD
LVL_2_
SCL
LVL_2_
SCR
LVL_2_
SCRC LVL_2_IBI LVL_2_HR
LVL_2_
BR
LVL_2_
PD
TLX_Mental Pearson Correlation 1.000 0.230 0.604* 0.607* 0.482 0.516* -0.052 -0.176 -0.398 0.497 -0.086 0.042 -0.009 0.314 0.112 -0.127
Sig. (2-tailed) . 0.392 0.013 0.013 0.059 0.041 0.850 0.513 0.127 0.050 0.750 0.878 0.973 0.237 0.680 0.638
TLX_Physical Pearson Correlation 0.230 1.000 -0.073 0.373 -0.079 0.209 0.009 -0.206 -0.255 0.329 0.366 0.245 -0.119 0.358 -0.057 0.055
Sig. (2-tailed) 0.392 . 0.788 0.154 0.771 0.436 0.973 0.444 0.341 0.213 0.163 0.359 0.662 0.173 0.835 0.838
TLX_Temporal Pearson Correlation0.604* -0.073 1.000 0.488 0.590* 0.363 0.082 0.102 -0.097 0.279 0.008 0.083 -0.138 0.532* -0.124 0.333
Sig. (2-tailed) 0.013 0.788 . 0.055 0.016 0.167 0.762 0.706 0.721 0.295 0.977 0.760 0.610 0.034 0.649 0.208
TLX_PerformancePearson Correlation0.607* 0.373 0.488 1.000 0.453 0.835* 0.049 0.099 -0.377 0.180 0.431 0.480 -0.004 0.600* -0.077 0.063
Sig. (2-tailed) 0.013 0.154 0.055 . 0.078 0.000 0.856 0.716 0.149 0.504 0.096 0.060 0.988 0.014 0.778 0.816
TLX_Effort Pearson Correlation 0.482 -0.079 0.590 0.453 1.000 0.505* 0.135 0.159 -0.036 -0.318 0.040 -0.049 -0.290 0.432 0.216 -0.235
Sig. (2-tailed) 0.059 0.771 0.016 0.078 . 0.046 0.618 0.557 0.896 0.230 0.884 0.857 0.276 0.095 0.421 0.380
TLX_Frustration Pearson Correlation0.516* 0.209 0.363 0.835* 0.505 1.000 0.070 0.133 -0.128 0.016 0.273 0.362 0.004 0.558 -0.092 0.053
Sig. (2-tailed) 0.041 0.436 0.167 0.000 0.046 . 0.797 0.624 0.637 0.954 0.307 0.169 0.988 0.025 0.735 0.846
LVL_2 
ABM_WKLD Pearson Correlation
-0.052 0.009 0.082 0.049 0.135 0.070 1.000 0.093 -0.161 -0.063 -0.129 0.536* -0.287 0.684* 0.129 -0.059
Sig. (2-tailed) 0.850 0.973 0.762 0.856 0.618 0.797 . 0.732 0.551 0.817 0.633 0.032 0.282 0.003 0.633 0.827
LVL_2_ABM_ 
ENG Pearson Correlation
-0.176 -0.206 0.102 0.099 0.159 0.133 0.093 1.000 0.628* 0.001 0.016 0.122 0.051 0.266 0.222 -0.097
Sig. (2-tailed) 0.513 0.444 0.706 0.716 0.557 0.624 0.732 . 0.009 0.996 0.952 0.651 0.852 0.319 0.408 0.721
LVL_2_TOD Pearson Correlation-0.398 -0.255 -0.097 -0.377 -0.036 -0.128 -0.161 0.628* 1.000 -0.012 0.055 -0.382 -0.049 -0.129 0.244 0.052
Sig. (2-tailed) 0.127 0.341 0.721 0.149 0.896 0.637 0.551 0.009 . 0.964 0.839 0.145 0.857 0.633 0.363 0.850
LVL_2_SCL Pearson Correlation 0.497 0.329 0.279 0.180 -0.318 0.016 -0.063 0.001 -0.012 1.000 -0.008 0.078 0.046 0.155 -0.083 0.146
Sig. (2-tailed) 0.050 0.213 0.295 0.504 0.230 0.954 0.817 0.996 0.964 . 0.978 0.774 0.865 0.567 0.759 0.589
LVL_2_SCR Pearson Correlation-0.086 0.366 0.008 0.431 0.040 0.273 -0.129 0.016 0.055 -0.008 1.000 0.101 0.074 0.173 -0.111 -0.105
Sig. (2-tailed) 0.750 0.163 0.977 0.096 0.884 0.307 0.633 0.952 0.839 0.978 . 0.710 0.784 0.521 0.683 0.699
LVL_2_SCRC Pearson Correlation 0.042 0.245 0.083 0.480 -0.049 0.362 0.536 0.122 -0.382 0.078 0.101 1.000 -0.313 0.605 -0.282 0.239
Sig. (2-tailed) 0.878 0.359 0.760 0.060 0.857 0.169 0.032 0.651 0.145 0.774 0.710 . 0.238 0.013 0.290 0.373
LVL_2_IBI Pearson Correlation-0.009 -0.119 -0.138 -0.004 -0.290 0.004 -0.287 0.051 -0.049 0.046 0.074 -0.313 1.000 -0.223 -0.010 -0.117
Sig. (2-tailed) 0.973 0.662 0.610 0.988 0.276 0.988 0.282 0.852 0.857 0.865 0.784 0.238 . 0.407 0.970 0.667
LVL_2_HR Pearson Correlation 0.314 0.358 0.532* 0.600* 0.432 0.558* 0.684* 0.266 -0.129 0.155 0.173 0.605* -0.223 1.000 -0.110 0.166
Sig. (2-tailed) 0.237 0.173 0.034 0.014 0.095 0.025 0.003 0.319 0.633 0.567 0.521 0.013 0.407 . 0.684 0.539
LVL_2_BR Pearson Correlation 0.112 -0.057 -0.124 -0.077 0.216 -0.092 0.129 0.222 0.244 -0.083 -0.111 -0.282 -0.010 -0.110 1.000 -0.296
Sig. (2-tailed) 0.680 0.835 0.649 0.778 0.421 0.735 0.633 0.408 0.363 0.759 0.683 0.290 0.970 0.684 . 0.266
LVL_2_PD Pearson Correlation-0.127 0.055 0.333 0.063 -0.235 0.053 -0.059 -0.097 0.052 0.146 -0.105 0.239 -0.117 0.166 -0.296 1.000
Sig. (2-tailed) 0.638 0.838 0.208 0.816 0.380 0.846 0.827 0.721 0.850 0.589 0.699 0.373 0.667 0.539 0.266 .
** Correlation is significant at the 0.01 level (2-tailed).
*   Correlation is significant at the 0.05 level (2-tailed).
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Post-Hoc Analysis 
Easy Level. As an extension of EXH1, an exploratory hierarchical multiple regression 
was performed using SPSS Regression. Considering that physiological measures have been 
shown to have the capacity for measuring differences in emotional responses, particularly those 
associated with negative emotion (see Chapter 2), and based on the results presented above, the 
frustration dimension of the NASA-TLX was assigned to block one of the regression as 
independent variable for the first exploratory regression. This analysis was conducted similarly 
to those discussed in Chapter 5 where the StackIt performance score for the easy level was used 
as the dependent variable. For this case, the easy level ABM_WKLD and ABM_ENG measures 
became the independent variables in block two. Subsequently, the EDG measures were assigned 
to block three, the EDR measures were assigned to block four, and the eye-tracking measures 
populated block five as independent variables. 
Results indicated that the NASA-TLX frustration dimension accounted for a significant 
portion of variance in performance F(1,34)=4.743, p=.036, R
2
 =.122 with an adjusted R
2
 =.097 
which indicated that participants‟ reported frustration predicted approximately 10% of the 
variance in their performance. Further, with the frustration dimension, ABM_WKLD accounted 
for variance in performance F(3,32)=3.904, p=.017, R
2
 =.268 with an adjusted R
2
 =.199 which 
showed that participants‟ ABM_WKLD predicted an additional 10% of the variance in their 
performance. Additionally, IBI accounted for a significant portion of variance in performance 
F(9,26)=2.255, p=.05, R
2
 =.438 The adjusted R
2
 =.244 indicated that participants‟ IBI predicted 
an additional 4.5% of the variance in their performance. 
  
101 
Hard Level. Similar to the analyses above, an exploratory hierarchical multiple regression 
was performed using SPSS Regression for the difficult level. As with the easy level analysis, the 
frustration dimension of the NASA-TLX was assigned to block one of the regression as 
independent variable for the first exploratory regression with the StackIt performance score for 
the hard level as the dependent variable. Predictably, the hard level ABM_WKLD and 
ABM_ENG measures became the independent variables in block two. Subsequently, the EDG 
measures were assigned to block three, the EDR measures were assigned to block four, and the 
eye-tracking measures populated block five as independent variables. 
Results indicated that the NASA-TLX frustration dimension accounted for a significant 
portion of variance in performance F (1,34) = 5.170, p = .029, R2 =.132 with an adjusted R2 
=.106 which indicated that participants‟ reported frustration predicted approximately 10.5% of 
the variance in their performance. Further, with the frustration dimension, ABM_ENG accounted 
for variance in performance F(3,32)=3.904, p=.017, R
2
 =.268 with an adjusted R
2
 =.164 which 
showed that participants‟ ABM_ENG predicted an additional 6% of the variance in their 
performance. 
Additional Exploratory Analyses 
In addition to the analysis discussed above, additional exploratory regressions were 
performed in order to examine the dimensions of the NASA-TLX as dependent variables. 
Specifically these analyses were performed to investigate the capability of the various 
physiological measures to predict the variance in participants‟ reported levels of each NASA-
TLX dimension, meaning that the dimensions were used as dependent variables. 
Mental Demand. To explore which physiological measures contributed to the variance in 
participants‟ reported mental demand, an exploratory hierarchical multiple regression was 
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performed using SPSS Regression for the easy level. Block one contained the AMB measures, 
block two held the EDR measures with blocks three and four having the ECG and eye-tracking 
measures respectively. Results indicated that variance in participants‟ reported mental demand 
was significantly accounted for by EDR F(1,34)=2.371, p=.039, R
2
 =.477. The adjusted R
2
 =.268 
indicated that participants‟ EDR predicted approximately 27% of the variance in their reported 
mental demand. Specifically, participants‟ SCL was significant in the model (p=.032). 
When examining female participants only (at the easy level), results indicated that 
variance in reported mental demand was significantly accounted for by EDR as well F(1,34) = 
4.610, p = .013, R
2
 = .551. The adjusted R
2
 = .432 indicated that female participants‟ EDR 
predicted approximately 43% of the variance in their reported mental demand. Interestingly, it 
was their TOD which was significant in the model (p=.014). 
Temporal Demand. To explore which physiological measures contributed to the variance 
in participants‟ reported mental demand, an exploratory hierarchical multiple regression was 
performed using SPSS Regression for the easy level. Block one contained the AMB measures, 
block two held the EDR measures with blocks three and four having the ECG and eye-tracking 
measures respectively. Results indicated that variance in participants‟ reported temporal demand 
was significantly accounted for by an eye-tracking measure F(1,34) = 2.371, p = .039, R
2 
= .487 
with adjusted R
2 
= .281. This indicated that eye-tracking predicted approximately 28% of the 
variance in participants‟ reported temporal demand. Specifically, participants‟ change in pupil 
diameter was significant in the model (p=.026). 
The other exploratory regression analyses which were conducted with the physiological 
independent variables for each level of difficulty and the NASA-TLX dimensions as the 
dependent variables yielded no other significant results. Interesting non-significant results 
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include: At the difficult level, none of the physiological measures were able to account for 
variance in specific dimensions of the TLX. Similarly, when used as a selection variable: gender 
(with the one exception discussed above), taskload and spatial ability revealed no significant 
contributors to variance. Further, there were no significant results when the performance 
dimension was used as a dependent variable.  
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CHAPTER SEVEN: DISCUSSION, SUMMARY, RECOMMENDATIONS AND 
CONCLUSION 
Discussion 
This dissertation is the unification of three works which (1) presented the Modular 
Cognitive State Gauge model and framework; (2) validated that difficulty level changes in a task 
which targeted a specific cognitive resource caused changes in physiological state and; (3) 
assessed which physiological measures predicted fluctuations in a cognitive state. Further 
analyses were performed to investigate the complexities which are inherent to the use of 
minimally invasive physiological measures of cognitive activity. 
Evidence for Cognitive State Measurement 
First, the results presented here are consistent with previous research which has shown 
that spatial ability could be used to predict performance on a novel spatial puzzle task. More 
importantly, this study provided additional support for the use of physiological measures in order 
to measure of overall cognitive state. Chapter Four revealed that the MCSG could be used to 
assess cognitive state during a novel spatial task. These results are similar to those presented in 
the AUGCOG TIE Report (St John, Kobus & Morrison, 2003) which was conducted on a task 
which required considerably more cognitive resources. In this study, participants physiological 
reaction as recorded by the majority of the physiological sensors (see Chapter 4) were capable of 
classifying participants as being in the high workload condition for both levels of difficulty. 
These findings empirically support the underlying notion that physiological responses can indeed 
be used to measure the utilization of cognitive resources. Since performance on the primary or 
secondary tasks (which were highly dependent on SPA) was not considered in these analyses, 
these results do not examine the probability that the classification of a cognitive state may be 
more difficult than the classification of whether or not one is in a high state of arousal while 
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performing a task. Ultimately, these results clearly indicate the need to consider the possibility 
that contributions of affective state may account for a portion of the physiological responses 
observed.  
Physiological Contribution to Performance 
Many research efforts which have been aimed at determining cognitive state of an 
operator through the use of minimally invasive physiological sensing technologies have been 
focused on the overall cognitive state. With a basis in the goals for AUGCOG presented by 
Reeves, Stanney, Axelsson, Young and Schmorrow (2007), this dissertation sought to determine 
if the chosen sensors were capable of determining the overload of a specific cognitive resource 
(SPA). This study demonstrated that only a handful of the chosen physiological measures were 
capable of predicting variance in the performance of the StackIt task. In the easy level of StackIt, 
ABM_WKLD and IBI were capable of predicting performance. Similarly, BR was capable of 
predicting performance in the difficult level of StackIt. Based on the results reported in Chapter 
Four which showed that 2-D Spatial predicted a considerable amount of the variance in 
performance, these results suggest that ABM_WKLD and IBI were indeed capturing the at least 
a portion of participants‟ spatial processing at the easy level of StackIt play. Further, these results 
showed that BR was accounting for a portion of participants‟ spatial processing at the difficult 
level. The fact that these results support only a few physiological measures is encouraging when 
considering the goal of the MCSG model. If results of similar studies focused on other resources 
(such as audio SPA) reveal that different physiological measures predict performance, the 
potential of the MCSG may begin to be realized. 
I did hypothesize that specific measures would be more capable of predicting 
performance at both difficulty levels. With the exception of the measures discussed above, the 
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results of this study found no supporting evidence for the predicted relationships. Due to the 
nature of the nervous systems control over physiological responses it must be considered that it 
may not be possible to separate responses caused by demands on cognitive ability and responses 
which are attributed to other events. These findings may have been a manifestation of the 
emotional responses participants had while performing the StackIt task. 
Emotional Contribution to Physiological Measurement  
In addition to studying how spatial ability (through performance of the StackIt task) 
affected physiological responses, the contribution of the frustration dimension of the NASA-
TLX was also assessed. The emotional response of frustration was measured by determining its 
contribution to performance in both the easy and hard level of StakIt. When examined for both 
the easy and hard StackIt levels, the frustration dimension of the NASA-TLX accounted for 
more variance in performance than any of the non-cortical physiological measures. These 
findings are consistent with previous research (Sammer, 1998; Collet, et al., 1997; Andreassi, 
2006) which suggests that measures derived from EDR and ECG devices are sensitive to 
emotional response. Specifically, negative emotional responses have been shown to be work in 
opposition to those expected for workload. For example Cosenzo (2002) showed significant 
increases in SCL as well as significant HR decreases in response to viewing images designed to 
elicit a negative emotional response. Further, considering that non-cortical measures are indeed 
sensitive to changes in emotional state and that HR was converse to the hypothesis that it would 
increase with difficulty (see Chapter 4), a possible explanation for the results could be due to 
emotional state. Further, it is possible that emotional response may negate the expected 
physiological responses and may even have the potential for producing false significance in the 
results of analyses. These results show that participants‟ emotional response to events as they 
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unfolded in the StackIt task certainly contributed to their physiological responses. The potential 
contributions of emotional state to the changes in physiological state were cause for additional 
analyses. 
Supplemental Findings 
For completeness, the relationship between the physiological measures at each level of 
difficulty and the various dimensions of the NASA-TLX were examined. Specifically these 
analyses were performed to investigate the capability of the various physiological measures to 
predict the variance in participants‟ reported levels of each NASA-TLX dimensions. 
Mental Demand. The findings of this examination provided additional support for the 
capability of SCL ability to accurately measure mental effort. The considerable amount of 
variance in reported mental demand predicted by participants‟ SCL suggests that overall, what 
participants perceived as mentally demanding was can indeed be measured through the changes 
in skin conductance level. Interestingly, when examined by gender, female participants‟ TOD 
was predictive of mental demand. These results are similar to those of Carrillo, et al. (2001) who 
described that anxiety and mood were differently related to electrodermal measurements by 
gender. These results suggest that it may be important to take gender into account when 
developing physiological measures for AUGCOG applications. Conveniently, investigations of 
sex differences would not be difficult to accomplish within the MCSG framework.  
Temporal Demand. These results were consistent with those of previous researchers who 
have suggested that the pupil should dilate with the increase in information processing demands. 
The fact that these results are only found at the easy level of difficulty may supports the findings 
of Kahneman and Peavler (1969) and Hess (1972) in which PD was shown to constrict as a 
function of increasing time and task complexity. 
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Summary 
This dissertation, through the use of the MCSG framework is a first step towards 
answering the challenge presented by Reeves, Stanney, Axelsson, Young and Schmorrow (2007) 
when they stated the needs for: 
(1)  valid, reliable and generalizable cognitive state gauges based on basic 
neurophysiological sensors, 
(2) real-time cognitive state classification based on basic cognitive psychology science 
and applied neurocognitive engineering, and 
(3) proof of effectiveness which demonstrate a generalizable application of mitigations 
(system adaptations/ automations). 
Specifically, the resource theory-based MCSG model was used to determine which basic 
physiological sensors (EEG, ECG, EDR and eye-tracking) could be used to validly assess 
changes in the utilization of two-dimensional spatial resources required to perform a task which 
was heavily dependent on spatial ability. Findings from future efforts combined with these 
should result in a reliable cognitive state gauge which could be generalizable to various domains. 
The idea that cognitive state can be accurately measured and acted upon is an extremely 
complex problem. With a majority of AUGCOG research being focused on multimodal and 
applied areas, the ability to differentiate the source of overload is a fundamental necessity. This 
poses a problem for minimally invasive measures due to the resolution that may be needed to 
accurately classify an operator‟s responses to the taxation of specific cognitive resources. As 
shown in this study, the sensors used were quite successful in differentiating between easy and 
difficult level tasking. While this information can be useful in certain settings, it would not 
necessarily be suitable for applying mitigations, especially to critical systems. Specifically, using 
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measures derived from technologies such as ECG and EDR, which are affected by the autonomic 
nervous system, might be too far removed from the cognitive process to accurately estimate 
cognitive state beyond the global level. It is important to remember that these measures can be 
affected by emotional responses such as excitement, anxiety, frustration and boredom. While 
emotional states are capable of effecting performance, the physiological response associated with 
these emotions could be incorrectly classified. Incorrect classification could lead to potentially 
detrimental situations where mitigations are applied when not needed. The application of 
unnecessary mitigations could frustrate operators and lead to more incorrect classifications when 
they were nowhere near there cognitive limits of performance. 
Recommendations 
While the investigation of each module within the MCSG model may be unique, it is 
recommended that when using this approach, the following the basic tenants should be followed: 
(1) identifying experimental methods from previous foundational studies which focus on the 
cognitive resource of interest and adopt those efforts for investigation with multiple 
physiological sensors; (2) if possible, collect the three types of workload measures (performance, 
subjective, and physiological); (3) determine the physiological measures to use by considering 
the devices which are most relevant to the task and environment; (4) synchronously record every 
aspect of the experiment as possible, including: each physiological measures and task events 
such as start/stop times, expected events and unanticipated events and; (5) finally, collect 
perceived levels of workload, it is useful to have an operators opinion on how a task affected 
them, some things can only be obtained by asking. 
By following the recommendations above it is easy to imagine other cognitive resources 
being explored in a similar manner. For example, in Chapter Three it was recommended that a 
110 
task which is highly reliant on auditory resources be selected for future testing within the MCSG 
model. Once this is accomplished, a further step would include identifying and testing cognitive 
tasks which have commonality between visual and auditory spatial resources in order to examine 
physiological response to the multi-modal task. With that information, the use of Audio Platform 
Games (APGs) could potentially be used to examine paired modules of the MCSG. More 
immediately, the StackIt Testbed should be modified to provide adaptive aiding based on the 
physiological measures shown to predict the performance of the task. If this is accomplished, 
various investigations based on physiological adaptation could be carried out including studies: 
on the levels of automation (Parasuraman, Sheridan and Wickens, 2000) and trust in automation 
(Parasuraman, Sheridan & Wickens, 2008; Rovira, E., McGarry, K., & Parasuraman 2007). 
Conclusion 
While I am confident that these results stand on their own, if one imagines a more 
populated MCSG model (or a more complete version of Table 11), the contribution of these 
results become even more evident. If different minimally invasive sensors are sensitive to 
fluctuations in different cognitive resources, mitigations can be tailored to the resource which 
may be overloaded. Of equal importance, when designing adaptive systems based on AUGCOG 
principals, a more complete model will inform practitioners as to the efficacy of specific 
technologies to the task which they are trying to support. Knowing the capabilities and 
limitations of these minimally invasive technologies will aid in the selection of the most 
appropriate sensors for the operating environment, budget or task at hand. 
Clearly, applications that use physiological measures have been successful in assessing 
major changes in operator state (falling asleep or fainting). Unfortunately, performance 
decrements also are the result of less obvious changes in operator state. For instance, mental 
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overload could result in slips or mistakes in decision making while experiencing critical events. 
Furthermore, complacency due underload (boredom) could cause an operator to fail to recognize 
a critical event all together. If physiological measures are to be used in adaptive situations it is 
imperative that researchers can provide a way to differentiate between the different (potentially 
subtle) states of operator recourses. 
Additional investigations should include determining if minimally invasive technologies 
used here, and others, can be used to isolate and quantify physiological response to specific 
stages of information processing (Figure 12) for each cognitive module. Doing so would increase 
the understanding of the specific resource independent of potential noise caused by input and 
action. Further, the findings of this dissertation suggest a need for a better classification system 
for cognitive state. Classifying the cognitive process in to one of two conditions (e.g. high vs. 
low) does not leave much leeway for the consideration of the complexities that surely exist in the 
human mind. 
 
Figure 12. Simplified information processing model. 
 
As mentioned above, future research should strive to find the optimum combination of 
physiological measures can be used to inform the not only the adaptation of systems but how 
those adaptations are applied. If the MCSG model can even become even partially populated, it 
should be extremely useful for practitioners of Augmented Cognition in accomplishing this goal.  
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Informed Consent Form 
 
I agree to participate in the study “AN INVESTIGATION OF NONINVASIVE PHYSIOLOGICAL 
MEASURES AND WORKLOAD TRANSITIONS.”  
You must be 18 years or older to participate in this study. In this research study, I will participate in a study 
targeted at assessing physiological indicators of performance of a video game task. I am aware that I will be in one 
of two experimental conditions.  I will either use the low complexity or high complexity version of the video game. I 
understand there may be a brief training session. During this session I will be asked to complete surveys pertaining 
to demographic information, spatial ability and individual performance.  I am aware that during this experiment the 
following physiological measuring tools will be explained to me and used: EEG, ECG, EDR and Eye Tracking. I 
understand that there exists the potential risk that I may experience minor discomfort, skin irritation and / or 
allergic reaction from the ECG sensor pads, the EDR velcro straps and / or the EEG gel used in during this 
study. While participating in this study, I will use a computer and a game controller to control my actions within the 
game environment. The performance on the game tasks will be recorded and remain completely confidential (see 
below).  I understand that I will receive extra credit as agreed upon for my participation in this study. I understand 
that application of extra credit is entirely up to the instructor of the course in which I wish to apply any extra credit. 
Portions of the training and performance sessions will be electronically logged and stored on a secure 
computer. All information will be held in strict confidentiality.  Information collected will not be used in any way to 
identify individual performance, but will only focus on reporting group averages. All data I will contribute to this 
study will be held in strict confidentiality by the researchers.  That is, my individual data will not be revealed to 
anyone other than the researchers and their immediate assistants. I understand that there exists the risk for a 
breach in my confidentiality despite steps taken to ensure my confidentiality (see below). 
To insure confidentiality, the following steps will be taken: (a) only researchers will have access to the data 
in paper or electronic form.  Data and consent forms will be stored in separate locked cabinets under the control of 
the principal investigator; (b) the actual forms will not contain names or other personal information. Instead, a 
number assigned by and only known to the experimenters will match the forms to each participant; (c) only group 
means scores and standard deviations, but not individual scores, will be published or reported.  
MY PARTICIPATION IN THIS RESEARCH IS COMPLETELY VOLUNTARY.  I CAN WITHDRAW 
MY PARTICIPATION AT ANY TIME WITHOUT PENALTY OR PERJURY.  THIS INCLUDES 
REMOVAL/DELETION OF ANY DATA I MAY HAVE CONTRIBUTED.  I DO NOT HAVE TO ANSWER 
ANY QUESTION THAT I DON‟T WANT TO. 
This research study has been reviewed and approved by the UCF Institutional Review Board.  Questions or 
concerns regarding your rights as a research volunteer may be directed to the UCF IRB office (IRB Coordinator, 
Institutional Review Board (IRB), University of Central Florida (UCF), 12201 Research Parkway, Suite 501, 
Orlando, Florida   32826-3246, Telephone:  (407) 823-2901). 
I have been given the opportunity to ask the research assistants any questions I may have.  For any other 
questions regarding this research, I can contact Lee Sciarini or Dr. Denise Nicholson     Email: Lsciarin@ist.ucf.edu 
or dnicholson@ist.ucf.edu  Phone:  (407) 882-1444 Fax:  (407) 882-1335). 
I have read the procedure described above.  I voluntarily agree to participate in the procedure and I have 
received a copy of this description. 
 
⁭ I am at least 18 years old at the time of my participation in this study. 
 
 
 
Print Name: ________________________________________________ 
 
 
 
Signature:    Date:    
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APPENDIX D: CARD ROTATION TEST 
  
120 
 
121 
 
  
122 
APPENDIX E: MENTAL ROTATIONS TEST 
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APPENDIX F: NASA-TLX INSTRUCTIONS AND FORMS 
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NASA-TLX Instructions (mouse version) 
Part I 
 
Rating Scale. We are not only interested in assessing your performance but also the experiences 
you had during the different task conditions. Right now we are going to describe the technique 
that will be used to examine your experiences. In the most general sense we are examining the 
"Workload" you experienced. Workload is a difficult concept to define precisely, but a simple 
one to understand generally. The factors that influence your experience of workload may come 
from the task itself, your feelings about your own performance, how much effort you put in, or 
the stress and frustration you felt. The workload contributed by different task elements may 
change as you get more familiar with a task, perform easier or harder versions of it, or move 
from one task to another. Physical components of workload are relatively easy to conceptualize 
and evaluate. However, the mental components of workload may be more difficult to measure. 
 
Since workload is something that is experienced individually by each person, there are no 
effective “rulers” that can be used to estimate the workload of different activities. One way to 
find out about workload is to ask people to describe the feelings they experienced. Because 
workload may be caused by many different factors, we would like you to evaluate several of 
them individually rather than lumping them into a single global evaluation of overall workload. 
This set of six rating scales was developed for you to use in evaluating your experiences during 
different tasks. Please read the descriptions of the scales carefully. If you have a question about 
any of the scales in the table, please ask me about it. It is extremely important that they be clear 
to you. You may keep the descriptions with you for reference during the experiment. 
 
After performing the task, six rating scales will be displayed. You will evaluate the task by 
marking each scale at the point which matches your experience. Each line has two endpoint 
descriptors that describe the scale. Note that "own performance" goes from “good” on the left to 
“bad” on the right. This order has been confusing for some people. Move the arrow to the right 
or left with the mouse until it points at the desired location. When you are satisfied, press either 
button to enter your selection. Please consider your responses carefully in distinguishing among 
the task conditions. Consider each scale individually. Your ratings will play an important role in 
the evaluation being conducted, thus, your active participation is essential to the success of this 
experiment, and is greatly appreciated.  
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NASA-TLX Instructions (mouse version) 
Part II 
 
Pairwise Comparisons. Throughout this experiment the rating scales are used to assess your 
experiences in the different task conditions. Scales of this sort are extremely useful, but their 
utility suffers from the tendency people have to interpret them in individual ways. For example, 
some people feel that mental or temporal demands are the essential aspects of workload 
regardless of the effort they expended or the performance they achieved. Others feel that if they 
performed well the workload must have been, low, and vice versa. Yet others feel that effort or 
feelings of frustration are the most important factors in workload; and so on. The results of 
previous studies have already found every conceivable pattern of values. In addition, the factors 
that create levels of workload differ depending on the task. For example, some tasks might be 
difficult because they must be completed very quickly. Others may seem easy or hard because of 
the intensity of mental or physical effort required. Yet others feel difficult because they cannot 
be performed well, no matter how much effort is expended. 
 
The evaluation you are about to perform is a technique that has been developed by NASA to 
assess the relative importance of six factors in determining how much workload you 
experienced. The procedure is simple: You will be presented with a series of pairs of rating scale 
titles (for example, Effort vs. Mental Demands) and asked to choose which of the items was 
more important to your experience of workload in the task(s) that you just performed. Each pair 
of scale titles will appear separately on the screen. Select- the Scale Title that represents the more 
important contributor to workload- for the Specific task(s) you performed in this experiment. 
 
Press the left button to select the top item in the pair, and the right button to select the bottom 
item. A pointer shows which title was selected. To enter that choice, press the button again, and a 
new pair of titles will appear. If you change your mind, press the other button to cancel your first 
choice, and then start over. After you have finished the entire series we will be able to use the 
pattern of your choices to create a weighted combination of the ratings from that task into a 
summary workload score. Please consider your choices carefully and make them consistent with 
how you used the rating scales during the particular task you were asked to evaluate. Don't think 
that there is any correct pattern; we are only interested in your opinions. If you have any 
questions, please ask them now. 
 
Thank you for your participation. 
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Rating Screen 
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Pairwise Comparisons Screens 
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Pariwise Comparisons Screens 
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Pairwise Comparisons Screens 
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Debriefing Form 
Thank you for participating in our research study. The purpose of this study is to 
investigate physiological indicators of operator overload while performing a task requiring 
spatial ability. In particular we are interested in discovering if there are correlations between 
multiple physiological measures that may predict the onset of overload. Results of this study will 
help increase the understanding of requirements for the use of physiological measures to inform 
automated systems. 
 
If you would like more information about this study feel free to contact Lee Sciarini. In 
addition, you may obtain information on the overall results of this particular study by leaving 
your name and address with the researcher. 
 
Lee W. Sciarini 
Institute for Simulation and Training 
University of Central Florida 
3100 Technology Parkway 
Orlando, FL 32826-0650 
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APPENDIX I: CORRELATIONS TABLE OF ALL MEASURES COLLECTED 
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NASA_ 
TLX 
Highest_ 
Level_ 
Achieved 
Easy_ 
LVL_ 
Score 
Hard_ 
LVL_ 
Score 
Overall_ 
Score 
LVL_1 
ABM_ 
WKLD 
LVL_2_ 
ABM_ 
WKLD 
LVL_1_ 
ABM_ 
ENG 
LVL_2_ 
ABM_ 
ENG 
NASA_TLX Pearson Correlation 1.000 -0.465 -0.303 -0.414 -0.557 0.067 0.018 -0.035 -0.177 
 
Sig. (2-tailed) . 0.004 0.072 0.012 0.000 0.717 0.922 0.850 0.331 
Highest_Level_ 
Achieved Pearson Correlation -0.465 1.000 0.477 0.492 0.652 0.207 -0.090 -0.407 -0.324 
 
Sig. (2-tailed) 0.004 . 0.003 0.002 0.000 0.257 0.625 0.021 0.070 
Easy_LVL_Score Pearson Correlation -0.303 0.477 1.000 0.641 0.709 0.503 0.357 -0.246 -0.153 
 
Sig. (2-tailed) 0.072 0.003 . 0.000 0.000 0.003 0.045 0.175 0.405 
Hard_LVL_Score Pearson Correlation -0.414 0.492 0.641 1.000 0.694 0.129 0.243 0.124 0.325 
 
Sig. (2-tailed) 0.012 0.002 0.000 . 0.000 0.480 0.180 0.500 0.070 
Overall_Score Pearson Correlation -0.557 0.652 0.709 0.694 1.000 0.222 0.433 -0.200 -0.066 
 
Sig. (2-tailed) 0.000 0.000 0.000 0.000 . 0.222 0.013 0.273 0.719 
LVL_1 
ABM_WKLD Pearson Correlation 0.067 0.207 0.503 0.129 0.222 1.000 0.577 -0.402 -0.218 
 
Sig. (2-tailed) 0.717 0.257 0.003 0.480 0.222 . 0.001 0.023 0.231 
LVL_2_ABM_ 
WKLD Pearson Correlation 0.018 -0.090 0.357 0.243 0.433 0.577 1.000 -0.235 0.036 
 
Sig. (2-tailed) 0.922 0.625 0.045 0.180 0.013 0.001 . 0.196 0.845 
LVL_1_ABM_ 
ENG Pearson Correlation -0.035 -0.407 -0.246 0.124 -0.200 -0.402 -0.235 1.000 0.826 
 
Sig. (2-tailed) 0.850 0.021 0.175 0.500 0.273 0.023 0.196 . 0.000 
LVL_2_         
ABM_ ENG Pearson Correlation -0.177 -0.324 -0.153 0.325 -0.066 -0.218 0.036 0.826 1.000 
 
Sig. (2-tailed) 0.331 0.070 0.405 0.070 0.719 0.231 0.845 0.000 . 
LVL_1_TOD Pearson Correlation 0.047 -0.154 -0.096 -0.089 -0.164 -0.289 -0.278 0.241 0.322 
 
Sig. (2-tailed) 0.801 0.407 0.608 0.633 0.378 0.128 0.145 0.208 0.089 
LVL_2_TOD Pearson Correlation -0.156 -0.081 0.142 0.126 0.034 -0.036 -0.136 0.253 0.381 
 
Sig. (2-tailed) 0.401 0.665 0.447 0.498 0.856 0.852 0.481 0.186 0.042 
LVL_1_SCL Pearson Correlation 0.123 -0.155 -0.180 -0.004 -0.189 0.043 0.033 0.251 0.293 
 
Sig. (2-tailed) 0.502 0.396 0.323 0.983 0.300 0.822 0.863 0.181 0.116 
142 
LVL_2_SCL Pearson Correlation 0.151 -0.039 -0.149 0.081 -0.141 0.056 0.073 -0.014 0.041 
 
Sig. (2-tailed) 0.409 0.831 0.414 0.658 0.442 0.770 0.700 0.942 0.829 
LVL_1_SCR Pearson Correlation -0.118 0.023 -0.001 -0.099 0.029 0.064 0.017 -0.217 -0.215 
 
Sig. (2-tailed) 0.519 0.902 0.996 0.589 0.873 0.735 0.930 0.249 0.255 
LVL_2_SCR Pearson Correlation 0.087 -0.004 0.213 0.090 0.152 0.092 0.121 -0.030 -0.091 
 
Sig. (2-tailed) 0.636 0.981 0.242 0.626 0.407 0.629 0.525 0.874 0.634 
LVL_1_SCRC Pearson Correlation -0.299 0.267 0.156 0.291 0.297 0.358 0.264 -0.101 0.127 
 
Sig. (2-tailed) 0.096 0.140 0.394 0.106 0.099 0.052 0.158 0.597 0.504 
LVL_2_SCRC Pearson Correlation -0.094 0.186 0.115 0.182 0.283 0.258 0.335 -0.094 0.022 
 
Sig. (2-tailed) 0.609 0.309 0.530 0.320 0.116 0.169 0.070 0.622 0.907 
LVL_1_IBI Pearson Correlation -0.354 0.081 -0.191 -0.190 -0.243 -0.117 -0.561 -0.072 -0.072 
 
Sig. (2-tailed) 0.126 0.736 0.420 0.421 0.301 0.633 0.012 0.771 0.770 
LVL_2_IBI Pearson Correlation -0.115 -0.189 -0.458 -0.165 -0.370 -0.389 -0.319 0.287 0.061 
 
Sig. (2-tailed) 0.610 0.400 0.032 0.464 0.090 0.081 0.159 0.206 0.793 
LVL_1_HR Pearson Correlation 0.392 -0.135 0.180 0.200 0.214 0.102 0.546 0.081 0.076 
 
Sig. (2-tailed) 0.088 0.571 0.449 0.398 0.364 0.679 0.016 0.741 0.758 
LVL_2_HR Pearson Correlation 0.203 -0.141 0.182 0.310 0.303 0.084 0.673 0.160 0.193 
 
Sig. (2-tailed) 0.390 0.553 0.444 0.184 0.194 0.732 0.002 0.512 0.428 
LVL_1_BR Pearson Correlation 0.238 -0.132 -0.005 -0.251 -0.151 0.213 0.101 -0.103 -0.143 
 
Sig. (2-tailed) 0.190 0.471 0.980 0.167 0.410 0.250 0.588 0.581 0.443 
LVL_2_BR Pearson Correlation 0.075 -0.177 -0.097 -0.149 -0.151 0.167 0.171 0.017 0.002 
 
Sig. (2-tailed) 0.684 0.332 0.596 0.414 0.410 0.368 0.359 0.929 0.994 
LVL_1_PD Pearson Correlation -0.044 0.190 -0.155 -0.051 0.019 -0.197 -0.135 -0.079 -0.096 
 
Sig. (2-tailed) 0.809 0.299 0.396 0.783 0.920 0.305 0.485 0.685 0.622 
LVL_2_PD Pearson Correlation 0.016 0.226 -0.176 -0.002 -0.008 -0.274 -0.180 -0.061 -0.058 
  Sig. (2-tailed) 0.932 0.215 0.335 0.993 0.967 0.151 0.351 0.754 0.764 
  
  
143 
LVL_1_ 
TOD 
LVL_2_ 
TOD 
LVL_1_ 
SCL 
LVL_2_ 
SCL 
LVL_1_ 
SCR 
LVL_2_ 
SCR 
LVL_1_ 
SCRC 
LVL_2_ 
SCRC 
LVL_1_ 
IBI 
LVL_2 
_IBI 
LVL_1_ 
HR LVL_2_HR 
LVL_1_ 
BR 
0.047 -0.156 0.123 0.151 -0.118 0.087 -0.299 -0.094 -0.354 -0.115 0.392 0.203 0.238 
0.801 0.401 0.502 0.409 0.519 0.636 0.096 0.609 0.126 0.610 0.088 0.390 0.190 
-0.154 -0.081 -0.155 -0.039 0.023 -0.004 0.267 0.186 0.081 -0.189 -0.135 -0.141 -0.132 
0.407 0.665 0.396 0.831 0.902 0.981 0.140 0.309 0.736 0.400 0.571 0.553 0.471 
-0.096 0.142 -0.180 -0.149 -0.001 0.213 0.156 0.115 -0.191 -0.458 0.180 0.182 -0.005 
0.608 0.447 0.323 0.414 0.996 0.242 0.394 0.530 0.420 0.032 0.449 0.444 0.980 
-0.089 0.126 -0.004 0.081 -0.099 0.090 0.291 0.182 -0.190 -0.165 0.200 0.310 -0.251 
0.633 0.498 0.983 0.658 0.589 0.626 0.106 0.320 0.421 0.464 0.398 0.184 0.167 
-0.164 0.034 -0.189 -0.141 0.029 0.152 0.297 0.283 -0.243 -0.370 0.214 0.303 -0.151 
0.378 0.856 0.300 0.442 0.873 0.407 0.099 0.116 0.301 0.090 0.364 0.194 0.410 
-0.289 -0.036 0.043 0.056 0.064 0.092 0.358 0.258 -0.117 -0.389 0.102 0.084 0.213 
0.128 0.852 0.822 0.770 0.735 0.629 0.052 0.169 0.633 0.081 0.679 0.732 0.250 
-0.278 -0.136 0.033 0.073 0.017 0.121 0.264 0.335 -0.561 -0.319 0.546 0.673 0.101 
0.145 0.481 0.863 0.700 0.930 0.525 0.158 0.070 0.012 0.159 0.016 0.002 0.588 
0.241 0.253 0.251 -0.014 -0.217 -0.030 -0.101 -0.094 -0.072 0.287 0.081 0.160 -0.103 
0.208 0.186 0.181 0.942 0.249 0.874 0.597 0.622 0.771 0.206 0.741 0.512 0.581 
0.322 0.381 0.293 0.041 -0.215 -0.091 0.127 0.022 -0.072 0.061 0.076 0.193 -0.143 
0.089 0.042 0.116 0.829 0.255 0.634 0.504 0.907 0.770 0.793 0.758 0.428 0.443 
1.000 0.696 0.079 -0.011 0.025 0.053 0.005 -0.010 -0.071 -0.244 0.100 0.099 -0.048 
. 0.000 0.675 0.955 0.892 0.776 0.978 0.959 0.772 0.300 0.683 0.687 0.807 
0.696 1.000 -0.040 -0.084 0.006 0.099 0.102 -0.040 0.219 -0.073 -0.213 -0.103 -0.057 
0.000 . 0.830 0.655 0.976 0.596 0.586 0.831 0.367 0.761 0.381 0.674 0.774 
0.079 -0.040 1.000 0.823 0.260 0.165 0.016 -0.053 -0.162 -0.088 0.140 0.085 0.102 
0.675 0.830 . 0.000 0.151 0.366 0.932 0.774 0.508 0.706 0.567 0.729 0.597 
144 
-0.011 -0.084 0.823 1.000 0.271 0.343 0.048 -0.119 -0.153 0.072 0.103 0.078 0.196 
0.955 0.655 0.000 . 0.134 0.054 0.794 0.516 0.532 0.755 0.676 0.750 0.308 
0.025 0.006 0.260 0.271 1.000 0.580 0.229 0.124 -0.177 0.160 0.127 0.092 0.005 
0.892 0.976 0.151 0.134 . 0.000 0.208 0.498 0.468 0.489 0.603 0.707 0.980 
0.053 0.099 0.165 0.343 0.580 1.000 0.047 -0.003 -0.241 0.042 0.210 0.208 0.107 
0.776 0.596 0.366 0.054 0.000 . 0.797 0.989 0.321 0.857 0.387 0.393 0.581 
0.005 0.102 0.016 0.048 0.229 0.047 1.000 0.807 -0.180 -0.147 0.082 0.147 -0.145 
0.978 0.586 0.932 0.794 0.208 0.797 . 0.000 0.462 0.526 0.737 0.549 0.453 
-0.010 -0.040 -0.053 -0.119 0.124 -0.003 0.807 1.000 -0.615 -0.235 0.535 0.566 -0.286 
0.959 0.831 0.774 0.516 0.498 0.989 0.000 . 0.005 0.305 0.018 0.011 0.132 
-0.071 0.219 -0.162 -0.153 -0.177 -0.241 -0.180 -0.615 1.000 0.392 -0.979 -0.954 0.265 
0.772 0.367 0.508 0.532 0.468 0.321 0.462 0.005 . 0.087 0.000 0.000 0.274 
-0.244 -0.073 -0.088 0.072 0.160 0.042 -0.147 -0.235 0.392 1.000 -0.395 -0.263 -0.105 
0.300 0.761 0.706 0.755 0.489 0.857 0.526 0.305 0.087 . 0.085 0.263 0.649 
0.100 -0.213 0.140 0.103 0.127 0.210 0.082 0.535 -0.979 -0.395 1.000 0.942 -0.246 
0.683 0.381 0.567 0.676 0.603 0.387 0.737 0.018 0.000 0.085 . 0.000 0.311 
0.099 -0.103 0.085 0.078 0.092 0.208 0.147 0.566 -0.954 -0.263 0.942 1.000 -0.304 
0.687 0.674 0.729 0.750 0.707 0.393 0.549 0.011 0.000 0.263 0.000 . 0.206 
-0.048 -0.057 0.102 0.196 0.005 0.107 -0.145 -0.286 0.265 -0.105 -0.246 -0.304 1.000 
0.807 0.774 0.597 0.308 0.980 0.581 0.453 0.132 0.274 0.649 0.311 0.206 . 
-0.060 -0.009 0.068 0.215 -0.110 0.130 -0.171 -0.237 0.138 0.015 -0.085 -0.083 0.798 
0.761 0.965 0.726 0.263 0.570 0.501 0.376 0.216 0.572 0.949 0.728 0.737 0.000 
0.009 0.046 -0.052 -0.199 0.356 -0.003 0.217 0.361 -0.137 0.018 0.147 0.109 -0.335 
0.965 0.819 0.792 0.311 0.063 0.989 0.267 0.059 0.586 0.940 0.561 0.668 0.076 
0.024 -0.048 -0.016 -0.127 0.239 -0.109 0.133 0.246 -0.160 -0.040 0.193 0.104 -0.304 
0.905 0.813 0.937 0.521 0.220 0.581 0.501 0.207 0.526 0.868 0.442 0.682 0.109 
  
145 
LVL_2_BR 
LVL_1_ 
PD LVL_2_PD 
0.075 -0.044 0.016 
0.684 0.809 0.932 
-0.177 0.190 0.226 
0.332 0.299 0.215 
-0.097 -0.155 -0.176 
0.596 0.396 0.335 
-0.149 -0.051 -0.002 
0.414 0.783 0.993 
-0.151 0.019 -0.008 
0.410 0.920 0.967 
0.167 -0.197 -0.274 
0.368 0.305 0.151 
0.171 -0.135 -0.180 
0.359 0.485 0.351 
0.017 -0.079 -0.061 
0.929 0.685 0.754 
0.002 -0.096 -0.058 
0.994 0.622 0.764 
-0.060 0.009 0.024 
0.761 0.965 0.905 
-0.009 0.046 -0.048 
0.965 0.819 0.813 
0.068 -0.052 -0.016 
0.726 0.792 0.937 
146 
0.215 -0.199 -0.127 
0.263 0.311 0.521 
-0.110 0.356 0.239 
0.570 0.063 0.220 
0.130 -0.003 -0.109 
0.501 0.989 0.581 
-0.171 0.217 0.133 
0.376 0.267 0.501 
-0.237 0.361 0.246 
0.216 0.059 0.207 
0.138 -0.137 -0.160 
0.572 0.586 0.526 
0.015 0.018 -0.040 
0.949 0.940 0.868 
-0.085 0.147 0.193 
0.728 0.561 0.442 
-0.083 0.109 0.104 
0.737 0.668 0.682 
0.798 -0.335 -0.304 
0.000 0.076 0.109 
1.000 -0.295 -0.260 
. 0.121 0.174 
-0.295 1.000 0.919 
0.121 . 0.000 
-0.260 0.919 1.000 
0.174 0.000 . 
 
Even pages are the top of the correlations table while the odd pages are the bottom.  
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