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This paper studies the pattern complexity of n-dimensional words.
We show that an n-recurrent but not n-periodic word has pattern
complexity at least 2k, which generalizes the result of [T. Kamae,
H. Rao, Y.-M. Xue, Maximal pattern complexity of two dimension
words, Theoret. Comput. Sci. 359 (1–3) (2006) 15–27] on two-di-
mensional words. Analytic directions of a word are deﬁned and its
topological properties play a crucial role in the proof.
Accordingly n-dimensional pattern Sturmian words are deﬁned. Ir-
rational rotation words are proved to be pattern Sturmian. A new
class of higher dimensional words, the simple Toeplitz words, are
introduced. We show that they are also pattern Sturmian words.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Words and periodicity
Let A = {1, . . . ,d} be an alphabet and Ω be a countable inﬁnite set. We call a function α : Ω → A
a word over A with index set Ω . The set of all words is denoted by AΩ .
If Ω = N, we denote the word α ∈ AN by α = α1α2 · · · , and call α a one-sided word. If Ω = Z, we
denote the word α ∈ AZ by α = · · ·α−1α0α1 · · · , and call α a two-sided word. If Ω = Zn , the word
α ∈ AZn is called an n-dimensional word.
A one-sided word α ∈ AN is eventually periodic if there exist positive integers M and p such that
αk = αk+p for k  M . A two-sided word α ∈ AZ is periodic if there exists an integer p = 0 such that
αk = αk+p for all k ∈ Z.
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that α(x + v) = α(x) for all x ∈ Zn , then v is called a period of α. We call α k-periodic (k  n) if
v1, v2, . . . , vk are periods of α and they are linearly independent.
1.2. Maximal pattern complexity of one-sided words
Let α ∈ AN be a one-sided word and k be a positive integer. By a k-window τ , we mean a sequence
of integers of length k with
0= τ (0) < τ(1) < τ(2) < · · · < τ(k − 1).
(The k-window τ = {0,1, . . . ,k − 1} is called the k-block window.) For a k-window τ , the word
α[n + τ ] := αn+τ (0)αn+τ (1) · · ·αn+τ (k−1)
is called a pattern of α through the window τ at position n. We denote by Fα(τ ) the set of all
patterns of α through the window τ , i.e.,
Fα(τ ) :=
{
α[n + τ ]: n = 1,2, . . .}.
In particular, we denote Fα(k) := Fα(τ ) for the k-block window τ .
The maximal pattern complexity function p∗α for a word α is introduced by Kamae and Zamboni [9]
as
p∗α(k) := sup
#τ=k
#Fα(τ ) (k = 1,2,3, . . .),
where the supremum is taken over all k-windows τ , while the classical complexity function pα is
deﬁned as pα(k) = #Fα(k).
For the classical complexity function, the following result of Morse and Hedlund is fundamental.
Theorem A. (See [11].) For a word α ∈ AN , the following statements are equivalent:
(i) α is eventually periodic.
(ii) {pα(k): k ∈ N} is bounded.
(iii) There exists k ∈ N such that pα(k) k.
Kamae and Zamboni obtain an analog result with respect to the maximal pattern complexity func-
tion.
Theorem B. (See [9].) For a word α ∈ AN , the following statements are equivalent:
(i) α is eventually periodic.
(ii) {p∗α(k): k ∈ N} is bounded.
(iii) There exists k ∈ N such that p∗α(k) < 2k.
A word with block complexity pα(k) = k + 1 (k ∈ N) is known as a Sturmian word and has been
studied extensively (see Berthé [2] and the references therein). Naturally, a word α with maximal
pattern complexity p∗α(k) = 2k (k ∈ N) is called a pattern Sturmian word. It is interesting that the
classical Sturmian words are also pattern Sturmian words, and the class of pattern Sturmian words is
larger than the class of classical Sturmian words [9].
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Let α ∈ AZn be an n-dimensional word. By a k-window, we mean a subset τ of Zn with #τ = k
and O ∈ τ , where O is the origin. We always ﬁx an order for the elements of τ . For ξ ∈ Zn , we denote
α[ξ + τ ] := (α(ξ + x))x∈τ ∈ Aτ ,
and call it a τ -factor of α, or a pattern of τ in α. Let Fα(τ ) be the set of τ -factors of α. We deﬁne
the maximal pattern complexity by
p∗α(k) := sup
#τ=k
#Fα(τ ) (k = 1,2,3, . . .).
For a positive integer N , let ΛN := {−N, . . . ,0, . . . ,N}n be a (2N + 1)n-window. If for any N ∈ N,
there exists a non-zero vector ξ ∈ Zn such that
α[ΛN ] = α[ξ + ΛN ],
then we say α is recurrent. We note that if α is recurrent, then the pattern α[ΛN ] occurs inﬁnitely
many times in α.
We deﬁne the recurrence direction of α as follows: a unit vector u is called a recurrence direction
of α, if for any δ > 0, N ∈ N, there exists an integer vector ξ = ξ(δ,N) = O such that
α[ΛN ] = α[ξ + ΛN ] and u · ξ/‖ξ‖ > 1− δ,
where · is the inner product in Rn and ‖ · ‖ is the Euclidean norm in Rn .
We say an n-dimensional word α is k-recurrent if it has k recurrence directions which are linearly
independent.
For example, let α be a two-dimensional word deﬁned by α(m,n) = 1 if n < am, and α(m,n) = 0
otherwise. If a is irrational, then α is not periodic, but α is recurrent and (1,a)/
√
1+ a2 is the only
recurrent direction of α. (See Example 2.2 for more details.)
Kamae et al. [6] proved the following theorem for n = 1,2.
Theorem 1.1. For an n-dimensional word α, the following statements are equivalent:
(i) α is n-periodic.
(ii) {p∗α(k): k ∈ N} is bounded.
(iii) There exists k ∈ N such that p∗α(k) < 2k and α is n-recurrent.
Our ﬁrst main task is to prove this theorem for n  3, which is far from trivial. This theorem is
fundamental for the study of low complexity of n-dimensional words. We will apply this theorem to
get lower estimates of the pattern complexity functions of rotation words and simple Toeplitz words.
We prove Theorem 1.1 ﬁrstly for monotone words (see Section 4) and this is the diﬃcult part. We
use a topological argument and the tools are developed in Sections 2 and 3. According to a monotone
word α, the unit vectors of Rn are divided into three classes: the 0-analytic set, the 1-analytic set
and otherwise. By investigating the topological properties of these sets, we show that the ﬁrst two
sets must be two half-open surfaces of the unit ball and the third set is an equator.
The proof of the general case (see Section 5) is an analog of [6] which deals with two-dimensional
words.
1.4. Pattern Sturmian words
There are many attempts to generalize classical Sturmian words to higher dimensions [1,3,4,12].
The ﬁrst diﬃculty is the choice of the right deﬁnition for complexity function. However, as we have
seen, the maximal pattern complexity admits a unique natural generalization to higher dimensions.
According to Theorem 1.1, we deﬁne pattern Sturmianwords as n-recurrent but not n-periodic words
with the lowest complexity.
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Kamae et al. [6] proved that two-dimensional rotation words are pattern Sturmian. The n-dimen-
sional rotation words are deﬁned as follows.
Rotation words. Let T = R/Z be the torus, 0 < θ < 1 be a real number, and let ξ = (ξ1, . . . , ξn) ∈ Rn
be a real vector. Let P = {I0, I1} be a partition of T with I0 = [0, θ), I1 = [θ,1). Let {e1, . . . , en} be the
normal orthogonal basis of Rn . Deﬁne a word α on Zn by
α(x) = i if {ξ · x} ∈ Ii (i = 0,1),
where {a} denotes the fraction part of a. We shall call α a rotation word with rotation angle ξ . If
ξ /∈ Qn , then we call α an irrational rotation word.
The n-dimensional rotation words have been studied by many authors [1,3,6,12]. Following the
argument of [6], we show that (see Section 7):
Theorem 1.3. Irrational rotation words are pattern Sturmian words.
1.5. Simple Toeplitz words
Our second main task is to introduce another class of higher dimensional pattern Sturmian words,
the simple Toeplitz words. One shall see that it is a considerably large class of higher dimensional
words.
An n-dimensional simple Toeplitz word is deﬁned by composition of a sequence of simple partial
words of the form βa,AZ
n+v , where a ∈ {0,1} is a letter, A is an n × n invertible integer matrix and v
is a vector in Zn . (See Section 6 for details.)
We carry out a careful study on periodicity, recurrent property and complexity of simple Toeplitz
words. We show that simple Toeplitz words are always n-recurrent (Proposition 6.3), and under a
minor condition on the deﬁning sequence, are aperiodic (Proposition 6.2). We prove that the maximal
pattern complexity function of a simple Toeplitz word is p∗(k) = 2k, k 1, and hence (see Section 6):
Theorem 1.4. Simple Toeplitz words are pattern Sturmian words.
Kamae and Xue [8] have studied the two-dimensional word α deﬁned by
α(p,q) =
{
1 if deg2 p = deg2 q,
0, otherwise
where deg2m is the largest integer r such that 2
r |m. They show that α is pattern Sturmian while the
proof is pretty long. We will show that this word is actually a simple Toeplitz word and consequently
a pattern Sturmian word.
So far we have found two classes of pattern Sturmian words: the rotation words and the simple
Toeplitz words. It is interesting to ﬁnd new classes of pattern Sturmian words.
The paper is organized as follows. In Sections 2 and 3, we investigate the monotone words, espe-
cially on the topological properties of the set of analytic points. In Section 4 we prove Theorem 1.1 for
monotone words, the general case is proved in Section 5. Sections 6 and 7 are devoted to the studies
of simple Toeplitz words and rotation words, respectively.
2. Analytic points of a monotone word
Recall that e1, . . . , en are the canonical basis of Rn . An n-dimensional word α over {0,1} is said to
be a monotone word if for all x ∈ Zn ,
α(x+ ei) α(x), i = 1, . . . ,n. (2.1)
In this section, α will always denote a non-constant monotone word.
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For a non-zero vector u ∈ Rn , we denote by lu the ray lu := {λu: λ > 0}. We shall call u a direction,
or a vector or a point whenever it is convenient.
A direction u is called rational, if the ray lu ∩Zn = ∅. In this case, lu ∩Zn = {mu0; m ∈ N} where u0
is the nearest integer on lu to the origin. We deﬁne the restriction of α to lu ∩Zn to be the one-sided
word αu with αu(m) = α(mu0).
By Theorem B, if α is an n-dimensional word satisfying p∗α(k) < 2k for some k ∈ N, then the word
αu is eventually periodic.
We say a one-sided word is eventually 1 if 0 appears only ﬁnitely many times. Likewise, we deﬁne
eventually 0.
Following the terminology of Kamae et al. [6], a rational direction u is of type 1, if αu is eventu-
ally 1; is of type 0 if αu is eventually 0; is of mixed type otherwise. It is proved in [6] that:
Proposition 2.1. Let α be a two-dimensional non-constant monotone word satisfying p∗α(k) < 2k for some
k ∈ N. Then there exists a line L passing through the origin such that the rational directions on one side of L
are of type 1, on the other side of L are of type 0.
Example 2.2. Let a = 0 be a real number. Let α ∈ {0,1}Z2 be a word deﬁned by α(m,n) = 1 if n am,
and α(m,n) = 0 otherwise.
These words have been studied in [4,6]. It is a typical example illustrating the phenomena de-
scribed by Proposition 2.1. Its pattern complexity is p∗α(k) = k + 1. For when we move a k-window τ
in the plane, the pattern in τ is completely determined by the number of 0 in it, which can only take
values 0,1, . . . ,k.
We shall generalize Proposition 2.1 to higher dimensions, which is far from trivial. The notion of
analytic direction plays a crucial role in the discussion.
Deﬁnition 2.3. A vector u = O is called 1-analytic, if there exists r > 0 such that all rational vectors
in B(u, r) are of type 1; likewise we deﬁne 0-analytic.
Clearly, if u is 1-analytic, then λu (λ > 0) is also 1-analytic, hence we sometimes call u a 1-analytic
direction. A rational direction u is 1-analytic implies that u is of type 1.
Let S[1] be the collection of 1-analytic directions and S[0] the collection of 0-analytic directions.
Then by deﬁnition, S[1] and S[0] are two disjoint open sets. Deﬁne
S∗ = Rn \ (S[1] ∪ S[0]).
2.2. Topology of S∗
In the rest of this section, we will always assume that α is an n-dimensional non-constant mono-
tone word satisfying p∗α(k) < 2k for some k ∈ N, and we investigate the topological properties of S[0] ,
S[1] and S∗ .
A direction u = (u1, . . . ,un) is called positive and write u > 0, if ui > 0 for i = 1, . . . ,n. Likewise
we deﬁne negative and nonnegative directions. The following lemma asserts that both S[1] and S[0] are
not empty.
Lemma 2.4. If a vector u > 0, then u ∈ S[1] . (Likewise, if u < 0, then u ∈ S[0] .)
Proof. We show that every positive rational vector u are of type 1. Suppose that a positive rational
vector u is not of type 1, then for any vector w , there exists an integer k > 0 such that α(ku) = 0 and
ku − w > 0. Hence α(w) α(ku) = 0 and so that α is a constant word. A contradiction. 
The following lemma is fundamental.
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Lemma 2.5. The points of type 0 are dense in the set Rn \ S[1] . (Likewise, the points of type 1 are dense in the
set Rn \ S[0] .)
Proof. For any u0 ∈ Rn \ S[1] and any r0 > 0, we can ﬁnd a point u ∈ B(u0, r0) such that u is not of
type 1. Choose r small so that B(u, r) ⊂ B(u0, r0). To prove the lemma, we need only to show that
there exists a rational direction w ∈ B(u, r) such that w is of type 0.
(i) Choose a positive integer vector v which is not a multiple of u. Let P be the plane containing
the origin O , u and v . Then Γ = P ∩ Zn is a two-dimensional sublattice. We claim that there exist
two positive vectors u′ and v ′ which are generators of the lattice Γ .
First, there exists a sublattice Γ ′ of Γ with positive generators. Since v is positive, for any R > 0,
there exists λ > 0 such that all the vectors in B(λv, R) are positive. If R is large enough, then we can
ﬁnd a vector u′′ ∈ B(λv, R) ∩ Γ and u′′ is linearly independent with v .
Secondly, let Γ ′ be a sublattice of Γ , with positive generators and having the smallest volume.
Let {u′, v ′} be a set of generators of Γ ′ . If Γ ′ = Γ , then the parallelogram {au′ + bv ′; 0  a,b < 1}
contains at least one element w ′ in Γ other than u′, v ′ and O . Then u′,w ′ or v ′,w ′ will generate a
sublattice with smaller volume. This contradiction shows that Γ ′ = Γ and our claim is proved.
(ii) Deﬁne a two-dimensional word α¯ by
α¯(p,q) := α(pu′ + qv ′).
We assert that α¯ is a non-constant monotone word. Suppose on the contrary that α¯ is a constant
word and it is constant 1. Notice that α¯ is monotone since α is monotone. Since any x ∈ Zn can be
written as x = −ku′ +∑ni=1 aiei with k > 0,ai > 0, hence α(x) = 1 by the monotonicity of α, which
contradicts our assumption that α is non-constant.
(iii) Let f (p,q) = pu′ + qv ′ be a linear map from Z2 to P . By Proposition 2.1, there is a separation
line L ⊂ R2 for the word α¯, hence the image L′ = f (L) of L is also a separation line in the plane P
for the restriction of α to P . Since u is not of type 1, either u is in the type 0 side of L′ or u ∈ L′ .
In both cases B(u, r) intersects the type 0 side of L′ and any w in this intersection will fulﬁll our
requirement. (See Fig. 1.) 
For a point x ∈ Rn , deﬁne
C+x := {x+ w; w > 0}, C−x := {x+ w; w < 0},
I+x := {λx+ w; λ > 0, w > 0}, I−x := {λx+ w; λ > 0, w < 0}.
These sets are open cones. For example, it is easy to see that y ∈ I+x implies that ty ∈ I+x for any t > 0.
Clearly C+x and C−x are subsets of I+x and I−x , respectively.
Lemma 2.6 (Dominated lemma). If u is of type 1, then I+u ⊂ S[1] . (Similarly, if u is of type 0, then I−u ⊂ S[0] .)
Proof. Suppose that v ∈ I+x but v /∈ S[1] . Then by Lemma 2.5, we can ﬁnd a rational vector w ∈ I+u
such that w is of type 0. w ∈ I+u implies that w can be written as
w = λu +
n∑
aiei,
i=1
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an integer point, kai are integers, α(kw) = 0 (since w is of type 0), and α(kλu) = 1 (since u is of
type 1). By the monotonicity of α, 0= α(kw) α(kλu) = 1, which is a contradiction. 
Proposition 2.7. The set S∗ has empty interior.
Proof. Suppose the interior of S∗ is non-empty. Let B(u, r) be an open ball in S∗ . The direction u is
not 1-analytic implies there exists a rational direction v of type 0 in B(u, r) by Lemma 2.5. Hence
C−v ⊂ S[0] by Lemma 2.6. Clearly C−v ∩ B(u, r) = ∅ and so that S[0] ∩ S∗ = ∅, which is absurd. 
3. Separation plane of a monotone word
In this section, we shall show that:
Theorem 3.1. If α ∈ {0,1}Zn is a non-constant monotone word such that p∗α(k) < 2k for some k, then S∗ is a
hyperplane passing through the origin and it separates the 1-analytic and 0-analytic directions.
First, we prove a technical lemma, then we show that S∗ is convex and ﬁnally Theorem 3.1 follows.
Lemma 3.2. If u, v are rational directions of type 1, then any point w sitting on the segment uv cannot be
0-analytic.
Likewise, if u, v are rational directions of type 0, then any point w sitting on the segment uv
cannot be 1-analytic.
Proof. Suppose u, v are two points of type 1, and w ∈ uv .
Clearly C+u ∪ C+v ⊂ S[1] by Lemma 2.6. If w belongs to the closure of C+u or C+v , then the lemma
already holds. So in the following we assume that w does not belong to the closure of C+u ∪ C+v .
Suppose the lemma is false and w is a 0-analytic point, then there is a ball B(w, r) ⊂ S[0] . Take
a rational direction w¯ = w + t+ ∈ B(w, r) ∩ C+w . Then t+ is a positive vector and w¯ is of type 0. We
choose  > 0 small so that t+ − λ(u − v) are positive vectors if |λ| <  . Then it is easy to check that
w + λ(u − v) = w¯ − (t+ − λ(u − v)) ∈ C−w¯
when |λ| <  . So uv ∩ C−w¯ contains the segment from w + (u − v) to w − (u − v). (See Fig. 2.)
Let h be a positive rational vector and let L be the line passing u+h and v +h. We choose h small
so that L intersects C+u ,C+v and C−w¯ simultaneously. Let a,b be two rational vectors on L. We denote
Lˆ := {a+m(b − a): m ∈ Z}
to be a grid on L. We choose a and b close enough so that Lˆ intersects each of C+u , C+v and C−w¯ at
at least k points. Let us denote the intersections by
u1, . . . ,uk ∈ Lˆ ∩ C+u , v1, . . . , vk ∈ Lˆ ∩ C+v and w1, . . . ,wk ∈ Lˆ ∩ C−w¯ ,
where ui, vi,wi are consecutive points on the grid Lˆ respectively. Since the points ui, vi are of type 1
and the points wi are of type 0, we can take T ∈ N large enough such that all the points Tui, T vi, T wi
are integer points and that
α
(
T ui
)= α(T vi)= 1, α(T wi)= 0.
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Let τ be the k-window
τ = {iT (b − a) ∈ Zn: i = 0,1, . . . ,k − 1}.
It is easy to see that the restriction of α to the lattice T Lˆ has the form
· · · ∗ 1 · · ·1︸ ︷︷ ︸
k
∗ · · · ∗ 0 · · ·0︸ ︷︷ ︸
k
∗ · · · ∗ 1 · · ·1︸ ︷︷ ︸
k
∗ · · · ,
where ∗ represents an undetermined letter 0 or 1. By moving window τ along the line T L, we obtain
at least the following patterns
{0 · · ·0︸ ︷︷ ︸
i
1∗ · · · ∗︸ ︷︷ ︸
k−i−1
; i = 1,2, . . . ,k − 1} ∪ {1 · · ·1︸ ︷︷ ︸
i
0∗ · · · ∗︸ ︷︷ ︸
k−i−1
; i = 1,2, . . . ,k − 1}
∪ {0 · · ·0︸ ︷︷ ︸
k
,1 · · ·1︸ ︷︷ ︸
k
} ⊂ Fα(τ ).
Hence, p∗α(k) #Fα(τ ) 2k, which contradicts the assumption p∗α(k) < 2k for some k. The lemma is
proved by this contradiction. 
Proposition 3.3. The set S∗ is convex.
Proof. Let u, v be two points in S∗ and let w ∈ uv . Suppose that w /∈ S∗ , without loss of generality,
assume that w ∈ S[0] . Then there exists r > 0 such that B(w, r) ⊂ S[0] .
On the other hand, by Lemma 2.5, we can choose u′, v ′ as near to u, v as we want and that u′, v ′
are of type 1. Now the fact u′v ′ ∩ B(w, r) = ∅ contradicts with Lemma 3.2. 
Proof of Theorem 3.1. Since S∗ is convex (Proposition 3.3) and has no interior point (Proposition 2.7),
S∗ is contained in an (n− 1)-dimensional subspace P .
We claim that S∗ = P . For otherwise, S∗  P and so that Rn \ S∗ = S[1] ∪ S[0] is connected. But it is
seen that S[1] and S[0] are two non-empty, disjoint open set, which is a contradiction.
Hence S[1] ∪ S[0] = Rn \ P is an open set with two connected components. Since both S[1] and S[0]
are open sets, one component must be S[1] and the other one is S[0] . They are half spaces separated
by the hyperplane S∗ . 
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4. Theorem 1.1 for monotone words
Theorem 4.1. For a monotone word α ∈ {0,1}Zn , the following statements are equivalent:
(i) α is a constant word.
(ii) {p∗α(k): k ∈ N} is bounded.
(iii) There exists k ∈ N such that p∗α(k) < 2k and α is n-recurrent.
For any u ∈ Rn \ {0} and r > 0, let us denote by C(u, r) the cone generated by B(u, r):
C(u, r) =
⋃
w∈B(u,r)
lw .
Lemma 4.2. If u ∈ S[0] , then there exist r > 0 and M > 0, such that α(x) = 0 provided x ∈ C(u, r) ∩ Zn and
|x| M.
Proof. Choose a rational direction v close to u so that v ∈ C+u and v is a direction of type 0. Note
that v ∈ C+u implies that lu belongs to the cone I−v .
Let x1, x2, . . . , xk, . . . be the integer points on the ray lv , from origin to inﬁnity. (See Fig. 3.) Since
v is of type 0, there is a k0 such that α(xk) = 0 for k  k0. Hence for any integer x in the cone C−xk
with k k0, we have α(x) = 0 by monotonicity.
Choose r small so that B(u, r) ⊂ I−v . Since C(u, r) is a cone generated by B(u, r), it follows that
C(u, r) ⊂ I−v . Moreover, since |xk − xk+1| is a constant, the cone C(u, r), except a ﬁnite part, is covered
by the cones C−xk , k k0. The lemma is proved. 
Proof of Theorem 4.1. (i) ⇔ (ii). It is seen that (i) ⇒ (ii) is trivial. Assume that (ii) is true, then on a
line L which is parallel to the i-th axis, the restriction of α is either a constant word or has the form
. . .000111 . . . by the monotonicity of α. The second case is not possible, for otherwise the pattern
complexity will exceed k + 1. Therefore on each such line L, α is a constant word and so that α is a
constant word on Zn .
(i) ⇔ (iii). It is seen that (i) ⇒ (iii) is trivial. We prove that (iii) ⇒ (i). If α is non-constant, then by
Theorem 3.1, there exists a plane P which separates 1-analytic and 0-analytic directions. Since α is
n-recurrent, at least one recurrence direction, say u, does not belong to P . Without loss of generality,
we assume that u ∈ S[0] .
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sequence of non-zero vectors ξm ∈ Zn such that
α[Λm] = α[ξm + Λm] and u · ξm/‖ξm‖ → 1 (4.1)
when m → ∞.
Case 1: The sequence {ξm}∞m=1 is bounded. Then a vector ξ = ξm must appear inﬁnite times in the
sequence. Since Λm → Zn as m → ∞ we have α[Zn] = α[ξ + Zn], which means ξ is a period of α.
But ξ must be arbitrarily close to the direction u, so we have that ξ = λu and it is 0-analytic. It
follows that −ξ lays on the other side of the plane P and thus it is 1-analytic. So we get that ξ is of
type 0 and −ξ is of type 1, which contradicts with the fact that ξ is a period of α.
Case 2: The sequence {ξm}∞m=1 is unbounded. Since u ∈ S[0] , by Lemma 4.2, there exists an open cone
C(u, r) such that α(x) = 0 for any integer x with |x| large enough.
We take M0 large enough such that α[ΛM0 ] contains at least one 1. If ξm is large enough, then
ξm + ΛM0 will be a subset of the cone C(u, r) and α[ξm + ΛM0 ] contains 0 only. On the other hand,
when m M0, α[ξm + ΛM0 ] = α[ΛM0 ] contains at least one 1, which is a contradiction. The theorem
is proved. 
5. Proof of Theorem 1.1
Now we prove our ﬁrst main result Theorem 1.1. The argument in this section is exactly the same
as in [6], but we write it out for completeness.
5.1. Reduction to an alphabet of two letters
Let A be a ﬁnite alphabet and α ∈ AZn be an n-dimensional word. For ∅ = S  A, let 1S stand for
the indicator function of the set S . We deﬁne 1S ◦ α ∈ {0,1}Zn as follows
1S ◦ α(x) = 1S
(
α(x)
)
, x ∈ Zn.
It is easy to show that:
Lemma 5.1. (See [6].) Let α ∈ AZn be an n-dimensional word.
(i) If α is n-recurrent, then for any a ∈ A the word 1{a} ◦ α is also n-recurrent.
(ii) If 1{a} ◦ α is n-periodic for every a ∈ A, then α is also n-periodic.
Hence, to prove Theorem 1.1, it suﬃces to prove it for words over a binary alphabet. In the follow-
ing we assume that A = {0,1}.
5.2. Lattice decomposition of α
The following facts (Proposition 5.2 and Lemma 5.3) were proved by Kamae et al. [6] for two-
dimensional words. Since the proofs can be extended to n-dimensional words without any essential
change, we omit them.
Proposition 5.2. If α ∈ {0,1}Zn is n-recurrent and satisﬁes p∗α(k) < 2k for some k ∈ N, then there exist linear
independent vectors η1, . . . , ηn ∈ Zn such that for any x ∈ Zn,
α
(
x+ ηi) α(x), i = 1, . . . ,n. (5.1)
Let Ω := {s1η1 + · · · + snηn: 0  si < 1} ∩ Zn be the set of integer points in the parallelepiped
spanned by the vectors η1, . . . , ηn . Then Ω is a ﬁnite set and we will denote it by Ω = {x1, x2, . . . , xq}.
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η1Z + · · · + ηnZ. Clearly α is the union the subwords α(i) , i = 1, . . . ,q.
According to α(i) , we deﬁne an n-dimensional word βi as follows:
βi(m1, . . . ,mn) = α
(
xi +m1η1 + · · · +mnηn
)
.
It is seen that βi is a monotone word and satisfying p∗βi (k) < 2k for some k ∈ N. The following lemma
shows that βi is also n-recurrent.
Let B be the linear transformation determined by the following relation:
Be1 = η1, . . . , Ben = ηn.
Lemma 5.3. (See [6].) If u is a recurrence direction ofα, then the vector B−1u/‖B−1u‖ is a recurrence direction
of the words βi for any i = 1, . . . ,q.
5.3. Proof of Theorem 1.1
For an n-dimensional word α, the following statements are equivalent:
(i) α is n-periodic.
(ii) {p∗α(k): k ∈ N} is bounded.
(iii) There exists k ∈ N such that p∗α(k) < 2k and α is n-recurrent.
Proof. (i) ⇒ (ii) and (i) ⇒ (iii) are trivial. We shall show the implications (ii) ⇒ (i) and (iii) ⇒ (i).
Let βi , 1 i  q be the lattice decomposition of α as above.
(ii) ⇒ (i). Since {p∗α(k): k ∈ N} are bounded, we have {p∗βi (k): k ∈ N}, 1  i  q, are bounded.
By Theorem 4.1, the words βi are constant words, which implies that α is n-periodic with periods
η1, . . . , ηn .
(iii) ⇒ (i). Clearly βi are monotone, n-recurrent and satisfy p∗βi (k) < 2k for some k ∈ N. Again by
Theorem 4.1, the words βi are constant words. 
6. Higher dimensional simple Toeplitz words
The pattern complexity of one-dimensional Toeplitz words have been studied in [10,5,7]; it is
shown [10] that the one-dimensional simple Toeplitz words are pattern Sturmian words. In this sec-
tion we generalize the construction of Toeplitz words to higher dimensions and obtain a class of
words which is considerably large. Then we show that they are pattern Sturmian.
6.1. Construction of n-dimensional simple Toeplitz words
Let A ∈ GL(n,R) be an n × n invertible matrix with integer entries. For u, v ∈ Zn , we say u ≡ v
(mod A) if u − v = Aw for some w ∈ Zn . Then there are exactly |det A| residue classes modulo A.
Hereafter we always assume that q = |det A| 2.
Partial word. Let α be a word over the alphabet {0,1,?} on the index set Zn . Let us denote U =
{x ∈ Zn;α(x) =?} to be the set of positions of “?”, and we call U the undetermined part of the partial
word α.
A partial word over the alphabet {0,?} or {1,?} is called a simple partial word.
Composition of partial words. We are particularly interested in the partial words having undeter-
mined part of the form AZn + v . Let α be a partial word with undetermined part AZn + v and let β
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α  β(x) =
{
α(x) if x /∈ AZn + v,
β(A−1(x− v)) if x ∈ AZn + v.
Roughly speaking, we map the word β to the undetermined part of α.
For a ∈ {0,1}, let us denote by β(a,AZn+v) the simple partial word over the alphabet {a,?} with
undetermined part AZn + v . Now let us consider the composition of a sequence of simple partial
words β(ai ,AiZ
n+vi) . For m 1, deﬁne
βm := β(a1,A1Zn+v1)  β(a2,A2Zn+v2)  · · · β(am,AmZn+vm),
where the operation  is left associate. Let us denote A0 := id to be the n × n unit matrix. It is easy
to see that βm is an n-periodic partial word over {0,1,?} with undetermined part
Dm = A0 · · · AmZn +
m∑
i=1
A0 · · · Ai−1vi .
Notice that Dm ⊃ Dm+1 is decreasing. So βm is a sequence of partial words with smaller and smaller
undetermined parts. Particularly, it holds that
βm(x) = βm(y) if x ≡ y (mod A0A1 · · · Am). (6.1)
This relation will be used several times.
Let us denote the limit of βm by
β∞ := lim
m→∞βm.
Clearly β∞ is a partial word over {0,1,?}. It is a normal word over {0,1} if and only if ⋂∞m=1 Dm = ∅.
(A word is called normal if it does not contain ‘?’.)
Deﬁnition 6.1. We call β∞ a simple Toeplitz word if it is a normal word and it is not n-periodic. We
call {(ak, Ak, vk)}k1 a coding of β∞ .
For β∞ to be a simple Toeplitz word, it is necessarily
⋂∞
m=1 Dm = ∅, and both 0 and 1 occur in
the sequence {ak}k1 inﬁnitely often. Under these conditions, in the following we give a suﬃcient
condition for β∞ to be non-periodic.
Let us deﬁne a sequence of reals by
dm :=min
{‖x− y‖: x, y ∈ A1 · · · AmZn with x = y}.
It is easy to see that dm → ∞ if and only if ‖(A1 · · · Am)−1‖ → 0 as m → ∞, where ‖A‖ is the
operator norm of A ∈ GL(n,R).
Proposition 6.2. If β∞ is a word generated by the sequence {β(ak,AkZn+vk)}∞k=1 satisfying
(i)
⋂∞
m=1 Dm = ∅;
(ii) both ai = 0 and ai = 1 occur inﬁnite often;
(iii) dm → ∞ as m → ∞;
then β∞ is a non-periodic simple Toeplitz word, precisely, β∞ has no period vector.
We note that β∞ is non-periodic is a conclusion much stronger than that β∞ is not n-periodic,
which is required in Deﬁnition 6.1.
Y.-h. Qu et al. / Journal of Combinatorial Theory, Series A 117 (2010) 489–506 501Proof. We need only to show the non-periodicity of β∞ . Suppose to the contrary that w ∈ Zn is a
period of β∞ . Take m0 ∈ N large so that ‖w‖ < dm0 . This guarantees that w /∈ A0 · · · Am0Zn . Since Dm0
is a translation of A0 · · · Am0Zn , we have y + w /∈ Dm0 for any y ∈ Dm0 .
Taking any y0, y1 ∈ Dm0 , we have
y0 + w, y1 + w /∈ Dm0 and y0 + w ≡ y1 + w (mod A1 · · · Am0).
Thus y0 + w , y1 + w belong to the determined part of βm0 and β∞(y0 + w) = βm0 (y0 + w) =
βm0 (y1 + w) = β∞(y1 + w) by (6.1).
On the other hand, since both ai = 0 and ai = 1 occur inﬁnite often, for m0 large, we can ﬁnd
y0, y1 ∈ Dm0 such that β∞(y0) = 0, β∞(y1) = 1. Since w is a period of β∞ ,
0 = β∞(y0) = β∞(y0 + w) = β∞(y1 + w) = β∞(y1) = 1,
which is a contradiction. 
Proposition 6.3. A simple Toeplitz word β∞ is n-recurrent. Actually, every direction is a recurrence direction.
Proof. Note that the condition
⋂∞
m=1 Dm = ∅ implies that d(0, Dm) ↑ ∞ as m → ∞.
Take any N ∈ N and denote ΛN = {−N, . . . ,0, . . . ,N}n . Choose m = mN ∈ N large so that ΛN ∩
Dm = ∅. It follows that β∞(ΛN ) = βm(ΛN ). Hence, for any x ∈ A0A1 · · · AmZn , we have
β∞(ΛN) = βm(ΛN) = βm(ΛN + x) = β∞(ΛN + x).
The second equality follows from (6.1); the third equality holds since ΛN + x belongs to the deter-
mined part of βm .
Let us denote by Sn the unit sphere of Rn , and write A = A0 · · · Am . Clearly the set {y/‖y‖: y ∈ Zn}
is dense in Sn . Notice that the mapping y → Ay/‖Ay‖ is a homeomorphism from Sn to Sn , we
conclude that {x/‖x‖: x ∈ A0 · · · AmZn} is dense in Sn . This proves that any direction is a recurrent
direction of β∞ . 
Example 6.4. In the one-dimensional case, a simple Toeplitz word is deﬁned by a sequence
{(am,bm, vm)} where bm  2 is a sequence of integers. (See [9,5].)
The following example is not a simple Toeplitz word but closely related to it.
Example 6.5. Kamae and Xue [8] have studied the two-dimensional word α deﬁned by
α(p,q) =
{
1 if deg2 p = deg2 q,
0, otherwise
where deg2m is the largest integer r such that 2
r |m.
Set the sequence {(ak, Ak, vk)}∞k=1 as following: a2k−1 = 0 and a2k = 1, vk = 0 and
Ak = A =
[
1 1
1 −1
]
for all k ∈ N. Then the limit word β∞ is a partial word with undetermined part ⋂∞m=1 Dm = {0},
where Dm = AmZ2.
We show that α and β∞ coincide except at the origin. According to the coding of β∞ , it is seen
that for x = 0,
β∞(x) =
{
1 if degA(x) is odd,
0 if deg (x) is even,A
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where degA(x) is the largest integer r such that x ∈ ArZ2. Since (p,q)T ∈ AZ2 if and only if p − q is
an even number, we have that degA(x) = 2k + 1 if and only if x = A2k+1(p′,q′)T , where p′ − q′ is an
odd number. Hence x= A2k A(p′,q′)T = 2k(p′ + q′, p′ − q′)T and α(x) = 1.
Fig. 4 illustrates the central parts of the partial words β1 to β4, where the question marks with
circles indicate the origin.
6.2. Maximal pattern complexity of simple Toeplitz words
Let α be a simple Toeplitz word with coding {(am, Am, vm)}∞k=1. If a1 = 0 then we say that α is
initial-0; if a1 = 1 then α is initial-1.
For any integer l  0, we denote by α+1 the partial word generated by the sequence {(am, Am,
vm)}∞m=+1. Then α+1 is also a simple Toeplitz word. For if the undetermined part of αl+1 is not
empty, so does α; if αl+1 is n-periodic, then α is also n-periodic. Clearly α = βl  αl+1.
Let τ ⊂ Zn be a k-window. We say τ is a primitive window w.r.t. matrix A ∈ GL(n,Z) if τ does
not fall into the same residue class modulo A. Since we always assume 0 ∈ τ , this is equivalent to
A−1τ ⊂ Zn .
We use the notation
a[k] := a · · ·a︸ ︷︷ ︸
k
to denote an a-string of length k. We have the following lemma about Fα(τ ), the patterns of α in τ .
Lemma 6.6. Let α be a simple Toeplitz word with coding {(ak, Ak, vk)}∞k=1 , let τ be a k-window. Then:
(i) If τ ′ := (A1 · · · Am)−1τ ⊂ Zn, then
Fαm+1(τ
′) ⊂ Fα(τ ) ⊂
{
0[k],1[k]} ∪ Fαm+1(τ ′).
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{0[k],1[k]}, then there exists m 1 such that τ ′ = (A1 · · · Am−1)−1τ is a primitive window w.r.t. Am.
Proof. (i) Notice that α = βm  αm+1, and βm is a partial word with undetermined part of the form
AZn + v , where A = A0 · · · AmZm . By the assumption we have τ = Aτ ′ ⊂ AZn . Pick x ∈ Zn .
If x /∈ AZn + v , then x+ τ falls into the determined part of βm and hence α[x+ τ ] = 0[k] or 1[k]
by (6.1).
If x ∈ AZn + v , then x+ τ fall into the undetermined part of βm . Hence
α[x+ τ ] = (βm  αm+1)[x+ τ ]
= αm+1[A−1(x+ τ − v)]
= αm+1[x′ + τ ′],
where x′ = A−1(x− v). (i) is proved.
(ii) Pick any x ∈ Zn . Choose an integer m large so that x + τ contains no question mark in βm .
Then x+ τ belongs to the determined part of βm and hence α[x+ τ ] = βm[x+ τ ] is a constant word
by (6.1).
If α(x) = 0, then α[x+ τ ] = 0[k]; if α(x) = 1, then α[x+ τ ] = 1[k]. 
The following theorem computes the maximal pattern complexity of simple Toeplitz words.
Theorem 6.7. Let α be a simple Toeplitz word with coding {(am, Am, vm)}∞m=1 , and τ be a k-window. Then:
(i) If τ is primitive w.r.t. A1 and a1[k] ∈ Fα(τ ), then #Fα(τ ) 2k − 1.
(ii) If τ is primitive w.r.t. A1 and a1[k] /∈ Fα(τ ), then #Fα(τ ) 2k − 2.
(iii) If τ is non-primitive w.r.t. A1 , then #Fα(τ ) 2k.
Consequently, p∗α(k) 2k.
Proof. We prove the theorem by induction on #τ . If #τ = 1, then τ = {0}, which is not primitive;
clearly #Fα(τ ) = 2 and the theorem holds.
We make the induction hypothesis that the theorem holds for any simple Toeplitz word α and any
window τ with #τ < k.
Now take a simple Toeplitz word α with coding {(ak, Ak, vk)}∞k=1 and a k-window τ ; without loss
of generality we assume that a1 = 0.
Assume that τ is primitive w.r.t. A1. Then we have a partition τ =⋃s−1i=0 τi of τ , which divides τ
into different non-empty residue classes modulo A1. s  2 since τ is primitive. We list the elements
of τi as
τi = {ui1, . . . ,uili },
where
∑s−1
i=0 li = k. Clearly τi − ui1 is a non-primitive li-window w.r.t. A1.
Now we ﬁx the order of elements in τ by
τ = {u01, . . . ,u0l0 ,u11, . . . ,u1l1 , . . . ,u(s−1)1, . . . ,u(s−1)ls−1}.
Deﬁne τ˜i = A1−1(τi −ui1). Put τ at the place x, then at most one of x+τi falls into the undetermined
part of β1, where α = β1  α2. Hence we have either (if s < |det A1|)
Fα(τ ) =
{
0[k]}∪ s−1⋃{0[l0] · · ·0[li−1]w 0[li+1] · · ·0[ls−1]: w ∈ Fα2(τ˜i)} (6.2)i=0
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Fα(τ ) =
s−1⋃
i=0
{
0[l0] · · ·0[li−1]w 0[li+1] · · ·0[ls−1]: w ∈ Fα2(τ˜i)
}
. (6.3)
(Remember that α is initial-0.) We divide the index set {0, . . . , s−1} of τi into two classes as follows.
Set
I := {0 i  s − 1; 0[li] ∈ Fα2(τ˜i)},
and denote Ic = {0,1, . . . , s − 1} \ I . For the second class, we have that:
Claim 1. If i ∈ Ic , then #Fα2 (τ˜i) 2li − 1.
Proof. By Lemma 6.6(ii), there exists q 2 such that
τ ′i = (A2 · · · Aq−1)−1τ˜i
is a primitive li-window w.r.t. Aq . (Otherwise Fα2 (τ˜i) = {0[li],1[li]} and i ∈ I .) By Lemma 6.6(i) we get
Fαq
(
τ ′i
)⊂ Fα2(τ˜i) ⊂ {0[li],1[li]}∪ Fαq(τ ′i ).
Now 0[li] /∈ Fα2 (τ˜i) implies that 0[li] /∈ Fαq (τ ′i ) and the above formula is strengthened to
Fαq
(
τ ′i
)⊂ Fα2(τ˜i) ⊂ {1[li]}∪ Fαq(τ ′i ). (6.4)
If αq is initial-0, then by induction hypothesis (ii), we have #Fαq (τ ′i ) 2li − 2. This together with
(6.4) implies that #Fα2 (τ˜i) #Fαq (τ ′i ) + 1 2li − 1. The claim is proved in this case.
So we assume αq is initial-1. If 1[li] /∈ Fαq (τ ′i ), the claim is proved in the same manner as above
by using induction hypothesis (ii) and (6.4).
If 1[li] ∈ Fαq (τ ′i ), then
Fα2(τ˜i) = Fαq
(
τ ′i
)
 2li − 1.
The equality is by (6.4) and the inequality is by induction hypothesis (i). The claim is proved. 
(i) Assume τ is primitive w.r.t. A1 and 0[k] ∈ Fα(τ ). If #I = 0, by (6.2)
#Fα(τ ) 1+
∑
i∈Ic
#Fα2(τ˜i) 1+ 2k − s 2k − 1.
If #I > 0, then (6.3) holds. By deﬁnition, any Fα2 (τ˜i), i ∈ I contains a pattern 0[li], so the pattern
0[k] will appear in #I sets on the right-hand side of (6.3). Therefore
#Fα(τ )
∑
i∈I
#Fα2(τ˜i) − (#I − 1) +
∑
i∈Ic
#Fα2(τ˜i)

∑
i∈I
2li − (#I − 1) +
∑
i∈Ic
(2li − 1) (by induction and Claim 1)
= 2k − (#I − 1) − #Ic
= 2k − s + 1
 2k − 1.
Item (i) is proved.
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for each 0 i  s − 1. This means that I = ∅. So by Claim 1 we get
#Fα(τ )
s−1∑
i=0
#Fα2(τ˜i)
s−1∑
i=0
(2li − 1) = 2k − s 2k − 2.
(iii) If τ is non-primitive w.r.t. A1, then by Lemma 6.6(ii), either #Fα(τ ) = 2 or there exists p  2
such that τ ′ = (A1 · · · Ap−1)−1τ is a primitive k-window w.r.t. Ap . In the ﬁrst case, the theorem is
true. In the second case, by Lemma 6.6(i) we have
Fα(τ ) ⊂
{
0[k],1[k]} ∪ Fαp (τ ′). (6.5)
Suppose that αp is initial-a. Attention that the conclusion of item (i) and (ii) we have just proved for
k-windows can be applied to τ ′ and αp , which gives us
#Fαp (τ
′)
{
2k − 1 if a[k] ∈ Fαp (τ ′),
2k − 2 if a[k] /∈ Fαp (τ ′).
This together with (6.5) implies that #Fα(τ ) 2k. The theorem is proved. 
Now we show that a simple Toeplitz word is pattern Sturmian.
Proof of Theorem 1.4. Let α be a simple Toeplitz word. Since α is n-recurrent and not n-periodic,
by Theorem 1.1 we get that p∗α(k)  2k for each k  1. The other direction inequality p∗α(k)  2k is
conﬁrmed by Theorem 6.7. 
Comments on Example 6.5 and Theorem 6.7. Let α be a limit word which may not be normal. Deﬁne
Fα(τ ) as the set of patterns (of τ in α) which contains no “?”. Then the proof of Theorem 6.7 also
applies to this kind of α and so that #Fα(τ ) 2#τ .
Now let us consider the complexity of Example 6.5. Let τ be a k-window. By the above argument,
the number of patterns of τ in β∞ (with one question-mark in the origin) is  2k. On the other
hand by the deﬁnition of Kamae and Xue, it is easy to check that the word α is n-recurrent. Hence
#Fα(τ ) = #Fβ∞  2k.
The other direction inequality is guaranteed by the non-periodicity of α.
7. Rotation words
In this section we prove that irrational rotation words are pattern Sturmian words.
Remember that T is a group with the operation “+”. Let {c} be the fractional part of c; more
precisely, {·} is the canonical projection from R to T.
Proof of Theorem 1.3. Let α be an n-dimensional rotation word with partition P = {I0 = [0, θ),
I1 = [θ,1)} and rotation angle ξ , where ξ /∈ Qn . Let
τ = {0, x1, . . . , xk−1}⊂ Zn
be a k-window. Denote S − x := {s − x: s ∈ S}.
We claim that a word a0a1 · · ·ak−1 ∈ {0,1}k is a pattern of τ in α if and only if
Ia0 ∩
(
Ia1 −
{
ξ · x1})∩ · · · ∩ (Iak−1 − {ξ · xk−1}) = ∅. (7.1)
If a0a1 · · ·ak−1 is a pattern of τ in α at position z, then{
ξ · (x j + z)} ∈ Ia j
for 0  j  k − 1 and hence {ξ · z} belongs to the intersection of (7.1). On the other hand, if the
intersection of (7.1) is not empty, then it must be an interval [c,d) ⊂ T with c = d. Since ξ = Qn , the
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follows that {ξ · (x j + z)} ∈ Ia j and hence α[τ + z] = a0a1 · · ·ak−1. The claim is proved.
Therefore, by our claim,
#Fα(τ ) #
(P ∨ (P − {ξ · x1})∨ · · · ∨ (P − {ξ · xk−1})), (7.2)
where “∨” is the common reﬁnement of partitions. Since the right side of (7.2) is no greater than the
number of the end points of the intervals
Il −
{
ξ · x j} (l = 0,1 and j = 0,1, . . . ,k − 1),
we have p∗α(k)  2k (k = 1,2, . . .). Without loss of generality we assume ξ1 is irrational, then the
subword {α(me1), m ∈ Z} of α is a one-dimensional pattern Sturmian word, and hence p∗α(k) = 2k
(k = 1,2, . . .).
Next we show that α is n-recurrent. Fixing N ∈ N, we deﬁne
δN :=min
({
1− {ξ · x}: x ∈ ΛN , α(x) = 1
}∪ {θ − {ξ · x}: x ∈ ΛN , α(x) = 0}),
where θ and 1 are right end-points of the intervals I0 and I1 respectively. Then δN > 0 because I0
and I1 are intervals open on right. Moreover by the deﬁnition of α, if y ∈ Zn such that {ξ · y} < δN ,
then we have
α[ΛN ] = α[ΛN + y].
Now we assert that e1 is a recurrence direction provided ξ1 is irrational. Indeed, for any N ∈ N
we can ﬁnd m ∈ N such that {ξ ·me1} = {mξ1} < δN , which implies that α[ΛN ] = α[ΛN +me1]. The
assertion is proved.
Now for any 1 < i  n we can ﬁnd non-zero ki ∈ Z such that ξ · (e1 + kiei) is irrational. The same
argument as above shows that (e1 +kiei)/‖e1 +kiei‖, 1< i  n, are recurrence directions. It is obvious
that e1, e1 + kiei , 1< i  n, are independent, so we conclude that α is n-recurrent.
Summing up the above discussions, we conclude that α is pattern Sturmian. 
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