Approximate singular values of the fractional difference and summation operators  by Burman, Prabir
Linear Algebra and its Applications 416 (2006) 677–687
www.elsevier.com/locate/laa
Approximate singular values of the fractional difference
and summation operators 
Prabir Burman
Department of Statistics, University of California, 380 Kerr Hall, Davis, CA 95616, United States
Received 29 March 2005; accepted 17 December 2005
Available online 13 February 2006
Submitted by R.A. Brualdi
Abstract
We obtain sharp bounds on the singular values of the fractional difference and summation operators
on Rn. These bounds allow us to establish that the convergence rates of the distributions of the singular
values of these operators are O(1/n). Since the fractional difference operator of order α is associated with
the Toeplitz matrix with Fisher–Hartwig symbol (2 − 2 cos u)α , α > 0, we are able to obtain similar bounds
on the eigenvalues of this Toeplitz matrix and a similar result on the convergence rate of the distribution of
its eigenvalues.
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1. Introduction
In this paper we obtain approximate singular values of the fractional difference and summa-
tion operators on Rn as well as approximate eigenvalues of the Toeplitz matrix with a special
Fisher–Hartwig symbol associated with fractional difference. Fractional calculus has found many
applications in applied mathematics and numerical analysis as well as in probability and statis-
tics. In statistical time series analysis it is not uncommon to encounter nonstationary series of
 This research has been supported in part by NSA grant H98230-04-1-0109.
E-mail address: burman@wald.ucdavis.edu
0024-3795/$ - see front matter ( 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2005.12.014
678 P. Burman / Linear Algebra and its Applications 416 (2006) 677–687
observations and a number of methods are available for the analysis of such data sets [14]. One
well known method, called state-space modelling, assumes that the finite difference of the trend
consists of zero mean independent and identically distributed random variables [7]. In recent
years, fractional differencing of time series data has also become popular as it seems to be useful
in modeling long range dependence [11,3]. However, many properties of these methods are not
well understood since they require knowledge of the singular values of the fractional difference
and summation operators.
The fractional difference operatorS−α of orderα, whereα > 0 is not necessarily an integer, can
be viewed as a Toeplitz matrix with the symbol sα0 , where s0(u) = 1 − exp(iu), −π  u  π ,
whereas the fractional summation operator is simply the inverse of the fractional difference
operator. Incidentally, the symbol sα(u) = |s0(u)|2α = (2 − 2 cos u)α is a special case of the
well known Fisher–Hartwig symbol [8,4,2]. In this paper we will denote the eigenvalues of any
symmetric matrix A by λ1(A)  · · ·  λn (A). It is known from the general results in [12] that
for any continuous function f
n−1
∑
f (λj (Tn(s
α))) − n−1
∑
f (s(xj )
α) = o(1),
n−1
∑
f (λj (S
′−αS−α)) − n−1
∑
f (s(xj )
α) = o(1),
where xj = π(n + 1 − j)/(n + 1), j = 1, . . . , n. The convergence rate of o(1) can be improved
under appropriate conditions. If Tn(φ) is a Toeplitz matrix with a smooth symbol φ and f is
analytic, then an analogue of the first result given above has Ef (φ)/n + o(1/n) on the right
hand side instead of o(1) where the form of the constant Ef (φ) is known [5,15]. Even sharper
results for symbols with discontinuities are available in literature [1]. However, these powerful
results do not always provide the necessary tools for statistical analysis since we often need rather
precise estimates of the eigenvalues of S′−αS−α and Tn(Sα) for α > 0 in order to investigate the
asymptotic properties of the statistical procedures for inferential purposes.
In this paper we provide bounds for the eigenvalues of the matrices S′−αS−α and Tn(Sα) by
finding nonnegative integers l1 and l2 which depend only on α (and not on n) such that the
j th eigenvalue for each of these matrices lie between s(xj−l1)α and s(xj+l2)α for all j. From
these bounds we are able to show that the distribution function of the eigenvalues for each of
these operators differs from the distribution function of s(xj )α by O(1/n). Since the fractional
summation operator Sα is the inverse of the fractional difference operator S−α , similar results
hold for the eigenvalues of SαS′α .
In Section 2 we write down the bounds for the eigenvalues of S′−αS−α , SαS′α and Tn(sα) for any
α > 0 and obtain the error rates of the distribution functions of the eigenvalues of these operators.
Some auxiliary results are given in Section 3. The proofs of the main results of this paper appear
in Section 4, whereas the proofs of the auxiliary results are given in Section 5. The basic tools for
obtaining the bounds for the eigenvalues are inequalities for convex and concave functions.
2. The main results
The summation operator Sα , α real, for any z in Rn is defined to be
(Sαz)(t) =
∑
1jt
(−1)t−j
( −α
t − j
)
zj , t = 1, . . . , n, (2.1)
when α < 0, this operator can be described as a difference operator. It is fairly easy to see that
this operator is the identity when α = 0. When α > 0 the sum Sαz defined above in (2.1) is also
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known as the Cesáro sum (Chapter 3 in [16]). When α < 0, the definition of fractional difference
proposed by [10] agrees with the one given above. This operator can be described as a lower
triangular matrix of order n whose element (t, j) is given by (−1)t−j
( −α
t − j
)
. This operator has
fairly nice properties which are given in the following lemma.
Lemma 1. We have that for α and β real
(a) S0 = I, (b) SαSβ = Sα+β, (c) S−α = S−1α .
For notational convenience we will henceforth assume α > 0 with the understanding that Sα
is the summation operator and S−α is the difference operator.
Notations
(i) Throughout we will denote 1 − exp(iu) by s0(u) and |s0(u)|2 = 2 − 2 cos u by s(u).
(ii) For any two matrices A and B we will write A  B in order to denote that B − A is
nonnegative definite.
(iii) We will denote xj = π(n + 1 − j)/(n + 1), j = 1, . . . , n.
Note that the difference operator S−α can be described as a Toeplitz matrix Tn(sα0 ) with the
symbol sα0 (u) = (1 − eiu)α , i.e.,
S−α(t, j) =
∫ π
−π
e−i(t−j)usα0 (u) du/(2π).
Let T be the complex unit circle and let ξα = (1 − 1/t)α , ηα(t) = (1 − t)α , t ∈ T. In the
notation of [4] (chapters 5 and 7), S′−α and S−α are the n × n versions of the upper and lower
triangular matrices Tn(ξα) and Tn(ηα), respectively, so that S′−αS−α = Tn(ξα)Tn(ηα). Moreover,
in that notation we have Tn(sα) = Tn(ξαηα).
The main results of this paper are given below. It is well known that the eigenvalues of the
matrix Tn(s) are given by s(xj ), j = 1, . . . , n (chapter 5 in [12]). We will show that for any
α > 0 the eigenvalues of Tn(sα) and S′−αS−α are approximately given by s(xj )a , which are
the eigenvalues of Tn(s)α . Similarly the eigenvalues of SαS′α = (S′−αS−α)−1 are approximately
s(xn+1−j )−α , j = 1, . . . , n. When α is a positive integer, these results are rather easy to see since
S′−αS−α is almost like the Toeplitz matrix Tn(sα) which is banded and whose eigenvalues can be
approximated by those of a circulant matrix [6].
Convention. The results given below are usually in the form “s(xj+l2)α  λj (A)  s(xj−l1)α”
for some nonnegative integers l1 and l2, where A is either Tn(sα) or S′−αS−α . It is understood that
the first inequality s(xj+l2)α  λj (A) is valid when j = 1, . . . , n − l2 and the second inequality
λj (A)  s(xj−l1)α is valid when j = l1 + 1, . . . , n.
Theorem 1
(a) When α = 1, we have that
λj (Tn(s)) = s(xj ),
s(xj+1)  λj (S′−1S−1)  s(xj ),
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(b) When 0 < α < 1, we have that
s(xj+2)α  λj (S′−αS−α)  λj (Tn(sα))  s(xj )α.
Theorem 2. When α > 1 and r < α < r + 1, where r is a positive integer, we have that
(a) s(xj )
α  λj (Tn(sα))  s(xj−2r )α, (b) s(xj+2r )α  λj (S′−αS−α)  s(xj−2r )α.
Remark. Since λj (SαS′α) = 1/λn+1−j (S′−αS−α), j = 1, . . . , n, we can easily obtain the bounds
for the eigenvalues of SαS′α by using Theorems 1 and 2 given above.
Theorem 3. There exist constants c1 > 0 and c2 > 0 which depend only on α (and are indepen-
dent of n) such that following results are true for j = 1, . . . , n
(a) |λj (Tn(sα))/s(xj )α − 1|  c1(n + 1 − j)−1,
(b) |λj (S′−αS−α)/s(xj )α − 1|  c2(n + 1 − j)−1,
(c) |s(xn+1−j )−α/λj (SαS′α) − 1|  c2j−1.
The next result is on the distributions of the eigenvalues of Tn(sα), S′−αS−α and SαS′α . Since
Tn(s
α) − S′−αS−α is a nonnegative definite matrix and all the eigenvalues of Tn(sα) are between 0
and 4α , all the eigenvalues of S′−αS−α are also between 0 and 4α . However it should be pointed out
that the smallest eigenvalues ofS′−αS−α andTn(sα) are bounded below by cn−2α for some constant
c > 0. A fairly simple argument will be used to establish this in the proof of Theorem 3 in Section
4. A more general result on the lower bound of the smallest eigenvalues of Toeplitz matrices was
proved by [13] and it is also proved in Theorem 7.87(a) of [4]. So all the singular values of S−α
are between 0 and 2α and those of Sα are in [2−α,∞). Since the singular values of S−α and Sα are
the square roots of the eigenvalues of the matrices S′−αSα and SαS′α , it is enough to write down the
results on the distributions of the eigenvalues of the latter two matrices. We need one more bit of
notation before we state the next result. For real numbers x and y, the indicator function I (x  y)
is 1 if x  y and is zero otherwise. The indicator function I (x  y) can be defined similarly.
Theorem 4. There exist a constant c > 0 and an integer n0 > 0 which depend only on α > 0
such that for all n  n0, the following results hold uniformly for u > 0 :
(a)
∣∣∣∑1jn I (λj (Tn(sα))  u) −∑1jn I (s(xj )α  u)
∣∣∣  c,
(b)
∣∣∣∑1jn I (λj (S′−αS−α)  u) −∑1jn I (s(xj )α  u)
∣∣∣  c,
(c)
∣∣∣∑1jn I (λj (SαS′α)  u) −∑1jn I (s(xn+1−j )α  1/u)
∣∣∣  c.
3. Some auxiliary results
We will now present a lemma and a few theorems which are needed for proving the main results
of this paper (i.e., Theorems 1–4). The proofs of these auxiliary results are given in Section 5.
Theorem 5 (Theorem 4.3.6 in [9]). Let A and B be symmetric matrices of order n. Assume that
the rank of the matrix A − B is at most k. Then for any k + 1  j  n we have
λj (A)  λj−k(B).
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Lemma 2. Let l be an integer which does not depend on n. Then
s(xj+l )α = s(xj )α[1 − 2αl(n + 1 − j)−1 + O((n + 1 − j)−2) + O(n−1)].
Theorem 6
(a) If α = r + β, where r is a nonnegative integer and 0 < β  1, then for any 0 < p < π we
have
Tn(s
α)  (1 − β)s(p)βTn(sr ) + βs(p)β−1Tn(sr+1).
(b) If α > 1, then for any 0 < p < π we have
Tn(s
α)  (1 − α)s(p)α + αs(p)α−1Tn(s).
The next theorem concerns the approximation of Tn(sr ), S′−rS−r , S′rSr , etc. by the correspond-
ing powers of Tn(s).
Theorem 7. Let r be a positive integer and assume that n  2r. Then
(a) all the elements of Tn(sr ) − Tn(s)r are zero except for the first and the last principal sub-
matrices of order r − 1,
(b) all the elements of Tn(sr ) − S′−rS−r are zero except for the last principal submatrix of order
r,
(c) all the elements of Tn(sr ) − S−rS′−r are zero except for the first principal submatrix of order
r,
(d) for real numbers a and b (not both zero), the matrix
aS′r+1Sr+1 + bS′r+1Tn(s)Sr+1 − aTn(s)−r−1 − bTn(s)−r
has a rank of at most 2r.
4. Proofs of the main results
Proof of Theorem 1
(a) When α = 1, it is well known that the eigenvalues of Tn(s) are given by s(xj ), j = 1, . . . , n.
It is straightforward to check that all the elements of the matrix Tn(s) − S′−1S−1 are zero except
for the last element of the last row. Hence the inequalities for the eigenvalues of S′−1S−1 follow
by an application of Theorem 5.
(b) Using part (a) of Theorem 6, by taking r = 0, β = α and p = xj , we get
Tn(s
α)  (1 − α)s(xj )α + αs(xj )α−1Tn(s)
and consequently, λj (Tn(sα))  s(xj )α .
Since the matrix Tn(sα) − S′−αS−α is nonnegative definite we have that
λj (S
′−αS−α)  λj (Tn(sα))  s(xj )α.
So our result will follow once we are able to show that λj (S′−αS−α)  s(xj+2)α .
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Using part (a) with Theorem 6 with r = 0, β = 1 − α and p = xj+2 we have
Tn(s
1−α)  αs(xj+2)1−α + (1 − α)s(xj+2)−αTn(s).
Since S′−1+αS−1+α  Tn(s1−α), we conclude that
S′−1+αS−1+α  αs(xj+2)1−α + (1 − α)s(xj+2)−αTn(s).
If we premultiply by S′1 and postmultiply by S1 both sides of the last inequality, we have
S′αSα  αs(xj+2)1−αS′1S1 + (1 − α)s(xj+2)−αS′1Tn(s)S1. (4.1)
Since Tn(s) − S−1S′−1 has rank 1, the matrices S′1S1 − Tn(s)−1 and S′1Tn(s)S1 − I are of rank
one. Consequently,
S′αSα  αs(xj+2)1−αTn(s)−1 + (1 − α)s(xj+2)−αI + R,
where the rank of R is at most 2. Hence by Theorem 5
λn+1−j (S′αSα)λn+1−j−2(αs(xj+2)1−αTn(s)−1 + (1 − α)s(xj+2)−αI )
=αs(xj+2)1−αλn+1−j−2(Tn(s)−1) + (1 − α)s(xj+2)−α
=αs(xj+2)1−αλj+2(Tn(s))−1 + (1 − α)s(xj+2)−α
=s(xj+2)−α.
The result now follows once we note thatλn+1−j (S′αSα)=λj (S′−αS−α)−1 and that the eigenvalues
of S′−αS−α and S−αS′−α are the same. 
Proof of Theorem 2
(a) From part (b) of Theorem 6 with p = xj we have
Tn(s
α)  (1 − α)s(xj )α + αs(xj )α−1Tn(s).
Hence λj (Tn(sα))  s(xj )α .
Since α > 1 we can write α = r + β where r is a positive integer and 0 < β  1. Using part
(a) of Theorem 6 with p = xj−2r and part (a) of Theorem 7 we have
Tn(s
α)(1 − β)s(xj−2r )βTn(sr ) + βs(xj−2r )β−1Tn(sr+1)
=(1 − β)s(xj−2r )βTn(s)r + βs(xj−2r )β−1Tn(s)r+1 + R,
where the rank of R is at most 2r . Consequently,
λj (Tn(s
α))  λj−2r ((1 − β)s(xj−2r )βTn(s)r + βs(xj−2r )β−1Tn(s)r+1) = s(xj−2r )α.
(b) SinceS′−αS−α  Tn(sα), we can conclude from part (a) of this Theorem thatλj (S′−αS−α) 
s(xj−2r )r .
In order to obtain the other inequality letα = r + β, where r is a positive integer and 0 < β  1.
As in (4.1) we have
S′βSβ  βS(xj+2r )1−βS′1S1 + (1 − β)s(xj+2r )−βS′1Tn(s)S1.
In the last expression if we premultiply by S′r and postmultiply by Sr we have
S′αSα  βs(xj+2r )1−βS′r+1Sr+1 + (1 − β)s(xj+2r )−βS′r+1Tn(s)Sr+1. (4.2)
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By part (d) of Theorem 7 the right hand side of the last expression can be written as
βs(xj+2r )1−βTn(s)−r−1 + (1 − β)s(xj+2r )−βTn(s)−r + R,
where the rank of R is at most 2r . Consequently, using Theorem 5 we conclude from (4.2) that
λn+1−j (S′αSα) λn+1−j−2r (βs(xj+2r )1−βTn(s)−r−1 + (1 − β)s(xj+2r )−βTn(s)−r )
= βs(xj+2r )1−βs(xj+2r )−r−1 + (1 − β)s(xj+2r )−βs(xj+2r )−r
= s(xj+2r )−α.
The result now follows since λn+1−j (S′αS−α) = λj (S′−αS−α)−1 and that the eigenvalues of
S′−αS−α and S−αS′−α are the same. 
Proof of Theorem 3
The proof follows from Theorems 1 and 2 and Lemma 2 once we are able to show that the
smallest eigenvalues of Tn(sα) and S′−αS−α are bounded below by cn−2α for some constant c > 0.
Since S′−αS−αTn(sα), it is enough to show that the largest eigenvalue of n−2α(S′−αS−α)−1 =
n−2αSαS′α is bounded above by a constant for all large n. Theorem 5.6.9 in [9] tells us that the larg-
est eigenvalue of a symmetric matrix A of order n is bounded above by max1jn
∑
1kn |ajk|.
Since the eigenvalues of SαS′α and S′αSα are the same, the largest eigenvalue of n−2αSαS′α is
bounded above by
max
1jn
n−2α
∑
1kn
∣∣∣∣∣∣
∑
1ln
(−α
l−k
)(−α
l−j
)∣∣∣∣∣∣ max1jn n
−2α ∑
1kn
∑
1ln
∣∣∣∣
(−α
l−k
)∣∣∣∣
∣∣∣∣
(−α
l−j
)∣∣∣∣ .
(4.3)
Now for any positive integer t, using Stirling’s approximation we have∣∣∣∣
(−α
t
)∣∣∣∣ = (α)−1(α + t)/(t + 1) = (α)−1(t + 1)α−1[1 + O(t−1)].
A fairly simple calculation will show that
∑
1kn
∣∣∣∣
( −α
l − k
)∣∣∣∣ = O(1)lα.
Using this we conclude that the right hand side of (4.3) is
O(1) max
1jn
n−2α
∑
1ln
lα
∣∣∣∣
( −α
l − j
)∣∣∣∣ = O(1) max1jn n−2α
∑
jln
lα(l − j + 1)α−1 = O(1).

Proof of Theorem 4
The results follow easily from Theorems 1 and 2. 
5. Proofs of the auxiliary results
We begin this section with a useful lemma on binomial coefficients the proof of which will be
given at the end of this section.
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Lemma 3. Let p1, . . . , pa be positive integers and let q be a nonnegative real number. Then for
any integer m  0, we have
(a)
(
p1 + · · · + pa − q
m
)
=
∑
m0+m1+···+ma=m,mi0,i=0,...,a
(−q
m0
)(
p1
m1
)
· · ·
(
pa
ma
)
,
(b)
(
p1 + · · · + pa
m
)
=
∑
m1+···+mp=m,mi0,i=1,...,a
(
p1
m1
)
· · ·
(
pa
ma
)
.
Proof of Lemma 2
For any 0  x  π , we can write
s(x)α = (2 sin(x/2))2α = x2αφ(x);
where φ(x) = (2 sin(x/2)/x)2α . Note that φ(0) = 1, (2/π)2α  φ(x)  1 for all x ∈ [0, π ], and
that φ has a bounded first derivative. Consequently,
[s(xj+l )/s(xj )]α =[1 − l/(n + 1 − j)]2α[1 + {φ(xj+l ) − φ(xj )}/φ(xj )]
=[1 − 2αl(n + 1 − j)−1 + ((n + 1 − j)−2)][1 + O(n−1)]
=1 − 2αl(n + 1 − j)−1 + O((n + 1 − j)−2) + O(n−1). 
Proof of Theorem 6
(a) When 0 < β  1, the function f (x) = xβ is concave and hence for any 0  u  π we
have
s(u)β  s(p)β + β(2 cos p − 2 cos u)s(p)β−1 = (1 − β)s(p)β + βs(p)β−1s(u).
Multiplying both sides of the last inequality by s(u)r we get
s(u)α  (1 − β)s(p)βs(u)r + βs(p)β−1s(u)r+1.
The result now follows since Tn(f )  Tn(g) if f (u)  g(u) for all u in [−π, π ].
(b) When α > 1, the result follows once we note that the function f (x) = xα is convex and
hence for any 0  u  π we have
s(u)α  s(p)α + α(2 cos p − 2 cos u)s(p)α−1 = (1 − α)s(p)α + αs(p)α−1s(u). 
Proof of Theorem 7
In the proofs of parts (a), (b) and (c), we use the fact that element (k, j) of the matrix Tn(sr )
is given by (−1)k−j
(
2r
k − j + r
)
, 1  k, j  n.
(a) We need to prove this result when r  2. Note that element (k, j) of Tn(s)r is equal to
(−1)k−j
∑
1l1,...,lr−1n
(
2
1 + k − l1
)(
2
1 + l1 − l2
)
· · ·
(
2
1 + lr−1 − j
)
= (−1)k−j
∑
(m1,...,mr )∈J1
(
2
m1
)
· · ·
(
2
mr
)
,
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where (m1, . . . , mr) in J1 satisfy
m1 + · · · + mr = k − j + r, and
i + k − n  m1 + · · · + mi  i + k − 1, i = 1, . . . , r − 1.
Since
(
2
m
)
= 0 if m < 0, we need to concentrate on the nonnegative values of the indices mi . Note
that if |k − j |  r + 1, then element (k, j) of Tn(s)r is zero. In order to allow m1 + · · · + mi
to vary between 0 and the maximum value of k − j + r , we should have i + k − n  0 and
k − j + r  i + k − 1 for all i = 1, . . . , r − 1. This leads to the conditions k  n − r + 1 and
j  r . Hence by part (b) of Lemma 3, element (k, j) of Tn(s)r is equal to (−1)k−j
(
2r
k − j + r
)
whenever j  r and k  n − r + 1. Since Tn(s)r is a symmetric matrix, we can conclude that
element (k, j) of Tn(s)r equals (−1)k−j
(
2r
k − j + r
)
whenever r  j , k  n − r + 1.
(b) Element (k, j) of S′−rS−r is equal to
(−1)k−j
∑
1ln
(
r
l − k
)(
r
l − j
)
=(−1)k−j
∑
1ln
(
r
r + k − l
)(
r
l − j
)
=(−1)k−j
∑
(m0,m1)∈J2
(
r
m0
)(
r
m1
)
,
where (m0,m1) in J2 satisfy
m0 + m1 = k − j + r, and r + k − n  m0  r + k − 1.
As in part (a) we need to take into account only the nonnegative values ofm0 andm1. The first thing
to note is that element (k, j) of S′−rS−r is zero whenever |k − j |  r + 1. The next observation is
that whenever k, j  n − r , both m0 and m1 are guaranteed to vary between 0 and k − j + r . Con-
sequently, by part (b) of Lemma 3, element (k, j) of S′−rS−r equals (−1)k−j
(
2r
k − j + r
)
whenever
k, j  n − r .
(c) The proof of this part is almost the same as the last one and hence it is omitted.
(d) Let Vr = Tn(s)r − S−rS′−r . Note that
aS′r+1Sr+1 + bS′r+1Tn(s)Sr+1 − aTn(s)−r−1 − bTn(s)−r
= S′r+1[aS1S′−r + bTn(s)S1S′−r − aS′−r−1Tn(s)−1−bS′−r−1
+(a + bTn(s))Sr+1Vr ]Tn(s)−r .
It is enough to show that each of the following three matrices
R1 = S1S′−r − S′−r−1Tn(s)−1, R2 = Tn(s)S1S′−r − S′−r−1, R3 = (a + bTn(s))Sr+1Vr,
has all zero entries except for the first r columns and the last r rows.
Using the identity
Tn(s)
−1 = S′1S1 − S′1S1V1Tn(s)−1,
we get
R1 = S1S′−r − S′−r−1(S′1S1 − S′1S1V1Tn(s)−1) = (S1S′−r − S′−rS1) + S′−rS1V1Tn(s)−1.
An application of part (a) of Lemma 3 will show that element (k, j) of S1S′−r is equal to
(−1)k−j
(
r − 1
r + k − j
)
if j  r + 1. Similarly, element (k, j) of S′−rS1 equals (−1)k−j
(
r − 1
r + k − j
)
if
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k  n − r . Consequently, all the elements of the matrix S1S′−r − S′−rS1 are zero except for the
first r columns and the last r rows.
Note that the first element of the first row of V1 equals 1 and all the other entries of V1 are
zero. Consequently all the elements of S′−rS1V1 are zero except for the last r elements of the first
column. Hence we can conclude that S′−rS1V1Tn(s)−1 has all zero elements except for the last r
rows.
Note that R2 = U1S1S′−r , where U1 = Tn(s) − S′−1S−1. Since all the elements of U1 are zero
except for the last element of the last row, it is easy to see that all the entries of R2 are zero except
for the last row.
Now R3 = aSr+1Vr + bTn(s)Sr+1Vr . Parts (a) and (c) of this theorem tell us that all the
elements of Vr are zero except for the first principal submatrix of order r and the last principal
submatrix of order r − 1. Hence Sr+1Vr has all zero entries except for the first r columns and the
last r − 1 rows. Note that Tn(s)Sr+1Vr = U1Sr+1Vr + S′−1SrVr . Since all the elements of U1 are
zero except for the last element of the last row, we can conclude that the matrix U1Sr+1Vr has all
zero entries except for the last row. It is fairly easy to see that S′−1Sr has a lower Hessenberg form
and consequently all the elements of S′−1SrVr are zero except for the first r columns and the last
r rows. 
Proof of Lemma 3
(a) We will expand both sides of the following equality,
(1 − z)p1+···+pa−q = (1 − z)−q(1 − z)p1 · · · (1 − z)pa ,
where |z| < 1. From the left hand side we get
(1 − z)p1+···+pa−q =
∑
m0
(−z)m
(
p1 + · · · + pa − q
m
)
.
Expanding the right hand side and rearranging terms we get
∑
m0
(−z)m
∑
m0+m1+···+ma=m,mi0,i=0,...,a
(−q
m0
)(
p1
m1
)
· · ·
(
pa
ma
)
The result follows once we equate the coefficients of the powers of z.
(b) This part follows when we let q → 0 in part (a). 
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