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Abstract
The bibasic trigonometric functions, recently introduced by Foata and Han, give rise to the
p, q-tangent numbers and the p, q-secant numbers. Foata and Han proposed a combinatorial
interpretation of these bibasic coefficients as enumerations of alternating permutations by the bi-
statistic (inv1, inv2). Under this interpretation, the symmetry of the bibasic trigonometric functions
yields a combinatorial identity. A combinatorial proof of the identity is desired. For permutations of
even order, this has already been given by Foata and Han. Here we give a proof for permutations of
odd order.
© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
1.1. Alternating permutations
Let Sn denote the symmetric group of order n. A permutation σ ∈ Sn is said to be rising
alternating if σ(1) < σ(2), σ(2) > σ(3), σ(3) < σ(4) and so on, and falling alternating
if σ(1) > σ(2), σ(2) < σ(3), σ(3) > σ(4) and so on.
Let DRn (resp. Dn) denote the set of rising (resp. falling) alternating permutations of
order n.
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The notion of (rising) alternating permutation was introduced by André [1], who showed
that
#DRn =
{
En, if n is even;
Tn, if n is odd,
(1)
where En are the Euler numbers (or secant numbers) which occur in the Taylor expansion
1
cos u
=
∑
n≥0
Enun
n! ,
and Tn are the tangent numbers which occur in the Taylor expansion
tan u =
∑
n≥0
Tnun
n! .
Recall that En = 0 for all odd n and Tn = 0 for all even n, so we can write instead of
(1) #DRn = En + Tn , and so
1 + sin u
cos u
=
∑
n≥0
#DRn · un
n! .
1.2. The basic and bibasic trigonometric functions
The bibasic trigonometric functions were first introduced by Foata and Han [3]. This
subsection summarizes the relevant definitions and results from [3, Section 24].
Denote, as usual,
(α; q)n :=
{
1, if n = 0;
(1 − α)(1 − αq) · · · (1 − αqn−1), if n ≥ 1,
and
(α; q)∞ := lim
n→∞(α; q)n.
The q-exponent is defined by
eq(u) :=
∑
n≥0
un
(q; q)n =
1
(u; q)∞ .
The equality in the definition is known as the q-binomial Theorem. For a proof, see
[2, Section 2.2].
By analogy with the trigonometric identity eiu = cos u+ i sin u, the p-sine and p-cosine
are defined by the identity
ep(iu) =: cosp(u) + i sinp(u),
and the p, q-sine and p, q-cosine are defined by
ep,q(iu, iv) := ep(iu)eq(iv) =: cosp,q(u, v) + i sinp,q(u, v).
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Definition 1 (See [3, Section 24.1]). The p-tangent, p-secant, p, q-tangent and p, q-
secant functions are defined by
tanp(u) := sinp(u)
cosp(u)
; tanp,q(u, v) := sinp,q(u, v)
cosp,q(u, v)
;
secp(u) := 1
cosp(u)
; secp,q(u, v) := 1
cosp,q(u, v)
.
Also define
Eul(u; p) := 1 + sinp(u)
cosp(u)
= secp(u) + tanp(u)
and
Eul(u, v; p, q) := 1 + sinp,q(u, v)
cosp,q(u, v)
= secp,q(u, v) + tanp,q(u, v).
Denote the expansions of Eul(u; p) and Eul(u, v; p, q) by
Eul(u; p) :=
∑
n≥0
Euln(p)
un
(p; p)n
and
Eul(u, v; p, q) :=
∑
n≥0,m≥0
Euln,m(p, q)
un
(p; p)n
vm
(q; q)m .
1.3. Combinatorial interpretation
Recall that the inversion number of a permutation σ ∈ Sn is defined by
invσ := #{(i, j) : 1 ≤ i < j ≤ n, σ (i) > σ( j)}.
The following combinatorial interpretation of the coefficients Euln(p) has been given
by Stanley [6], Gessel [5] and others.
Theorem 2 (See [3, Theorem 24.4]). For every n ≥ 0 the polynomial Euln(p) is the
generating function for the rising alternating permutations of length n by the number of
inversions. That is
Euln(p) =
∑
σ∈DRn
pinv σ .
For the bibasic coefficients, Foata and Han proposed the following combinatorial
interpretation. For n + m ≥ 1 and σ ∈ Sn+m define
inv(n,m)1 σ := #{(i, j) : 1 ≤ i < j ≤ n + m, n ≥ σ(i) > σ( j) ≥ 1},
inv(n,m)2 σ := #{(i, j) : 1 ≤ i < j ≤ n + m, n + m ≥ σ(i) > σ( j) ≥ n + 1},
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and let
Dn,m(p, q) :=
∑
σ∈DRn+m
pinv
(n,m)
1 σ q inv
(n,m)
2 σ ,
En,m(p, q) :=
∑
σ∈Dn+m
pinv
(n,m)
1 σ q inv
(n,m)
2 σ .
Theorem 3 (See [3, Theorem 24.6]). For every pair of nonnegative integers (n, m) we
have
Dn,m(p, q) = Euln,m(p, q);
when n + m is odd, we further have
En,m(p, q) = Euln,m(p, q).
1.4. The combinatorial identity
The symmetry of Euln,m(p, q) yields the following corollary of Theorem 3.
Corollary 4. For every pair of nonnegative integers (n, m),
Dn,m(p, q) = Dm,n(q, p). (2)
In the case that n+m is even, there is a banal combinatorial proof of identity (2) (see [3,
Lemma 24.7]): define the involution rc : Sn+m → Sn+m by
(rc σ)(i) = n + m + 1 − σ(n + m + 1 − i) (1 ≤ i ≤ n + m).
Then
(inv(n,m)1 , inv
(n,m)
2 )σ = (inv(m,n)2 , inv(m,n)1 )rc σ
for all σ ∈ Sn+m , and moreover, if σ ∈ DRn+m and n + m is even, then rc σ ∈ DRn+m
as well.
Foata [4] asked for a combinatorial proof of identity (2) in the case that n + m is odd.
The goal of this paper is to give such a proof. In other words, we want to find a bijection
Ψn,m of DRn+m onto itself satisfying
(inv(n,m)1 , inv
(n,m)
2 )σ = (inv(m,n)2 , inv(m,n)1 )Ψn,mσ (3)
for every σ ∈ DRn+m .
Note that if n + m is odd and σ ∈ DRn+m then rc σ ∈ Dn+m , therefore we cannot take
Ψn,m = rc as in the even case.
2. The case of odd n+m
In this section we define Ψn,m for odd n + m. Next we prove that Ψn,m is a bijection of
DRn+m onto itself. Finally we prove that Ψn,m satisfies the condition (3).
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2.1. Definition of Ψn,m
Let n > 0 and let 0 ≤ k ≤ n. For σ = [σ(1), . . . , σ (n)] ∈ Sn and 1 ≤ i ≤ n such that
σ(i) ≤ k, define ψk(σ, i) by
ψk(σ, i) :=


σ, if σ(i − 1), σ (i + 1) ≤ k;
σ · (i, i − 1), if σ(i − 1) > k and σ(i + 1) < σ(i − 1);
σ · (i, i + 1), if σ(i + 1) > k and σ(i − 1) < σ(i + 1),
where σ(0) := 0, σ(n+1) := 0 and (i, i ±1) is the adjacent transposition that interchanges
i and i ± 1.
For 1 ≤ i ≤ n such that σ(i) > k, define ϕk(σ, i) by
ϕk(σ, i) :=


σ, if σ(i − 1), σ (i + 1) > k;
σ · (i, i − 1), if σ(i − 1) ≤ k and σ(i − 1) < σ(i + 1);
σ · (i, i + 1), if σ(i + 1) ≤ k and σ(i + 1) < σ(i − 1),
where σ(0) := n + 1 and σ(n + 1) := n + 1.
For n, m ≥ 0, let ρn,m := [m + 1, m + 2, . . . , m + n, 1, 2, . . . , m] ∈ Sn+m . Note that
ρ−1n,m = ρm,n .
Definition 5. Fix n, m ≥ 0 such that n+m is odd. Let σ ∈ DRn+m . DefineΨn,m(σ ) := τm
where τ j is defined recursively by
τ j :=
{
ρn,mσ, if j = 0;
ψm(τ j−1, τ−1j−1( j)), if 0 < j ≤ m.
Example 6. The image of σ = [2, 8, 1, 5, 3, 7, 6, 9, 4] ∈ DR9 under Ψ4,5 is obtained as
follows:
τ0 = ρ4,5σ = [7, 4, 6, 1, 8, 3, 2, 5, 9]
τ1 = ψ5(τ0, 4) = τ0 · (4, 5) = [7, 4, 6, 8, 1, 3, 2, 5, 9]
τ2 = ψ5(τ1, 7) = τ1 = [7, 4, 6, 8, 1, 3, 2, 5, 9]
τ3 = ψ5(τ2, 6) = τ2 = [7, 4, 6, 8, 1, 3, 2, 5, 9]
τ4 = ψ5(τ3, 2) = τ3 · (2, 1) = [4, 7, 6, 8, 1, 3, 2, 5, 9]
Ψ4,5(σ ) = τ5 = ψ5(τ4, 8) = τ4 · (8, 9) = [4, 7, 6, 8, 1, 3, 2, 9, 5].
2.2. Bijectivity
Lemma 7. With the above notation, for every 0 ≤ j ≤ m and 1 ≤ i ≤ n + m, if
j < τ j (i) ≤ m then τ j (i) = τ0(i).
Proof. By induction on j . The case j = 0 is trivial. For j > 0, by definition of ψ j , either
τ j = τ j−1 or τ j is obtained from τ j−1 by transposing j with one of its neighbors which
is greater than m. Thus if j < τ j (i) ≤ m then τ j (i) = τ j−1(i), and so by the induction
hypothesis τ j (i) = τ0(i). 
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Lemma 8. With the above notation, for every 0 ≤ j ≤ m, if 1 < i < n + m is even and
τ j (i) < τ j (i + 1) (resp. τ j (i) < τ j (i − 1)) then j < τ j (i) ≤ m and τ j (i + 1) > m (resp.
τ j (i − 1) > m).
Proof. By induction on j . For j = 0, since σ ∈ DRn+m and i is even, we have that
σ(i) > σ(i + 1).
But
ρn,m(σ (i)) = τ0(i) < τ0(i + 1) = ρn,m(σ (i + 1)).
Thus σ(i) > n ≥ σ(i + 1), whence τ0(i) ≤ m and τ0(i + 1) > m. The same argument
applies with i − 1.
For j > 0, let r = τ−1j−1( j), and consider the two possible cases:
Case 1: r is odd.
By Lemma 7, j = τ j−1(r) = τ0(r), so σ(r) = n + j . Since σ ∈ DRn+m and r is odd, we
have that σ(r±1) > n+ j (for convenience let σ(0) = σ(n+m+1) = n+m+1). Therefore
j < τ0(r±1) ≤ m, so again by Lemma 7, τ j−1(r±1) = τ0(r±1) ≤ m. From this it follows
by definition of ψm that τ j = τ j−1. Therefore, if i is even and τ j (i) < τ j (i + 1) (resp.
τ j (i) < τ j (i − 1)), then by the induction hypothesis, τ j (i + 1) > m (resp. τ j (i − 1) > m)
and j − 1 < τ j (i) ≤ m, but since r is odd, we actually have that j < τ j (i) ≤ m as
desired.
Case 2: r is even.
If τ j−1(r − 1), τ j−1(r + 1) ≤ m then, by definition of ψm , τ j = τ j−1. Therefore, if i is
even and τ j (i) < τ j (i + 1) (resp. τ j (i) < τ j (i − 1)), then by the induction hypothesis,
j − 1 < τ j (i) ≤ m and τ j (i + 1) > m (resp. τ j (i − 1) > m), so in particular i = r , thus
j < τ j (i) ≤ m as desired.
Still in the case that r is even, if τ j−1(r − 1) > m and τ j−1(r + 1) < τ j−1(r − 1),
then by definition of ψm , τ j (r) = τ j−1(r − 1), τ j (r − 1) = j , and τ j (k) = τ j−1(k) for
all k = r, r − 1. Therefore, if i = r is even and τ j (i) > τ j (i + 1), i = r − 2 (resp.
τ j (i) < τ j (i − 1)), then by the induction hypothesis, τ j (i + 1) > m (resp. τ j (i − 1) > m)
and j − 1 < τ j (i) ≤ m, but τ j (i) = j , so j < τ j (i) ≤ m as desired. For i = r
we have τ j (r) > τ j (r ± 1), so there is nothing to prove. Finally, for i = r − 2, we
claim that τ j (r − 2) > τ j (r − 1) = j . Indeed, if τ j−1(r − 2) = τ j (r − 2) < j then
τ j−1(r −2) < m < τ j−1(r −1), but then by the induction hypothesis, τ j−1(r −2) > j −1
which is a contradiction.
Lastly, the case that r is even, τ j−1(r +1) > m and τ j−1(r −1) < τ j−1(r +1) is treated
similarly to the previous case. 
Note the following corollary of the proof.
Corollary 9. For 0 < j ≤ m, if τ−1j−1( j) is odd, then τ j = τ j−1.
As a direct corollary of Lemma 8 we get the following property of Ψn,m .
Proposition 10. If σ ∈ DRn+m , then Ψn,m(σ ) ∈ DRn+m .
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Proof. Recall that in our notation,Ψn,m(σ ) = τm . We have to show that τm(i) > τm(i ±1)
for all even 1 < i < n + m. Indeed, according to Lemma 8, if 1 < i < n + m is even and
τm(i) < τm(i ± 1) then m < τm(i) ≤ m, which is impossible. 
Now in order to show that Ψn,m is a bijection, it is enough to show that it is injective.
Proposition 11. The mappingΨn,m is injective.
Proof. By definition of Ψn,m , it is enough to show that given τ j , 0 < j ≤ m, one can find
τ j−1. Indeed, we claim that
τ j−1 = ρn,mϕn(ρm,nτ j , τ−1j ( j)).
In order to prove this, let r = τ−1j−1( j) (so τ j = ψm(τ j−1, r)), and consider the three
possible cases in the definition of ψm :
1. τ j−1(r − 1), τ j−1(r + 1) ≤ m (for convenience let τ j−1(0) = τ j−1(n + m + 1) = 0).
In this case, by definition of ψm , τ j = τ j−1. It follows that
ρm,n(τ j (r − 1)), ρm,n(τ j (r)), ρm,n(τ j (r + 1)) > n,
whence by definition of ϕn ,
ρn,mϕn(ρm,nτ j , r) = ρn,mρm,nτ j = τ j = τ j−1.
2. τ j−1(r − 1) > m and τ j−1(r + 1) < τ j−1(r − 1). In this case, by definition of
ψm , τ j = τ j−1 · (r, r − 1), so by Corollary 9, r is even. Thus by Lemma 8, either
τ j−1(r − 2) > τ j−1(r − 1) or j − 1 < τ j−1(r − 2) ≤ m. Either way it follows that
ρm,n(τ j−1(r − 2)) > ρm,n(τ j−1(r − 1)),
so
ρm,n(τ j (r − 2)) > ρm,n(τ j (r)).
Combined with the fact that ρm,n(τ j (r)) ≤ n, we get by definition of ϕn that
ρn,mϕn(ρm,nτ j , r − 1) = ρn,mρm,nτ j · (r − 1, r)
= τ j−1 · (r, r − 1) · (r − 1, r) = τ j−1.
3. τ j−1(r + 1) > m and τ j−1(r − 1) < τ j−1(r + 1). This case is handled similarly to the
previous case. 
2.3. Combinatorial condition
What remains to be proved is the following proposition.
Proposition 12. The bijection Ψn,m satisfies the condition (3).
Proof. By definition of inv1 and inv2 one sees immediately that
inv(n,m)1 σ = inv(m,n)2 ρn,mσ = inv(m,n)2 τ0,
inv(n,m)2 σ = inv(m,n)1 ρn,mσ = inv(m,n)1 τ0.
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Note that ψm(σ, i) only transposes σ(i) with σ(i ± 1) if σ(i) ≤ m and σ(i ± 1) > m,
therefore
inv(m,n)k ψm(σ, i) = inv(m,n)k σ, k = 1, 2.
SinceΨn,m(σ ) = τm is obtained from τ0 by successive applications of ψm , the proposition
is proved. 
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