Abstract. The block-by-block method, proposed by Linz for a kind of Volterra integral equations with nonsingular kernels, and extended by Kumar and Agrawal to a class of initial value problems of fractional differential equations (FDEs) with Caputo derivatives, is an efficient and stable scheme. We analytically prove and numerically verify that this method is convergent with order at least 3 for any fractional order index α > 0.
Introduction
Fractional calculus [13, 14] , almost as old as the familiar integer-order calculus, is now winning more and more scientific applications owing to its "memory" and "heredity" principle in a variety of areas, such as viscoelasticity [2] , anomalous diffusion [3] , control theory [15] , finance [8, 16, 17] and hydrology [1, 18] . A recent panoramic view of the fractional calculus can be seen in [19] .
Similarly to the integer-order differential equations, it is usually difficult to obtain the analytical solution for a fractional differential equation (FDE) . So there has been a growing interest to develop numerical approaches in solving the FDEs. However, the theoretical studies of fractional numerical methods, including stability analysis and error estimation, are quite challenging due to the nonlocal property of fractional operators [5, 7, 12] . In this context, Diethelm et al [5, 7] took advantage of the fact that some kinds of FDEs can be formulated as Volterra integral equations of the second kind, then derived the fractional Adams-Bashforth-Moulton method from the classical case. Significantly, they gave convergence analysis, i.e., for any α > 0 the described method is convergent with order at least one if the analytical solution y(t) is twice continuously differentiable. In addition, Lin and Liu [12] developed a kind of linear multistep methods for fractional initial value problems based on Lubich's high-order approximations [10] to fractional derivatives and integrals. And they proved the consistence, convergence and stability of these methods. Nevertheless, the unavoidable shortcoming in these linear multistep methods is that one needs to spend much time in computing the starting weights.
In 2006, Kumar and Agrawal [9] also utilized the equivalent Volterra integral equation in [5] and extended the block-by-block method proposed by Linz [11] to some kinds of FDEs. Numerical examples have shown the efficiency and stability of this scheme, i.e., for a kind of FDEs the performance is better than that of Diethlm's Adams method [7] . However, it's a pity that the error estimate and convergence order analysis of this scheme was neglected. In the present paper, we will derive error estimate and precise convergence order of the block-by-block method under certain assumptions, and test the order via numerical experiments.
This paper is organized as follows. In Section 2, in order to facilitate the theoretical analysis, the block-by-block method is rewritten. We give in Section 3 some preparations and useful lemmas. The error estimate and convergence order analysis are given in Section 4. Numerical experiments are carried out in Section 5, which verify the theoretical results obtained in Section 4. Final section is the concluding remarks.
Block-by-block method
We consider the following nonlinear FDE
subject to the initial conditions:
dτ n dτ.
with some λ > 0 and f (t, y) ∈ C(Ω). Furthermore, let f fulfill a Lipschitz condition with respect to the second variable on Ω, namely
for some constant L > 0. According to [6] , there exists a unique solution y(t) on [0, T ] for the initial value problem (IVP) (2.1-2.2).
As also mentioned in [6] , if f (t, y) is continuous, IVP (2.1-2.2) is equivalent to the following Volterra integral equation of the second kind 
Now assume that y j ( j = 0, 1, · · · , 2m), the approximations of y(t j )( j = 0, 1, · · · , 2m), are obtained. In order to get the numerical solutions y 2m+1 and y 2m+2 , the block-byblock method presented by Kumar and Agrawal can be described as follows, for m = 0, 1, · · · , N − 1,
f 2m+2 ,
where for i = 0, 1, 2,
with
Functions φ k,i (t) (i = 0, 1, 2) are quadratic Lagrange interpolating polynomials associated with points t 2k , t 2k+1 and t 2k+2 , precisely, 
where
and ̟ j is defined similarly just by replacing the W
in the definition of ω j with
. In the remainder of this paper, we will be devoted to convergence analysis of the blockby-block method under the assumptions D
Therefore, it is necessary to relate the smoothness properties of a given function to smoothness properties of its Caputo derivatives.
Remark. By above lemma, for y(t) ∈
These conditions seem to be quite stringent and limit the application of block-by-block method. Notice that there exist such kinds of functions as the most simple one y(t) = t α , which satisfy D
Preliminary lemmas
In our subsequent analysis in Section 4, the following lemmas are needed.
Proof. For k ≥ 2, we have
When 0 < α < 1, it is easy to check that for any k ≥ 2, b j j = 0, 1, · · · is an alternate series with
and |b j | j = 0, 1, · · · monotonically approaches 0. Hence it deduces that the infinity series of the last term of (3.3) converges and 
Note that for α = 0,
and for α = 1,
When n − 1 < α ≤ n for some integer n ≥ 2, it can be checked that for any k ≥ 2, b 0 , · · · , b n−1 are positive, and b j j = n − 1, n, · · · is an alternate series and |b j | j = n − 1, n, · · · monotonically approaches 0. According to the similar analysis dealing with the case 0 < α < 1, we can also obtain for α > 1, the result (3.2) holds. This completes the proof. 
where ω j and ̟ j are defined in Eq. (2.8) .
Proof. Here we prove ω j = j α−1 ; the proof of ̟ j = j α−1 is similar. Without loss of generality, we only need to prove
the other results can be obtained by using the same method. According to the definition of W
After some operations, the right side of (3.8) becomes
where n = 2m + 1 − 2k. This completes the proof.
Lemma 3.3. (Gronwall Inequality)
Let C 1 > 0 independent h > 0, C 2 ≥ 0, and {z n } satisfy the inequality
10)
11)
where E α denotes the Mittag-Leffler function defined as
In particular, when α = 1, the inequality (3.11) results in
The proof of this lemma can be found in [4] .
Convergence analysis
The objective of this section is to analyze the block-by-block method (2.4) or (2.8). First, we derive the error estimate. 
Proof. It is known that the error of quadratic Lagrange interpolating polynomial is
Notice that f (t, y(t)) is three times continuously differentiable, so there exists a constant C such that
Then the truncation error of the first formula of Eq.(2.4) is
Let estimate the integrals on the right-hand side of (4.1):
According to Lemma 3.1, we have
Consequently the order of error is at least 3. The error analysis for Eq.(2.4b) has the same conclusion at the expense of more additional work.
Remark. In fact, instead of using complicated Lemma 3.1, one can obtain Theorem 4.1 from formula (4.1) directly. The reason why we established Lemma 3.1 is that based on the method of proving this lemma, one can explicitly explain why the numerical convergence order often demonstrate as 3 + α with 0 < α ≤ 1 and 4 with α > 1 in many numerical experiments. Actually, when the right hand side function f (t, y(t)) of Eq.(2.1) is three-time continuously differentiable, then the values of f (3) (t, y(t)) do not occur fierce changes on a small interval. Thus the truncation error of formula (2.4) may be approximately represented as
where C 1 is a value of f (3) (t, y(t)) at a certain point and
Using similar method for proving Lemma 3.1, one can know the series Thus we know the reason that some numerical convergence order approach 3 + α with 0 < α ≤ 1 and 4 with α > 1.
Finally, we state the main result of this paper, i.e., the convergence order of the block-by-block method is at least 3. Thus this method can provide enough accuracy in practical computation. 
Proof. According to the mean value theorem, there exists L j holding that
where e j = y(t j ) − y j . In terms of f (t, y) satisfying Lipschitz condition and f y (x, y) ∈ C(Ω), then |L j | ≤ L. Thanks to Lemma 3.2, there exists a constant C satisfying
Note that
and
We then obtain
Set |ε 2i+1 | = |ε 2i+2 | = max{|e 2i+1 |, |e 2i+2 |} for i = 0, 1, · · · , m, and note that |ε 0 | = |e 0 | = 0. For the sufficient small h and any α > 0, there exists a constant C 3 such that
For 0 < α ≤ 1, the inequalities in (4.7) lead to
After further transformation and by Lemma 3.3, we obtain
For α > 1, from (4.7) we get
With a similar treatment for 0 < α ≤ 1, it deduces that
Therefore the block-by-block method (2.8) is convergent with order 3.
Numerical experiments
In this section, we verify the convergence order by numerical experiments. Example 1. Consider the following equations where
with initial condition y(0) = 0 for the case 0 < α ≤ 1 and y(0) = y′(0) = 0 for 1 < α ≤ 2. The exact solution of this equation is given as
Notice that the function y(t) satisfies the Lemma 2.1 and its remark. The comparisons of numerical solution and exact solution for α = 0.5 and α = 1.5 are shown in Fig.1 . For this case, we take stepsize h = 0.05. It can be seen that our numerical results are in excellent agreement with the exact solution. From Tables 1 and 2 , we find that as the stepsize h decreasing, the error is reduced. For α = 0.5, the numerical convergence order is about 3.5; while α = 1.5, the convergence order almost approaches 4. Thus the numerical results are consistent with the theoretical analysis in Section 4. 
subject to the initial conditions y (k) (0) = 0, k = 0, · · · , ⌈α⌉ − 1 with 0 < α < 2. The exact solution is
From Tables 3 and 4 , we know that these numerical results are in good agreement with the theoretical analysis. 
Concluding remarks
A block-by-block method, proposed by Kumar and Agrawal for a class of initial value problems of fractional differential equations with Caputo derivatives, has been rewritten. On this basis, the error estimate and the proof of convergence are given under the assumptions D α * y(t) ∈ C 3 [0, T ] and f y (x, y) ∈ C(Ω). And the convergence order of this scheme is shown to be at least 3. The numerical examples have verified the theoretical results. It is demonstrated that this block-by-block method is an effective and convergent numerical scheme in solving a variety of FDEs.
