We discuss a symplectic counterpart of the theory of stacky fans. First, we define a stacky polytope and construct the symplectic Deligne-Mumford stack associated to the stacky polytope. Then we establish a relation between stacky polytopes and stacky fans: the stack associated to a stacky polytope is equivalent to the stack associated to a stacky fan if the stacky fan corresponds to the stacky polytope.
Introduction
Lerman and Malkin introduced a symplectic structure on a Deligne-Mumford stack. They also define a Hamiltonian group actions on a symplectic DeligneMumford stack [13] . The motivation of their work is based on the following proposal: using stacks is preferable to using ordinary orbifold atlases when we study geometries of orbifolds.
The theory of stacks has been developed by algebraic geometers. Abramovich, Graber and Vistoli [1] constructed an algebraic counterpart of the theory of Chen-Ruan: the orbifold Chow ring and Gromov-Witten theory on a smooth complex Deligne-Mumford stack. Afterwards Borisov, Chen and Smith [3] introduced the concept of stacky fan to construct a toric Deligne-Mumford stack efficiently and compute the orbifold Chow ring of the toric Deligne-Mumford stack in terms of the stacky fan. A stacky fan can be used to study GromovWitten theory and mirror symmetry. (See Iritani [12] for example.)
The aim of this paper is to introduce a stacky polytope as a counterpart of a stacky fan and to establish a relation between stacky polytopes and stacky fans, applying the stack description developed by Lerman and Malkin. Starting with a stacky polytope, we discuss a construction of symplectic Deligne-Mumford stacks. The main theorem says that the Deligne-Mumford stack associated to a stacky polytope ∆ is equivalent to the Deligne-Mumford stack associated to a stacky fan Σ if Σ corresponds to ∆ (Theorem 24). We do not discuss the orbifold cohomology in this paper, but the terminology of stacky polytopes could be useful when we compute orbifold cohomology in a similar way to Borisov-Chen-Smith. (See also Chen-Hu [4] .) This paper is organised as follows. In section 2, we review briefly the theory of stacks and related geometric concepts. In section 3, we discuss symplectic quotients in terms of stacks, using the notion developed by Lerman and Malkin. This construction is well-known for smooth quotients. After that we introduce stacky polytopes and construct the compact symplectic DeligneMumford stack associated to a stacky polytope. Then we discuss stacky polytopes which generate torus quotients. For example we describe explicitly a stacky polytope which generates a weighted projective space. In section 4, we briefly review stacky fans and discuss a relation between stacky polytopes and stacky fans.
Symplectic Deligne-Mumford stacks
In this section, we review briefly the theory of Deligne-Mumford stacks and their differential or symplectic geometry. There are several expository articles of the theory of differentiable stacks: Behrend-Xu [2] , Heinloth [10] and Metzler [16] . As far as possible we follow the notation of Behrend-Xu.
The category of stacks
To deal with stacks, we first have to fix a category equipped with a Grothendieck topology. We will only use the category of smooth manifolds and smooth maps. This category is denoted by Diff and equipped with the Grothendieck topology defined as follows. For a smooth manifold U ∈ Diff a family { f i : U i → U} i of smooth maps to U is said to be a covering family (or just a covering) if each f i is anétale map (i.e. a local diffeomorphism) and i f i (U i ) = U. Then the collections of coverings define a Grothendieck topology on Diff [16, Section 2] .
A category fibred in groupoids (over Diff) is a category X equipped with a functor F X : X → Diff which satisfies the following conditions.
(F1) For each smooth map f : V → U and an object x ∈ X with F X (x) = U, there is an arrow a : y → x in X such that F X (a) = f . The object y is called the pullback of x by f and denoted by f * x or x| V .
(F2) If we have two arrows a : y → x and b : z → x in X , then for any smooth map f :
By the definition, a category fibred in groupoids X has the following properties.
• An object x ∈ X is said to lie over U ∈ Diff if F X (x) = U. An arrow a : y → x is said to lie over U if F X (a) = id U . The subcategory consisting of objects and arrows lying over U is denoted by X (U) and called the fibre of X over U. The subcategory X (U) is a groupoid: a category whose arrows are all invertible.
• Because of the condition (F2), the pullback y in the condition (F1) is almost unique in the following sense: for two pullbacks y and z of x by f there is a unique invertible arrow y → z in X (U).
• For an arrow a : y → x lying over U and a smooth map f : V → U, the condition (F2) guarantees that there is a unique arrow y| V → x| V . This arrow is called the pullback of a by f and denoted by f * a or a|V.
Remark 2.1. In this paper, for any groupoid the source map and the target map are denoted by src and tgt respectively. Namely for an arrow a : y → x, we have src(a) = y and tgt(a) = x.
A category fibred in groupoids X is said to be a stack (over Diff) if X satisfies the glueing conditions [2, Definition 2.4]. (We never use the conditions explicitly.)
The stacks which we mainly deal with in this paper are quotient stacks. If a Lie group G acts on a manifold M, we can define the quotient stack [M/G] as follows. An object of the category [M/G] is a pair of a principal G-bundle π : P → U and a G-equivariant map ε : P → M. Here the latter means ε(p · g) = g −1 · ε(p) for any g ∈ G and p ∈ P. The object is written as a diagram U π ← P ε → M and often abbreviated to P if no confusion arises. An
M is a pair of smooth maps ( f ,f ) such thatf is G-equivariant and the following diagram commutes.
Pullbacks are given as follows. For a smooth map f : V → U and an object
Here f * P = V × U P is the pullback of the G-bundle P to U and ε (v, p) = ε(p). The universality of the (ordinary) pullback guarantees the condition (F2 Remark 2.2. Some authors use the terminology "isomorphic" instead of "equivalent". In this paper we follow the usual terminology of the theory of 2-categories.
A manifold M can naturally be considered as a stack X M as follows: the class of objects consists of smooth maps whose target is M and an arrow from f : U → M and g : V → M is a smooth map a : U → V such that g • a = f . The fibre of X M over U is given by C ∞ (U, M). Note that we consider the set C ∞ (U, M) as a discrete category. Thanks to the Yoneda lemma, the category Diff is fully embedded into the category of stacks. Therefore we identify M with X M .
Definition 4.
A stack is said to be representable if there is a manifold which is equivalent to the stack.
Deligne-Mumford stacks
Note that we can always take a (2-)fibred product in the category of stacks.
Definition 5.
A morphism of stacks p from a manifold X to a stack X is called an atlas (resp.étale atlas) of X if for any morphism of stacks from a manifold Y to X
• the fibred product X × X Y is representable, and
• the projection X × X Y → Y is a surjective submersion (resp. surjective locally diffeomorphism).
If p : X 0 → X is an atlas of a stack X , then the fibred product X 0 × X X 0 is equivalent to a manifold X 1 and there are two surjective submersions src, tgt :
Then X 1 ⇒ X 0 form a Lie groupoid. The Lie groupoid X 1 ⇒ X 0 is said to be associated to the atlas p : X 0 → X . Note that the above diagram is 2-commutative, i.e. there is a map of morphisms from p • src to p • tgt. Definition 6. Let X be a stack having an atlas p : X 0 → X . We say that the stack X is separated if the map
is proper. This definition is independent of the choice of the atlas [2, Section 2.4].
Definition 7.
A stack is said to be differentiable (resp. Deligne-Mumford) if the stack is separated and admits an atlas (resp.étale atlas).
The underlying space of the differentiable stack X is the topological space |X | = X 0 /∼, where x ∼ y for x, y ∈ X 0 if there is a ∈ X 1 such that src(a) = x and tgt(a) = y. The topology of the underlying space is well-defined. A differentiable stack is said to be compact if its underlying space is compact.
Each quotient stack has an atlas. For a G-action on M, the natural projection is a morphism p : 
Differential forms over a differentiable stack
A (global) differential form over a differentiable stack is defined as a global section of the sheaf of differential forms. A presheaf is usually defined as a contravariant functor and a sheaf can be defined over a category equipped with a Grothendieck topology. The Grothendieck topology on a stack X can be induced by the Grothendieck topology of Diff. Moreover for a sheaf over a differentiable stack X , we can define the set of global sections. Details can be found in Behrend-Xu [2] and Metzler [16] .
We define the sheaf Ω k X of smooth k-forms on a differentiable stack X as follows. For an object x ∈ X lying over U, put Ω k
is the groupoid associated to an atlas p : X 0 → X , then the set of global sections of Ω k X is given by
Example 9. Suppose that a manifold M is equipped with a smooth proper action of a Lie group G. Then the set of global k-forms on the quotient stack [M/G] is given by
Here ι is the interior multiplication, g is the Lie algebra of the Lie group G and ξ M is
Vector fields and symplectic forms over a Deligne-Mumford stack
Let p : X 0 → X be an atlas and X 1 ⇒ X 0 the groupoids associated to the atlas. We define the groupoid of vector fields Vect(X 1 ⇒ X 0 ) over X 1 ⇒ X 0 as follows. Note that we have the Lie groupoid TX 1 ⇒ TX 0 whose structure maps are defined by derivatives of the structure maps of X 1 ⇒ X 0 . The projections define a smooth functor π from TX 1 ⇒ TX 0 to X 1 ⇒ X 0 . The set of objects Vect(X 1 ⇒ X 0 ) consists of smooth functors v from X 1 ⇒ X 0 to TX 1 ⇒ TX 0 satisfying that the composition π • v is equal to the identity functor. An arrow v → v is a natural isomorphism α : v → v satisfying that the horizontal composition id π * α is equal to the identity transformation of the identity functor for X 1 ⇒ X 0 .
Theorem 10 (Hepworth [11, Theorem 3.13] ). The groupoid Vect(X 1 ⇒ X 0 ) is independent of the choice of the atlas up to category equivalences.
The vector space of the equivalence classes for the groupoid Vect(X 1 ⇒ X 0 ) is denoted by Vect(X ) and called the space of vector fields over X .
Theorem 11 (Lerman-Malkin [13, Proposition 2.9])
. Let X be a stack with an atlas p : X 0 → X and X 1 ⇒ X the groupoid associated to the atlas. If X is DeligneMumford, then Vect(X ) is given by the following quotient vector space:
Here V is the vector space consisting of pairs
Following Lerman-Malkin [13] , we introduce a symplectic form on a DeligneMumford stack as follows. Let X be a Deligne-Mumford stack with an atlas p : X 0 → X . A vector field over X can be represented by an equivalence class v = [v 1 , v 0 ] of pair of vector fields as above. The interior multiplication ι(v) is defined by
Here ω is represented as a 2-form on X 0 .
Remark 2.3. Lerman and Malkin describe a differential form over X as a pair of differential forms (ω 1 , ω 0 ) such that ω 1 = src * ω 0 = tgt * ω 0 [13] . We omit ω 1 , because it is redundant.
A 2-form ω on X is said to be nondegenerate if the map
is a linear isomorphism. This is equivalent to the condition that ker ω = A.
Here A is the Lie algebroid of the groupoid associated to the atlas p : 
A symplectic quotient as a stack
In this subsection we discuss a construction of symplectic quotients in terms of stacks. This is well-known as construction of symplectic orbifolds.
Remark 3.1. Lerman and Malkin construct symplectic Deligne-Mumford stacks in a different way to our construction [13] . But we stick with the standard construction because it is useful when we find a stacky polytope for a given symplectic quotient in Subsection 3.3.
Here i = √ −1. The action is Hamiltonian with respect to the standard symplectic structure on C d . A moment map of the action is given by
Here "∨" means taking the dual space and e 1 , . . . , e d are the dual basis of the standard basis e 1 , . . . , e d of R d . Let G be a compact Lie group whose adjoint representation is trivial. It is easy to see that the identity component G 0 of G is a compact torus. Given a homomorphism ρ : G → T d , we define the smooth action of G on C d through the homomorphism. Let ρ ∨ : (R d ) ∨ → g ∨ be the induced linear map, where g is the Lie algebra of G. If we put w α = ρ ∨ (e α ), then a moment map of the G-action is given by
2)
The elements w 1 , . . . , w d are called weights.
Since the moment map is G-equivariant, for τ ∈ g ∨ the level set µ −1 (τ) is closed under the continuous action of G. If τ is a regular value of µ, the level set µ −1 (τ) is a smooth manifold. Moreover it follows from the next lemma that the G-action on µ −1 (τ) is locally free.
Lemma 12.
For τ ∈ g ∨ , τ is a regular value of µ if and only if for z ∈ µ −1 (τ) and
Proof. A covector τ ∈ g ∨ is a regular value of µ if and only if for any z ∈ µ −1 (τ) the derivative dµ(z) :
we can conclude the lemma.
If τ ∈ g ∨ is a regular value of µ and µ −1 (τ) is not empty, then the G-action on the level manifold µ −1 (τ) is proper and locally free. Therefore the quotient stack
The restriction ω of the standard symplectic form ω 0 on C d to the level manifold µ −1 (τ) is G-invariant. Since ker ω coincides with the Lie algebroid of the action groupoid
The moment map µ : C d → g ∨ is often assumed to be proper because this assumption guarantees that the symplectic quotient is compact. 
This subsection can be summarised as the following theorem.
• a compact Lie group G whose adjoint representation is trivial,
• a homomorphism ρ : G → T d of Lie groups, and
• a regular value τ ∈ g ∨ of the moment map (3.2).
We assume that the triple satisfies the following conditions.
1. The level set µ −1 (τ) is nonempty.
The moment map
µ : C d → g ∨ is proper. Then the quotient stack C d / / τ G = [µ −1 (τ)/G] is a compact symplectic Deligne- Mumford stack.
A stacky polytope
In this subsection we define a stacky polytope and construct a symplectic DeligneMumford stack from a stacky polytope. The second condition implies that the polytope ∆ is rational and can be described as
for some c α ∈ R (α = 1, . . . , d).
We construct the symplectic Deligne-Mumford stack X ∆ associated to a stacky polytope ∆ = (N, ∆, β) as follows. First we construct a homomorphism of Z-modules β DG : (Z d ) ∨ → DG(β) in the same way to Borisov et al. [3] . Remark 3.2. In Borisov-Chen-Smith [3] , the homomorphism (Z d ) ∨ → DG(β) is denoted by β ∨ instead of β DG . In this paper " ∨ " always means "dual" in the usual sense. Therefore β ∨ is the induced homomorphism
Take a projective resolution of N, i.e. an exact sequence of Z-modules
with all the F i 's free over Z. We also take a projective resolution of Z d 
Then the mapping cone naturally fits into a short exact sequence of chain complexes:
where E[1] is the chain complex whose i-th term is E i+1 . The dual sequence
is a short exact sequence of cochain complexes. It induces a long exact sequence that contains the following part:
Note that the finiteness of coker(β) makes β ∨ injective. Denote H 1 Cone(β) ∨ by DG(β) and define β DG : (Z d ) ∨ → DG(β) as the second homomorphism in the above sequence. Both DG(β) and β DG are well-defined up to natural isomorphism [3] . To construct the stack X ∆ as a symplectic quotient, we give a triple (G, ρ, τ) satisfying the assumptions of Theorem 14.
Since N ∨ is naturally isomorphic to Λ ∨ , the following exact sequence forms part of the exact sequence (3.4):
Since the torus T is injective as a Z-module, the functor Hom Z (−, T) is exact. Applying the functor to the sequence (3.5), we obtain the exact sequence of Lie groups:
where G = Hom Z DG(β), T and T = Hom Z Λ ∨ , T . Note that we can identify
The homomorphisms ρ and σ are induced by β DG and β ∨ respectively. Since DG(β) is an finitely generated Z-module, G is a compact abelian Lie group. As Section 3.1, the group G acts on C d with a moment map µ given by (3.2). Proof. By Lemma 13, it suffices to show that
The first condition is equivalent that
Since ∆ is nonempty and compact, so is ∆ τ .
Applying Proposition 14 to the triple (G, ρ, τ), we finally obtain a compact symplectic Deligne-Mumford stack C d / / τ G. By Theorem 14, we obtain the symplectic quotient C d / / τ G associated to the above triple (G, ρ, τ) . We call the symplectic quotient the symplectic DeligneMumford stack X ∆ associated to the stacky polytope ∆. 
The stacky polytope of a torus quotient
Given a symplectic Deligne-Mumford stack X (with abelian stabilizer groups) it is natural to ask whether there is a stacky polytope ∆ such that X ∆ is equivalent to X . In this section we give a partial solution to this question: If G is a torus and X is the symplectic Deligne-Mumford stack X associated to a triple (G, ρ, τ) satisfying the assumptions in Theorem 14, then we can find a stacky polytope ∆ in such a way that the associated stack X ∆ is equivalent to X . Define Z G by ker(exp : Lie(G) → G). Then the homomorphism ρ induces a monomorphism of Z-modulesρ : Z G → Z d and we have a short exact sequence
where N is the cokernel ofρ and β : Z d → N is the natural quotient homomorphism. The image Λ of N in the vector space t = N ⊗ R is a lattice of t and the torus T = t/Λ can be naturally identified with the quotient torus T d /ρ(G). The composition map of β and the natural projection N → Λ gives rise to a homomorphism of tori σ :
We may take a homomorphism s : T → T d satisfying σ • s = id T . Consider the following map:
Here c 1 , . . . , c d are real numbers satisfying ∑ α c α w α = τ. The image of the map is a convex polytope
where n α = β(e α ) andn α is the image of n α via the natural projection N → Λ.
Lemma 19. The triple ∆ = (N, ∆, β) is a stacky polytope.
Proof. The conditions in Definition 15 are obviously satisfied except the simplicity of ∆. For I ⊂ {1, . . . , d} we define a subset ∆ I of ∆ by
Each face of ∆ can be described as ∆ I for some I. According to CieliebakSalamon [5, Lemma E.1], the set ∆ I is empty or has codimension |I| in t ∨ . Note
If ∆ J is a nonempty facet containing the vertex ∆ I , then J ⊂ I. Because |J| = codim ∆ J = 1, J = {j} for some j ∈ I. On the other hand, for any j ∈ I, the set ∆ {j} is a nonempty facet containing the vertex ∆ I . The above discussion implies that the number of nonempty facets containing the vertex ∆ I is equal to |I|. Since |I| = codim ∆ I = dim t ∨ , the convex polytope ∆ is simple.
Theorem 20. The symplectic Deligne-Mumford stack X ∆ associated to the stacky polytope ∆ is equivalent to C d / / τ G.
Proof. Note that the short exact sequence (3.7) gives a projective resolution of the Z-module N. The dual of the mapping cone is given by
Here the differential d is explicitly given by
Under this identification, the abelian Lie group Hom Z (DG(β), T) is the torus G and the homomorphism Hom Z (DG(β), T) → T d induced by β DG in the exact sequence (3.5) is the same as the homomorphism ρ : G → T d . Therefore X ∆ and C d / / τ G are both defined by the same data (G, ρ, τ).
Example 21. Let w = (w 1 , . . . , w d ) be a d-tuple of positive integers. The weighted projective space P(w) of weight w is defined as follows. Consider the homomorphism
The following map gives a moment map of the action:
Here we identify Lie(T) ∨ = R ∨ with R via the dot product on R. The triple (T, ρ, π) satisfies the assumptions of Theorem 14. The symplectic Deligne-Mumford stack C d / / π T defined by the data (T, ρ, π) is called the weighted projective space P(w). A stacky polytope (N, ∆, β) giving P(w) consists of the following data
• A convex polytope
• The natural projection β :
Here 
Stacky polytopes versus stacky fans
We discuss the relation between stacky polytopes and stacky fans in this section. First we review briefly the Deligne-Mumford stack X Σ associated to a stacky fan Σ which is introduced by Borisov et al. [3] . Their construction is an extension of the quotient construction of Cox [6] . Next we assign a stacky fan Σ to a stacky polytope ∆ and establish an equivalence between X Σ and X ∆ . See Cox [7] for terminology used in the theory of toric varieties.
Definition 22. Consider a triple (N, Σ, β) of
• a finitely generated Z-module N of rank r,
• a fan Σ with d rays ρ 1 , . . . , ρ d in t = N ⊗ Z R, and
We call the triple (N, Σ, β) a stacky fan if the following conditions are satisfied.
1. The fan Σ is simplicial, that is, the minimal generators of every cone σ ∈ Σ are linearly independent in t.
2. We denote byn α (α = 1, . . . , d) the image of n α = β(e α ) through the natural map N → t. Thenn α generates the ray ρ α of Σ. 
Let T C be the complex torus C/Z. Applying the exact functor Hom Z (−, T C ) to the exact sequence (3.5), we have
C naturally acts on Z Σ . Therefore the group G C also acts on Z Σ through the homomorphism ρ C : G C → T d C . Let X Σ be the quotient stack Z Σ /G C . Remark 4.1. The stack X Σ is usually considered as a stack over the category of schemes [3] . Since Z Σ is an open subset of C d with respect to the usual topology and the G C -action on Z Σ is smooth, we consider X Σ as a stack over Diff.
Proposition 23 ). For each stacky fan Σ = (N, Σ, β) , the quotient stack X Σ is a Deligne-Mumford stack. The underlying space of X Σ is the toric variety determined by the fan Σ. The stack X Σ is called the toric Deligne-Mumford stack associated to the stacky fan Σ.
We can associate a rational fan Σ ⊂ t to each simple rational polytope ∆ ⊂ t ∨ [7] : each face F of ∆ corresponds to the cone σ F generated byn α 's with F α ⊃ F. Then the set Σ ∆ = σ F F is a face of ∆ is a simplicial fan. Using this correspondence, we can associate the stacky fan Σ ∆ = (N, Σ ∆ , β) to a stacky polytope ∆ = (N, ∆, β).
Theorem 24. Let ∆ be a stacky polytope and Σ the stacky fan Σ ∆ defined by ∆ as above. Then X ∆ and X Σ are equivalent as stacks over Diff.
First of all, we note that the natural embedding T → T C induces the commutative diagram
C are both embeddings. Lemma 25. Regarding G as a subgroup of G C via the above embedding, we have
Proof. Let D tor be the torsion submodule of the finitely generated Z-module DG(β) and
. Because the abelian group Hom Z (D tor , T) is finite, the Lie algebra of Hom Z (D free , T) is g. We also have Proof. Since zσ F = ∏ α:ρ α ⊂σ z α , the monomial zσ F is not zero if and only if for all α, ρ α ⊂ σ F implies z α = 0. Because of the definition of σ F , this is equivalent to the statement that for all α, α ∈ I(z) implies F ⊂ F α .
Consider the family F τ = I(z) z ∈ µ −1 (τ) . Using the function (3.1), we have
We denote by ∆ τ the above set. Then I ∈ F τ if and only if there is s ∈ ∆ τ such that I = {α | s α = 0}.
Lemma 27. The space
Proof. For a set I ⊂ {1, . . . , d}, define O I = z ∈ C d z α = 0 if and only if α ∈ I . According to Guillemin-Ginzburg-Karshon [9, Theorem 5.18], we have
Therefore it suffices to show that
Suppose z ∈ O I for some I ∈ F ∆ . Then there exists s ∈ ∆ τ such that s α = 0 if and only if α ∈ I(z). Since s ∈ F = α∈I(z) F α , F is a nonempty face of ∆. Lemma 26 says that zσ F = 0. Thus z ∈ Z Σ .
Conversely suppose z ∈ Z Σ . Then there exists a face F of ∆ such that zσ F = 0. Lemma 26 says that F ⊂ α∈I(z) F α . Since α∈I(z) F α is not empty, we have I(z) ∈ F ∆ and z ∈ O I(z) .
Lemma 28. If both z ∈ µ −1 (τ) and u · z ∈ µ −1 (τ) hold for z ∈ µ −1 (τ) and u ∈ G C , then u ∈ G.
Proof. Lemma 25 says that there are ξ ∈ g and g ∈ G with u = g exp(iξ). Supposing g exp(iξ) · z ∈ µ −1 (τ), we show that ξ = 0.
The infinitesimal action of ξ at z = (z 1 , . . . , z d ) ∈ C d is given by
2), the infinitesimal action ξ C d is the same as J grad µ, ξ , where J is the complex structure on C d and grad µ, ξ is the gradient vector field of µ, ξ with respect to the standard Riemannian metric on C d . Consider the smooth curve c in C d defined by
The velocity vector field of the curve is given bẏ
Thus the curve c is an integral curve of grad µ, ξ and µ(c(λ)), ξ is a nondecreasing function in λ. Since both c(0) = g · z and c(1) = u · z belong to
Since the G-action is locally free, we can conclude that ξ = 0.
Lemma 29. The map
Here the G C -action on g × µ −1 (τ) is defined by
Proof. According to Lemma 27, the map ϕ is well-defined and surjective. Since G ∩ exp(ig) = {1l}, Lemma 28 implies that ϕ is injective. It is trivial that the map ϕ is exp(ig)-equivariant. Therefore it suffices to see that the derivative dϕ(ξ, z) is bijective for any (ξ, z) ∈ g × µ −1 (τ). Therefore dϕ(ξ, z) is bijective.
Under the diffeomorphism ϕ : g × µ −1 (τ) → Z Σ , define the G-equivariant map ψ : Z Σ → µ −1 (τ) as the second projection map.
Proof of Theorem 24. We define a morphism of stacks Φ : X ∆ → X Σ as follows. For an object U π ←− P ε −→ µ −1 (τ) of X ∆ over a manifold U, the morphism Φ assigns to it the object
/ / Z Σ of X Σ , where Φ ε : P × µ −1 (τ) Z Σ → Z Σ is defined by the fibred square
and Φ π sends (p, z) to π(p). A free right action of G C on P × µ −1 (τ) Z Σ is defined by
where ν : G C = G × exp(ig) → G is the first projection. Then Φ π is a principal G C -bundle. Let ( f ,f ) : P → P be an arrow from P to P in X ∆ . We assign to Φ( f ,f ) the map P × µ −1 (τ) Z Σ → P × µ −1 (τ) Z Σ sending (p, z) → (f (p), z).
It suffices to see that Φ is a monomorphism and an epimorphism [2, Proposition 2.1].
First we show that the Φ is a monomorphism. Suppose that we have two objects P and P of X ∆ over U and an arrow β from Φ(P) to Φ(P ). The arrow β is a G C -equivariant diffeomorphism which makes the following diagram commute.
We must to show that there exists uniquely a G-equivariant diffeomorphism α from P to P . Since ψ : Z Σ → µ −1 (τ) is a (trivial) principal exp(ig)-bundle, so are P × µ −1 (τ) Z Σ → P and P × µ −1 (τ) Z Σ → P . Therefore the G C -equivariant diffeomorphism β induces a G-equivariant diffeomorphism α : P → P . Then β is a bundle map over α: Therefore β = Φ α . The arrow α is unique because β must be a bundle map over α.
Next we show that the Φ is an epimorphism. Suppose we have an object P of X Σ over a manifold U. Putting P = P exp(ig), we obtain a commutative diagram:
Then P is an object of X ∆ over U such that Φ(P) = P.
