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i 
Abstract 
The purpose of this research is to understand why so many students find learning to 
program difficult.  I studied novice computer programmers in (close to) their natural 
environment at university.  This research provides evidence that the development 
of programming skills can be described using the neo-Piagetian cognitive 
development framework.  While others have used classical Piagetian theory to talk 
about learning to program, the neo-Piagetian framework has not previously been 
used empirically to study programming behaviour.  Understanding how novices 
develop programming skills will enable educators to better assist those who 
struggle to learn programming.  As neo-Piagetian theory is not age-specific, this 
research informs not only tertiary pedagogy, but teaching and learning of computer 
programming in any setting. 
A longitudinal study which forms part of this thesis shows that the development of 
programming skills is sequential and cumulative.  Novice programmers pass through 
at least three stages: sensorimotor, preoperational and concrete operational.  An 
overlapping waves model of development was adopted to explain concurrent 
manifestation of two of those stages.  The most mature stage, formal operational, 
was not considered in depth in this thesis.   
I completed both qualitative and quantitative data analysis.  The qualitative data 
was from novice programmers thinking aloud as they completed programming 
exercises.  The quantitative data was collected from in-class testing of entire 
cohorts of introductory programming students.  An analysis of this triangulated data 
has identified the behaviours of sensorimotor and preoperational novices in 
contrast to the more mature concrete operational novices.   
It was found that sensorimotor and preoperational reasoning behaviours are 
evident in novices very early in semester.  Further, even by the end of that first 
semester, many students had not yet reached the concrete operational stage.   
ii 
This research explains why some students have a hard time learning to program.  It 
is not because they are not smart enough; not because they do not have a "geek 
gene"; and not because programming is an intrinsically difficult subject.  
Programming competence requires abstract reasoning skills, and learning to 
program is about the sequential and cumulative development of those abstract 
reasoning skills in an unfamiliar domain.  This thesis identifies the manifestations of 
each of the early stages of development in the programming domain.  That 
information will enable educators to (a) identify the developmental stage of their 
students, (b) provide stage-appropriate learning resources and (c) assist students in 
transitioning to the next more mature stage of reasoning. 
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Glossary 
 
Term Explanation / Definition 
break in 
speech 
Space between utterances of up to three seconds.  Not considered to be a 
contemplative break as it fits within an individual's normal speech pattern. 
C# Object oriented programming language developed by Microsoft as part of the 
Microsoft .NET framework.  http://msdn.microsoft.com/en-
us/vcsharp/default.aspx.  QUT Level 2  students used the IDE, Visual Studio to 
development programs in C#.  
http://www.microsoft.com/australia/msdn/vs2005/default.mspx?WT.srch=1 
CS Computer Science 
décalage French term meaning a shift, gap or discrepancy ("décalage" 2003), or 
developmental unevenness (Fischer and Farrar 1988). 
extended 
pause 
Space between utterances of 10 seconds or more.  Considered to be indicative of 
failure to think aloud or difficulty with cognitive processing and therefore requiring 
prompt to "keep talking". 
IC Participant A student who took part in an in-class test. 
INB104 The QUT unit code for the Level 1 unit, "Building IT Systems". 
INB270 The QUT unit code for the Level 2 undergraduate unit, "Programming".  NB: The 
content and assessment for this unit and INN270 were exactly the same. 
in-class test A written programming test carried out in a lecture. 
INN270 The QUT unit code for the Level 2 postgraduate unit, "Programming". NB: The 
content and assessment for this unit and INB270 were exactly the same. 
Interviewer The person who conducted the think aloud studies (the author). 
IT Information Technology 
Level 1 Unit This is a reference to the first introductory programming unit offered by QUT – 
"Building IT Systems".  See "INB104".  See Section 4.7.1.1. 
Level 2 Unit This is a reference to the second introductory programming unit offered at QUT – 
"Programming".  See "INB270" and "INN270".   See Section 4.7.1.2 
notional 
machine 
"…idealized, conceptual computer whose properties are implied by the constructs 
in the programming language employed" (du Boulay, O'Shea et al. 1981). 
operation A mental representation of action (Huber 1988 p. 160). 
pause Space between utterances of more than three seconds.  Considered to be a 
contemplative break, indicative of shift in processing of cognitive structures. 
PG A post graduate student. 
Python Object oriented programming and scripting language which also supports the 
functional paradigm.  This language was used with the Interactive Development 
Environment (IDE) "IDLE", in the Level 1 programming unit at QUT 
http://www.python.org/. 
QUT Queensland University of Technology, Brisbane, Queensland, Australia 
schemata Existing mental structures. 
semester A teaching period of approximately 13 weeks.   
QUT runs three teaching periods  per year: 
Semester 1 = February to June  
xxi 
Term Explanation / Definition 
Semester 2 = July to November 
Summer Semester = November to February 
structure Organisational property of intelligence (Flavell and Piaget 1963 p. 17). 
TA Participant A student who took part in think aloud studies. 
think aloud An unstructured verbalisation of thought processes. 
transcript A document containing a word processed transcription of an audio recording. 
triangulation (Methods) triangulation is the process of checking on the validity of a set of findings 
from one method by comparing it with findings from another method. 
UG An undergraduate student. 
Unit A course of study (a subject), normally conducted over one semester.   
UTS University of Technology, Sydney, New South Wales, Australia. 
Table 0.1.1: Glossary of Terms 
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Conventions used throughout this thesis include the following: 
Term Usage 
"him", "he" When generically referring to a learner, student, TA Participant or IC 
Participant 
"her", "she" When generically referring to an Interviewer. 
"I", "me", "my" When referring to the PhD Candidate. 
"we", "our", "us" When referring to the PhD Candidate and collaborators. 
"this research project" Refers to the research work undertaken by the PhD Candidate which 
forms part of the requirements of the Degree of Doctor of Philosophy. 
"students" University students undertaking programming studies. 
Table 0.1.2: Conventions 
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Prior to commencement of my candidature, I became a member of this multi-
institutional collaborative research group which was funded by the Australian 
Learning & Teaching Council (ALTC, formerly the Carrick Institute, now the Office of 
Learning and Teaching (OLT)).  The project was entitled "Teaching Novice Computer 
Programmers: Bringing the Scholarly Approach to Australia" (Lister and Edwards 
2010).   
BRACElet tested the issues in the computing education literature concerning novice 
programmers.  Its principal foci were  (1) to study existing ways of assessing novice 
programmers, to determine exactly what those ways are assessing, and (2) to 
develop new and more valid ways of assessing novice programmers (Lister and 
Edwards 2010).   
During the BRACElet project members from the 12 participating institutions 
developed and disseminated assessment strategies for novice programmers which 
were consistent with results from computer education research.  Aggregate data 
from the in-class tests conducted at QUT was used in the BRACElet research group.  
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Australian universities to further the research into novice programmers (Lister, 
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Programming".   
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element of my PhD research which allows me to compare the behaviour of 
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This thesis is presented in the format of scholarly papers published during the 
period of my candidature, according to QUT regulations set out in its Manual of 
Policies and Procedures (MOPP, see QUT 2014a).  The papers included in this thesis 
by publication form a research narrative which is summarised in Chapter 5.  Each 
paper then forms a separate chapter of this thesis, inserted in its published format. 
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Chapter 1. Introduction 
This chapter provides an overview of the motivation for this research project and 
my epistemological and theoretical perspectives.  The chapter concludes with the 
research questions to be addressed in this thesis. 
1.1 Motivation 
Why do so many students find programming difficult to learn?  
It is well documented that many students struggle to learn to program.  Historically 
at the Queensland University of Technology (QUT), the introductory programming 
unit offered as part of its Information Technology (IT) courses consistently had the 
worst failure rate of any first semester, first year IT unit (Corney, Teague et al. 
2010).  This was by no means peculiar to QUT, with high failure rates also reported 
at other universities (Woszczynski, Haddad et al. 2005, Bennedsen and Caspersen 
2007, Caspersen 2007, Lang, McKay et al. 2007, Gomes and Mendes 2010). 
In all parts of the world, programming students have performed much more poorly 
than their instructors expected, by failing basic programming tasks after completing 
introductory programming courses (McCracken, Almstrum et al. 2001).  Empirical 
data shows that students have a fragile grasp on basic programming principles and 
a demonstrated inability to trace and reason about code (Lister, Adams et al. 2004).  
As technology, curriculum, languages and student cohorts changed over the years, 
students' performance are tending to be closer to teacher expectations, but "… we 
cannot rule out … that teachers … are familiar with previous studies reported on 
students' behavior, and have colored their expectations accordingly" (Utting, 
Bouvier et al. 2013). 
Debate has ensued for many years about how to best teach programming (Bruce 
and McMahon 2002, Gonzalez 2006, Schulte and Bennedsen 2006) including the 
choice of language and programming paradigm as well as the order and depth of 
programming concepts and overall course complexity.  Universities have often 
tended to make adjustments to one or a number of these choices, but academics 
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generally remain unsatisfied with the programming ability of students at the end of 
the first semester.  In their replication of Bennedsen and Caspersen's (2007) 
quantitative analysis of worldwide failure rates in programming, Watson and Li 
(2014) found that an average failure rate of around 33% has been maintained over 
time (1979 – 2013), with choice of programming language and paradigm having 
little or no effect. 
Given Watson and Li's results for failure rates over time, it raises the question: Is 
everyone capable of learning to program?  Debate has ensued about the existence 
of a "geek gene" (Ahadi and Lister 2013, Guzdial 2014) as an explanation for why 
some students, but not others, succeed in programming courses.  However, others 
(for example Dweck 2008, Cutts, Cutts et al. 2010) are clearly of the view that 
affective issues and "mindset" can be a huge influence on success in challenging 
domains.  The computer science community still seems to be divided on this issue 
(Vivian, Falkner et al. 2014). 
Attempts to explain the difficulties of learning to program can be broadly divided 
into two approaches: constructivist and non-constructivist which are discussed in 
the next two sections.   
1.1.1 Non-constructivist Perspectives 
Non-constructivist theories include the Learning Edge Momentum (LEM) effect 
(Robins 2010) which focuses on the curriculum content and the nature of computer 
science itself.  LEM theory suggests that the likelihood of learning a programming 
concept is greatly improved if a closely related concept is already understood.  
Equally, when a concept is not yet mastered, it makes learning a closely related 
concept harder.   
Other theories abound which have centred on the student in order to predict the 
likelihood of success in programming.  Positive correlations were found between 
ability to learn programming and such things as success in high school math, self-
esteem, previous experience, knowledge organisation, comfort level, negative 
correlations with game playing and attribution to luck (Wilson and Shrock 2001, 
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Wilson 2002, Bennedsen and Caspersen 2005, Wiedenbeck 2005, Bergin and Reilly 
2006). 
Despite all the research work in this area, there are still no very compelling answers 
to the question "Why do so many students find programming difficult to learn?". No 
single predictor of success, or linear combination of success factors, has yet been 
identified that achieves a high degree of accuracy. While it is possible that such a 
predictor may eventually be found, the existing lack of success leaves open the 
possibility that success in learning to program may not be due to innate talent, or 
prior experience. 
1.1.2 Constructivist Perspectives 
I prefer to take a constructivist view of learning to program.  Constructivist theory is 
based on the premise that learning does not happen in a vacuum.  The learner 
builds upon his previous experiences and existing perspectives which influence the 
way he interprets new information.  He engages in a learning activity by integrating 
that new information into his existing schema, building knowledge and skills based 
on prior knowledge and experience rather than just passively absorbing what is 
presented to him.  Piaget (1952) and Vygotsky (1986) are credited with establishing 
this theory.  Ben-Ari (1998, p. 258), described constructivism as acquiring 
knowledge recursively, where "sensory data is combined with existing knowledge to 
create new cognitive structures, which are in turn the basis for further construction.  
Knowledge is also created cognitively by reflecting on existing knowledge".   
Constructivism is often used interchangeably with constructionism but Crotty (1998, 
p. 58) makes a distinction between the two terms.  Constructivism is about each 
individual constructing knowledge about reality (where each such experience is 
unique, potentially valid and worthy of respect), while constructionism 
encompasses the collective generation of such meaning influenced by our culture 
and society (Crotty 1998, p. 58). 
Constructivist theory dictates that we learn by building on existing knowledge.  
Therefore, what we already "know" is important — whether that be well conceived 
notions or misconceptions (Smith, di Sessa et al. 1993).  What a person already 
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knows will dictate how they cope with new material – whether his existing mental 
structures are a primitive version of the accurate, more mature structures of an 
expert, or in need of a little re-crafting in order to build in the right direction from a 
solid foundation.  "Misconceptions are faulty extensions of productive prior 
knowledge" (Smith, di Sessa et al. 1993, p. 152). In other words, misconceptions are 
part of, not (just) a hindrance or resistance to, conceptual growth because they are 
a necessary legacy of interpreting new information in the context of what is already 
known.  
Constructivism can be further broken up into two broad paths, social constructivism 
and cognitive constructivism, which are discussed below. 
1.1.2.1. Social Constructivism 
Social constructivism is one path, where Vygotsky (1978, p. 86) describes a "zone of 
proximal development" which differentiates what a learner can achieve by 
themselves and what they can potentially achieve with the collaboration of peers or 
under adult guidance.  Vygotsky's perspective on constructivism is concerned with 
cultural and social contexts playing a fundamental role in cognitive development, 
more so than Piaget who is described in the next section.   
1.1.2.2. Cognitive Constructivism 
The other path is cognitive constructivism which is based on the work of Jean Piaget 
(Piaget and Goretta 1977).  In contrast to Vygotsky's social constructivism theory 
which is based on the premise that development lags behind the learning process 
(Vygotsky 1978, p. 90), Piaget believed that we interpret the world through mental 
schemas, and it is only when these schemas change qualitatively (i.e., the process of 
cognitive development) that a person can learn.  In other words, Piaget's theory is 
that development is a precondition of learning (Vygotsky 1978, p. 80), and his work 
focused on the individual, rather than any social-cultural influences on cognitive 
development. 
Piaget's cognitive constructivism focuses on intellectual growth through age-related 
development.  Piaget describes a set of sequential and cumulative developmental 
stages through which children pass before they reach cognitive maturity and are 
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able to reason at an abstract level.  Neo-Piagetian theorists believe that Piaget's 
stages can be associated with skills development in a particular domain, rather than 
being age related.  (I elaborate on the differences between Piagetian and neo-
Piagetian theory in Chapter 2.)  Lister (2011) first proposed that we can see 
evidence of neo-Piagetian stage-related behaviour in novice programmers.  It has 
been hypothesised (Lister 2011) that programming students exhibit characteristics 
at each of the sensorimotor, preoperational, concrete and formal levels described in 
neo-Piagetian theory.  If so, this would explain why some novice programmers' 
struggle with programming, because neo-Piagetian theory considers adequate 
exposure to the domain of knowledge as paramount to the progression to the next 
more complex level of abstract reasoning.  Furthermore, everybody progresses 
through the stages at their own rate.  So by virtue of current teaching practices 
which often aim to "teach to the middle" of the class, students who develop slowly 
through the early stages are left behind. 
I adopt the cognitive constructivist position to explore the question "Why do so 
many students find programming difficult to learn?"  Thus, my original question can 
be re-expressed as: 
Is there empirical evidence to support Lister's conjecture of a connection between 
neo-Piagetian theory and programming? 
1.2 Research Questions 
In order to operationalise the above question, I decompose it into the following 
research questions:  
RQ1. When is it that students start to struggle with learning programming?  
RQ2. Are the behaviours that manifest in students who struggle to learn 
programming compatible with the neo-Piagetian framework?  If so, what 
are the manifestations of each neo-Piagetian stage observed in novice 
programmers?  
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RQ3. Is there evidence that over time students tend to exhibit characteristics of 
each of the neo-Piagetian stages in order from least to most mature? 
1.3 Research Design 
This PhD research project takes a mixed methods approach and involves students 
enrolled in university introductory programming units.  The predominant qualitative 
element consists of verbal protocols taken from individual students completing 
programming tasks while thinking aloud.  Quantitative data was collected from 
written programming tasks completed by whole cohorts of students under near-
exam conditions. 
1.4 Thesis Structure 
This thesis by publication includes ten peer-reviewed papers which have been 
published at a variety of Australasian and International conferences.  The remainder 
of the thesis is organised as follows: 
 Chapter 2: BACKGROUND 
 This chapter provides information about Piagetian cognitive 
development theory and the more contemporary neo-Piagetian 
theory which is used in this thesis to analyse the reasoning 
behaviours of novice programmers.   
Chapter 3: LITERATURE REVIEW 
The focus of this chapter is a review of previous research which has 
involved novice programmers.  Focus is drawn to how conceptual 
issues associated with learning to program fit into the neo-Piagetian 
theoretical framework.  The chapter also includes a discussion on 
peripheral theories and data collection methods. 
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 Chapter 4: METHOD 
 This chapter is a detailed account of the quantitative and qualitative 
data collection methods adopted in my research project, together 
with justification for using those methods. 
 RESULTS CHAPTERS 
  Chapter 5: Results Overview 
 This chapter draws together the story produced by the ten 
publications included in this thesis.  A commentary is given 
which describes how one or more of the papers address 
each research question.  The chapter concludes with a 
diagrammatic linkage between each research question and 
each of the published papers. 
  Chapter 6 to Chapter 15 inclusive 
 Each of these chapters includes one of the published papers 
which, combined, form this thesis by publication.  Each 
chapter is preceded by a reiteration of the storyline and 
research question addressed.   
 Chapter 16: DISCUSSION AND CONCLUSION 
 This chapter summarises how each of the research questions have 
been addressed, together with the significance, contribution and 
limitations of the research.  The chapter concludes with proposals for 
further work. 
1.5 Significance and Contributions 
The contribution of my PhD research lies in the use of the neo-Piagetian framework 
to analyse novice computer programmers' reasoning ability from verbal protocols.  
Many studies have been made of novice programmers in the past, some including 
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Figure 1.1: Contribution to Knowledge 
 
 
 
Neo-Piagetian Theory 
(previously:  Lister (2011),  
Falkner, Vivian et al. (2013),  
Szabo and Falkner (2014)) 
Novice Reasoning 
(previously e.g.: Soloway, 
Bonar et al. (1983), Soloway 
(1986), du Boulay (1989), 
Soloway and Spohrer (1989), 
Wiedenbeck (1986, 1991), 
Wiedenbeck, Fix et al. (1993)) 
 
 
Think Alouds 
(previously e.g.:  Perkins 
and Martin (1986),  
Pennington (1987), Perkins, 
Hancock et al. (1989))  
my  
research 
think aloud studies, but none have also used neo-Piagetian theory to interpret 
empirical results (see Figure 1.1.) 
 
 
 
 
 
 
 
 
 
 
The output from my research is evidence that novices' reasoning behaviour is 
compatible within the neo-Piagetian framework, including a mapping of reasoning 
skills and each of the first three neo-Piagetian stages (i.e., Sensorimotor, 
Preoperational and Concrete Operational). 
This research explains why some students have a hard time learning to program.  It 
is not because they are not smart enough; not because they do not have a "geek 
gene"; and not because programming is an intrinsically difficult subject.  
Programming competence requires abstract reasoning skills, and learning to 
program is about the sequential and cumulative development of those abstract 
reasoning skills in an unfamiliar domain.  This thesis identifies the manifestations of 
each of the early stages of development in the programming domain. 
Being able to identify the stages at which novice programmers are reasoning is an 
invaluable pedagogical tool which will enable teachers to better assist students who 
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struggle to learn to program.  Changes to pedagogy will assist students make the 
transition from one neo-Piagetian stage to the next more mature level of reasoning. 
1.6 Conclusion 
The purpose of this research is to study the novice computer programmer in a way 
that has not been done before: by using the neo-Piagetian framework to explain 
why it is that so many students struggle to learn programming.  The results of this 
research have valuable pedagogical implications.  
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Chapter 2. Background 
In this chapter I review Piagetian and neo-Piagetian theories of cognitive 
development, and discuss how those theories have been dealt with in particular 
domains.   
This chapter, and the following chapter (a literature review), are organised in such a 
way that the reader is afforded an understanding of cognitive development theories 
before reviewing issues of learning to program in light of those theories. 
2.1 Introduction 
The first sections of this chapter deal with an overview of Piagetian and the more 
contemporary neo-Piagetian cognitive development theories.  This is followed by a 
section dealing with how Piagetian theory has been applied in the context of 
computer programming.   
2.2 Piaget  
Jean Piaget (1896 – 1980) was a developmental psychologist and the founder of the 
discipline of genetic epistemology (i.e., the origins of knowledge) — which includes 
topics of psychology, philosophical epistemology and biology (Chapman 1988, p. 1).  
Piaget's theories centre on sequential age-related stages of cognitive growth.  He 
developed a four stage development framework: sensorimotor, preoperational, 
concrete operational and formal operational.  These stages will be discussed in 
more detail in this and the following section.  
Much of Piaget's work involved dialogue with and observation of children while 
they completed tasks he had designed, in order to gain an insight into their 
understanding of every day phenomena.   
Piaget believed that human cognition involves an intricate internal organisation 
with the "biological adaptation of a complex organism to a complex environment" 
(Flavell 1977, p. 6).  In other words, his theories address how the human cognitive 
system relates to its environment. 
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According to Piagetian theory, the process of learning involves assimilation and 
accommodation.  Assimilation is responding to new stimuli by adopting them into 
existing mental structures ("schemata") for future retrieval and use (Flavell 1977, 
Gallagher and Reid 1981, Knight and Sutton 2004).  A child's perception of "bird" 
can be used as an example to help explain the process of assimilation.  Let us say 
the child has come to know that birds have wings, can fly and chirp or sing.  Every 
time the child encounters something fitting this description, he is able to match the 
description with his notion of what a bird is, and can identify it as a bird.  Even 
though he may have encountered many different types of birds, they all fit into his 
schema of a bird.  His "bird" schema is unchanged.   
Accommodation, on the other hand, is adapting existing schema to the structure of 
the external stimuli (Flavell 1977).  For example, the same child encounters a bird-
like creature that sits in a cage (a parrot).  It does not fly, and instead of chirping or 
singing, the parrot actually talks much like a human.  This behaviour is foreign to the 
child and he perhaps tries to assimilate (adopt) the creature into his schema for 
"human".  When he is told that this creature is actually a bird, his mental schema of 
"bird" has to be modified in order to accommodate the new information.  Helmore 
(1969, p. 6) describes this succinctly as "the way in which the mind modifies its 
schemata in the light of new experience".   
Assimilation and accommodation are the mechanisms by which a person's cognitive 
system develops as they interact with their environment: assimilating the new to 
the old and accommodating the old to the new (Flavell and Piaget 1963).  Piaget 
refers to the process of change in cognitive structures as "equilibration" (Brainerd 
1978, p. 20) and can be summarised by the following steps: 
1. existing schema (e.g., the child's mental model of "bird");  
2. exposure to new information (e.g., the bird doesn't fly; the bird talks); 
3. state of disequilibrium (the existing schema does not fit with the new 
information); and 
4. change to schemata to accommodate the new information (e.g., some 
birds may not fly and can talk rather than sing or chirp). 
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Figure 2.1 depicts the process of equilibration with another example.  (a) There is a 
state of equilibrium initially while the child's existing schema for "stars" accounts 
for experiences with star shapes so far.  (b) Exposure to a new shape (a star with 
more points) causes disequilibration as the new shape does not fit neatly into the 
child's existing schema for star shapes.  (It is decision time: if the new shape is a star 
it needs to be accommodated in the existing schema; if it is not a star, then it fits 
somewhere else.)  (c) The star schema is changed to accommodate the new shape 
as another "star", and a state of equilibrium is regained.   
 
 
 
 
 
 
 
 
Piaget (in Helmore 1969, p. 5) described intelligence as "the state of equilibrium 
towards which tend all the successive adaptations of a sensory motor and cognitive 
nature, as well as all assimilatory and accommodatory interactions between the 
organism and the environment".  
2.2.2 Piagetian Stages of Cognitive Development 
Piagetian literature refers to a number of concepts that emerge during a child's 
development, the acquisition of which is a protracted process of a fixed sequence of 
age-related development stages (Flavell 1977).  The accomplishments at each stage 
become the foundations of the following stage, with an accumulation of strategies 
and skills at the child's disposal (Shayer and Adey 1981).  Theorists, including Piaget 
himself, are fixed on neither the exact stages nor their durations, but they agree on 
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Figure 2.1: Equilibration 
Chapter 2:Background  Page 13 
 
 
their sequential and cumulative nature.  Even though most children are expected to 
develop the same basic cognitive abilities in the same order, there is not a clear 
delineation at specific ages with, for example, the sudden appearance of newly 
formed skills at specific birthdays or milestones.  However, a frequently referred to 
sequence of cognitive development stages according to Piaget (Helmore 1969, 
Flavell 1977, Huber 1988, Ojose 2008) can be summarised as shown in Table 2.1. 
Approximate Age Piagetian Development Stage 
Up to around 24 months Sensorimotor 
2–3 to 6 years ("middle childhood") Preoperational 
6–7 to 12 years (primary school age) Concrete Operational 
12 years – onwards Formal Operational 
Table 2.1: Piagetian Development Stages 
Piaget developed a number of experiments with children which involved them 
completing simple everyday tasks.  In the following sections I make reference to 
some of Piaget's experiments.  The contrast between the children's behaviour in 
attempting those tasks in those experiments highlighted the different stage 
reasoning used, and this reasoning formed the basis of evidence of each of Piaget's 
cognitive development stages. 
2.2.2.1. Sensorimotor Behaviours 
The first of the concepts to emerge during the sensorimotor stage is referred to as 
the "Object Concept".  This is the idea that the child, and other objects in the child's 
environment, coexist as physically distinct and independent entities (Flavell 1977), 
and that the existence and behaviour of other objects is independent of that child's 
own interaction or lack of interaction.  Piagetian theorists claim that conception of 
objects is not inherent, but rather acquired through experience.  At this earliest 
stage of development, children also believe that whatever moves must be alive and 
only gradually come to separate living from moving (Papert 1988). 
One of Piaget's experiments uses water levels in a container that changes position 
to learn about learning (Gallagher and Reid 1981).  The children subjects were 
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shown a sealed bottle containing coloured water.  The bottle was covered up so 
that only its outline was seen, and then rotated at various degrees in successive 
stages.  The children were given drawings of the bottle's outline at each of the 
stages (see Figure 2.2) and asked to draw the water level in that bottle at each of 
the rotated positions. 
 
 
 
 
 
 
 
Children at Piaget's first stage, the sensorimotor stage, tended to draw the water 
level parallel to the bottom of the jar at all positions of rotation.  Even when the 
same task was carried out with the bottle and water in clear view, these children 
could only draw the correct water level when the bottle was in a horizontal or 
vertical position.  These children were remembering and seeing the water level at 
the point of reference of the jar, not of the outside world.   
There is a successive formation, beginning in the sensorimotor stage, of human 
cognitive invariants (Flavell 1977).  First, size constancy, where the same size 
objects at different distances from self are understood to still be the same size even 
though those closer appear to be larger than those far away (see Figure 2.3). 
 
 
 
 
 
 
Figure 2.2: Piaget's Learning Experiment: Rotating Bottles 
Figure 2.3: Size Constancy 
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Shape constancy is where an object viewed at a different angle or from a different 
perspective is understood to retain the same shape.  Object constancy is 
recognising that another object is unchanged even after intervening changes to 
things like orientation and distance (see Figure 2.4). 
 
 
 
 
 
 
It is also at the sensorimotor stage that sees a child's development of both hand-eye 
co-ordination and language, and where learning is achieved through physical 
manipulation of objects by trial and error.  
2.2.2.2. Preoperational Behaviours 
Referring again to Piaget's experiment of the rotating bottles (see Figure 2.2), 
children at the preoperational stage could correctly draw the water level when the 
bottle was covered up, but only when the bottle was in a horizontal or vertical 
position.  These children were still using the bottle as the point of reference for 
some of the drawings.  These older children however were able to learn (by 
assimilation and accommodation) when they performed the same task with the 
bottle in full view.  They went back, and were able to correct some of their (initially 
incorrect) drawings.  This extent to which a person can control shifts of orientation 
("invariants") is one of two key factors emphasised in Piaget's work (Helmore 1969).   
At the preoperational stage, a child is heavily influenced by perceived appearances 
rather than logic.  A preoperational child's focus is spatially and temporally 
centrated.  That is, they are focused on the centre or most interesting part of a 
scene or object, and on static states like the present, rather than past or intervening 
Figure 2.4: Shape Constancy 
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actions.  For example, given a number of pencils of the same length lined up, a 
preoperational child will correctly say they are all the same length.  However, when 
one of the pencils is moved (while they are watching) to protrude beyond the 
others, the preoperational child will now say that this pencil is longer (see 
Figure 2.5). 
 
 
 
 
 
 
 
 
In a similar way, preoperational children's grasp of number is adversely influenced 
by his visual perception, as depicted in Figure 2.6. 
 
 
 
 
 
The other key area of Piaget's work is around the ability to develop "operations", 
which are described by Huber (1988) as mental representations of actions.  Until 
Piaget's third stage, the concrete operational stage, a child has no mental 
representation of actions.  One of Piaget's experiments tested children's ability to 
 
 
Figure 2.5: Spatial Centration 
"same length" "now red pencil is longer" 
Red pencil is moved  
Figure 2.6: Conservation of Number 
 
 
"same number of red 
and green balls" 
"more green balls" 
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predict the path of billiard balls as they bounce off the side wall of the table.  
Children at the preoperational stage, after seeing the ball's path, retraced its path 
as a curve.  They are focused on the start and end points, and cannot reason 
through the transitional points.  "Their thinking is dominated by static images rather 
than mental representations of change" (Huber 1988, p. 160). 
According to Piaget (Helmore 1969, p. 7) the properties of operations are: 
• composition — combining multiple units to produce a new unit; 
• reversibility — the multiple units that form the whole can be separated 
again; 
• associativity —the same results can be obtained by combining units in a 
different way; 
• identity — combining an element with its inverse annuls it; 
• tautology — a relation which, when repeated, is not changed; and 
• iteration — a number combined with itself gives a new number. 
The two logical operations that develop at the concrete operational stage are 
seriation and classification (Ginsburg and Opper 1969, Ojose 2008).  Seriation is the 
ability to arrange objects in sequence according to an attribute, for example length, 
weight or volume.  Classification is the ability to group objects according to a 
common attribute. 
Preoperational children have not yet developed these operations.  For example, 
they are unable to distinguish between a whole group and each of its parts at the 
same time.  In another experiment using, for example, 5c and 10c coins, Piaget 
found that preoperational children could identify the largest group of coins (i.e., the 
5c coins in Figure 2.7), but not be able to determine if the group of 5c coins was 
bigger or smaller than the whole group of coins (i.e., both 5c and 10c coins). 
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In this section I described some of the characteristics of preoperational behaviour 
as a maturation or resolution of sensorimotor stage inadequacies.  It is also 
recognisable as the stage when a child clearly lacks the ability to reason like a 
concrete operational child.  Flavell (1977, p 62) summarised Piagetian theorists' 
description of the preoperational child as "all too often little more than a dreary 
litany of his wrong answers to concrete-operational tests".  The preoperational 
stage is more easily, and more often, defined not by what it is, but by what it is not.  
That is, no longer sensorimotor, and not yet concrete operational.   
2.2.2.3. Concrete Operational Reasoning 
The concrete operational child is no longer heavily influenced by perceived 
appearances, but is more likely to problem solve logically.  There is spatial and 
temporal decentration, which enables them to identify relationships between 
elements and develop a "big picture" view of situations.  At the concrete 
operational stage, a child is capable of reasoning about the "operations" referred to 
in the previous section.  However, a concrete operational child is capable of 
independent logical operations only as long as they can be applied directly to 
physical objects or a particular experience (Flavell and Piaget 1963, Collis 1978). 
There are three further concepts that define reasoning at the concrete operational 
level: conservation, reversibility, and transitive inference. 
 
 
Figure 2.7: Whole v. Parts 
10 cent coins 
5 cent coins 
all coins 
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Conservation, the ability to reason about quantitative invariants amid 
transformations, is not evident until the concrete operational stage (Flavell 1977).  
A young child not yet at this level of development may mistakenly believe that, for 
example, the amount of clay they hold in their hand changes when it is moulded 
into a different shape.  Similarly, perceptions make them believe that the amount of 
water changes when poured directly from a short stout glass into a tall narrow glass 
(Inhelder and Piaget 1972).  In both cases the quantity (of clay or water) remains 
unchanged, yet its appearance is transformed (see Figure 2.8).  A preoperational 
child is unable to consider multiple dimensions, and therefore focuses on the most 
obvious, for example the height of the water in the glasses or the length of the clay. 
 
 
 
 
 
 
Reversibility refers to the idea of counter-balances, opposites that negate, and 
reverse actions.  Reversibility involves the ability to understand both the previous 
and next steps (and therefore initial and final steps) in a series.  A Piaget test for the 
ability to reason about reversibility uses coloured beads threaded onto wire and 
moving the wire into, for example, an open ended cardboard box (see Figure 2.9).   
 
 
 
 
 
 
 
? 
Figure 2.9: Piaget's Reversibility Experiment 
 
 
Figure 2.8: Piaget's Conservation of Quantity Experiment: Water Tumblers 
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The child sees that the beads cannot change position on the wire, and that the wire 
is not able to rotate in the box.  On reversing the direction that the beads travel 
along the wire, a concrete operational child will be able to predict the correct order 
that the coloured beads come out of the box.  A concrete operational child will also 
be able to make correct predictions about a sequence of elements in a circular 
series in both directions (Piaget 1971a, Piaget 1971b) (see Figure 2.10).  
 
 
 
 
 
 
 
 
 
Transitive inference is the ability to reason about the relationship between two 
things, via an intermediary.  For example, if Joe is taller than Alice, and Alice is taller 
than Kim, then by transitive inference one can say that Joe is taller than Kim (see 
Figure 2.11).  
 
 
 
 
 
 
Figure 2.10: Piaget's Cyclic Series Experiment 
 
 
    Joe    Alice     Kim 
Figure 2.11: Transitive Inference 
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To grasp transitive inference, one must first understand reversibility.  A child 
without this ability (often referred to as "irreversible") cannot see, for example, that 
in the relations A > B > C, the element B is simultaneously greater than and less than 
something (Bryant 1997). 
2.2.2.4. Formal Operational Reasoning 
For the sake of completeness and clarity, I now briefly describe the formal 
operational stage.  However, as my research is focused on the stages leading up to 
this mature level, the formal operational stage is not dealt with to a great extent in 
this thesis. 
By the time a person reaches the formal operational level of reasoning, they can 
organise information, cope with multi-variate realities, isolate key components, 
reach logical conclusions and form hypotheses (Helmore 1969, Piaget and Goretta 
1977, Shayer and Adey 1981, Huber 1988).  Another ability at the formal 
operational stage is that of metacognition (or executive control) which entails 
"reflecting on, monitoring and management of, one's thoughts" (Kuhn 2008, p. 52). 
Unlike concrete operational reasoning that remains essentially bound to empirical 
reality, at the formal operational stage reality is secondary to possibility (Inhelder 
and Piaget 1958, pp. 250-251).  At this level, reasoning is executed using symbols 
and based on hypothetical propositions rather than experience (Bruner 1960, Ojose 
2008).  
An experiment was developed (Inhelder and Piaget 1958, p. 67) to test a person's 
ability to reason at the formal operational level.  The experiment involved a 
pendulum, constructed from one of a set of varying weights attached to the end of 
a string (see Figure 2.12).  The weight could be changed, and the string lengthened 
or shortened.  The object of the task was to determine what was responsible for the 
speed of swing of the pendulum.  Was it the weight, the length of the string, the 
height of the release point or the force of the push?  Those at the formal 
operational level experimented with the pendulum in a methodical way, by 
separating components of the problem in order to determine their respective 
effects.  At each step in the experiment, they systematically manipulated either: 
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• the weight,  
• the length of the string,  
• the height of the release point (i.e., the amplitude of the oscillation), or  
• the force of the push 
while maintaining all other factors constant.  This method of experiment has been 
referred to as ceteris paribus or the method of all other things equal (Bond 2005). 
 
 
 
 
 
 
 
 
 
 
 
Other tests for formal operational reasoning include reasoning with contrary-to-fact 
propositions, systematic combinations, correlations and proportions (Kuhn 2008). 
Piaget and Inhelder (1958, p. 335) originally predicted that formal operational 
thought is reached at about 14–15 years of age, that is, before the age of entry into 
college/university.  However, there is considerable evidence that this is not always 
the case, and in fact raises the question of whether all adults reach the formal 
operational stage at all (McKinnon and Renner 1971, Bastian, Frees et al. 1973, 
 
Figure 2.12: Pendulum Experiment (Inhelder and Piaget 1958, p. 68) 
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Griffiths 1973, Neimark 1975, Kuhn, Ho et al. 1979, Neimark 1979, Maloney 1981, 
Commons, Miller et al. 1982, Hudak and Anderson 1990, Dimant and Bearison 1991, 
Elkind 1996, Morra, Gobbo et al. 2008, Kuhn 2008).  McKinnon and Renner (1971) 
for example, found that 75% of the 131 freshmen tested did not exhibit formal 
operational reasoning.  Another test of more than 600 college students found over 
50% of students in some courses to be concrete operational (Maloney 1981). 
2.2.3 Horizontal and Vertical Décalage 
Décalage is a French term meaning a shift, gap or discrepancy ("décalage" 2003).  
Piaget used this term to describe how a child may apply different reasoning to 
similar tasks — the décalage being the time gap between structural reorganisations.  
Piaget distinguished between two different types of décalage.  First, "horizontal 
décalage" refers to when the same structure or operation is not applied to similar 
tasks.  For example, a child determines that a piece of clay maintains the same mass 
when it changes shape, but does not recognise that its weight is also constant.  In 
this case the child shows understanding of the invariance of mass, but the idea of 
invariance of weight has not yet developed, even though both tasks imply the same 
structure to be applied (Flavell and Piaget 1963, p. 22).  Second, "vertical décalage" 
involves similar structures with different operations involved.  An example of 
vertical décalage is the ability of a small child to physically navigate around different 
parts of the house, but not be able to represent the spaces symbolically (i.e., by 
drawing a map) until much later in life (Flavell and Piaget 1963, p. 22). Vertical 
décalage is a revisiting and reorganising of previous concepts at more complex 
levels of learning (Knight and Sutton 2004). 
2.2.4 Piaget and Mathematics 
Collis (1978) conducted experiments with children on elementary mathematics. 
Collis used the idea of "lack of closure" in explaining the children's behaviour.  An 
example of lack of closure is the concept of a fraction.  A child who insists on closure 
will interpret a fraction as a division which must be performed immediately.  In 
contrast, a child who accepts a lack of closure can consider a fraction as an entity in 
its own right.  The level to which a child accepts lack of closure determines the 
complexity of the system within which that child can work meaningfully.  Those 
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children at the concrete operational stage (where they tend to insist on closure) can 
only cope with simple systems.  At the formal operational stage (where they tend to 
accept the lack of closure) they are capable of coping with complex systems.  
Collis (1978, pp. 245-247) suggests there are four levels of cognitive sophistication 
with mathematical material: 
1. early concrete operational: 
• elements and operations need to relate directly to physically available 
elements and operations; 
• ability to work with no more than two elements connected by one 
operation; and 
• the notion of inverse can only be represented physically. 
2. middle concrete operational: 
• can work with operations "… but only where uniqueness of result is 
guaranteed by their experience both with the operations and the 
elements operated upon" (Collis 1978 p. 246); and 
• the notion of inverse is regarded as "destroying" the operation and 
therefore is irreversible. 
3. late concrete operational: 
• ability to work with operations and abstractions, but the uniqueness of 
the outcome of the operation still must be guaranteed in some way; and 
• inverse is regarded as more like an "undoing" of a previously done 
operation, rather than a "destroying", and therefore the operation is 
reversible. 
4. formal operational: 
• closure and uniqueness are regarded to be abstract conditions; 
• inverse is regarded as working directly with the operations themselves, 
as a balance that does not affect existence of earlier operations; and 
• no link with physical world is required. 
Much of Piaget's work focused on logic and mathematics.  To explain how children 
learn mathematical concepts, he adopted a term coined by Bourbaki (a group of 
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early 20th century French mathematicians (Wells 2010)), "mother structures", to 
describe precursors to mathematical concepts.  He believed that children use these 
mother structures (order, topology and algebraic structures) with which they are 
already competent, to work with things with which they are not yet competent 
(number).  The mother structures are the elements in a process that leads to the 
construction of number (Papert 1988).  
2.2.5 Summary of Piagetian Stages 
According to Piagetian theory, the types of cognitive behaviours children are likely 
to exhibit on a scale of intellectual development (Helmore 1969, Flavell 1977, 
Shayer and Adey 1981, Huber 1988, Ojose 2008) are shown in Table 2.2. 
Stage Behavioural indicators 
Sensorimotor • Initially, no distinction between self and non-self; 
• Development of eye-hand co-ordination; 
• Development of language; 
• Manipulation of objects by trial and error; 
• Learning through interaction; 
• The object concept emerges and a distinction is made between self, 
other objects and the environment; and 
• Ability to link numbers to objects. 
Pre- 
Operational 
• Perceived appearances dominate (e.g., there is more water in narrower 
glass because the level is higher); 
• Spatial centration (i.e., focus on the centre or a small part or 
interesting/dominant part); 
• Reliance on ordinal information (e.g., the longer pencil is the one with 
the top/bottom extending further); 
• States/temporal centration (i.e., focus on static states in an event, 
particularly the present as opposed to past, and not on intervening 
actions); 
• Irreversibility (i.e., failure to recognise neither compensatory 
properties nor events that have opposites that negate them); 
• Conservation not realised (e.g., that the amount of clay remains the 
same when changing/moulding its shape); 
• Objects and the symbols that represent these objects are often 
confused; 
• No mental representations of actions (i.e., operations); 
• Argues "transductively" (i.e., from one specific to another) rather than 
in a deductive manner (i.e., from the general to a specific); 
• Egocentric view of world; 
• Inability to distinguish the whole group and each of its parts at the 
same time; and 
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Stage Behavioural indicators 
• Ability to cope with only uni-variate reality, and consider one action or 
one view at a time. 
Concrete  
Operational 
• Inferred reality (e.g., infers glasses of different heights and widths may 
have similar capacity as the water fits in both; 
• Spatial decentration (i.e., a wider focus, on the whole or multiple parts 
at least).  Takes into account all of the perceptual data. Can shift point 
of fixation; 
• Transformations (i.e., aware of state-producing transformations);  
• Can perform transitive inference; 
• Reversibility, inversion, compensation and counterbalances (i.e., able 
to see that many mental and physical things have opposites that 
negate them); 
• Emergence of logical thought; 
• Can form mental representations of actions (i.e., operations); 
• Cannot extend and examine possibilities; 
• Develops concepts of additivity (i.e., that parts make up the whole), 
classification and seriation (i.e., ordering by size); 
• Non-appreciation for negative results (e.g., by excluding all possibilities 
until only the correct answer remains); and 
• Ability to cope with bi-variate reality and multiple dimensions. 
Formal  
Operational 
• Recognises the object as opposed to the matter composing it; 
• Can isolate key components of a problem;  
• Not deterred by perception, nor limited to concrete situation; 
• Able to evaluate, using criteria to determine a problem's solution 
adequacy;  
• Can organise information and generalise to reach logical conclusions; 
• Able to deal with tri or multivariate reality (i.e., causal thinking);  
• Capable of forming hypotheses and making inductive (i.e., from general 
concepts to specific) and deductive (i.e., from specific to general 
concepts) inferences; and 
• Able to develop abstract thought patterns where "reasoning" is 
executed using symbols without the necessity of perceptive data (e.g., 
algebra). 
Table 2.2: Behavioural Indicators of Piagetian Stages  
The summary in Table 2.2 is the basis for understanding the more contemporary 
advances in cognitive development theories, one of which is neo-Piagetian theory. 
2.3 Neo-Piagetian Theory 
Neo-Piagetian theory is a modification and extension of the work of Piaget 
(hereafter referred to as "classical Piagetian theory").  Knight and Sutton (2004) 
summarised the Piaget principals preserved in neo-Piagetian theory as: 
• organisational properties of cognition, for example, schemas and stages; 
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• constructivist theory; 
• cognitive structures become more complex through maturation and 
experience; 
• more abstract and complex levels of knowledge and understanding build on 
previous levels; and 
• levels appear in universal sequences that are related, but not determined by 
age. 
Piaget's work can be divided into two parts: his stage theory of logical competence; 
and the dialectical — the developmental processes that produce new cognitive 
structures (Morra, Gobbo et al. 2008).  Some neo-Piagetian theorists (Pascual-Leone 
1988, Case 1988, Halford 1988) concerned themselves with and/or refined Piaget's 
stages of cognitive development, while others' work centred on the dialectical, that 
is, the changes to cognitive structures (e.g., Demetriou and Efklides 1988).  Some of 
these stage and dialectical theories are discussed in this section. 
Compared with Piaget's mostly qualitative work, Juan Pascual-Leone progressed the 
theory of mental capacity into a quantitative definition of working memory 
(Pascual-Leone 1988).  His "M-power" is a measure of the number of schemas or 
units of information a person is capable of accessing at any time.  Pascual-Leone 
determined that a person's M-power increases with development up to a maximum 
of e+7, where e represents mental capacity at the end of the second year of life.  
There may be a relationship between Pascual-Leone's M-power and the 
psychological concept of working memory, which posits that adults are capable of 
receiving, processing and remembering seven (plus or minus two) items of 
information (Miller 1956).  
Case (1978, 1988) integrated Pascual-Leone's M-power theory with "process-
oriented" approaches to redefine the general stages of development.  Case 
proposed there are three recurring sub-stages.  Case's theory suggests that the 
degree of automaticity achieved and the subsequent rate of progress between sub-
stages is determined by the size of working memory. 
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Halford (1988, p. 105) argued that the different stage of cognitive development can 
be attributed to structure-mapping rules.  Halford defined "structure" as a set of 
one or more elements with a set of relations defined on the elements.  The 
structure-mapping rules determine how elements of one structure are mapped 
(assigned) to elements of another structure and are responsible for how a child 
represents and understands concepts.  For example, consider that a small child has 
the ability to determine the largest of two people by considering the largest of two 
sticks which represent those people.  This relational mapping is independent of 
both element similarity and convention.  In other words, using the example of the 
people and sticks, there is no real similarity between sticks and people, nor a 
convention that would normally assign sticks to people. 
When we acquire specific skills in one context, there is a necessary generalisation of 
those skills in order to be able to use them in different contexts. To explain and 
predict this shift from specificity to generalisation, Kurt Fischer (1988) used a skill-
theory framework based on several conditions.  These conditions include that (a) 
the tasks are similar and familiar; (b) there are opportunities for practice and 
support; (c) there is time to consolidate skills at the relevant development level; and 
(d) the person is intelligently and emotionally capable of that particular skill. 
Demetriou and Efklides (1988) integrated the theories of differential psychology 
(the study of differences in individual behaviour and the underlying processes), 
psychometrics and cognitive development psychology into what they called 
"experiential structuralism".  The basis of experiential structuralism is that a 
person's cognitive behaviour is a "direct reflection of the structural organization" of 
their experiences, mind and (possibly) brain (ibid., p. 175).  They postulated the 
organisation of the cognitive system into six capacity spheres: the quantitative-
relational, the qualitative-analytic, the imaginal-spatial, the causal-experimental, 
the verbal-propositional and the metacognitive-reflecting (ibid.). 
Some neo-Piagetians believe there to be additional levels of increasingly complex 
abstract thought, beyond formal operational, which present as "increasingly 
flexible, dynamic, contextually based and efficient" (Knight and Sutton 2004, p. 50).  
According to them, cognition continues to develop past early adolescence through 
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periods of single abstractions, abstract mappings, abstract systems and finally the 
integration of multiple abstract systems (Fischer and Kenny 1986).  These post-
formal operational thinkers can think in a meta-systematic way (reflecting on logical 
thought) and have the ability to consider their role as individuals in interpreting and 
interacting with these systems of abstract ideas (Knight and Sutton 2004).   
It is generally understood that Piaget believed in the synchronous cognitive 
development of children across domains (Beard 1969, Boden 1979, Fischer and 
Kenny 1986). .  Piaget referred to any asynchrony as décalage, and he regarded 
décalage as the exception to the rule.    (Some however, have argued that Piaget did 
not believe in general developmental synchrony.  For example see Chapman (1988, 
pp. 2, 246).) 
On the other hand, neo-Piagetian theory recognises that cognitive development is 
knowledge based, which explains why a person can concurrently exhibit 
characteristics from different stages in different knowledge domains.  In other 
words, a person operating at a formal operational level at one task (e.g., chess) may 
operate at a different level for another task (e.g., music).   
Neo-Piagetian theory focuses in more detail than classical Piagetian theory on the 
relationship between learning and development (Knight and Sutton 2004).  In 
classical Piagetian theory, development is considered the accommodation of 
existing cognitive structures, and learning is the assimilation of new content into 
those existing structures.  In contrasting development and learning, Adey and 
Shayer (1994b) describe development as the unconscious, unidirectional 
orientation towards natural goals.  Table 2.3 compares development with learning. 
Development Learning 
Unconscious – It is difficult for a person to 
reason at a less mature stage than the 
highest stage they manifest.  With the 
passing of time, it is also difficult to 
empathise with, for example, a child's 
reasoning. 
Conscious - It is not difficult to imagine not 
having learned something.  
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Development Learning 
Unidirectional – Development is from a 
simple to a more complex level. 
Multi-directional – Learning may proceed in 
any direction.  There are an infinite number 
of things to learn. 
Orientation of development is towards an 
ultimate goal: the most mature level of 
reasoning. 
There are no real endpoints to learning.  No 
matter how much we know, there is always 
something new to learn. 
Table 2.3: Development v. Learning (adapted from Adey and Shayer 1994b) 
Fischer and Kenny (1986) categorised the development of abstractions in several 
sub-stages spanning the late concrete and formal operational stages.  These stages 
are shown in Table 2.4.  Using skill theory, a form of neo-Piagetian theory, they 
analysed how learners develop an understanding of mathematical concepts.  They 
asked subjects to complete a set of basic problems, to demonstrate competence in 
arithmetic.  The subjects were then asked to describe addition, subtraction, 
multiplication and division (+ – * / ) and how they inter-related.  A summary of their 
characteristic responses are also shown in Table 2.4 (excerpt from Knight and 
Sutton 2004). 
Level Age of 
emergence 
Examples of skills 
Representational 
System 
(Concrete Operations) 
6 – 7 yrs Concrete explanations as a specific number 
problem 
Single Abstractions 
(Formal Operations) 
10 – 12 yrs General definitions and application to problem 
Abstract Mappings 14 – 16 yrs General relations of two closely related maths 
operations and applications to problems (e.g., + 
and *: relationship between 2 + 2 + 2 and 3 * 2 
Abstract Systems 18 – 20 yrs General relations of two distantly related 
operations (e.g., addition  and subtraction are 
opposite in two ways: addition is increasing by 
single numbers  while division is decreasing by 
groups) 
Principles 25 yrs? Principle unifying the four maths operations 
(e.g., +  – * and / are all operations; they all 
transform numbers by either combining or 
separating them, singularly or in groups) 
Table 2.4: Cognitive Levels and Mathematical Skills (excerpt from Knight and Sutton 2004 based on 
Fischer and Kenny 1986) 
In summary, Table 2.5 shows a comparison of classical Piagetian theory with neo-
Piagetian theory. 
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Classical Piagetian Theory Vs. Neo-Piagetian Theory 
Is concerned with the general 
cognitive development of children.  
vs.  Is concerned with the cognitive 
development of people of any age as they 
learn any new cognitive task.  
A child at a particular Piagetian stage 
applies the same type of reasoning to 
all cognitive tasks (e.g., math and 
chess), apart from exceptions known 
as décalage.  
vs.  Since a person's cognitive ability in any 
domain is a function of their domain 
knowledge, a person will often exhibit 
different Piagetian stages in different 
knowledge domains. Hence …  
<continued in next row of this column> 
General tests, such as the pendulum 
test (Inhelder and Piaget 1958; Bond 
2005), can determine the Piagetian 
stage of an individual.  
vs.  … there are no general tests, thus the failure 
to find strong correlations between 
programming ability and the pendulum test 
(e.g., Bennedsen and Caspersen 2008).  
Prescribes typical age ranges for each 
Piagetian stage, but empirical 
evidence shows great flexibility in 
age ranges, due to cultural and 
environmental factors (Cole 1996, 
pp. 86-92).  
vs.  The time that individuals spend in any stage 
is free to vary, and varies according to their 
rate of knowledge acquisition in a specific 
knowledge domain.  
Children spend an extended period in 
one stage, before undergoing a rapid 
change to the next stage – the "stair 
case metaphor".  
vs.  The staircase metaphor is sometimes 
applied, but also so is the "overlapping 
wave" metaphor (Siegler 1996).  See 
Section 2.3.1. 
Table 2.5:  Classical v. Neo-Piagetian Theory (see the paper at Chapter 15) 
2.3.1 Stage Models 
According to neo-Piagetian theorists, the time taken by individuals to progress from 
the sensorimotor stage to the formal operational stage may vary considerably.    
However, those theorists disagree on the nature of the progression through those 
stages.  Some neo-Piagetian theorists agree with the classical Piagetian model in 
which the stages are discrete, much like a stair-case model.  That is, people spend 
an extended period in one stage, before undergoing a rapid change to the next 
stage. Having made that change, they do not regress to the earlier stage.  
The stair case metaphor suffers from two broad types of problems. The first 
problem type is empirical – people have been observed to exhibit simultaneously 
the reasoning patterns of more than one stage.  The second problem type is 
philosophical – how and why does a person make the quantum leap from one stage 
to the next?  
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An alternative explanation to the stair-case model is that the transition through the 
stages can be seen as overlapping waves, where a person exhibits characteristics 
from two or more stages as they develop skills in a knowledge domain (Siegler 
1996, Boom 2004, Feldman 2004).  In this overlapping waves model, characteristics 
of the earliest stage dominate behaviours initially when working in a new 
knowledge domain.  As schemas are built and cognitive progress is made there is an 
increase in use of the next more mature level of reasoning and a decrease in the 
less mature. In this way, there is concurrent use of reasoning strategies from 
different stages. This model is depicted in Figure 2.13.  
 
 
 
 
 
 
 
 
2.4 Classical Piagetian Theory and Programming 
A number of studies have attempted to assess programming aptitude of university 
students using Piaget's developmental framework for formal operational reasoning 
(i.e., classical Piagetian theory).  However, none of those studies have found a 
strong relationship between programming and classical Piagetian theory. 
In his small cohort of 23 introductory programming students, Kurtz (1980) found a 
strong positive correlation (R2 = 0.633) between intellectual development 
(determined by testing Piagetian reasoning) and subsequent course outcomes.  
Replicating Kurtz's study, Barker and Unger (1983) administered a subset of the 
same reasoning questions to 353 students but found only a very weak positive 
 
Figure 2.13: Overlapping Waves Model (adapted from Siegler 1996) 
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correlation (R2 = 0.12). Werth (1986) also found a weak positive correlation (R2 = 
0.23) after using the same test instruments as Kurtz (1980) and Barker and Unger 
(1983). 
Fischer (1986) conducted two studies involving introductory programming students.  
He found that 91% of the students who received a grade of at least B+ were 
reasoning at the formal operational level.  Using pretests and posttests, his second 
study revealed no measurable development in general reasoning ability over the 
duration of the course.  Although Fischer concludes that a 10 week period is 
insufficient time to observe measurable developmental change, unless 10 weeks is 
also insufficient to develop programming skills, these results do suggest that there 
is little relationship between Piagetian logical reasoning skills and development of 
skills in programming. 
Cafolla (1987) found using regression analysis on similar tests of 23 students, that 
although there was a link between computer programming ability and formal 
operations, there were stronger relationships between programming ability and 
both verbal and mathematics skills. 
Stipulating a rather high final grade cutoff of 80% as an indicator of "success" in a 
computer science course, Hudak and Anderson (1990) correctly classified 72% of 
successful/unsuccessful students using a test of formal operational reasoning.  They 
used a positive loading for the presence of formal reasoning and a negative loading 
for reliance on a concrete experiences.  They determined that there was a positive 
relation between formal operational reasoning and success in computer science 
coursework. 
Using the pendulum test developed by Inhelder and Piaget (1958, p. 68) to test for 
general formal operational skills (see Section 2.2.2.4), Bennedsen and Caspersen 
(2006, 2008) compared programming students' abstraction ability (measured by 
their performance in the pendulum test) and their programming ability (measured 
by final grade in CS courses) but found no strong correlation.   
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2.5 Conclusion 
This chapter has summarised both classical Piagetian and neo-Piagetian cognitive 
development theories.  Studies that have attempted to explain programming ability 
with classical Piagetian theory have had varied results.  Those studies provide little 
empirical evidence to support Piaget's general framework of development.  
However these results are accordant with the neo-Piagetian view that a person's 
stage of cognitive development is not consistent across domains.  For example, the 
pendulum test involves working with the laws of physics and therefore a student's 
performance in this test has no bearing on their programming ability. 
In contrast to classical Piagetian theory, neo-Piagetian theory (as described in 
Section 2.3) looks at cognitive development as a sequential progression through the 
stages independently in each knowledge domain.   
The following chapter reviews literature on learning to program, and questions how 
neo-Piagetian theory can be used to explain programming ability. 
 
35 
Chapter 3. Literature Review 
This chapter is devoted to literature that directly relates to my research project.  In 
contrast with classical Piagetian theory which was discussed in the previous 
chapter, focus now turns to how conceptual issues associated with learning to 
program fit in to the neo-Piagetian theory framework. 
Other theories of peripheral relevance to this thesis are then discussed before the 
chapter concludes with a discussion on the methods one might use for collecting 
data about students' reasoning behaviour while they program, with a view to 
understanding their reasoning and stages of cognitive development in the 
programming domain. 
3.1 Neo-Piagetian Theory and Programming 
Abstract reasoning is widely thought to be necessary for programming (Kurtz 1980, 
Sprague and Schahczenski 2002, Devlin 2003, Or-Bach and Lavy 2004, Bennedsen 
and Caspersen 2006, Kramer 2007, Bennedsen and Caspersen 2008).  However, 
neo-Piagetian cognitive development theory tells us that we are not born with 
abstract reasoning skills.  These skills are developed progressively and sequentially 
in a new domain, with experience in that domain.  I now investigate how issues 
already identified in the existing novice programming literature fit into the neo-
Piagetian framework to form a model for development of programming ability. 
Lister (2011) first proposed that neo-Piagetian theory could be used to describe the 
cognitive development of novice programmers.  He recognised that behaviour 
analogous to that described by neo-Piagetian theorists may be evident in novice 
programmers at each of the developmental stages (see Table 3.1). 
Level of 
Reasoning 
Neo-Piagetian Description of 
Skills/Abilities 
Programming Domain 
Sensorimotor Limited language skills;  Cannot trace code with >= 50% 
accuracy; Dominant problem solving 
strategy is trial and error 
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Level of 
Reasoning 
Neo-Piagetian Description of 
Skills/Abilities 
Programming Domain 
Preoperational Does not form many 
abstractions from objects;  
Little thinking about 
relationships between objects; 
Focus on one abstract property 
at a time. 
Can trace code with >= 50% accuracy;  
Traces without abstracting any 
meaning from code;  
Cannot see relationship between lines 
of code;  
Struggles to make effective use of 
diagrammatic abstractions of code;  
Dominant problem solving strategy is 
quasi-random code changes and 
copious trial runs.  
Concrete  
operational 
Abstract thinking is confined to 
non-hypothetical situations (i.e., 
concrete / familiar);  
Ability to reason with quantities 
that are conserved, processes 
that are reversible, properties 
that hold under transitive 
inference. 
 
Hasty design, futile patching;  
Tends to reduce level of abstraction 
to make concepts more 
understandable;  
Capable of: making simple 
transformations between 
implementations while conserving the 
specification (conservation), reversing 
effects of code (e.g., moving elements 
in an array), recognising transitivity of 
programming operations (transitive 
inference). 
Formal  
operational  
Can reason logically, 
consistently and systematically;  
Sees a problem as set of inter-
related but unstated 
components. 
Uses hypothetico-deductive 
reasoning;  
Reads code rather than traces code to 
deduce purpose. 
Table 3.1: Lister's Analogous Behaviours for Programmers (adapted from Lister 2011) 
Lister recognised that educators would like students to be reasoning at the formal 
operational level and in some respects expect students to be able to complete 
programming tasks that require this type of reasoning.  However, according to neo-
Piagetian theory, a novice must progress through each of the earlier stages before 
that, and he suspected that many introductory students are still at the sensorimotor 
or preoperational stage during the first semester of learning programming. 
The following sections look at programming research literature, in particular the 
difficulties of learning to program, categorised by behaviours characteristic of each 
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of the neo-Piagetian stages of cognitive development (as described in the previous 
chapter). 
3.1.1 The Sensorimotor Novice Programmer 
Perkins and Martin (1986) saw the problems that students had learning to program 
as evidence of "fragile knowledge".  They defined four different types of fragile 
knowledge which are described in Table 3.2 as they relate to the sensorimotor 
novice programmer.  
Fragile Knowledge and Sensorimotor Reasoning 
missing there are serious gaps in the knowledge of the notional machine (e.g., a 
student has at best only a partial understanding or misconception of a 
concept, making it virtually impossible to use correctly, except by 
chance). 
inert knowledge exists but is not able to be retrieved and reapplied in a new 
situation (e.g., a student's code is syntactically flawed, but when pointed 
out by a compiler, the student is able to fix it).  
misplaced knowledge is used in inappropriate situations (e.g., a student refers to "if 
loops" and confuses or misuses elements of the language like variables, 
keywords and literals)  
conglomerate knowledge is haphazardly applied without following strict language rules 
(e.g., a student uses a mix of legal and illegal syntax). 
Table 3.2: Type of Fragile Knowledge – Sensorimotor (adapted from Perkins and Martin (1986) – 
with the author's categorisation to the sensorimotor stage) 
It has been suggested that tracing code (also known as manual or hand execution, 
desk checking or tracking) is an important tool for novice programmers to use 
(Perkins, Hancock et al. 1989) and a necessary precursor to other programming 
skills (Lister, Adams et al. 2004, Philpott, Robbins et al. 2007).  However, tracing 
requires a clear understanding of the programming syntax and semantics, free of 
misconceptions.  Novices without these skills find tracing an arduous task, and one 
they are reluctant to embark on voluntarily. 
3.1.1.1. Misconceptions 
According to Clancy (2004), novices use abductive inference.  That is, when faced 
with a new programming construct, they find a hypothesis that seems to best 
explain the programming phenomena.  Novices often have no option other than to 
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use this type of reasoning, but the danger is in their reluctance to test their 
hypothesis, and this may be when misconceptions persist. 
Du Boulay (1981, 1989) proposed that the way of thinking how a computer 
executes a particular program (the "notional machine") was a major difficulty for 
novice programmers.  Having an unclear mental model of the notional machine 
prevents them from understanding the consequences of program code (Sorva 
2013).  Novices need explicit instruction to differentiate what a computer can 
implicitly determine (i.e., memory management, stack allocation etc.) and what 
needs to be explicitly instructed in code (Pea 1986, Sorva 2012).  Haberman and 
Kolikant (2001) reported on two novice perceptions of programming mechanisms 
that were incorrect.  First, a history-driven mechanism where, for example, all the 
values a variable is ever assigned are preserved in some sort of ordered set.  
Second, where execution of parts of a program are done on a priority basis, rather 
than sequentially.   
A common early misconception by novice programmers is that a computer has the 
power of interpretation, and can determine the intention of the programmer.  For 
example, if code looks and reads like English, then the computer should understand 
and do what is meant, rather than simply what it is told (Pea 1986, Clancy 2004).  In 
this way, the computer is deemed to have human-like intelligence.  It is not 
surprising therefore that novices often attempt to interact with a computer much 
like they communicate with another human.  A novice with this misconception may 
believe the computer is able to determine the intended role of a variable simply 
because of its meaningful name or the program context.  This is referred to by Pea 
(1986) as the "egocentrisim bug", which involves believing a program will know 
more about the intended meaning than it possibly can.  Novices don't easily see the 
ambiguities that need to be resolved in code.  Following the entertaining work by 
Lewandowski and Morehead (1998) and later replications reported by others 
including Davis and Rebelsky (2007), one might ask a novice programmer to draft an 
algorithm for making a cup of tea and not be surprised that their first attempt is 
something like that shown in Figure 3.1. 
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Mechanistic behaviour is something not normally encountered before learning to 
program, therefore a novice may well expect instructions to be interpreted by the 
computer in a human-like fashion, and any gaps or ambiguities dealt with by "filling 
in" as a human listener might (Pea 1986).  For example, "put the kettle on" is 
understood by humans to involve picking up the kettle, taking it to the tap, turning 
the tap on, filling the kettle with water up to a certain level, taking the kettle back 
to its base, turning the kettle on etc.  Humans, unlike computers, do not (normally) 
require each of these missing steps (and the sub-steps that make up these steps) 
every time they are asked to put the kettle on. 
Many misconceptions are a consequence of novices drawing incorrect analogies 
between programming instructions and human interaction (du Boulay 1989, Clancy 
2004).  Clancy referred to the problem as a generalisation of linguistic transfer 
between English and the programming language.  For example, "while" in English 
has temporal continuity (i.e., do something whenever the condition is true), where 
the while condition in programming is tested only once per iteration.  Similarly, in 
English, "if" suggests a waiting condition, so that something will happen whenever 
the condition is met (now or in the future), whereas in programming the test is 
made just once in sequence.   
Linguistic transfer misconception also accounts for "" (i.e., the empty string) 
meaning nothing (or making no sense) in English and therefore to the novice an 
empty string in programming may not make any sense (Clancy 2004).  Linguistic 
transfer also accounts for the lack of distinction between a number (e.g., 456) and a 
string of numeric characters (e.g., "456") (du Boulay 1989). 
1. Put the kettle on 
2. Put the teabag in the cup 
3. Pour the water into the cup 
4. Add milk and sugar 
Figure 3.1: Naive Algorithm 
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Sequential Execution 
Novices often do not understand the sequential nature of programming (du Boulay 
1989).  There is the idea that computers are so fast that all the lines of code are 
"active" at once and they are thought to have intelligence under the surface that 
monitors the status of every line simultaneously (Pea 1986).  Pea's "parallelism bug" 
is evident when a novice assumes the computer can read lines of code in parallel 
(i.e., not sequentially), for example see the code in Figure 3.2. 
 
 
 
The novice might erroneously think the computer "remembers" that if/when var 
has the value 10, it should print "hello", rather than understand that the conditional 
statement is evaluated once then forgotten.  The analogy to human interaction may 
be: "If you see my Mum, say 'hello' to her for me".  Similarly with iteration, the 
misconception may be that a control condition is monitored constantly throughout 
the body of the loop.  
Another example of the "parallelism bug" is when novices see subsequent lines of 
code as having an effect on previous code as in the example in Figure 3.3 (Pea 
1986). 
 
 
 
 
The misconception in this case would manifest as an expectation that the value 120 
would be printed.  As Pea noted, unlike programming languages, out of order 
natural language does not affect comprehension or meaning of text. 
var = 9 
if var == 10: print 'hello' 
var = 10 
Figure 3.2: Example Code - Parallelism Bug 
area = width x height 
width = 10 
height = 12 
print area 
Figure 3.3: Example Code - Parallelism Bug 
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The "intentionality bug" (Pea 1986) assumes the computer knows and sees what 
will happen later in the code, comprehending and tracing ahead what the program 
will do.  Pea (1986) used code similar to that in Figure 3.4 and asked students (while 
observing them) to draw what the code would produce. 
 
 
 
 
 
 
Some students predicted that a box of size 10 will be drawn because they glanced 
ahead and recognised the plan of the program (i.e., to draw a box).  Then they read 
the condition and interpreted that as a command to draw a box of size 10. 
Variables 
Some of the first concepts introduced to novice programmers are those of variables 
and variable assignment.  The concept of variables is one of the first stumbling 
blocks for novice programmers and some reasons for this have been identified.  
A variable is often explained as an "address" in memory, and assignment as a value 
being stored at that address.  Suggesting that a variable is an address is insufficient 
explanation to convey the fact that when a variable's stored value changes, its 
name, function and relationship with other elements of the program do not change 
(Samurcay 1989).  Another analogy used to describe variable storage is the use of a 
box with a label as shown in Figure 3.5 (du Boulay 1989, Clancy 2004).   
def shape(side): 
    if side == 10: 
        return 
    else: 
        for i in range(4): 
            forward(side) 
            right(90) 
Figure 3.4: Example Code - Intentionality Bug 
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Figure 3.5: Describing a Variable as a Box with Label 
 
 
 
 
 
 
 
However the difficulty with the "box" analogy is that a variable (unlike, say, a 
packing box) can only store one item at a time, and that assignment overwrites any 
existing value that the box holds.   
Contrary to best practice for variable naming, du Boulay (1989) advocated a 
relaxation (or non-use) of "meaningful" names as they were potentially interpreted 
by a novice as being meaningful to the computer in some way: again, assuming the 
computer has human-like powers of interpretation.   
Variable scope, both spatial (which part of the code they have context) and 
temporal (their existence until explicitly changed) is also a source of confusion for 
novices (du Boulay 1989). 
Assignment 
The concept of assignment of variables is fraught with opportunities for 
misconception.   
Often, a novice programmer will interpret an assignment statement as a statement 
of mathematical equality.  This is not surprising as the syntax is often quite, if not 
exactly, the same (as shown in Table 3.3). 
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 Statement Meaning 
Mathematical equality statement a = b a and b have the same value 
Python assignment statement a = b a is assigned the value of b 
Table 3.3: Mathematical Equality v. Variable Assignment 
With this misconception, a sequence of assignments, rather than being a "recipe for 
achieving a certain internal state", becomes simultaneous statements of 
equivalence properties.  This misconception may perpetuate for some time, until 
the novice encounters a situation where the same variable is on both the left and 
right hand sides of the statement, for example, as shown in Figure 3.6. 
 
 
It is not immediately obvious that a variable on the left hand side of an assignment 
statement is not treated in the same way as a variable on the right hand side of an 
assignment statement (du Boulay 1989).  The left hand variable is used as a 
location, while the right hand variable is used for its value.  It is at this point that a 
novice may also be surprised by the asymmetric nature of assignment.  In other 
words, the assignment's direction is right to left (b = 2), but not vice versa 
(2 = b.) 
The mental model for assignment involves the passing of a value from the right 
hand side of the statement to the left hand side (see Figure 3.7).  For example, 
educators may explain variable assignment in terms of the "value being given to…" 
a variable, or that the value "moves".  In English language, "moving" something 
involves it leaving its original position and relocating to the new position.  Similarly, 
"giving" invokes a similar mental model: as it is difficult to imagine giving something 
while still retaining it.  It is not surprising therefore that novices often misconceive 
assignment to mean that the value "moves" or is emptied from the variable on the 
right, rather than being copied. 
a = a + 1 
Figure 3.6: Variable on Both Sides of Assignment Statement 
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There are other aspects of variable assignment that are taken for granted by 
experienced programmers, but which may require considerable cognitive resources 
for novices. For example, novices often start reading program code the way they 
read any other English text.  In particular, they may start by reading assignment 
statements from left to right (i.e., "a is assigned the value of b").  However, in 
execution of the assignment statement, the value is being passed from the right to 
the left.  The novice is thus attempting to simultaneously read in one direction, 
while developing a mental model of the assignment in the opposite direction (see 
Figure 3.7). 
Du Boulay (1989) found that another common misunderstanding is that assignment 
of one variable to another in its simplest form is maintaining a reference to the 
variable on the right (as with pointers).  This misconception relates to identity and 
equality: knowing when two objects are the same object, or just have similar parts.   
Sequence and program flow present further opportunities for misunderstanding 
variable assignment including that an assignment with an expression on the right 
hand side (e.g., Figure 3.8), stores the entire expression in the left hand variable 
rather than the result of that expression (du Boulay 1989). 
 
 
 
a = 7 + 4 
Figure 3.8: Example Code – Assignment of Result of Expression 
Figure 3.7: Assignment Articulation v. Mental Model 
code:   a = b 
reading:  a = b 
"a is assigned the value of b" 
mental model: a = b 
the value in b is copied to a 
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Samurcay (1989) categorised the different forms of variable assignment as shown in 
Figure 3.9. 
 
 
 
 
 
 
In cases 1, 2 and 3 in Figure 3.9 Samurcay concluded that a student can use their 
existing mathematical concept of variable and equality.  However, loops in program 
code do not match the mathematical notion of a variable (e.g., in accumulation of a 
sum) in that the sum's value is different at each iteration rather than being defined 
once only by definition.   
There is also a distinction between two kinds of variables in terms of their 
functional meanings (Samurcay 1989).  External variables correspond to values 
controlled by the program's users (input/output).  Internal variables correspond to 
values controlled by the programmer, and are necessary only for the programmed 
solution.  Samurcay found that an external variable like that used in a read 
statement was more readily understood by novices than other assignment 
statements as these internal variables require hypotheses about, and mental 
representations of, the computer operation relating to system states. 
In a loop, there are three types of variable processes.  There is the process of 
updating, for example, (a) a variable used as a counter; and (b) a variable used to 
accumulate.  Updating a counter may be easier to understand as it involves only 
one variable, whereas updating an accumulator may involve more than one 
variable.  Second is the process of testing, for example a terminating condition.  The 
third process is initialisation, for example the initial values of the variables involved 
1. Assignment with a constant:  a = 3 
name = "donna" 
flag = False 
2. Calculated value:   a = 3 + 5 
b = 3 * k 
3. Duplication:    a = b 
4. Accumulation:    x = x + 5 
sum = sum + number. 
Figure 3.9: Categories of Variable Assignment (Samurcay 1989) 
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in a loop body.  The process of initialisation is probably more difficult a concept to 
perceive as it is not a relevant operation for a manual solution (Samurcay 1989) and 
may be overlooked as the variable "box" is initially seen as empty or containing 
zero, which is exacerbated in languages that assign default values to variables (du 
Boulay 1989).  
Sequences and Iteration 
There are many misconceptions exhibited by novice programmers relating to arrays 
and looping structures (du Boulay 1989).  First there is the difficulty of visualising 
the data structure and the concept of a single cell within it.  Then there is the 
confusing subscript (index) notation and the distinction between the element's 
value (or contents) and its index.   
Iteration over sequences provides further opportunities for error, as without 
adequate understanding of looping structures and syntax, students can, for 
example, fail to correctly increment the counter and write a guard to provide an exit 
from the loop.  A common error with novices is referred to as the "off by one" error 
which sees the loop iterate one too few times causing a logic error, or one too many 
times causing the program to generate an index out of range run-time error 
(Soloway, Bonar et al. 1983, du Boulay 1989).   
As discussed earlier in this section, the problem with temporal continuity is when 
the novice believes that a piece of code will be executed whenever the condition 
becomes true.  Equally, temporal continuity can lead novices to believe that a loop 
will be exited immediately a previously executed loop condition becomes false, 
rather than when it is next evaluated, somewhat like an interrupt (Pea 1986, du 
Boulay 1989). 
Having some insight into how and why simple concepts like variables, assignment 
and program execution are misinterpreted in the early stages of learning to 
program, and what form those misinterpretations take, is helpful in understanding 
novice programmers' reasoning.  The identified misconceptions and evident 
programming errors found in the literature can be used as a basis on which to 
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develop programming exercises to test novices' level of understanding and 
reasoning.  
3.1.2 The Preoperational Novice Programmer 
The previous section referred to the different types of fragile knowledge defined by 
Perkins and Martin (1986) that I have attributed to sensorimotor reasoning (see 
Table 3.2).  I now describe (in Table 3.4) the types of fragile knowledge from the 
perspective of preoperational reasoning.  Fragile knowledge is consistent with 
Lister's (2011) proposal (see Table 3.1) that at the preoperational stage, the novice 
is neither able to see relationships between lines of code, nor abstract any meaning 
from code.  The preoperational novice programmer therefore is unlikely to be able 
to write code that involves relationships between separate parts, or requires 
consideration of multiple aspects simultaneously.   
Fragile Knowledge and Preoperational Reasoning 
missing there are fewer gaps in the knowledge of the notional machine.; 
misconceptions are rare, but in any event, are applied consistently. 
inert knowledge exists but is not able to be retrieved and reapplied in a new 
situation (e.g., a student uses a schema when specifically called upon to 
do so, but is unable to recognise that it is needed in an unfamiliar 
context). 
misplaced knowledge is used in inappropriate situations (e.g., a student uses a 
schema to solve a programming task, and then attempts it's reuse for 
another task where instead a different schema is more appropriate).  
conglomerate knowledge is haphazardly applied without following strict language rules 
(e.g., a student uses a mix of semantically ill-formed snippets of code 
that may nonetheless evidence correct intentions, or accidentally legally 
formed code with a completely different outcome to that intended). 
Table 3.4: Type of Fragile Knowledge - Preoperational (adapted from Perkins and Martin (1986) – 
with the author's categorisation to the preoperational stage) 
The ability to trace code, as mentioned previously in this chapter, is an important 
programming skill (Perkins, Hancock et al. 1989, Lister, Adams et al. 2004, Philpott, 
Robbins et al. 2007).  From a neo-Piagetian perspective, that skill has not yet 
developed at the sensorimotor stage as the novice must first have a solid 
understanding of the language and environment they are using.  It is not until the 
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preoperational stage that misconceptions are resolved and the novice can use the 
language, albeit at a rudimentary level.  However, having no concept of invariants 
and operations, and limited to only uni-variable situations, a preoperational novice 
may trace successfully but will still find tracing even simple code a cognitively 
onerous task.  
A number of problem solving strategies are evident with programming students, 
some of which contribute to their ongoing success or otherwise with learning to 
program.  Perkins et al. (1989) suggested there are "stoppers" and "movers".  
Stoppers are novices who give up because they are either unable or unwilling to 
continue when they get stuck.  Stoppers are more likely to be students influenced 
by affective factors like lack of confidence or motivation.  Movers are those who do 
not stop long enough to appear stuck.  These types of students are locked in a 
error+tweak+compile cycle, making small changes they do not understand the 
effects of, to fix bugs they are not sure about in the hope they will get them closer 
to a solution (Buck and Stucki 2001, Lister 2011).  The unhappy result of this type of 
strategy is often a student who continues to have no idea why his code doesn't 
work and does not get any closer to finding out.  Alternatively, if one of his random 
permutations is lucky enough to work, he then also has no idea why his code then 
does work.  There are also "extreme" versions of both stoppers and movers, which 
Perkins et al. actually believe describe the norm for programming novices.  These 
behaviours fit in with Lister’s (2011) description of novices' problem solving 
strategies prior to the concrete operational stage as "trial and error" and "quasi-
random code changes". 
Piaget's description of preoperational characteristics (e.g., spatial and temporal 
centration) helps explain the problems that preoperational novice programmers 
have with comprehending and explaining code.  Code comprehension is an essential 
programming skill as it is not only necessary for understanding someone else's code 
but also for debugging, maintenance and creating code.  There is a stark contrast 
between the way novices and experts attempt to comprehend code.  Novices tend 
to read code sequentially, as one would read English text top to bottom, line by line, 
whereas expert programmers read code in the order of execution and in the 
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process, form an abstract mental representation of the program (Jeffries 1982, 
Corritore and Wiedenbeck 1991).  In contrast, until the concrete operational stage, 
novices are able to develop neither a mental representation of the code's function, 
nor the role of individual statements and relationships between them.  They are 
therefore not comprehending at a level that enables them to formulate an 
explanation of the code's overall purpose.  
A student's ability to summarise code has been categorised as either abstract or 
algorithmic (Hoadley, Linn et al. 1996, Clancy and Linn 1999,).  Abstract summaries 
include relationships between input and output and give a big picture description of 
the code's purpose.  On the other hand, algorithmic summaries tend to reflect the 
way the code performs its function, neither drawing a relationship between input 
and output nor reflecting invariants.  Using the SOLO taxonomy (Biggs and Collis 
1982), Lister, Simon et al. (2006) attributed abstract summaries to the relational 
SOLO category, and algorithmic summaries to the multistructural SOLO category. 
In a study of novices' reuse of code,  Hoadley et al. (1996, Clancy and Linn 1999) 
found that code reuse rates (as a percent of total opportunities for reuse) were 
much higher among students who gave abstract summaries of code (64% reuse) 
than code that was understood at an algorithmic level (12% reuse).  In other words, 
students were more likely to reuse code when they were able to summarise that 
code in an abstract manner.  At the preoperational stage of development, neo-
Piagetian theory tells us that novices are not yet able to reason about abstractions 
so it is not surprising that they would not be able to describe code in abstract terms.  
(Only at the concrete operational stage can they start to reason about abstractions.)  
Hoadley et al. also found that even code that was misunderstood was reused more 
than code that was only understood at an algorithmic level. 
Mental models are formed by a programmer during code comprehension, and 
these models have been found to influence both self-efficacy (a person's measure 
of their own ability) and learning outcomes (Ramalingam, LaBelle et al. 2004).  
Information about a programmer's mental representation are inferred from tests of 
both code comprehension and recall.  Pennington (1987) distinguished two 
Chapter 3: Literature Review  Page 50 
 
 
hierarchical models of mental representation. The first, the "program model", 
focuses on program text and concerns information about elementary operations 
and program control flow.  This model precedes and forms the basis for the next 
"domain model", which involves information about data flow and functional 
relations (Pennington 1987, Wiedenbeck and Ramalingam 1999).   
Introductory programming courses often do not emphasis the four areas of 
problem solving, the program development process, algorithm design and stepwise 
refinement.  Frustrated students find themselves in a situation where they 
understand the necessary programming constructs, but are unsure how to use 
them to solve the programming task.  However, lack of ability in these four areas 
are known to contribute to the difficulties that novices experience (Perkins, 
Hancock et al. 1989, Clancy and Linn 1992, Caspersen and Kölling 2009).  Even when 
novices are able to implement a partially working solution, there is a  culture of 
"futile patching" of any mistakes they find, rather than a preference for rigorous 
program design (Ginat 2007).  As Lister (2011) alluded to, this type of behaviour is 
not likely to be resolved until after the concrete operational stage. 
The significance of the choice of programming language was important to Soloway 
et al. (1983) who asked whether it was easier to write a correct program, when the 
programming language used offered a closer "cognitive fit" with a person's natural 
problem solving skills and abilities.  The work of Soloway et al., which used a code 
writing task known widely as the "rainfall problem" (Guzdial 2011), suggests a 
possible reason for a student's difficulty is that they are using certain programming 
constructs that contradict their normal problem-solving approach.   
Even more experienced programmers have difficulty learning a second language, 
though syntax and semantics do not seem to be barriers (Scholtz and Wiedenbeck 
1990). Most issues with a new language stem from tactical planning and 
implementation, where the problematic tendency is to start with a plan appropriate 
in the more familiar language then trying to find constructs in the new language to 
implement it. 
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3.1.3 The Operational Novice Programmer 
After the preoperational stage the next two neo-Piagetian stages are the concrete 
operational and formal operational stages.  Most of the existing literature on the 
novice programmer relates to the concrete operational stage.  I make some brief 
remarks relating to the formal operational stage at the end of this section. 
Something that is often missing from programming education is the type of tacit 
knowledge and problem solving strategies that experienced programmers use to 
design and develop software (Soloway 1986).  Novices aren't necessarily able to 
write code based simply on their comprehension of the syntax and semantics of the 
language they are learning.  As well as being able to construct the mechanisms, it is 
also necessary to know how to construct explanations.  These explanations can be 
thought of as plans to achieve the desired goals of the program (Soloway 1986, 
Spohrer and Soloway 1989).  An experienced programmer accumulates a mental 
library of plan templates that can be retrieved and used when similar goals are 
encountered.  Soloway (1986) suggests that novices have difficulty writing code for 
a number of reasons: 
1. plans and strategies are not obvious from example code they have 
encountered; 
2. step-wise refinement (i.e., breaking a problem into sub-problems for which 
they already have a plan) is limited by the small number of plan templates 
they have thus far accumulated;  
3. putting multiple plans together (via abutment, nesting, merging or tailoring) 
is a problematic process; and 
4. they are not aware of rules of programming discourse (Joni and Soloway 
1986) that lead to program readability (e.g., using variable names and 
constructs that make the program actions clear to the reader). 
Samurcay (1989, p. 163) suggested that learning programming is "an acquisition of a 
catalogue of plans through programming experience".  However, it is not yet 
established in the literature what type of experiences are required to construct such 
a catalogue.  My interpretation of Lister's (2011) description of the concrete 
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operational programmer is that a novice at this stage reasons at a lower abstraction 
level that makes recognition, classification and cataloguing of plans (abstractions) 
unlikely.  The concrete operational novice has started to develop an understanding 
of the relationship between parts of the code, but their problem solving strategy 
remains that of hasty design and futile patching, rather than systematic, high level 
plans and strategies. 
Davies (1991) compared the use of plans between groups of programmers with 
novice, intermediate and expert levels of experience.  Davies found that the choice 
of programming language had little effect on the strategy used, and that there was 
an increased use of plans as skill levels increase.  Novices tended to focus on a 
single plan and generate fewer plans overall, while intermediate programmers and 
experts jumped between plans more frequently. 
Maximum comprehension ability is achieved by access to and cross-reference 
between both program information (i.e., relating to the language) and problem 
domain information (Brooks 1983, Pennington 1987, Wiedenbeck and Ramalingam 
1999).  Five abstract features that characterise the mental representations of 
experts are: hierarchical and multi-layered; explicit mappings between layers; 
founded on recognition of basic patterns; well connected internally; and well 
grounded in program text (Fix, Wiedenbeck et al. 1993, Wiedenbeck, Fix et al. 
1993).  Although these authors found less developed forms of these characteristics 
in novices' representations, they posited that these skills develop over time after 
exposure to many programs.  Further work has built on Pennington's two models of 
representation (Pennington 1987) to incorporate representations of object-oriented 
language concepts and larger scale programming (Burkhardt, Detienne et al. 1997, 
Ramalingam and Wiedenbeck 1997, Corritore and Wiedenbeck 1999, Wiedenbeck 
and Ramalingam 1999, Burkhardt, Detienne et al. 2002). 
With experience, programmers learn to identify code "beacons", which are certain 
familiar structures or operations that serve as focal points in understanding, for 
example code to swap the value in two variables  (Brooks 1983, Wiedenbeck 1986, 
Wiedenbeck 1991).  Like most things, speed and efficiency in programming 
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improves with experience and practice because of the development of conditioned 
responses or "automaticity" in the mastered skill (Wiedenbeck 1985, Bloom 1986).  
Beacons further contribute to these efficiencies by enabling the storing and 
retrieval of chunks of related programming code. 
With expertise comes the ability to "chunk" related pieces of information which 
facilitates the storage and retrieval of more information using the same amount of 
working memory, which is said to be limited to seven (plus or minus 2) items of 
information (Miller 1956; see Section 2.3).  Studies have compared the ability of 
experts and novices (e.g.,  Chase and Simon 1973 for chess, and Adelson 1981 for 
programming) and found clear differences between the two groups' methods of 
mental representation.  It was found that experts are more likely to develop 
structures based on functional chunks as opposed to, in the case of programming, 
representations based on syntax.  In similar studies, Davies, Gilmore and Green 
(1995) compared expert and novices' categorisation of object oriented code 
fragments.  They found, like Adelson (1981), that experts were more likely to make 
functional categorisations of the code.  However, surprisingly, in this case the 
novices formed categorisations based not on syntax, but rather on object 
compositions and relations. 
Automaticity and chunking is unlikely to be evident in novices before the concrete 
operational stage as, before that, they do not recognise relationships between code 
at any level, and the ability to form and reason about abstractions is very limited. 
Developing expertise in programming is not simply a matter of developing a 
repertoire of plans and strategies, or an appropriate amount of procedural 
knowledge, or a combination of both (Davies 1993).  Davies concluded that 
programming expertise is the ability to manage the interaction of those multiple 
knowledge sources in order to determine which steps should be taken in what 
circumstances.  This ability is not developed until the formal operational stage when 
the novice can reason logically, consistently and systematically. 
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3.1.3.1. The Formal Operational Novice Programmer 
Perkins et al. (1989) suggest that something that is evident with students who 
succeed at learning to program is not only the ability to avoid the pitfalls of movers 
and stoppers (see Section 3.1.1), but the ability to "bootstrap".  In other words, 
being able to invent new ways to use what they know in a different situation. This 
ability is indicative of formal operational reasoning, that is, the ability to reason 
logically, generalise, and extend or examine further possibilities.  It is at the formal 
operational level that we would expect expert programmers to be reasoning. 
The empirical focus of this thesis is on the early stages of development in 
programming and therefore I did not examine the literature relating to 
programming experts. 
3.1.4 Curriculum Specification Using the Neo-Piagetian Framework 
Falkner, Vivian et al. (2013) developed a framework using, in part, neo-Piagetian 
theory, to analyse students' software development processes.  The students in their 
study had already completed one or two prior programming courses and reflected 
on work they had completed in non-trivial software design and development.  
Interestingly, Falkner et al. did not consider sensorimotor level behaviours of their 
students, as they believed these were "below what would normally be expressed by 
adult learners in new contexts" (ibid., p. 33).  They did however observe behaviours 
reflective of preoperational (48%), concrete (40%) and formal operational reasoning 
(12%) in the reflections of the 68 students in their study.  For a random selection of 
these students, they noted manifestations from one, two or three stages of 
development for each student. 
In more recent work, Szabo and Falkner (2014, Szabo, Falkner et al. 2014) proposed 
a curriculum analysis method based on neo-Piagetian theory.  They compared the 
neo-Piagetian levels at which concepts were introduced with the levels at which 
those concepts were assessed.  In doing so, they identified pre-requisite concepts 
(those that were assessed, but not taught) and assessment leaps (where concepts 
were assessed at a higher level than they were taught). Using this methodology it is 
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possible to identify areas of disconnect in concept development within the 
curriculum.  
3.2 Related Theories 
Apart from Piagetian and neo-Piagetian, other theories address development of 
abstract reasoning skills, some of which are described in this section. 
3.2.1 SOLO Taxonomy 
The SOLO taxonomy is intended for classifying a rich variety of qualitatively 
different written responses to a question. The levels from lowest to highest are: 
pre-structural, uni-structural, multistructural, relational and extended abstract 
(Biggs and Collis 1982). 
Biggs and Collis (1982, pp. 21−23) made a conscious design decision that SOLO's 
application was only for analysing a response (i.e., the product) not the mental 
process leading to that response. Their reason for that decision was that they 
derived SOLO from classical Piagetian theory, and the restriction of SOLO to 
analysing final responses was their approach to avoiding any of the problems with 
classical Piagetian theory. Note that Biggs and Collis published SOLO in 1982, before 
almost all the developments in neo-Piagetian theory that provide an alternative way 
of avoiding the problems with classical Piagetian theory. Unlike SOLO, neo-Piagetian 
theory preserves the Piagetian mechanisms for analysing data generated from the 
process by which a novice arrived at a response.  
3.2.2 Modes of Representation - Bruner 
Bruner's work in cognitive psychology uses modes to describe and categorise how a 
person might build mental schemas to represent their environment and retrieve it 
in a usable form (Bruner 1964).  He describes these modes as consecutive, with 
each depending upon the previous.  The first mode is enactive ("doing") or action-
based representation.  In this mode, schemas are built from physical interactions 
with the environment, and representation and recall of past events made via motor 
responses.  The iconic ("images") mode is about visual representation and involves 
mental images as a means of developing understanding.  The third mode is symbolic 
("symbols") and is where information is actually encoded in an abstract way, such as 
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in words or symbols (Bruner 1964, McLeod 2007).  Rather than manifesting 
characteristics of stages that a person grows out of as they develop cognitively, the 
modes generally remain intact for life.  It would not be unusual for a person to 
make use of all three modes of representation, for example playing a musical 
instrument (action, using muscle memory); recalling their first car (iconic, imagery); 
referring to a "dog" (symbolic, abstract).  According to this theory, cognitive 
maturity is the ability to use each of the components of these modes in an 
integrated sequence. 
Although on the surface, Bruner's doing, iconic and symbolic modes seem to be 
similar to Piaget's sensorimotor, preoperational and concrete operational stages, 
the difference is that Bruner's modes are a preferred style of representation and 
communication (much like a learning style except that learning styles are not 
knowledge domain specific). 
3.2.3 Mathematical Abstractions - Sfard 
A common theme in both Piaget's and Bruner's theories is the idea that a person 
develops cognitively towards the ability to work with abstractions.  Sfard's work is 
focused at how mathematical abstraction differs from any other abstractions in its 
nature, the way an abstraction develops and its functions and applications (Sfard 
1991).  As mathematical concepts are inaccessible to the senses there is no option 
but to employ symbolic representations in order to use them.  A deep 
understanding of mathematics requires the ability to "see" a function or number 
both operationally (as a process) and structurally (as an object) (Sfard 1991).   
Seeing a mathematical entity as an object means being capable of referring 
to it as if it was a real thing - a static structure, existing somewhere in space 
and time. It also means being able to recognize the idea "at a glance" and to 
manipulate it as a whole, without going into details. (Sfard 1991, p. 4) 
An example of mathematical concepts and their associated operational and 
structural conceptions is shown in Table 3.5. 
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Mathematical 
Concept 
Structural (object) Operational (process) 
Natural number Property of a set 0 or any number obtained from 
another natural number by 
adding one 
Rational number Pair of integers The result of division of integers 
Circle The locus of all points 
equidistant from a given 
point 
A curve obtained by rotating a 
compass around a fixed point 
Table 3.5: Structural v. Operational Conceptions of Mathematical Concept (Sfard 1991, p. 5) 
There are also conceptions of notions that are both structural and operational.  For 
example, a linear equation, represented as a graph, can easily be conceived as a 
single object, but when represented as a computer program, a linear equation is 
more of an operational process.  However, when a linear equation is represented 
algebraically, it can be conceived both as a process (a concise description of some 
computation) and structurally (as a static relation between two magnitudes) (Sfard 
1991). 
The process of acquiring a mathematical concept involves transitioning from the 
first phase of operational conception to abstract objects and is accomplished in 
three steps, namely interiorisation, condensation and, finally reification. When 
concepts are hierarchical (e.g., integers, rational numbers, real numbers, complex 
numbers), Sfard sees the process of cognitive development as shown in Figure 3.10. 
 
 
 
 
 
 
 
 
Figure 3.10: Three Stage Development Schema (Sfard 1991, p22) 
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3.2.4 Constructionism - Papert 
Papert's theory of constructionism is based on Piaget's constructivism, but 
emphasises that learning occurs during the process of making and interacting with 
external artefacts.  "While Piaget liked to describe the genesis of internal mental 
stability in terms of successive plateaus of equilibrium, Papert is interested in the 
dynamics of change" (Ackermann 2014, p. 8).  Papert offers a different perspective 
on Piaget's stage theory.  Rather than accepting that the formal operational stage 
(i.e., where thought is abstract, decontextualised, logical and analytical) as the 
"ultimate" development stage, he proffers that a person can achieve high levels of 
expertise without also being highly analytical. He demonstrates this with the 
example of an artist who's plan emerges and is refined as the artistic creation takes 
form, rather than by an imposition of logical order (Papert 1988). 
In his book, "Mindstorms", Papert lamented the failure of the education system of 
that era to nurture the germination of a math culture, foster an enjoyment of 
mathematics and help children find "… beauty in abstract things" (Papert 1980, 
p. 10).  He describes the book as "an exercise in an applied genetic epistemology" 
(ibid., p. vii).   
Papert blames the education system for wide-spread aversion to mathematics, 
resulting from adoption of "dissociation as a strategy for learning" (ibid., p. 65), and 
calls for an end to conventional schooling and curriculum. He reasons that Piagetian 
learning is learning without being taught.  For example, the sensorimotor child 
learns to speak and also how to interact with his environment —what is (and is not) 
part of himself, as well as the geometry required to negotiate around in space etc. 
— "all this without being 'taught'" (ibid., p. 7).  However, contrary to Papert's 
reasoning, a child does not develop, nor learn, in a vacuum.  He fails to account for 
the impression made on small children by the presence of not only parents, but 
those of siblings, peers and anyone else they come in contact with.  Whether it is 
intended "teaching" or not, the interaction with and observance of other human 
beings must logically contribute to that growth.   
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The key to Papert's education reform proposal was in the use of computers, and in 
particular, the programming of computers by young children in order to learn.  This 
is in contrast to the use of computers simply as instruments to deliver electronically 
what traditionally teachers already do.  Rather, Papert proposed that we use 
computers to encourage children to develop the "mathetic strategy: In order to 
learn something, first make sense of it" (ibid., p. 63), and in the process, encourage 
a "less dissociated cultural epistemology" (ibid., p. 39). 
Papert created the LOGO programming language, incorporating the Turtle robot, 
which is capable of interpreting rudimentary commands to move around and draw 
on a Cartesian plane.  The educational beauty of the Turtle reflects Papert's 
philosophy that "the best way to understand learning is first to understand specific, 
well-chosen cases and then to worry afterward about how to generalize from this 
understanding" (ibid., p. 10).  To wonder about how to get the Turtle to move, a 
child need only think about how they themselves might move to achieve the same 
purpose.  They use themselves as "an object-to-think-with" (ibid., p. 23).  Papert is 
concretizing what Piaget called accommodation – the child relates what is new to 
what they already know.  The computer is used to "concretize (and personalize) the 
formal … and can allow us to shift the boundary separating concrete and formal" 
(ibid., p. 21).  Papert's utopian educational system involves not only a uniting of 
computers and cultures, but a learning that is not separate from reality (as opposed 
to dissociated learning), where the novice and expert learn side by side (ibid., 
p. 179). 
3.3 Protocol Analysis – Verbal Reports 
Up to this point of the chapter, I have reviewed literature on novice programmers.  
In the remainder of this chapter, I review research methods that have been, or 
could be, used to study novice programmers' thinking. 
The reasons for common misconceptions and their relationship to levels of 
cognitive growth discussed in the previous sections provide valuable insight into the 
behaviour of programming students.  However, it is often unclear how or why a 
student came to a certain conclusion or used a certain programming construct or 
Chapter 3: Literature Review  Page 60 
 
 
expression in the process of solving a programming problem.  Written exam scripts 
often provide very little meta-data for the examiner to make an accurate evaluation 
of the student's level of abstract reasoning.  When a student makes an error, was it 
because the student misunderstood the question, lacked the necessary knowledge, 
or could not apply the knowledge?  In analysing written data, inferences are usually 
made about what could have been going on in the mind of the student when the 
exercise was being completed. 
3.3.1 Thinking Out Loud 
Failing the ability to plug directly into students' stream of consciousness, it is 
necessary to rely on their verbalisation of the thoughts that pass through their 
minds. 
Verbal reports are the result of data collection from "think out loud" verbalisations.  
Ericsson and Simon's (1993) model of verbalisation is founded on the six 
assumptions shown in Table 3.6. 
1. The verbalizable cognitions can be described as states that correspond to the contents 
of short term memory (i.e., to the information that is in the focus of attention). 
2. The information vocalized is a verbal encoding of the information in short term 
memory. 
3. The verbalization processes are initiated as thought is heeded. 
4. The verbalization is a direct encoding of the heeded thought and reflects its structure. 
5. Units of articulation will correspond to integrated cognitive structures. 
6. Pauses and hesitations will be good predictors of shifts in processing of cognitive 
structures. 
Table 3.6: Model of Verbalisation Assumptions (Ericsson and Simon 1993, pp. 221-225) 
Atman and Bursic (1998) found that analysis of verbal reports was useful for 
understanding the design processes of engineering design students.  They found 
they were better able to grade the design process rather than simply the product of 
the engineering design task.  This is the same type of data I sought from 
programming students.   
But thinking out loud is not necessarily something that individuals can do naturally 
or easily, or feel comfortable doing.  According to Ericsson and Simon (1993), if a 
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subject is asked to verbalise their thought processes, there are observable changes 
to the subject's behaviour, with a natural tendency for the subject to start 
explaining or describing the purpose with increased focus on formulating a 
coherent explanation.  There also tends to be an increased socialisation with the 
observer and a subsequent loss of focus on the specific task at hand.   
Ericsson and Simon (1993) divide verbalisations into three types where Types 1 and 
2 refer to simple unstructured verbalisation of thoughts.  Type 1 verbalisations are 
"concurrent", where the subject works through a task while simultaneously 
verbalising.  Type 2 verbalisations are "retrospective", where the subject talks about 
the experience by reflecting back on a task that had previously been completed. 
One value of retrospective reports is in reinforcing learning material (Ericsson and 
Simon 1993).  With these types of verbalisations, the subjects neither explain nor 
describe necessarily what they are doing, but simply verbalise the information they 
are attending to in performing the required task.  Ericsson and Simon claim that 
think aloud concurrent and retrospective verbalisations (Types 1 and 2) need not 
influence the sequence of thought.   
Type 3 verbalisations are more structured, and include specific information like 
reasoning and explanation.  The subject uses more cognitive effort formulating this 
type of verbalisation with a more likely loss of focus on the specific task at hand.  
There is an opportunity for improved learning using Type 3 verbalisations, because 
they have a positive effect on performance (including reduced errors) in the initial 
stages of learning, but they tend to influence cognitive processes (Ericsson and 
Simon 1993).   
3.3.2 Analysis of Verbal Reports 
By evaluating both the process (the verbalisations) and the final product (the task 
solution), it is possible to draw some conclusions about the relationship between 
processes and final product quality (Atman and Bursic 1998). 
To assess student learning, and to document the processes that students go 
through in order to solve engineering design problems, Atman and Bursic (1998) 
worked with verbal protocol analysis.  Their engineering design student subjects 
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"thought out loud" as they worked on design tasks.  The sessions were captured on 
audio and/or videotape and transcribed for later analysis.  Comparison of 
transcripts enabled them to evaluate differences between individual subjects and 
between different groups of subjects according to expertise.  Differences existed in 
terms of the time taken to perform the entire tasks, the time taken for certain sub-
tasks (e.g., evaluation, problem solving, design construction, evaluation, testing 
etc.) and the time between processes (in transition). 
More recently, Atman et al. (2005) used verbal analyses of engineering students' 
design behaviour and along with product quality, measured the time spent on tasks, 
subtasks, and transition between those tasks.  They also counted specifics like the 
number of alternatives and criteria considered, the number of assumptions made 
and the number of requests for information made.  The analysis of their data 
involved the transcripts being segmented into sentences and/or ideas and each 
process being identified according to the corresponding design step.  The encoding 
and measuring was completed by two coders who then checked for code reliability, 
etc.  Quality product scores were awarded and the coding scheme was applied.  As 
they compared 1st and 4th year students, they were able to pose questions relating 
to the differences in behaviour and reasoning between novices and those with 
more experience in the domain. 
3.3.3 Microgenetic Research Method 
"The essence of development is change" (Siegler and Crowley 1991, p. 606).  
Therefore, it is necessary to gather the data at a frequency, and with as much detail, 
as will enable such change to be captured. 
The microgenetic research method has been applied in many domains to test 
theories of cognitive development.  It is defined as having three main properties 
(Siegler 2006, p. 469):  
1. Observations span the period of rapidly changing competence; 
2. The density of observations is high, relative to the rate of change; and 
3.  Observations are analysed intensively, with the goal of inferring the 
representations and processes that give rise to them.  
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The microgenetic method has been used previously by Lewis (2012) to study a 
single novice programmer.  I regard my research, and the earlier research of Lewis, 
to be a necessary prelude to conducting quantitative research. That is, my work will 
be in the identification of cognitive development of novice programmers, which 
may then be studied quantitatively, either by me or by other researchers. 
3.3.4 Protocols 
Ericsson and Simon (1993) established some protocols for eliciting simple 
unstructured verbalisations.  Clear instructions should be given to the subject prior 
to the task.  The primary goal is to maintain focus on the clearly defined task, with 
the articulation of thoughts as a secondary goal.  Social interaction should be 
discouraged, and the observer should be behind the subject, out of view or even 
out of room.  It will be necessary to practice verbalisations under those 
considerations, using "warm up" think out loud exercises as practice.  The observer 
should prompt the subject to "keep talking" if necessary.   
3.3.5 Discussion 
Think out loud concurrent and retrospective verbalisations need not influence the 
sequence of thoughts (Types 1 and 2), where verbalisations are secondary to the 
task driven cognitive processes and do not change the sequence of thoughts.  There 
is thought to be only a moderate slowing down of the process due to this type of 
verbalisation (Ericsson and Simon 1993).  Concurrent verbalisations seem to offer 
the best opportunity for gathering accurate information from subjects.  There will 
be times when the subject will need to be asked for more information during the 
exercise if that is not immediately obvious to the interviewer.  Retrospective 
questioning about reasoning, if able to be recalled in the first place, is likely to 
produce less accurate information from the subject. 
Much of what Ericsson and Simon write could be used to design "think out loud" 
exercises for programming students. Establishing the most appropriate protocols to 
elicit verbalisations during programming exercises will be necessary to provide a 
clear understanding of the student's problem solving and reasoning skills.  Having 
the interviewer behind the subject may in fact produce a higher level of discomfort.  
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The feeling of having someone watch over one's shoulder, perhaps analysing and 
making judgments about one's performance may not be conducive to focusing 
solely on the programming task.  However, leaving the room or partitioning the 
subject's work area would leave the interviewer little opportunity for real-time 
observation and questioning where necessary. 
The type of technologies used to assist verbal protocol analysis has not been 
discussed in the literature, except for some mention of audio and video recording.  
On further investigation, apart from audio and video recording devices, there are 
specific technologies available to capture verbalisations and handwriting.  These 
include the Livescribe SmartPen (2014) which digitally records what is written on 
special paper that has been printed with a grid of almost undetectable micro-dots.  
The pen contains an infrared camera which reads the dot pattern.  The digital 
pencasts produced by the SmartPen can be replayed with synchronised visual and 
audio output enabling the sessions to be encoded and quantitatively measured.   
3.4 Conclusion 
In this chapter I have discussed issues and the specific areas and concepts with 
which programming students tend to struggle, from a neo-Piagetian perspective.  It 
is known that expert programmers exhibit a high level of abstract reasoning, and it 
is necessary to know how that abstract reasoning is developed in order to have any 
significant influence on the progression of novices towards expertise in 
programming. 
Cognitive development theories help us understand some misconceptions that 
students have with mathematical and logic problems, but little is known about 
when, why and how abstract reasoning skills are developed in the programming 
domain. 
There is a need to investigate the cognitive development of novice programmers 
and investigate whether a link exists between the known cognitive development 
stages and the skills developed while learning to program.  If it can be determined 
how it is that a person develops abilities of abstract reasoning that are necessary to 
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develop programming skills, educators may be able to seriously and positively 
influence the transition of students from one stage to the next stage.  The results 
will have valuable pedagogical implications.   
Design students have been observed while solving problems, and the results 
encoded and analysed to describe what makes a good design student (Atman and 
Bursic 1998, Atman, Cardella et al. 2005).  There have been many studies of 
programmers (e.g., Adelson 1981, Perkins and Martin 1986, Pennington 1987, 
Perkins, Hancock et al. 1989, Clancy and Linn 1992, Bennedsen and Caspersen 2005, 
Bennedsen and Caspersen 2008).  However, much of this previous work takes a 
positivistic line of enquiry, with conclusions based on quantitative statistical analysis 
of results from students' answers to programming tasks and/or final grades. In 
other words, the focus has normally be on the product of students' work and 
evaluation of that product according to a wide variety of criteria, rather than the 
process.  There have, however, been few qualitative studies based on observation 
of individual novices performing programming tasks, except for small studies in 
specific areas of programming like algorithmic and recursive reasoning (da Rosa 
2007, 2010) and debugging behaviour (Lewis 2012).  No observational studies have 
been undertaken to date that use neo-Piagetian theory to explain the general 
development of programming skills. 
In order to understand novice programming reasoning skills, we need to analyse the 
process involved in solving programming problems, rather than simply the final 
product.  Protocol analysis of "think out loud" verbalisations is an effective method 
of observing and analysing behaviour and reasoning of novice programmers. 
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Chapter 4. Method 
This chapter describes the philosophical perspective from which I have approached 
this research together with the methodology I employed to gather and analyse data 
about the novice programmer. 
4.1 Introduction 
The Background and Literature Review chapters gave a summary of cognitive 
development theories based on work of Piaget, together with a summary of the 
issues of learning to program that have already been dealt with in the research 
literature.  Classical Piagetian theory has previously been applied to a programming 
context, but with mixed results.  So far, there has not been an attempt to gather 
empirical data about the general development of programming skills from a neo-
Piagetian perspective. 
Following a description of my philosophical perspective, I discuss the motivation for 
employing a mixed method approach to data collection and analysis of novice 
programmers' cognitive development using the neo-Piagetian framework.  The 
remainder of this chapter provides details of each of the quantitative and 
qualitative elements of the project. 
4.2 Philosophical Perspective 
Positivist research is based on the belief that phenomena can be viewed from a 
distance and described objectively, while interpretivist or constructionist research 
involves meaning that is constructed as people engage with the world they are 
interpreting (Crotty 1998, p. 43).  
My philosophical perspective is essentially one of non-dualism, where the mind is 
not considered separate to the body ("dualism" 2005, Robinson 2012), and where 
internalised schemata or structures are formed by the process of interacting with 
the environment and accommodating, or internalising, the external reality 
(Gurwitsch 1964, Ginsburg and Opper 1969, p. 23).  In other words, it is not possible 
for me to separate myself from what I know. 
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Meanings are (socially) constructed as a person engages with the world they are 
interpreting rather than there being an objective truth (constructionism) (Crotty 
1998), and cognitive development is a result of the interaction between what a 
person already perceives and their external environment (constructivism).  In other 
words, the world around us is "constructed", rather than existing as one 
predetermined reality for us to identify. 
4.3 Methodology 
I used a mixed method approach (the "third methodological movement" according 
to Tashakkori and Teddlie (2003, p. 5)) and utilised the pragmatism paradigm which 
"…rejects the either/or choices associated with the paradigm wars (and) advocates 
for the use of mixed methods in research" (ibid., p. 73). Patton (2002, p. 72) 
describes pragmatism as allowing "… one to eschew methodological orthodoxy in 
favour of methodological appropriateness". The focus and primary importance of 
pragmatism is of the question asked rather than the methods used (Creswell and 
Plano Clark 2011, p. 41) 
My primary endeavour for this PhD research is to study the novice programmer like 
no-one has done to date — by observing them in (close to) their natural habitat, 
much like Jane Goodall (naturalist and ethologist) observed the behaviour of 
chimpanzees in their natural habitat.  Prior to Jane's work, people had made 
assumptions about chimpanzees and she challenged the long-standing beliefs that 
chimpanzees were vegetarians and that only humans made and used tools (The 
Jane Goodall Institute 2014).  Patton (2002, p. 53) describes a qualitative strategy of 
inquiry as having an active and involved role, and observing the phenomena from 
the inside as a participant rather than a passive observer.  Establishing empathic 
neutrality (i.e., communicating understanding and interest, while being 
nonjudgmental) is necessary in order to establish an "empirical basis for describing 
the perspectives of others" (ibid., p. 53).  
By using a mixed method approach, I incorporate both qualitative and quantitative 
research elements.  My philosophical perspective and paradigm choice justify the 
methodological decision to conduct observational participatory research 
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supplemented by quantitative methods to provide stronger results.  There is a 
triangulation of methods to check on the validity of a set of findings from one 
method by comparing it with findings from another method.  In this research 
project I use qualitative data to, in the words of Patton (2014, p. 18) "illuminate the 
people behind the numbers and put faces on the statistics to deepen understanding 
and inform decision making". .  In other words, the qualitative data is analysed from 
an interpretivist/constructionist perspective, using the quantitative data to inform 
the direction of the research and strengthen the validity of the results. 
My research has a concurrent nested design as described by Tashakorri and Teddlie 
(2003, p. 229), where the qualitative method dominates and the quantitative 
element is embedded within the predominant method (see Figure 4.1). 
 
 
 
 
 
 
 
Figure 4.2 diagrammatically ties my philosophical, epistemological and theoretical 
perspectives to the methodology and methods I used in this research.  As Crotty 
explained, each of the process elements inform one another, as shown in the 
colour-coded legend on the right hand side of Figure 4.2. 
 
  
 
 
qualitative 
quantitative 
Analysis of Findings 
Figure 4.1: Concurrent Nested Design (Tashakkori and Teddlie 2003, p. 226) 
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4.4 Motivation 
Normally the only true artefacts educators have of their programming students' 
individual work are the exam scripts (i.e., the papers that students write on during 
an exam).  Other forms of assessment that are not invigilated under formal 
examination conditions are potentially influenced by plagiarism, collaboration or 
 
Dualism Non-Dualism philosophical view 
Objectivism 
- things exist as meaningful, 
independent of consciousness 
(Crotty 1998 p. 8) 
Constructionism 
 - we construct meaning as we 
engage with the world we are 
interpreting (Crotty 1998 p. 43) 
epistemology 
Positivism 
- " recognizing only that which can be 
scientifically verified or which is 
capable of logical or mathematical 
proof" ("positivism" 2015) 
Interpretivism 
- "looks for culturally derived 
and historically situated 
interpretations of the social life-
world" (Crotty 1998 p. 67) 
Pragmatism 
- "rejects the either/or choices associated with the 
paradigm wars …  advocates for the use of mixed methods 
in research" (Tashakkori and Teddlie 2003 p. 713) 
paradigm 
Mixed Methods  
(triangulation) 
Survey research Verbal protocol analysis 
Participatory Observation 
Tests – in-class and EOS exam 
Sampling 
Statistical Analysis 
Case Studies 
Interviews 
Think Alouds 
methods 
methodology 
Legend 
Figure 4.2: Philosophical Perspective 
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both.  This is true of assignments, take home exams and on-line tests completed in 
students' own time.  Although formal written exams have the potential to impose 
additional stresses on students which may impact on their performance, written 
exams are the most commonly used method at university of assessing students' 
ability.  Given an unlimited budget and small cohorts, one might have the 
opportunity to assess students by oral examination, interview or observation.  But 
as introductory programming cohorts are often quite large and budgets limited, this 
is sadly not likely to become a reality in the near future. 
When a student's exam script is marked or graded, there is normally no evidence of 
the type of reasoning the student used.  This is especially true for multiple choice 
questions (MCQs), where answer options are selected on marker sense sheets and 
automatically marked by a machine.  Even for short answer or coding questions, 
which require manual assessment by a marker, students rarely include algorithms 
or comments in their answers, or leave annotations or notes to further document 
their solution.  If their answer or solution is correct, or nearly correct, the marker 
has no reason (or desire) to question the student's reasoning.  From a correct or 
near correct solution a marker infers, by induction, that the student possessed, and 
had used, the skills necessary to solve it.   
From an exam script, there is actually very little evidence of the thought processes, 
problem solving and reasoning skills the students employed.  Likewise, the markers 
can only guess about any misconceptions that students may have had.  
(Section 3.1.1.1 contains a discussion about many of the misconceptions that 
novices have as they learn to program.)  In order to gather rich data about a 
student's reasoning behaviour, it is necessary to observe the phenomenon as it 
occurs.   
4.5 Data Collection 
My research therefore involved collecting both quantitative and qualitative data.  
Data collection began with in-class tests conducted towards the end of a teaching 
semester, in order to get an indication of the proportion of students able to 
complete tasks which require concrete operational reasoning.  (See Sections 2.2.2 
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and 2.3 for a description of concrete operational reasoning.)  This lead to in-class 
testing earlier in semester, together with think-aloud sessions conducted currently 
with the in-class tests.  The think-aloud analysis shed light on the in-class test results 
(e.g., why so many students could/did not answer particular tasks correctly) and 
prompted further and repeated testing of the cohort at various stages throughout 
the semester.   
In-class testing imposed time pressures on the lecturing staff as they interfered with 
the normal delivery of content during the lecture.  Collation, analysis and 
aggregation of the quantitative data from the large cohorts was a time-consuming 
and labour intensive task.  Because of these logistics, the in-class tests were 
restricted to five at most per semester for any one teaching unit.   
Volunteer students for the think aloud studies (see Section 4.9) were recruited on 
the basis that they agree to meet regularly throughout semester, with most 
students attending at least every two weeks.  See Appendix M for a quantitative 
summary of the data collections. 
I conducted "think aloud" sessions (Ericsson and Simon 1993) with volunteer 
university students who were learning to program.  The students were asked to 
simply say whatever went through their minds while they completed the 
programming tasks I gave them.  The think aloud sessions were recorded with the 
use of a "smartpen" (LiveScribe 2014) and digital audio recorder. 
To complement the think aloud sessions, I also collected data from tests conducted 
in class ("in-class tests") and final exams of entire cohorts of novice programmers 
using the same or similar programming exercises used in the think aloud sessions.  
Because of this, a triangulation of the qualitative and quantitative methods 
provided the opportunity to check the validity of the findings.  From the in-class test 
artefacts generalisations can be made about the entire cohort, and any 
problems/misconceptions identified here have informed a specific investigation in 
the think aloud studies.  Conversely, the interesting behaviour or misconceptions 
observed in the think aloud sessions have lead me to deploy appropriate tests to 
the entire cohort in order to identify patterns and to test working hypotheses. 
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In my final analysis, think aloud students' performance were categorised according 
to the skills exhibited while processing tasks associated with certain levels of 
abstract reasoning.  Analysis of the verbal reports allowed identification and 
comparison of certain behavioural components for each of the students at the same 
and different levels of reasoning. 
As this research combined quantitative and qualitative research methods, it allowed 
for analysis by triangulation.  Each of the methods used will be described in the 
sections that follow. 
4.6 Ethical Considerations 
Ethical clearance was applied for and granted for this PhD research under two 
consecutive Low Risk Human Ethics applications by the University Human Research 
Ethics Committee (UHREC), Research Ethics Unit, QUT.  The approval certificates can 
be found at Appendix B and Appendix C.  
4.7 Research Participants 
My research involved introductory computer programming students from QUT (my 
home university, the university of my two associate supervisors, and the university 
where my principal supervisor holds an adjunct appointment). In this section, I 
describe in some detail the demographics of those QUT students, while sections 4.8 
and 4.9 describe the data collection methods used at QUT.   
A number of the papers that form part of this thesis refer to data collected at the 
UTS which is the home university of my principal supervisor.  The participants from 
UTS were from equivalent courses and introductory programming units to those 
described from QUT below.  The data collection methods at QUT were replicated at 
UTS.  More specific demographic details regarding participants are provided in the 
individual papers.  
4.7.1 QUT Participants 
The teaching calendar at QUT is divided into three teaching periods, with semesters 
1 and 2 running for 13 weeks and summer semester running for 12 weeks.  
Computer programming is offered at QUT as part of its Information Technology (IT) 
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courses during semesters 1 and 2 in a number of teaching units.  These units are 
often referred to by level, with the Level 1 unit designed to cater for students with 
little or no programming experience.  QUT participants in this study were students 
in either the Level 1 or Level 2 programming unit.  The Level 1 and Level 2 units are 
historically offered to students in their first and second semesters of study.  
Students in these cohorts are either enrolled in one of a number of IT courses 
offered at QUT, or have chosen to complete the unit as an elective in another 
course.  Table 4.1, by way of example, lists the QUT courses in which Level 1 
students for Semester 1, 2014 were enrolled.   
*Bachelor of Information Technology 
*Bachelor of Games & Interactive Entertainment 
*Bachelor of Engineering/Bachelor Information Technology 
*Bachelor of Business/Bachelor of Information Technology 
Bachelor of Creative Industries /Bachelor of Information Technology 
Bachelor of Corporate Systems Management 
Bachelor of Mathematics 
Bachelor of Science/Bachelor of Information Technology 
Bachelor of Information Technology/Bachelor of Mathematics 
Bachelor of Behavioural Science (Psychology) 
Bachelor of Science 
Bachelor of Business 
Bachelor of Business/Bachelor of Games & Interactive Entertainment  
Bachelor of Corporate Systems Management/Bachelor of Information Technology 
Bachelor of Corporate Systems Management/Bachelor of Games & Interactive 
Entertainment 
Bachelor of Applied Science 
Bachelor of Fine Arts/Bachelor of Information Technology 
Bachelor of Information Technology/Bachelor of Laws  
Bachelor of Games & Interactive Entertainment/Bachelor of Mathematics 
Bachelor of Fine Arts 
[Exchange and Study Abroad Programs] 
Table 4.1: Course Demographics of Students in QUT Level 1 Programming Unit in Semester 1, 2014.  
(Those marked * account for 92% of the cohort) 
Table 4.2, also by way of example, lists the QUT courses in which Level 2 students 
for Semester 1, 2014 were enrolled.   
*Bachelor of Information Technology 
*Masters of Information Technology 
*Bachelor of Games & Interactive Entertainment 
*Bachelor of Engineering 
*Bachelor of Engineering/Bachelor of Information Technology 
*Bachelor of Information Technology/Bachelor of Mathematics 
*Bachelor of Fine Arts/Bachelor of Information Technology 
*Bachelor of Corporate Systems Management/Bachelor of Information Technology 
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*Bachelor of Business/Bachelor of Information Technology 
*Bachelor of Corporate Systems Management/Bachelor of Games & Interactive 
Entertainment 
Bachelor of Games & Interactive Entertainment/Bachelor of Mathematics 
Bachelor of Creative Industries/Bachelor of Information Technology 
Bachelor of Business/Bachelor of Games & Interactive Entertainment 
Bachelor of Information Technology/Bachelor of Laws 
Bachelor of Laws 
Bachelor of Mathematics 
[Exchange and Study Abroad Programs] 
Masters of Business Process Management 
Graduate Certification of Information Technology 
Table 4.2: Course Demographics of Students in QUT Level 2 Programming Unit in Semester 1, 2014.  
(Those marked * account for 92% of the cohort) 
4.7.1.1. QUT Level 1 Teaching Unit 
The Level 1 unit at QUT, "Building IT Systems", is normally undertaken by students 
in their first semester of study and it is a prerequisite for most undergraduate 
programming units, including the Level 2 unit.  The Level 1 unit introduces a number 
of technologies used to build information technology systems, including (and 
predominantly) programming.  The programming language used in this unit is 
Python.  The unit outline for the Level 1 unit can be found at Appendix H. 
The cohort for this unit changes to varying degrees each semester and it is 
therefore very difficult to provide a clear picture of the demographics of student 
participants in this research.  However, by way of example, Table 4.3 provides a 
snapshot of demographic details for recent offerings of this unit. 
Students Semester 1 Semester 2 
Cohort Size 431 247 
Full Time 97% 95% 
Part Time 3% 5% 
Domestic 91% 88% 
International 9% 12% 
Pass Rate 80% 76% 
Fail Rate 20% 24% 
Table 4.3: Demographic Breakdown of Students in QUT Level 1 Programming Unit in 2014. 
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4.7.1.2. QUT Level 2 Teaching Unit 
The Level 2 unit at QUT, "Programming", is normally undertaken by students in their 
second or subsequent semester of study, depending on the structure of the course 
in which they are enrolled.  This unit is also conducted for postgraduate non-IT 
students (i.e., those students who do not have a Bachelor of Information 
Technology or similar) as their first programming unit.  Throughout this thesis this 
unit is referred to as Level 2, even though the post-graduate cohort did not 
complete Level 1.  In this thesis, where a distinction is made between these two 
groups of students in the Level 2 unit, postgraduate students will be identified as 
"PG" and undergraduate students as "UG".  The programming language used in this 
unit is C#.  The unit outline for the Level 2 unit can be found at Appendix I. 
The cohort for this unit changes to varying degrees each semester and it is 
therefore very difficult to provide a clear picture of the demographics of student 
participants in this research.  However, by way of example, Table 4.4  provides a 
snapshot of demographic details for recent offerings of this unit. 
Students Semester 1 Semester 2 
Cohort Size 164 249 
Full Time 95% 96% 
Part Time 5% 4% 
Domestic 93% 92% 
International 7% 8% 
Pass Rate 75% 75% 
Fail Rate 25% 25% 
Table 4.4: Demographic Breakdown of Students in QUT Level 2 Programming Unit in 2014. 
4.8 In-Class Testing 
This section describes collecting data from research participants who take part in 
written programming tests in class.  The data gathered forms the quantitative basis 
of my research. 
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4.8.1 Background 
The mechanism for in-class testing of programming students was established prior 
to commencement of this PhD research as both a teaching and learning tool and an 
opportunity for self-assessment and reflection by students.  The tests gave teaching 
staff an indication of the progress being made by the student cohort as a whole and 
identified areas of the curriculum requiring further attention during lectures and 
workshops.  As a member of the teaching team for both the Level 1 and Level 2 
units at QUT I was responsible for the preparation and conduct of the in-class tests 
at QUT as well as the analysis of data and production of summary reports.   
4.8.2 Sampling 
In-class tests were conducted at various times throughout semester for each of the 
Level 1 and Level 2 programming units described in Section 4.7.1.  Lecturers for 
each of the units agreed to set aside time in a number of lectures during the 
semester.  The scheduling of the tests was at the discretion of the lecturer, and 
normally at a time when they caused the least disruption to the normal delivery of 
the unit's content. 
The tests were not made available to students outside these lectures so only 
students who attended those lectures had the opportunity to complete the tests. 
4.8.3 Recruitment of Participants for In-Class Tests 
In accordance with ethical clearance for this research, students attending the 
lectures where in-class tests were conducted were informed about the research 
project.  As shown in PowerPoint slides to the class (see Appendix E) consent was 
deemed to be granted by students on completion and return of a supplied printed 
programming test (the questionnaire).   
The lecturer or I introduced the purpose and nature of the research and requested 
students' co-operation by completing the test as honestly as possible, without the 
aid of electronic devices or collaboration.  Students who attended lectures where 
in-class tests were conducted were given printed sheets with programming tasks 
printed on them and asked to write their answers on these sheets.   
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Students were told that their participation was entirely voluntary, but that 
completing the test would help the teaching staff make decisions about further 
instruction in the course, help the researchers develop new and valid ways of 
teaching and assessing novice programming, and also help the student themselves 
identify any issues they had with the content.  Students were also told that by 
completing the in-class test, they were also consenting for their end of semester 
exam scripts to be analysed, and compared with their in-class test results during 
semester. 
Most students who attended the lectures chose to complete the tests.  Those who 
were not interested in participating in the research, or those who arrived too late to 
complete the tests in the given time were asked to sit quietly for the duration, or to 
leave the room, depending on the preference of the lecturer. 
Those who completed the in-class tests are now referred to as "IC Participants". 
4.8.4 Conduct of In-Class Tests 
Between 15 and 30 minutes was set aside to conduct each of the in-class tests, 
depending on the number and difficulty of the tasks.  Although the tests did not 
contribute to students' grades, IC Participants were asked to complete the tests 
with the same amount of effort and attention that they would give to a formally 
assessed end-of-semester exam.  They were asked to complete the tests 
individually, to close their laptops and to refrain from communicating with others 
while the tests were being conducted.  The test papers (normally one sheet, printed 
both sides) were distributed, and students asked to start immediately.  The papers 
included a section for names and student id numbers to be included, but students 
were at liberty to use an alias, or simply leave the details blank if they so chose. 
Those students not wishing to participate in the research had the option of staying 
and not completing the test, which gave them the opportunity to not be identified 
as a non-participant.  Alternatively, (and if acceptable to the lecturer) they could 
leave the room.   
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While most IC Participants adopted the examination protocol requested, the 
lecturer and I invigilated the process and requested compliance whenever 
necessary.  
Depending on the preference of the lecturer, on completion of the tests, IC 
Participants were asked either to raise their hand for collection of the test paper by 
me, or to bring the paper to a collection point.   
In accordance with ethical clearance, to retain anonymity and ensure that the in-
class tests had no impact on student's grades, the lecturer was not involved with 
collection of the completed tests and individual student answers were at no time 
released to the lecturer.  The lecturer was only supplied with aggregate data of their 
cohort's performance on each of the test questions. 
After I had collected the completed test sheets, the lecturer spent time reviewing 
the test paper and developing solutions for the class.  The students were thus able 
to assess their own performance in the test, and to reflect on those concepts for 
which they had a fragile understanding. 
4.8.5 Analysis of In-Class Testing Data 
After each test, I electronically scanned each script, stored it as a portable 
document format (PDF) file, then marked each question according to predefined 
marking criteria.  Each student's mark for each question or part question was 
recorded in a spreadsheet, and aggregate data generated.   
IC Participants who also participated in the think aloud studies (now referred to as 
"TA Participants", see 4.9.3) were excluded from the aggregate data if they had 
completed the same exercise in a think aloud session prior to completing the in-
class test.  This could have been the case for TA Participants who had completed the 
in-class tests in the same or previous semester for either of the Level 1 or Level 2 
units. 
After analysis of each test was completed, I supplied the lecturer with an 
aggregation of the test results, on a question by question basis.  This summary data 
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was used by the lecturer to make informed decisions about the conduct of the unit.  
In the case of the Level 2 unit, the results were broken down into undergraduate 
and postgraduate cohorts.  The lecturer was then responsible for disseminating the 
summary data to the student cohort for their information and reflection.  Students 
could thereby compare their performance on the concepts tested with that of the 
cohort as a whole.   
Aggregate results for each of the tests can be found at Appendix K and Appendix L. 
4.8.6 Validity of In-Class Testing 
Validity in quantitative research refers to whether the research truly measures that 
which it was intended to measure and whether the results are accurate (Joppe 
2014).  One obvious threat to the validity of the in-class test data is that a student 
can misunderstand the concepts tested and there is no real way of knowing how 
that student arrived at a given answer.  It is possible for students to answer some 
questions correctly, while having little or no understanding of the concepts tested.  
It is also possible that a student misreads or misinterprets the test question itself, 
the result of which could likely be a knowledgeable student giving an incorrect 
answer.  These threats were the basis on which I introduced qualitative research 
which enabled me to triangulate the results with the quantitative data.  Threats to 
validity of the in-class test data also include the possibility of plagiarism and student 
motivation to complete the tests to the best of their ability. 
4.8.6.1. Plagiarism 
The in-class tests were not conducted under formal examination conditions.  The 
tests did not contribute to students' grades, nor were they compulsory to complete.  
As the tests were only informally invigilated, the opportunity for plagiarism was 
high.  However, the motivation to plagiarise (as the tests carried no weight) was 
low, although it may be argued that such motivation exists for students who did not 
wish to lose face or appear incompetent. 
4.8.6.2. Motivation of Students 
The in-class tests were marketed to the student population as an opportunity for 
self-reflection, and a means of determining their relative progress in the cohort.  
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Some of the tests later in semester were also well placed as practice exams.  As the 
tests did not contribute to students' grades, there was less incentive to perform 
well, but equally, less stress on the students. 
It is my understanding that students generally enjoyed the opportunity the in-class 
testing gave them to compare their progress with their peers.  This was often 
evident by clapping and cheering during the review of the questions by the lecturer, 
when their answer was confirmed correct, and audible disappointment or surprise 
when they were not.  Reflection and discussion that ensued as a result of these 
tests and reviews by the lecturers presented great learning opportunities for 
students. 
4.8.7 Reliability of In-Class Testing 
As the in-class tests are quantitative data, reliability is the extent to which results 
are consistent over time and an accurate representation of the total population 
under study (Joppe 2014).  Threats to reliability of the in-class testing therefore 
relate to the sampling techniques used which are justified in the following section. 
4.8.7.1. Heterogeneity Sampling 
The in-class tests were not conducted on random samples of students from which I 
might extrapolate findings about entire student cohorts.  However, by tapping into 
the student population when the greatest number of them were congregated (i.e., 
during lectures) I used the purposeful sampling strategy which Patton (2002, p. 234) 
referred to as maximum variation (heterogeneity) sampling.  This type of sampling 
attempts to capture and describe "the central themes that cut across a great deal of 
variation" (Patton 2002, p. 235).  The "variation" in this case refers to the students, 
each of whom is unique due to not only demographics, but also because of 
motivation, confidence, attitude and experience. 
Students who attend lectures may be more motivated to learn (and hence more 
motivated to succeed) than those students who do not.  Conversely, students may 
not attend lectures because they feel confident they can succeed without formal 
instruction of this kind.  Lecture slides and audio recordings are published on QUT's 
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Blackboard site as a matter of course, so students who miss a lecture have easy 
access to all the necessary resources.   
By testing only those students who attend lectures, my samples may not be 
representative of all introductory programming students.  However, rather than 
wanting to generalise from my sample to all students, I was more interested in 
identifying phenomena in student performance and the types of programming tasks 
where there is common difficulty experienced by multiple students.  These tasks 
would then be used to study the phenomena in more detail in my qualitative 
studies. 
Students were given the opportunity to record their name and student number on 
the in-class exam scripts.  However they were not required to supply that 
information.  For whatever reason, some students (an average of 5% of all QUT IC 
Participants) chose to leave their name and student number blank or wrote bogus 
names (e.g., cartoon or television characters).  See Appendix M for a complete 
quantitative data summary of the in-class tests.  The majority of students however 
supplied valid identifications which enabled me to compare their results from 
multiple tests, as well as their final exam.  The data from those students who 
remained anonymous simply contributed to the aggregate results of the cohort. 
4.8.7.2. Content Tested 
For the Level 1 unit, the in-class tests were timed so that the programming concepts 
tested had been introduced in the unit's lecture at least a week prior to the test.  
Students were also expected to attend a scheduled workshop and complete 
"homework" on the topic prior to the in-class test.  As the semester progressed, the 
in-class tests were run with more weeks elapsing between introduction and testing 
of the topic as shown in Table 4.5. 
Level 1 Programming Concepts 
Level 1 sem 1, 2010 
Programming 
Concept 
Week Concept Introduced Week Concept Tested in In-
Class Test 
Expressions 1 3, 5 
Selection 3 5 
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Level 1 Programming Concepts 
Level 1 sem 2, 2010 
Programming 
Concept 
Week Concept Introduced Week Concept Tested in In-
Class Test 
Expressions 1 3,5,7,13 
Lists, Functions 2 7,13 
Selection 3 5,7,13 
Iteration 5 7,13 
Level 1 sem 1, 2011 
Programming 
Concept 
Week Concept Introduced Week Concept Tested in In-
Class Test 
Expression 1 3,5,7,13 
Lists, Functions 2 5,7,13 
Selection 3 5,7,13 
Iteration 4 7,13 
Algorithm Patterns 5 13 
Level 1 sem 2, 2011 
Programming 
Concept 
Week Concept Introduced Week Concept Tested in In-
Class Test 
Expressions 1 3,6,8,13 
Lists, Strings, Indexing 2 6,8,13 
Functions 3 13 
Selection 5 6,8,13 
Iteration 6 8,13 
Level 1 sem 1, 2012 
Programming 
Concept 
Week Concept Introduced Week Concept Tested in In-
Class Test 
Expressions 1 2, 4, 7, 9, 12 
Lists, strings, indexing 2 4, 7, 9, 12 
Selection 4 7, 9, 12 
Iteration 5 9, 12 
Level 1 sem 2, 2012 
Programming 
Concept 
Week Concept Introduced Week Concept Tested in In-
Class Test 
Expressions 1 2 
Lists, strings, indexing 2 4 
   
Table 4.5: Timing of Level 1 Introduction of Concept and In-Class Tests 
For a complete list of programming topics introduced in the Level 1 unit at QUT, see 
Appendix J.   
For the Level 2 unit at QUT, all of the concepts tested in the in-class tests were 
assumed knowledge by virtue of the Level 1 unit being a prerequisite for 
undergraduate students enrolling in the Level 2 unit.  I have not included a list of 
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topics introduced in the Level 2 unit, as the concepts tested in the In-Class tests and 
Think Alouds are those which were introduced in the Level 1 unit. 
Basic programming concepts were refreshed in the Level 2 unit by way of 
introducing them in a different programming language and development 
environment to that used in the Level 1 unit.  For details about the Level 1 and 
Level 2 units, see Section 4.7.1. 
4.8.8 In-Class Testing Instruments 
The tests given to IC Participants consisted of one or two pages of questions printed 
on one sheet of paper.  Figure 4.3 and Figure 4.4 show an example of an in-class 
tests in the first semester of 2012.   
Each test was marked with the semester, year, week of semester, date, test number 
and unit id.  There was a section at the top of one or both of the pages for the 
student to record their name and identification number. 
Each question or sub-question was numbered and the question text appeared in 12 
point Times New Roman font while code was distinguished by Courier New font.  
Empty boxes were printed where students were expected to write their answer to 
each question.  The size of each box was broadly indicative of the length of the 
answer expected.  The example shown in Figure 4.3 and Figure 4.4 shows sample 
answers to each of the questions in red font.   
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Figure 4.3: Sample In-Class Test page 1 of 2 
Programming unit 
Sample solution in 
red text (not visible 
to students) 
Question text in 
black 
Semester and year 
of in-class test 
Date and week in 
semester of in-class test 
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4.8.8.1. Previous Exposure to Exercises  
IC Participants had been exposed to similar tasks by way of demonstration in the 
lecture on that topic, or as a part of a workshop or homework activity. 
As previously stated, IC Participants who were also TA Participants were excluded 
from the aggregate data if they had completed the same exercise in a think aloud 
session prior to completing the in-class test.   
 
Figure 4.4: Sample In-Class Test page 2 of 2 
Place for IC Participant to write 
name and identification number 
Chapter 4: Method  Page 86 
 
4.9 Think Alouds 
This section introduces the idea of collecting data from research participants who 
are thinking out loud while performing programming tasks.  The data gathered (the 
utterances, often referred to as verbal protocol) can be analysed as evidence of the 
participants' thought processes.  This data forms the qualitative basis of my 
research. 
4.9.1 Background 
Protocol analysis of verbal data is a technique that has been used for several 
decades in psychology research.  Ericsson and Simon's text on verbal protocol 
analysis is the predominant guide for most researchers in this area (Hughes and 
Parkes 2003).  The technique involves subjects being recorded thinking out loud as 
they solve problems.  The underlying principal is that the verbalisations represent at 
least a subset of the thoughts in short-term memory while completing a task 
(Ericsson and Simon 1993, Kasper 1998).  
At the simplest level, the technique provides a bias-free method of revealing 
what a person is thinking when performing a task.  Its importance stems 
from the value of obtaining a real-time insight into the knowledge that a 
subject uses and the mental processes applied while performing a process of 
interest (Hughes and Parkes 2003, p. 127). 
The aim of unstructured, concurrent verbalisations ("think alouds") is to document 
a sequence of thoughts, as close as possible to the contents of working memory.  
Only when the subject is completely focused on the (programming) task can one 
expect to replicate a silent attempt at the same task with the same or similar 
sequence of thoughts by the subject (Ericsson and Simon 1993). Ericsson and Simon 
(1993, pp. xxxiv, 106) conclude that think alouds do not alter the course or structure 
of thought processes.  So, in terms of my research, my working assumption was that 
although the detail of what a participant says may be altered, the think alouds have 
no effect on the neo-Piagetian stage of reasoning that was manifested. 
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The artefacts from these verbalisations (the "protocols" or "verbal reports") are a 
sequence of thoughts that are transcribed and encoded, according to the research 
requirements, for detailed analysis.  
Using the verbal protocol analysis technique, I gathered empirical data about the 
mental processes used by students while they completed programming tasks.  I 
recorded them thinking aloud while they did so (the "think aloud" studies).   
Using the quantitative work of Atman et al. (2005), discussed in Section 3.3.2, as a 
guide, I studied novice programmers in a similar way: 
• How do novices approach tracing, explaining, and writing code? Collecting 
quantitative data determined the incidence of difficulty with each of these 
types of programming problems.  Qualitative data allowed me to compare 
performance between those who could and those who could not complete a 
task successfully.  (Addressed research questions RQ1 and RQ2.) 
• Do novices exhibit different behaviour for different types of problems? (e.g., 
tracing, explaining, writing code)  (Addressed research question RQ2.) 
• Does the behaviour of a novice change over time? (Addressed research 
question RQ3.) 
• What behaviour and processes are different between weak and strong 
novices? (Addressed research question RQ2.) 
4.9.2 Sampling 
Patton (2002, p. 243) describes "purposeful" sampling as selecting cases that are 
information rich and offer useful manifestations of the phenomenon of interest.  A 
selection of the purposeful sampling strategies which may be employed in 
qualitative research is shown in Table 4.6. 
Type of Sampling Purpose 
Critical case  Permits logical generalization and maximum 
application of information to other cases because if 
it's true of this one case, it's likely to be true of all 
other cases 
Confirming and disconfirming cases Elaborating and deepening initial analysis; seeking 
exceptions; testing variation. 
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Type of Sampling Purpose 
Opportunistic or emergent Following new leads during fieldwork; taking 
advantage of the unexpected; flexibility. 
Stratified Illustrate characteristics of particular subgroups of 
interest; facilitate comparisons. 
Table 4.6: Purposeful Qualitative Sampling (Patton 2002, p. 243-244) 
My sampling contained aspects of the strategies in Table 4.6, as described below. 
I sought to include student participants currently studying introductory 
programming in either the Level 1 or Level 2 units described in Section 4.7.1.  A 
number of the participants fortuitously became "critical case" samples (Patton 
2002, p. 236) as their behaviour very clearly, or repeatedly, made a dramatic point 
that was particularly important or demonstrative of a stage described in neo-
Piagetian theory.  
The think aloud studies continued over several teaching semesters, as detailed in 
Section 4.7.  After completion of an initial period of think aloud sessions (normally 
one teaching semester), seven think aloud participants volunteered to continue in 
the studies.  I considered that one of these students was not an interesting case, as 
he was completing the programming tasks without issue.  Another student 
subsequently withdrew from university prior to resuming as a TA Participant.  Five 
students continued as TA Participants, some of whom were subsequently enrolled 
in more advanced programming units, while others enrolled in units which did not 
involve further programming.  This use of "opportunistic or emergent sampling" 
(Patton 2002, p. 240) allowed me to conduct longitudinal case studies which 
followed the think aloud participants' behavioural patterns potentially through 
several neo-Piagetian stages, while looking for both "confirming and disconfirming 
cases" (Patton 2002, p. 239). 
It became obvious after a short period of time that some volunteers for the think 
aloud studies did not represent a particularly interesting subgroup of students.  For 
example, some students found the practice of thinking aloud difficult and could not 
manage to articulate well while they worked on the programming tasks.   
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Students who completed the programming tasks without issue and manifested 
mature reasoning skills from the start provided little but contrast with those 
students whose skills were less well developed.  As Piaget discovered, it is more 
interesting to study the quality of errors than the quantity of correct responses 
(Boden 1979, p. 13).  As the think aloud studies progressed, sampling became more 
stratified in order to facilitate comparison of the interesting cases. 
4.9.3 Recruitment of Participants for Think Alouds 
Participants for the think alouds were recruited from student cohorts in both units 
described in Section 4.7.  A recruitment flyer was published on the QUT Blackboard 
site for both the units (see Appendix F) in accordance with the ethical clearance 
granted for this research (see Appendix B and Appendix C).  Students then 
responded to me by email if they were interested.  An initial meeting was set up at 
a mutually convenient time at the start of semester.  The student and I discussed 
the purpose and conduct of the research, the student's expected involvement 
including time commitment, and the possible risks and benefits to them if they took 
part.  If, after the initial meeting, a student was still interested in taking part in the 
research, they agreed to a regular meeting of between 30 and 60 minutes per week 
for the remainder of the semester.  Each student participating in think alouds 
signed a consent form as required for ethical approval.  A copy of the consent form 
can be found at Appendix D. 
I told TA Participants that my involvement in the think aloud sessions would be as 
an observer and although they were free to ask questions while working on the 
programming exercises, I would not be offering assistance other than to clarify the 
wording or interpretation of the questions.  If necessary I would also intervene by 
prompting them to think aloud, should there be extended pauses.  However, I 
indicated that after each think aloud session I would be available to offer them a 
personal consultation regarding any of the programming concepts that had been 
used in the think aloud tasks, or any issues arising from their current programming 
studies outside the think aloud studies that they wished to discuss. 
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4.9.4 Think Aloud Testing Instruments 
Tasks given to TA Participants were similar to the in-class test questions (see 
Section 4.8) and in the example shown in Figure 4.5 the questions were exactly the 
same as those given to the IC Participants. 
 
 
 
 
 
 
 
 
 
 
 
4.9.5 Technologies 
TA Participants were given a smartpen (LiveScribe 2014) to write on special paper 
that was pre-printed with a grid of micro-dots ("dot paper").   
The camera located at the tip of the smartpen takes a continuous series of 
6 x 6 dot photographs, spaced 0.3mm apart, creating images of 1.8 x 1.8mm 
grids of 36 dots. The camera takes 75 snapshots per second, sufficient to 
capture and recreate handwriting. The camera does not see ink written by a 
user, nor does it see artwork on a page. Rather, the smartpen tracks and 
remembers where ink is written, and knows the coordinates of items such as 
buttons. (LiveScribe 2014) 
Figure 4.5: Sample Think Aloud Task Sheet 
 
Smartpen control panel 
… 
Place for TA Participant to write their alias, semester and year of 
study; programming unit level; current week of semester and date 
Printed dot paper 
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The dot paper also has a control panel printed on it, for use by the smartpen to 
control the recording session and playback. 
Over the top of the dot paper I printed short programming tasks for the TA 
Participants to complete with the pen while thinking aloud.   
From the smartpen recordings, replayable "pencasts" were produced.  The pencasts 
take the form of media-enriched pdf files which can be viewed and replayed with 
Adobe Reader (version X or later).  Each pencast is a visual recording of the writing 
being made on the dot paper, as well as an audio recording of speech.  The pencasts 
produced by the pen do not include the material I had printed on the dot paper for 
the TA Participants to read (i.e., the programming question text), only what a TA 
Participant had written on the dot paper with the smartpen.  To maintain an 
accurate record of the question with the answer given by a TA Participant, I 
superimposed an image of the question text over the top of each pencast.  An 
example of the result can be seen in Figure 4.6, with the superimposed text 
appearing in black type and the handwriting of the TA Participant appearing in 
green. 
 
 
 
 
 
 
 
 
The think aloud sessions were also audio recorded with a separate digital recorder, 
as a backup to the smartpen audio recording.   
 
Figure 4.6: Example Pencast with Question Text 
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After the pencasts were produced and the audio recordings transcribed, I then 
conducted a microgenetic analysis (see Section 3.3.3, used by Siegler 2006) of the 
TA Participants' behaviour.  Section 4.9.10.5 describes the analysis of the think 
aloud data in this way. 
4.9.6 Interview techniques  
In this section I describe the interview guidelines found in the literature that were 
applicable to this study.  I considered each of these and in the section that follows, I 
describe the techniques that worked for me, and which I subsequently adopted.   
4.9.6.1. Guidelines (in the literature) 
As discussed in Section 3.3, Ericsson and Simon (1993) talk about verbal reports as a 
means of data collection and the result of "think out loud" verbalisations.  A 
description of each of the types of verbalisations is given in Section 3.3.1.   
The purpose of the think alouds in my research was not to influence learning 
outcomes of the TA Participants, but rather to gather data that closely reflected the 
mental processes used by them in solving programming tasks.  
For tasks of longer duration, the validity of concurrent think aloud reports (Type 1 
verbalisations) appears to be higher than of retrospective reports (Type 2 
verbalisations) (Ericsson and Simon 1993).  Also given the less reliable nature of 
retrospection due to temporal separation of the initial thought process and their 
later reporting, concurrent verbal reports were more appropriate for this research, 
with use of retrospective verbalisations for clarification at a later stage if necessary. 
Type 3 verbalisations tend to influence cognitive processes and were therefore not 
regarded as an appropriate means of gathering an accurate record of thought 
processes.   
The suggested guidelines to elicit Type 1 verbalisations are shown in Table 4.7. 
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Ericsson and Simon: Type 1 Verbalisation Guidelines 
Give clear instructions to the subject prior to the task being given including: 
• subject to focus on clearly defined task as the primary goal; 
• subject to talk while performing the task – as the secondary focus; and  
• discourage social interaction.  Observer could be behind the subject or out of view 
(even out of the room). 
Observer should prompt the subject to "keep talking" if necessary. 
Practice verbalisations using the rules above with a "warm up" think aloud exercise as 
practice. 
Table 4.7: Suggested Type  1 Verbalisation Guidelines (Ericsson and Simon 1993) 
4.9.6.2. Procedures Adopted 
As the interviewer, I was an active participant in this research.  I did not simply sit 
on the outside looking in, observing the phenomena as it unfolded.  My 
involvement in the qualitative inquiry was to navigate the progress of a TA 
Participant in order to test and understand the reasoning that they applied to the 
programming tasks they were given.  Having said that, my aim as interviewer was to 
conduct think alouds with "empathic neutrality" as described by Patton (2002 
p. 53).  That is, having and showing interest in and compassion towards the TA 
Participants as they completed the think aloud programming tasks, while remaining 
impartial and nonjudgmental.  I used a quiet room on campus where interruptions 
were unlikely.  It was necessary to build rapport with the TA Participants so they 
would accept me as a participant in the research, and eliminate any negative effects 
of my presence on their performance and behaviour. 
Based on Ericsson and Simon's (1993) guidelines discussed in Section 4.9.6.1, I 
developed guidelines designed to make the interview environment comfortable for 
the TA Participants while encouraging them to verbalise freely their thought 
processes, as well as being informative and effective from an observers' 
perspective.  These guidelines are described in Table 4.8. 
Interview Guidelines Adopted for Think Alouds 
Instructions Give clear instructions to the participant prior to the task being 
given including: 
• as the primary goal of the think aloud, focus on clearly 
defined programming task; 
• as the secondary focus, talk while performing the task: 
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Interview Guidelines Adopted for Think Alouds 
simply utter thought processes, rather than explain or 
expand upon them; 
• complete each exercise with the same level of effort as they 
would apply to an exam;  
• start the pen recording prior to starting each task; and 
• stop the pen recording only after the task is completed. 
Practice Allow the participant to practice verbalisations using the rules 
above with a "warm up" think aloud exercise. 
Participant-Interviewer 
Interactions 
• Minimise social interactions. 
• Interviewer to sit next to participant in order to watch what 
is being written. 
• Interviewer to prompt the participant to "keep talking" when 
silent (say for > 10 seconds). 
• If participant asks for feedback, ask them to complete it as if 
under exam conditions.  Offer help or tuition after the task is 
complete. 
• If participant says he is finished but say he believes it is 
probably/obviously wrong, ask if under exam conditions 
would he redo or leave as is.  Ask him to do just that. 
Record metadata • Assign a pseudonym to each participant and use for all 
recordings to retain anonymity. 
• Write (or have the participant write) on the top of the dot 
paper: 
• pseudonym; 
• the date of the interview; 
• week and semester of participant's university life; 
• current week of semester according to university 
calendar; and 
• programming task identification. 
• For each interview, make a record of: 
• participant's name and pseudonym; 
• date of interview; 
• page numbers or identification of all dot paper used; and 
• digital recording track number. 
Record think aloud • Record the entire interview session with the ancillary digital 
recorder.  This is explained to the TA Participants as a backup 
of the pen's recording, in case of technical failure of any kind. 
• Print the question on to dot paper with space for the TA 
Participants to write the answer. 
• Leave space for the TA Participants to use for rough work, 
diagrams or notes. 
• Take notes during the think aloud to complement the 
transcriptions, including relevant facial expressions and body 
language. 
• Ensure that a TA Participant does not turn off pencast until 
they had finished the programming task. 
Table 4.8: Interview Guidelines Adopted for Think Alouds 
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4.9.7 Conduct of Think Aloud Sessions 
At the first interview a student attended as a TA Participant, I gave them 
instructions on using the smartpen and an opportunity to practice using the pen.  
They were also given time to practice thinking aloud and I used this opportunity to 
stress the importance of not structuring their thoughts by describing or explaining, 
but simply to utter what they were thinking, regardless of whether they thought it 
would make sense to the listener or not.   
In the first weeks of conducting the think aloud sessions I followed the procedures 
of conducting think alouds suggested by Ericsson and Simon (1993), which 
discouraged social interaction, to the extent of becoming disengaged from a TA 
Participant during their think aloud.  This was meant to help with performance 
anxiety they might suffer, and to generate a more relaxed atmosphere.  I offered to 
the TA Participants that I leave the room while they endeavoured to complete the 
programming task.  None of the TA Participants took up this option.  So I then went 
to great lengths to make it seem that I was not "watching over them" by sitting with 
my back to them, or reading the paper.  This practice however immediately proved 
futile, as pretending not to be watching them ultimately resulted in me being 
distracted from what they were doing, and out of touch with the conduct of the 
think aloud.  It was necessary for me, for example, to be aware of lengthy pauses in 
a TA Participant's think aloud and to prompt them to continue, but being unaware 
of what they were doing made this almost impossible.   
The interview procedures were resolved after the TA Participants became more 
relaxed in my company and less likely to stress about their performance.  The TA 
Participants and I soon settled into a comfortable habit of sitting side by side, with 
me watching what they wrote and listening to what they said.  This allowed me the 
opportunity to ask for clarification or to pose questions after they had completed 
the task, when what they wrote or uttered did not make their line of reasoning 
obvious.  Had I left this line of enquiry for a retrospective reflection, there was the 
danger of the TA Participants not remembering what their thought processes had 
actually been. 
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4.9.8 Interventions 
"The quality of the information obtained during an interview is largely dependent 
on the interviewer" (Patton 2002, p. 341).  Patton illustrates the validity and value 
of the researcher being an active research participant with a parable, shown in 
Table 4.9. 
Beyond Silent Observation 
After much cloistered study, three youths come before Halcolm to ask how they 
might further increase their knowledge and wisdom. Halcolm sensed that they lacked 
experience in the real world, but he wanted to have them make the transition from 
seclusion in stages. 
During the first stage he sent them forth under a six-month vow of silence.  They 
wore the identifying garments of the muted truth-seekers so that people would know 
they were forbidden to speak.  Each day, according to their instructions, they sat at the 
market in whatever village they entered, watching but never speaking.  After six 
months in this fashion they returned to Halcolm. 
"So," Halcolm began, "you have returned.  Your period of silence is over.  Your 
transition to the world beyond our walls of study has begun.  What have you learned 
so far?" 
The first youth answered, "In every village the patterns are the same.  People 
come to the market.  They buy the goods they need, talk with friends, and leave.  I 
have learned that all markets are alike and the people in markets always the same." 
Then the second youth reported, "I too watched the people come and go in the 
markets.  I have learned that all life is coming and going, people forever moving to and 
fro in search of food and basic material things.  I understand now the simplicity of 
human life." 
Halcolm looked at the third youth: "And what have you learned?" 
"I saw the same markets and the same people as my fellow travelers, yet I know 
not what they know.  My mind is filled with questions.  Where did the people come 
from? What were they thinking and feeling as they came and went? How did they 
happen to be at this market on this day? Who did they leave behind? How was today 
the same or different for them? I have failed, Master, for I am filled with questions 
rather than answers, questions for the people I saw.  I do not know what I have 
learned." 
Halcolm smiled.  "You have learned most of all.  You have learned the importance 
of finding out what people have to say about their experiences.  You are ready now to 
return to the world, this time without the vow of silence. 
"Go forth now and question.  Ask and listen.  The world is just beginning to open 
up to you.  Each person you question can take you into a new part of the world.  The 
skilled questioner and attentive listener know how to enter into another's experience.  
If you ask and listen, the world will always be new." 
Table 4.9: Halcolm's Epistemological Parable (Patton 2002, p. 339) 
From time to time during think alouds, it was necessary for me, the interviewer, to 
intervene, in order to elicit quality data from a TA Participant about his thought 
processes and reasoning.  Intervention was warranted when a TA Participant: 
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• paused for an extended period of time (where "extended period of time" 
was arbitrarily set to be a pause longer than 10 seconds); 
• was confused by, or unsure of, the question text; 
• was unsure what the programming task expected of them; 
• was unsure of syntax; 
• did not know how to progress any further; 
• did not know how to resolve an issue; and 
• was unaware that an issue existed. 
I have categorised the level of assistance that interventions afforded TA Participants 
on a scale adapted from Perkins and Martin (1986):  
1 – clarify.  Clarification given about the task requirements.  For example, I 
explained terminology in the question text, disambiguated the question text, 
reiterated or confirmed the purpose of the task.  
2 – prompt.  Prompting to encourage progress with "high level strategic questions 
one might ask oneself" (Perkins and Martin 1986, p. 223).  For example, I reflected 
on what had been done so far and asked the TA Participant what needed to happen 
next.  I may have implied that there may be an issue, or suggested that the TA 
Participant's code be manually hand-executed. 
3 – hint.  Hinting in order to provide some direction, given after the provision of 
prompts did not allow the TA Participant to progress.  The hint may have been a 
leading question; a small piece of supplied information; questions about a 
programming construct either used, considered or required; or an indication where 
an issue lay.  
4 – provide.  Providing partial code or a complete solution if, after offering the 
above three types of assistance, progress seemed unlikely, or the subject had 
abandoned the task entirely. 
4.9.9 Transcription Techniques 
In this section I discuss various techniques used to process verbal protocol data 
from audio files to text. 
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4.9.9.1. Conventions (in the literature) 
The transcription of interview recordings is a laborious and time-costly exercise so it 
was worthwhile drawing on the experiences of other researchers in this regard.  
Table 4.10 shows conventions used and recommended by various authors. 
Transcription Guidelines Literature Reference 
Clearly distinguish between the participant and the 
Interviewer. 
Booth 1992 
Jenks 2011 
Mark hesitations (either with "." for each second of the 
hesitation, or the number of seconds, or a combination of 
both). 
Booth 1992 
Rugg 2013 
Gilbert, Watts et al. 1985 
Kasper 1998 
Jenks 2011 
Include background noises, filler words and vocal noises. Booth 1992 
Gilbert, Watts et al. 1985 
Kasper 1998 
Jenks 2011 
Do not remove swear words or fix grammar. Rugg 2013 
Gilbert, Watts et al. 1985 
Transcribe the recordings yourself rather than outsource. Rugg 2013 
Audio tape the sessions so nothing is missed. Rugg 2013 
Avoid video recordings as they tend to be more obtrusive. Rugg 2013 
Transcribe verbatim. Do not interpret or reword.  Rugg 2013 
Gilbert, Watts et al. 1985 
Kasper 1998 
Do not punctuate the transcript, nor divide into 
sentences. 
Gilbert, Watts et al. 1985 
Add information and comments in square brackets []. Gilbert, Watts et al. 1985 
Enclose interpretations in parentheses (). Gilbert, Watts et al. 1985 
Mark transcriber's doubt (e.g., with "*" for each word or 
syllable). 
Gilbert, Watts et al. 1985 
Jenks 2011 
Mark prolonged sound (e.g., with a number of colons ":"). Gilbert, Watts et al. 1985 
Jenks 2011 
Mark stressed syllables (e.g., marked with underlining). Gilbert, Watts et al. 1985 
Jenks 2011 
Mark overlapping utterances (e.g., with "["). Gilbert, Watts et al. 1985 
Jenks 2011 
Mark rising and falling tones (e.g., with "/" and "\" or 
arrows). 
Gilbert, Watts et al. 1985 
Jenks 2011 
Mark exclamatory intention (e.g., with exclamation mark 
"!"). 
Gilbert, Watts et al. 1985 
Table 4.10: Transcription Guidelines – from Literature 
The experience of these authors highlighted some issues (see Table 4.11) that were 
taken into consideration in order to reduce transcription costs in terms of time, 
money and other resources, without compromising accuracy of the interview data. 
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Transcription Issues Literature Reference 
Third party transcribers unfamiliar with jargon. Booth 1992 
Discussion is discontinuous, punctuated by gestures, 
and faltering and irregular pausing. 
Gilbert, Watts et al. 1985 
Transcriber interpretation. Gilbert, Watts et al. 1985 
Table 4.11: Transcription Issues  – from Literature 
4.9.9.2. Conventions Adopted 
To avoid issues associated with a third party transcribing the think aloud verbal 
reports and audio recordings, I opted to transcribe them myself.  This gave me the 
opportunity to revisit the think aloud sessions before encoding and analysis.  In 
some cases, a considerable time had elapsed since the recordings were made, so 
transcribing them reminded me of each TA Participant's idiosyncrasies and 
behaviour.  I was also able to take notes to remind myself to follow up interesting 
things that transpired in the sessions.  This was later useful at the encoding stage of 
analysis. 
The transcription guidelines adopted for this research project are shown in 
Table 4.12. 
Transcription Guidelines Adopted 
Different coloured text used to clearly distinguish between the TA Participant and the 
Interviewer. 
Marked breaks in speech and hesitations: 
• up to three seconds, with an ellipsis ("…") 
• over three seconds, with "pause" followed by the number of seconds paused. 
(Note that when extracts from these transcriptions were included in papers for 
publication (see Chapter 5), for simplicity, all pauses in speech were marked with an 
ellipsis ("…"). 
Transcribed verbatim, including background noises, filler words, vocal noises, 
profanities and grammar as uttered. No interpreting or rewording of utterances. 
Emotions noted as annotations where interpreted from body language and recorded in 
interviewer's notes. 
Transcribed the recordings myself rather than outsource to third party. 
Audio taped the entire interview sessions so dialogue captured during interludes 
between think alouds. 
Annotated information, comments and notes in square brackets "[]". 
Marked stressed words with underlining. 
Table 4.12: Transcription Guidelines Adopted 
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4.9.9.3. Transcription Process 
The transcription process was extremely time-consuming.  The speed at which the 
TA Participants spoke, and the unstructured nature of their utterances often made 
it difficult to clearly hear everything they had said.  The transcription was especially 
difficult with TA Participants with accents, and those who spoke softly.  At times, 
the notes I had taken during the interview assisted with interpreting the recordings.  
I made two "passes" of the interview recordings, using first the digital recording and 
later the smartpen's audio recording. 
4.9.9.4. Transcription - First Pass 
Each think aloud session with a TA Participant was recorded on a digital voice 
recorder.  I transcribed the recordings from the digital voice recorder verbatim, 
according to the guidelines I had adopted (see Table 4.12).  The document produced 
is now referred to as a "transcript". 
Identifying Utterances 
I formatted the transcripts by separating what I, the interviewer, had said from 
what a TA Participant had said.  I further separated those passages where a TA 
Participant was simply reading the exercise question.  I adopted abbreviations for 
each of these three roles and applied three different colours to text for those 
utterances: "sr" (in  green) for when a TA Participant was reading the given question 
text; "su" (in black) for all other utterances by a TA Participant; and "i" (in red, 
italicised) for utterances by the interviewer.  The transcript therefore took the 
format shown in Figure 4.7. 
 
 
 
 
sr: (TA Participant reading the exercise question) 
su: (TA Participant verbalising his thoughts) 
i: (Interviewer talking) 
Figure 4.7: Example of Transcription Formatting 
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Silences 
Each transcript includes utterances by both a TA Participant and me, together with 
breaks in speech, pauses and non-speech noises made by a TA Participant (e.g., 
coughs, sneezes, sighs, yawns, laughs, ums and ahs etc.)   
Pauses and hesitations in speech were noted in the transcripts because Ericsson and 
Simon (1993, p. 225) refer to them in their model of concurrent verbalisation as 
"good predictors of shifts in processing of cognitive structures".  Indicators in the 
transcripts where TA Participants had likely paused to contemplate or reassess their 
understanding were useful in the analysis of their performance. 
As different people have different speeds of speech, and variations in the breaks 
between words and phrases, I classified a "pause" in the TA Participants' utterances 
as a longer break in speech than what was otherwise evident for a particular TA 
Participant, based on what I had already become familiar with during the interviews 
and transcription process.  I classified all TA Participants' "normal" breaks in speech 
to be three seconds or less, so therefore benchmarked a "pause" quantitatively as a 
silence longer than three seconds. 
One convention adopted by Rugg (2013) is to use a period (".") to record each 
second of the pause.  Although this is a simple mechanism for the transcriber to 
record pauses, this format has the disadvantage that it necessitates the omission of 
a period at the end of sentences to avoid confusion with a one second pause. 
The convention I adopted was to mark breaks in speech of less than three seconds 
with an ellipsis ("…") between words, and longer breaks in speech ("pauses") by the 
length in seconds for example, "[pause 4]" which indicates a pause of 4 seconds 
duration.  While I was transcribing, I used the blink of the cursor on my computer's 
monitor as an approximation of 1 second.  (Note that for simplicity, when I included 
extracts from any transcripts in papers for publication (see Chapter 5) I marked all 
pauses in speech with ("…").  I also used the same annotation as a placeholder for 
where dialog had been removed because it added nothing to the context of the 
think aloud session.) 
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Where there were pauses in utterances, but a TA Participant could be heard writing, 
I did not record a specific pause length, but simply used the ("…") notation.  
Silences, while carrying out another task (e.g., writing), are not likely to be indicative 
of shifts in processing of cognitive structures, so there was little value in recording 
their duration. 
Indecipherable Utterances 
Any utterances that were indecipherable I marked with "[inaudible]" and checked 
again later during the second pass (see below) with a view to deciphering it. 
Notes and annotations 
When a TA Participant or I made reference to a previous exercise, or pointed to 
something on the page or in the room, or made gestures that were not recorded on 
the audio files, if I had made a note of it during the interview or could clearly recall 
the situation or context of the discussion, I added a note in the transcript file 
describing or elaborating on it.  I used blue text to indicate a note: 
n: (notes to elaborate or explain the context) 
Emphasis 
I used underlining to indicate where a TA Participant had emphasised a word or 
phrase, for example:  
su: so am I updating all the boxes each time I go through one line of 
code? 
4.9.9.5. Transcription - Second Pass 
I checked each transcript for accuracy by listening to the audio portion of the 
pencast artefact.  The pencast recording is of higher quality than the recording from 
the digital voice recorder as the smartpen microphone was directed at the user's 
mouth, and the digital voice recorder was placed between a TA Participant and me, 
the interviewer, in a position where it was unobtrusive.  The second pass gave me 
an opportunity to clarify the transcript where I had found the utterances inaudible 
on the voice recording, and to correct any errors made during the first pass of 
transcription.  During the second pass, as well as checking utterances, I noted 
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breaks in speech and pause durations, and also added any writings the TA 
Participants had produced during that session including notes, algorithms, marks 
(e.g., lines, crosses, underscores, diagrams, arrows), code and answers of other 
forms including trace annotations and plain English explanations. 
4.9.10 Analysis of Think Aloud Data 
In this section I describe the means by which I conducted an analysis of the think 
aloud data. 
4.9.10.1. Transcript Encoding Techniques 
After the second transcription pass had been completed (see Section 4.9.9.5) and its 
format and accuracy checked, the transcript text and pencasts were imported into 
an NVivo project file.  NVivo (QSR International 2014) is qualitative research 
software which assists in the interrogation and analysis of unstructured data. 
4.9.10.2. Transcript Encoding - First Pass 
The first pass through the completed transcripts in NVivo was used to mark those 
parts of the transcript that identified the behaviours shown in Table 4.13. 
Behaviours - First Pass Encoding 
Reference to the process of "assignment" (i.e., assigning a value to a 
variable). 
Individual attempts at a single task or subtask. 
Errors, including:  
• written; 
•  verbal; 
• conceptual; 
• logical; and  
• syntactical. 
Corrections to errors. 
Incorrect and correct solutions. 
Anything a TA Participant had written or drawn including: 
• code; 
• comments; 
• annotations; and 
• drawings, symbols and doodles. 
Table 4.13: Encoding - First Pass Behaviours 
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4.9.10.3. Transcript Encoding - Second Pass 
During the second pass of the encoding process I marked parts of the transcript that 
identified the behaviours shown in Table 4.14. 
Behaviours - Second Pass Encoding 
Evidence of programming-specific behaviours including: 
• interpretation of syntax;  
• tracing, including: 
• method;  
• motivation; and 
• generation of data. 
• initialization of variables; 
• misconceptions;  
• use of specific values; and 
• organisation of solution. 
Change of tactics. 
Contradictions and inconsistencies. 
Interventions (see Section 4.9.8), classified as either: 
• clarify; 
• prompt; 
• hint; or 
• provide. 
Emotions: 
• happiness; 
• delight; 
• frustration; 
• surprise; 
• nonchalance; 
• anger; and 
• confusion. 
Table 4.14: Encoding - Second Pass Behaviours 
4.9.10.4. Transcript Encoding – Subsequent Passes 
Further encoding was completed of a particular transcript after being identified as 
significantly interesting within the scope of this research project.  The manner of 
encoding was influenced by the intended use for that particular transcript and 
included identifying behaviours shown in Table 4.15. 
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Behaviours - Subsequent Passes Encoding 
Evidence of neo-Piagetian stage specific behaviours involving: 
• use of language;  
• task foci (spatial and temporal); 
• reasoning about purpose of code; 
• reasoning about relationships between parts of code;  
• explaining purpose of code;  
• writing code; 
• tracing code; 
• inductive and deductive reasoning; 
• abstractions; and 
• algorithmic patterns. 
Evidence of neo-Piagetian stage specific behaviours involved with tasks 
involving: 
• cyclic series; 
• reversibility; 
• invariants amid transformations;  
• reversibility; and 
• conservation. 
Table 4.15: Encoding Behaviours in Subsequent Passes 
4.9.10.5. Microgenesis of Data 
The use of think aloud sessions in this research is an example of the microgenetic 
research method (Siegler 2006), which has been applied in many domains to test 
theories of cognitive development (see Section 3.3.3). 
Microgenesis has been used previously by Lewis (2012) to study novice 
programmers' debugging behaviour.  Using this method, Lewis was able to track 
how a student's attention to elements of computer program state shifted during 
the debugging process. 
In this research project, many of the TA Participants were observed over the course 
of a teaching semester while they were undertaking an introductory programming 
unit (see Section 4.7).  It is while learning introductory programming concepts that 
one might expect to see the most rapidly changing competencies exhibited by 
students, thus addressing the first property of microgenetic research.  In terms of 
the density of observations (the second property of microgenetic research), TA 
Participants were interviewed on a weekly or fortnightly basis, enabling me to 
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observe changes in their reasoning competencies with similar programming 
concepts over time.  One student remained a regular TA Participant for several 
teaching semesters while other TA Participants offered their continued 
involvement, after a semester of participation, on an ad hoc basis for the purpose of 
reflective and/or follow-up studies. 
4.9.10.6. Documenting the Microgenesis 
After analysis of the TA Participants' interview transcripts using NVivo, passages of 
the think alouds were selected to demonstrate reasoning behaviours exhibited by a 
TA Participant.  These passages were documented in two different ways.  The first 
method showed each significant utterance by a TA Participant interspersed with an 
analysis of that utterance as well as any other behaviour of that TA Participant.  (As 
an example, see the paper at Chapter 10).  
In the second method, the interview data is separated from its analysis in order to 
help the reader better follow a TA Participant's progress through the interview.  (As 
an example, see the paper at Chapter 13)  Using this second method, passages of a 
transcript are divided into three sections:  
• summary: an overview of what transpires in the passage including a TA 
Participant's performance in attending to that task;  
• data: a factual account of what has been said and written by a TA Participant 
and any observable behaviours; and 
• analysis: an interpretive analysis drawing on neo-Piagetian theory to explain 
a TA Participant's reasoning during that passage. 
It is this second method, adopted in some of the more recent publications (see 
Chapter 11, Chapter 13 and Chapter 14), that I believe gives a clearer account of a 
think aloud session to the reader, while making the excerpts simpler to follow and 
the behaviours easier to compare. 
4.9.11 Credibility and Transferability of Think Alouds 
The quality and trustworthiness of scientific research is measured in terms of its 
validity and reliability (Lincoln and Guba 1985).  As Guba (1981, p. 80) shows in 
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Table 4.16, validity in qualitative research can be described as credibility and 
transferability, and reliability as dependability and confirmability. 
Trustworthiness Criteria in Research 
Aspect Scientific Term Naturalistic Term 
Truth Value Internal Validity Credibility 
Applicability External Validity 
Generalizability 
Transferability 
Consistency Reliability Dependability 
Neutrality Objectivity Confirmability 
Table 4.16: Trustworthiness Terms (Guba 1981) 
Reliability refers to the degree to which the research procedure can be applied in a 
different context with similar results (Lee and Baskerville 2003).  Guba (1981, p. 81) 
argues that reliability is "… not so much essential in its own right as it is a 
precondition for validity".  Patton (2002) agrees that reliability is a consequence of 
the validity in a study.  To demonstrate validity of a qualitative study therefore, 
credibility and transferability must be established. 
4.9.11.1. Establishing Credibility 
Lincoln and Guba (1985) suggest five major techniques to operationalise credibility 
as shown in Table 4.17.   
Techniques to Operationalise Credibility 
Activities that increase the probability that credible findings will be produced. 
Peer debriefing. 
Negative case analysis. 
Referential adequacy. 
Member checking. 
Table 4.17: Establishing Credibility in Qualitative Research (Lincoln and Guba 1985) 
The implementation of each of these techniques in my research project is described 
below. 
Activities 
Activities that increase the likelihood of credibility include prolonged engagement, 
persistent observation and triangulation (Lincoln and Guba 1985).  Each of these 
activities has been woven into this research project.  The think alouds were 
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conducted over teaching semesters, with the majority of students attending weekly 
for up to 13 weeks.  TA Participants were subjected to tasks that tested and 
retested programming skills and recorded reasoning behaviour as they developed 
domain knowledge.  Therefore, prolonged engagement and persistent observation 
are established as activities of this research. 
Triangulation is a validity procedure where convergence is sought from multiple and 
different sources of information to form themes or categories in a study (Creswell 
and Miller 2000).  Methods triangulation is the use of another method or source to 
validate the findings, which helps to overcome scepticism about singular methods 
(Patton 2002).  In this research, method triangulation is used by virtue of the 
inclusion of in-class tests described in Section 4.8.  The in-class tests provide a 
quantitative element to the research project from which I compared the results 
from the think alouds to test for consistency. 
Peer Debriefing 
A technique useful in establishing credibility in qualitative research is peer 
debriefing: exposing the research to a third party provides a means to keep the 
inquirer "honest", to test working hypotheses and establish the next steps in the 
design as well as being beneficial simply for cathartic reasons (Lincoln and Guba 
1985).   
Throughout the course of this research, I debriefed with my principal supervisor, on 
at least a fortnightly basis, who questioned the depth, quality and thoroughness of 
my analysis, as well as the results and conclusions I had drawn from the data.   
According to the terms of Ethics approval for this project, dissemination of the data 
was to be restricted to members of the research group and publication of research 
findings.  However, I had the opportunity to discuss my work in general with 
experienced researchers and other PhD students at five Doctoral Consortia and 
numerous less formal seminars and workshops that I attended during my PhD 
candidature.   
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The results of this research project consist of a series of published papers that have 
been written over the course of the project.  Each has been peer-reviewed in a blind 
process that provides critical and constructive feedback from a community of 
experts whose job it is to probe biases and scrutinise interpretations. 
Negative case analysis 
Patton (2002) suggests that understanding of the patterns and trends identified in 
data is increased by considering cases that do not fit.  Negative case analysis is the 
process of revising a hypothesis, with hindsight, until it accounts for all known cases 
without exception, and resulting in a pattern as depicted by Table 4.18 (Lincoln and 
Guba 1985, p. 310). 
Ideal Configuration After Negative Case Analysis 
 Hypothetical Class 
Characteristics Member % Non-member % 
Present 100 0 
Absent 0 100 
Table 4.18: Negative Case Analysis (Lincoln and Guba 1985) 
My research project posed the question: Is there empirical evidence to support 
Lister's conjecture of a connection between neo-Piagetian theory and programming?  
The question was answered by mapping students' behaviours against neo-Piagetian 
stages of cognitive development.  As with negative case analysis, the "revised 
hypothesis" was the evolving mapping of behaviours to stages.  This research 
allowed for falsifiability of the thesis statement or support for a null hypothesis.  
The data could well have shown that some students regress through the stages, or 
that the stages are not sequential and the effects not cumulative.  In any event, a 
null hypothesis, or falsified thesis statement, would still be considered a worthwhile 
result. 
Referential adequacy 
Referential adequacy refers to the means for material to provide a benchmark 
against which later data analyses and interpretations can be tested for adequacy 
(Lincoln and Guba 1985, p. 313).  The setting aside of precious raw data gathered 
during this research project for future analysis by other researchers may not be 
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possible under the terms of the Ethics approval obtained, as it was agreed that, 
apart from aggregate data, dissemination be restricted to members of the research 
group and publication of research findings.  In any event, Lincoln and Guba (1985, 
p. 313) admit that the referential adequacy approach does not recommend itself 
well to the more practical-minded or resource poor, and that qualitative 
researchers rightly feel that it is not an appropriate requirement. 
Member Checks 
Member checks involve participants in the research testing the data, analytic 
categories, interpretations and conclusions in order to establish credibility (Lincoln 
and Guba 1985).   
TA Participants were interested in seeing the pencasts that were produced from 
their think aloud sessions.  During think aloud sessions I often replayed a piece of 
their work to show them the outcome of the technology used, as well as to allow 
them to reflect on their behaviour or continue with an unfinished task.  On request, 
I emailed a TA Participant's pencasts to them to use as a study resource at the end 
of a semester, or simply to satisfy their curiosity.  One TA Participant whose work 
dominated several publications (under the pseudonym "Donald" – see Chapter 10, 
Chapter 13 (both student "S1" and "S4"), and Chapter 15) was also supplied with 
copies of those publications for his review.   
4.9.11.2. Establishing Transferability 
In a strict sense, the establishment of transferability in qualitative research is 
impossible, unlike quantitative research where relatively precise statements about 
statistical confidence limits are made (Lincoln and Guba 1985).  The qualitative 
researcher: 
… can only set out working hypotheses together with a description of the 
time and context in which they were found to hold (Lincoln and Guba 1985, 
p. 316). 
Transferability, therefore, is dependent on the degree of similarity between two 
contexts and the ability of the hypotheses to be applied in other situations.  A "thick 
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description" of the context must be provided by the researcher about his research 
in order for subsequent inquirers to have enough information to make a judgement 
about its transferability or "fittingness"  (Geertz 1973, in Lincoln and Guba 1985).  
Such a thick description and sufficient data is included in this chapter to allow other 
researchers to make those transferability judgments.  
4.9.11.3. Sampling 
There are no rules for sample size in qualitative inquiry.  Sample size depends 
on what you want to know, the purpose of the inquiry, what's at stake, what 
will be useful, what will have credibility, and what can be done with available 
time and resources (Patton 2002, p. 244). 
Sampling for the think aloud studies was not done with statistical 
representativeness in mind.  Nor was it done for generalisation of behaviours to the 
entire population of novice programmers.  The very nature of in depth qualitative 
enquiry prohibits the use of samples of the size required for extrapolation by 
statistical probability.  In fact, as Patton (2002, p. 230) suggests, this type of 
qualitative enquiry "… typically focuses in depth on relatively small samples, even 
single cases (N = 1), selected purposefully".  Piaget's early research into genetic 
epistemology involved observational studies of (only) his own three children (Boden 
1979, p. 11).  The benefits of even a very small sample size is clear: 
Studying information-rich cases yields in-sights and in-depth understanding 
rather than empirical generalizations (Patton 2002, p. 230). 
As Lee and Baskerville (2003) explain, in a setting where a theory has not yet been 
empirically tested and confirmed, an increase in sample size would not be an 
indicator of greater generalisability. 
In the case of this research, a small sample size for the think alouds has provided in-
sights and in-depth understanding of novice programmers. 
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4.9.11.4. Intervention 
How can I be sure that I wasn't interfering with the thinking process of the TA 
Participants, and that my interventions tainted or influenced their responses in 
some way? 
I do not claim that I was entirely separate from the think alouds.  In fact, I was a part 
of the process: a participant in the research.  Where validity in quantitative research 
relies on finely tuned test instruments to ensure that they measure what they are 
supposed to, "…in qualitative inquiry, the researcher is the instrument" (Patton 
2002, p. 14).  My interventions were a necessary interaction with each TA 
Participant in order to gather as accurate data as possible about their thought 
processes and reasoning. 
As the observation and recording of TA Participants in the process of performing 
programming tasks is time consuming, and volunteer numbers limited, I needed to 
elicit as much relevant information from them as I could at each session.  This 
elicitation could not be achieved by separating myself completely from the think 
alouds and simply hoping for the best.  
During the think alouds, I kept interventions to a minimum as "… to guarantee a 
close correspondence between the verbal protocol and the actual processes used to 
perform the task, th(e) urge toward coherence and completeness must be resisted" 
(Ericsson and Simon 1993, p. xv).  The type of intervention I used in a particular 
instant was largely determined by the type and level of difficulty a TA Participant 
was experiencing in completing the task.  An intervention was either to clarify (what 
the task was asking of a TA Participant), prompt (to encourage progress), hint 
(provide more specific or contextual direction), or provide (a partial or entire 
solution). See Section 4.9.8 for a further description of each of these types of 
interventions. 
The overall motivation for interventions was to ensure that useful data was 
gathered from the think aloud sessions.  TA Participants would from time to time 
lapse into silence, giving no indication of what they were thinking about.  
Interventions were used to ensure continuity of the TA Participants' utterances and 
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to remind them to think out loud.  In some cases, I intervened in order to bring a TA 
Participant back on task when they were pursuing an irrelevant course, or to help 
them get unstuck.  
Interventions were worded like reflectional prompts.  When a TA Participant stalled 
or asked a question that was seeking more than just clarification of the question 
text, in response I verbalised high level questions designed to encourage progress 
that could equally have been asked of the TA Participants themselves.  For example, 
"what seems to be the issue?", "why did that happen?".  Alternatively, the prompt 
may have been a suggestion to trace (i.e., hand execute) the code.  During the 
course of the think alouds, I would sometimes suggest a trace of the code a TA 
Participant had written or ask reflective questions when what they had already 
written was actually correct.  This was designed to stop TA Participants relying on 
my interventions as indicators of errors or issues, and to test their confidence in 
their solutions.  If it became evident that no further progress was likely to be made 
by a TA Participant after prompting, I resorted to providing a hint that provided a 
little more specific direction than the prompt.  For example, "can you think of a 
construct that allows you to iterate over a list?", or "is it really X that you want to 
happen?".  Only after hints had been provided and a TA Participant had given up or 
settled on an incorrect answer would I provide a partial or complete solution to the 
issue or the task as a whole.   
Using this intervention model, I was able to give TA Participants every opportunity 
to complete the tasks as if they were doing so by themselves.  However, I would 
never allow a TA Participant to leave a session while it was evident that they had a 
misconception about a programming concept.  For this reason, some think alouds 
were followed immediately by a mini tutorial.  Not being able to complete the task 
for reasons other than simply a misconception did not always justify a provision of 
the answer.  In some cases, a TA Participant was asked to attempt the task over 
several sessions until they succeeded. 
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4.9.11.5. Generalisability 
As stated previously, the aim of this research is not for statistical generalisability.  
However, "generalisability" is not a term exclusive to the quantitative or statistical 
dimension (Lee and Baskerville 2003).  In their framework of generalisability, Lee 
and Baskerville present a way of organising, identifying and classifying four different 
types of generalisability (see Figure 4.8).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
My research fits neatly into the TE quadrant of Lee and Baskerville's generalisability 
framework (shown in the highlighted quadrant of Figure 4.8).  Type TE 
generalisations involve generalisation from previously established theoretical 
statements (neo-Piagetian theory) to empirical statements.  The empirical 
 
 
Figure 4.8: A Generalisability Framework (Lee and Baskerville 2003) 
Chapter 4: Method  Page 115 
 
statements, as outcome of this research project, are the descriptions of what has 
been observed when neo-Piagetian theory has been applied in the context of novice 
programmers. 
There is only one scientifically acceptable way to establish a theory's 
generalizability to a new setting: It is for the theory to survive an empirical 
test in that setting (Lee and Baskerville 2003, p. 214). 
4.10 Conclusion 
This chapter provides a detailed description of the methods used in this research 
project including both quantitative and qualitative data collection.  To allow other 
researchers to follow my method and replicate the studies, I have included details 
of the process of recruitment of participants and conduct of the in-class tests and 
think aloud studies, together with the processes of analysis of the data.  Method 
triangulation has contributed to the trustworthiness of the findings and special 
attention has been paid to describing how research validity and reliability issues 
have been addressed in both methods.  This chapter provides a contextual "thick 
description" which allows other inquirers to make judgements about the 
transferability of this research to other projects.  
116 
Chapter 5. Results Overview 
This chapter introduces the reader to my research story.  Chapter 6 to Chapter 15 
inclusive each contain a published peer-reviewed conference paper that contributes 
to that story.  Each paper chapter is preceded by a contribution statement detailing 
any collaborations involved.  What follows in this chapter is an overview of the story 
that those papers tell. 
Although the work that follows is predominantly mine, the use of the pronoun "we" 
is used instead of "I" out of respect for those who contributed to the publications.  
See each of the papers (Chapter 6 to Chapter 14) and Appendix O for details of co-
authors' contributions. 
The story about novices developing programming skills begins with asking:  
RQ1. When is it that students start to struggle with learning programming? 
We answer this with quantitative analysis, by testing cohorts of introductory 
programming students. 
Paper 1. Chapter 6: Some Empirical Results for Neo-Piagetian Reasoning in Novice 
Programmers and the Relationship to Code Explanation Questions [ACE 2012a]  
We designed programming tasks that tested for the existence of abstract reasoning 
skills described in neo-Piagetian theory.  These questions were then given to 
students as part of their end of semester exam.  The performance of students on 
these questions was the first empirical result to test Lister (2011).  Consistent with 
Lister (2011) we saw students who manifested preoperational reasoning skills on 
both a reversal task and a conservation task. 
 
Paper 2. Chapter 7: Swapping as the "Hello World" of Relational Reasoning: 
Replications, Reflections and Extensions [ACE 2012b] 
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In this paper, we built upon our earlier findings (Corney, Lister et al. 2011). That is, 
that students who cannot demonstrate an ability to explain a piece of code in week 
7 of semester tend to do more poorly at attempting to write similar code at the end 
of semester.  This paper provides evidence that it is not at the stage of learning non-
trivial programming concepts that students start to struggle, but rather at a much 
earlier stage.  
Paper 3. Chapter 8: Falling Behind Early and Staying Behind When Learning to 
Program [PPIG 2014b] 
We conducted further testing of students over the course of a semester at two 
separate universities (QUT and UTS, the home university of my principal supervisor), 
using different programming languages.  The in-class tests, consisting of simple 
programming tasks, started in the first few weeks of instruction.  This paper 
provides more evidence that to be able to understand and successfully complete 
the types of programming tasks we traditionally ask students to do at the end of 
their first semester of programming, students need to be reasoning at the concrete 
operational level.  However, many of our students who are reasoning at the 
sensorimotor or preoperational level early in semester, continue to do so by the 
end of semester.  
Having established that difficulties start early, we looked for the types of things with 
which novices struggle.  We focused on comparing the behaviours of novice 
programmers with reasoning behaviour described in neo-Piagetian theory. 
RQ2. Are the behaviours that manifest in students who struggle to learn 
programming compatible with the neo-Piagetian framework?  If so, what 
are the manifestations of each neo-Piagetian stage observed in novice 
programmers? 
Using think aloud studies and verbal protocol analysis, we analysed the behaviour of 
students completing programming tasks. 
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Paper 4. Chapter 9: Using Neo-Piagetian Theory, Non-Assessed In-Class Tests and 
Think Alouds to Better Understand Student Learning: A Case Study in 
Programming [AAEE 2012]  
Think aloud studies provide evidence of how student reason in different ways about 
programming.  We made sense of these different ways of reasoning about 
programming using the neo-Piagetian cognitive development framework.  This 
paper highlights the very different perspective that can be gained from studying 
students' process of completing programming tasks (i.e., their reasoning behaviour), 
rather than simply studying their final product (e.g., their completed exam paper).  
This justified the ongoing use of qualitative think aloud studies in this PhD research 
in order to capture students reasoning about programming.  This paper provides an 
overview of our research approach. 
Paper 5. Chapter 10: A Qualitative Think Aloud Study of the Early Neo-Piagetian 
Stages of Reasoning in Novice Programmers [ACE 2013] 
We continued think aloud studies to capture students' reasoning behaviour while 
they completed programming tasks in order to understand the processes they go 
through.  We gave several students the same tasks to complete and analysed their 
behaviours using the neo-Piagetian framework.  We attributed each student's 
behaviour to being predominantly characteristic of one of the neo-Piagetian stages 
of reasoning.  These think aloud sessions confirmed that students can still be at the 
sensorimotor and preoperational stages even after two semesters of learning to 
program.   
Paper 6.  Chapter 11: Manifestations of Preoperational Reasoning on Similar 
Programming Tasks [ACE 2014a] 
We observed students in think aloud sessions completing two tasks that required 
similar programming concepts.  We discovered that students who manifested 
preoperational behaviour were able to complete one task, but not the other.  This 
inability to complete the second task was because that task, although functionally 
equivalent, required the ability to reason about the concepts of conservation and 
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working with cyclic series from an intermediary point that only someone at the 
concrete operational level was likely able to do.   
Paper 7. Chapter 12: Mired in the Web: Vignettes from Charlotte and other Novice 
Programmers [ACE 2015] 
Other studies (Ahadi and Lister 2013, Chapter 8) found that many programming 
students who have fallen behind as early as week three of semester often then stay 
behind. We replicate those studies, but went further by observing a number of 
students as they completed programming tasks while thinking aloud. We provide 
empirical evidence of the types of inconsistencies students manifest, which are 
often not evident on analysis of conventional written tests. Using neo-Piagetian 
theory we offer explanations for those inconsistencies.  
Paper 8. Chapter 13: Programming: Reading, Writing and Reversing [ITiCSE 2014]  
We compared the performance and thought process of several students on the 
same programming task.  We were able to attribute their ability to program 
according to their stage of cognitive development using the neo-Piagetian 
framework.  We found further evidence, from these students' reasoning abilities, of 
progression through the neo-Piagetian stages.  This progress is consistent with an 
overlapping waves model where, as students accumulate more mature abstract 
reasoning skills, they exhibit less behaviours characteristic of earlier stages of 
development. 
Paper 9. Chapter 14: Blinded by Their Plight: Tracing and the Preoperational 
Programmer [PPIG 2014a] 
This paper is another in the series of studies that tested several students using the 
same programming tasks.  We used two tasks that required the same programming 
concepts, but which called for very different levels of abstract reasoning.  We 
attributed students' abilities to trace as being at least at the preoperational level.  
Those who had abstract reasoning skills and were able to explain the purpose of 
code were operating at the more mature concrete operational level. 
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Having established that the behaviours of novices are compatible with the neo-
Piagetian framework, we established the cognitive developmental path in 
programmers by addressing the question: 
RQ3. Is there evidence that over time students tend to exhibit characteristics of 
each of the neo-Piagetian stages in order from least to most mature? 
Paper 10. Chapter 15: Longitudinal Think Aloud Study of a Novice Programmer 
[ACE 2014b] 
Observations were made of one student over several semesters using think aloud 
studies.  We gave him a variety of programming tasks and we were able to find 
evidence that programming ability improved with the increased ability to reason 
abstractly about programming code.  This student first manifested predominantly 
sensorimotor reasoning, followed by preoperational reasoning, and finally concrete 
operational reasoning. .  This study is the first direct observational evidence of a 
novice programmer progressing through the neo-Piagetian stages.  However, rather 
than a one-way staircase model, our findings are again consistent with an 
overlapping waves model of development.  That is, as he acquired knowledge in the 
new domain, he exhibited a combination of reasoning strategies from two different 
stages.  Initially, characteristics of the earlier neo-Piagetian stage dominated, but as 
cognitive progress was made there was an increase in the use of the next more 
mature stage of reasoning, and a decrease in the less mature stage.  
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5.1.1 Publications Map 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1: Publications Map 
Why do so many students find programming difficult to learn? 
RQ1. When is it that students start to struggle with 
learning programming? 
RQ3. Is there evidence that over time students tend to 
exhibit characteristics of each of the neo-Piagetian 
stages in order from least to most mature? 
RQ2. Are the behaviours that manifest in students who 
struggle to learn programming compatible with the 
neo-Piagetian framework?  If so, what are the 
manifestations of each neo-Piagetian stage observed 
in novice programmers? 
At a very early stage, before non-trivial concepts are introduced. 
(See papers: Chapter 6, Chapter 7, Chapter 8, Chapter 9, Chapter 12, 
Chapter 15) 
Yes. As reasoning skills mature, sensorimotor novices progress to 
preoperational behaviour, then concrete operational behaviour, 
consistent with the overlapping waves model.  Novice programmers 
develop reasoning skills at their own rate, after sufficient exposure and 
skills development at each level before progressing to the next. (See 
paper: Chapter 15) 
Novice programmers exhibit reasoning skills in the programming 
domain consistent with neo-Piagetian theory. Some of these 
behaviours are: misconceptions; inability to trace/write code; 
narrow/misplaced focus; inability to reason abstractly. (See papers: 
Chapter 6, Chapter 7, Chapter 9, Chapter 10, Chapter 11, Chapter 12, 
Chapter 13, Chapter 14) 
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Chapter 6. Some Empirical Results 
for Neo-Piagetian Reasoning in 
Novice Programmers and the 
Relationship to Code Explanation 
Questions [ACE 2012a] 
 
We designed programming tasks that tested for the existence of abstract reasoning 
skills described in neo-Piagetian theory.  These questions were then given to 
students as part of their end of semester exam.  The performance of students on 
these questions was the first empirical result to test Lister (2011).  Consistent with 
Lister (2011) we saw students who manifested preoperational reasoning skills on 
both a reversal task and a conservation task. 
[ACE Best Paper Award, at ACSW 2012 Conference] 
This chapter contains a copy of the conference paper referred to above. 
Figure 6.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 6.1: Research Question/s Addressed in Chapter 6 
Chapter 6: Some Empirical Results for Neo-Piagetian Reasoning in Novice 
Programmers and the Relationship to Code Explanation Questions [ACE 2012a] 
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Abstract

 
Recent research on novice programmers has suggested 
that they pass through neo-Piagetian stages: sensorimotor, 
preoperational, and concrete operational stages, before 
eventually reaching programming competence at the 
formal operational stage.  This paper presents empirical 
results in support of this neo-Piagetian perspective.  The 
major novel contributions of this paper are empirical 
results for some exam questions aimed at testing novices 
for the concrete operational abilities to reason with 
quantities that are conserved, processes that are 
reversible, and properties that hold under transitive 
inference.  While the questions we used had been 
proposed earlier by Lister, he did not present any data for 
how students performed on these questions.  Our 
empirical results demonstrate that many students struggle 
to answer these problems, despite the apparent simplicity 
of these problems.  We then compare student 
performance on these questions with their performance 
on six explain in plain English questions. 
Keywords: Novice programmer, CS1, neo-Piagetian. 
1 Introduction 
It is well documented within the research literature that 
many CS1 students around the world struggle to learn to 
program.  For example, McCracken’s (2001) multi-
national ITiCSE working group collected data from over 
200 CS1 students.  The students were required to write 
code to evaluate arithmetic expressions.  The average 
student score was only 21%.  Most tellingly, many of the 
students did not write any code, as they spent their 
allotted 90 minutes trying to come up with a design for 
the program.  Inspired by the McCracken working group, 
the ITiCSE 2004 “Leeds” Working Group (Lister et al., 
2004) tested the reading and tracing skills of over 500 
end-of-CS1 students, from twelve universities in seven 
countries.  The average score for the students was 60%, 
with a quarter of the students performing at a level 
consistent with choosing options at random. 
The literature on the novice programmer also abounds 
with reports on puzzling behaviours exhibited by novice 
programmers.  For example, Thomas, Ratcliffe, and 
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Thomasson (2004) wrote about their frustrations at 
getting novices to use diagrams:  
... when they might appropriately use [diagrams] 
themselves, weaker students fail to do so.  They 
are often impatient when the instructor resorts to 
drawing a diagram, then amazed that the 
approach works.  ... [also] providing [students] 
with what we considered to be helpful diagrams 
did not significantly appear to improve their 
understanding. ... This was completely unexpected.  
We thought that we were ‘practically doing the 
question for them’... 
Perkins et al. (1986) described the behaviours of students 
who are “movers” or “stoppers”: 
Many students disengage from the task whenever 
trouble occurs, neglect to track closely what their 
programs do by reading back the code as they 
write it, try to repair buggy programs by 
haphazardly tinkering with the code, or have 
difficulty breaking problems down into parts 
suitable for  separate chunks of code. 
Ginat (2007) described a similar approach to that of the 
tinkerer, but in more advanced students: 
A hasty design may be based on some simplistic 
application of a familiar design pattern … based 
... on some premature association that seems 
relevant.  Errors are not always discovered, as the 
test cases on which the program is tested are very 
limited.  The devised program is batched, and 
“seems correct”.  Then, an outside source (e.g., a 
teacher) points out a falsifying input.  A patch is 
offered.  Sometimes the patch is sufficient for 
yielding correctness, but more often than not, the 
patch is insufficient.  An additional patch is 
offered; and the cycle of batch−&−patch 
continues. 
1.1 Overview 
Results such as those cited above recently led Lister 
(2011) to describe a neo-Piagetian perspective of the 
novice programmer.  In the next section of this paper, we 
review his neo-Piagetian perspective.  In section 3 we 
report upon empirical results for some neo-Piagetian 
inspired exam questions suggested by Lister.  Section 4 
then examines the relationship of those questions to code 
explanation questions. 
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2 Background: Neo-Piagetian Development 
Lister (2011) proposed four stages of cognitive 
development of the novice programmer, based on neo-
Piagetian theory.  In the following subsections, we outline 
those neo-Piagetian stages.  For a more detailed 
description, the reader should see Lister (2011). 
2.1 Sensorimotor Stage 
The first neo-Piagetian stage is the sensorimotor stage.  
Based upon the empirical results from Philpott, Robbins 
and Whalley (2007), Lister proposed that novices who 
trace code with less than 50% accuracy are at the 
sensorimotor stage.  The afore-mentioned Leeds Working 
Group (Lister et al., 2004) demonstrated that there 
certainly exist students who cannot trace code with 50% 
reliability at the end of their first semester of learning to 
program. 
Without the ability to reliably produce consistent 
results via tracing, novices at the sensorimotor stage see 
code as somewhat magical.  That is, they do not 
experience an executing program as a deterministic 
machine. 
2.2 Preoperational Stage 
At the next stage of development, the preoperational 
stage, novice programmers can reliably trace code, but 
they do not routinely abstract from the code to see a 
meaningful computation performed by that code.  Again, 
the Leeds Working Group (Lister et al., 2004) described 
students who were able to trace code reliably, but...    
“... While working out their answer, none of these 
students volunteered any realization of the intent 
of the code ...” (p. 138). 
Novice programmers at this stage are the novices that 
Thomas et al. (2004) wrote about:  
“... providing [students] with what we considered 
to be helpful diagrams did not significantly appear 
to improve their understanding.” 
For the preoperational novice, the lines in a piece of code 
are only weakly related.  This stage in the development of 
the novice programmer is like the stage that Piaget 
identified in a child’s understanding of machines, such as 
bicycles, where the various parts are known to be 
necessary, but how the parts work together is not 
understood (Piaget, 1930, pp. 205–210).  In an interview 
extract given in Traynor, Bergin, and Gibson (2006) a 
student described his approach to answering coding 
questions in an exam:  
“… you usually get the marks by making the 
answer look correct.  Like, if it’s a searching 
problem, you put down a loop and you have an 
array and an if statement.  That usually gets you 
the marks … not all of them, but definitely a 
pass”.  
That student quoted by Traynor et al. was perhaps being 
cynical, but in the context of this paper, that student is 
describing all that a preoperational novice can do when 
they are required to write code – put down the elements 
that they recognise must be there, but not be able to fit 
those elements together in a way that produces correct 
code. 
Without being able to see how the lines in a piece of 
code relate, a novice at the preoperational stage is likely 
to struggle with describing the purpose of a piece of code 
(“explaining”).   
2.3 Concrete Operational Stage 
Unlike students at the preoperational stage, students at the 
concrete operational stage can reason about abstractions 
of their code.  They can, for instance, relate code to 
diagrams.  They can also see how the individual lines in a 
piece of code work together to perform some overall 
computation.  However, a defining characteristic of 
concrete thinking is that the abstract thinking is restricted 
to familiar situations (hence “concrete”).   
The three archetypal manifestations of concrete 
thinking are the abilities to reason (1) about processes 
that are reversible, (2) with quantities that are conserved 
and (3) properties that hold under transitive inference.  In 
the next three subsections, we review three exam 
questions that Lister (2011) identified as requiring these 
three types of reasoning. 
2.3.1 Reversing 
Figure 1 contains a question that Lister (2011) nominated 
as requiring the novice programmer to reason about 
reversing.   
 
Figure 1: A question that requires the concrete 
operational ability to reason about reversing (from 
Lister, 2011). 
2.3.2 Conservation 
Lister (2011) identified one type of conservation in 
programming, which is the preservation of a specification 
across variation in the implementation. Figure 2 contains 
a question he nominated as requiring the novice 
programmer to reason about conservation.  In that 
question, either of the options in each box could be right, 
depending upon what choices the novice has made in the 
other boxes.  Thus, the novice needs to be able to see how 
the lines of code are related.   
The purpose of the following code is to move all 
elements of the array x one place to the right, with 
the rightmost element being moved to the leftmost 
position:   
 int temp = x[x.length-1]; 
 for (int i=x.length-2; i>=0; --i) 
     x[i+1] = x[i]; 
 x[0] = temp; 
Write code that undoes the effect of the above code. 
That is, write code to move all elements of the array 
x one place to the left, with the leftmost element 
being moved to the rightmost position. 
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In plain English, explain what the following segment 
of Java code does: 
bool bValid = true; 
for (int i = 0; i < iMAX-1; i++) 
{ 
  if (iNumbers[i] > iNumbers[i+1]) 
     bValid = false; 
} 
 
Figure 2: A question that requires the concrete 
operational ability to reason about conservation of 
specification under variation of implementation (from 
Lister, 2011). 
2.3.3 Transitive Inference 
Transitive inference is the type of reasoning where, in 
general terms, if a certain relationship holds between 
object A and object B, and if the same relationship holds 
between object B and object C, then the same relationship 
also holds between object A and object C.  For example, 
Piaget would sometimes ask a child a question like, “If 
Adam is taller than Bob, and Bob is taller than Charlie, 
who is the tallest?”   
Figure 3 contains the “explain in plain English” 
problem used in many BRACElet studies (Whalley et al., 
2006; Lister et al., 2006). Lister (2011) nominated this 
question as requiring the novice programmer to perform 
transitive inference, since the novice must realise that if 
all consecutive array element pairs are ordered, then the 
entire array is ordered. 
2.4 Formal Operational Stage 
The formal operational stage is the most advanced and 
most abstract stage of cognitive development.  It can be 
defined succinctly thus: formal operational reasoning is 
what competent programmers do, and what we’d like our 
students to do. 
Figure 3: A question from several BRACElet studies, 
which requires the concrete operational ability of 
transitive inference (from Lister, 2011). 
This paper focuses on the types of reasoning that precede 
formal operational reasoning, so in this paper it is only 
necessary to further sharpen the reader’s understanding of 
concrete operational reasoning by describing how people 
who reason at the formal operational level differ from 
people reasoning at the concrete operational reasoning: 
 
 They can reason about unfamiliar situations. 
 They tend to begin with the abstract and move to the 
concrete. 
 They reason with abstractions routinely, logically, 
consistently and systematically. 
 They have a reflective capacity — an ability to think 
about their own thinking.   
 They can perform hypothetico-deductive reasoning.  
In the context of programming, hypothetico-
deductive reasoning is nicely illustrated by an extract 
from Edwards (2004), in a paper where he argued 
that novice programmers needed... 
“... practice in hypothesizing about the 
behavior of their programs and then 
experimentally verifying (or invalidating) 
their hypotheses.  ... These activities are at 
the heart of software testing.”  (p. 27) 
 They reliably manifest problems solving skills on 
unfamiliar problems.  McCracken et al. (2001) 
defined problem solving as a five step process: (1) 
abstract the problem from its description; (2) generate 
subproblems; (3) transform subproblems into 
subsolutions; (4) recompose; and (5) evaluate and 
iterate. 
2.5 Note: Development vs. Pedagogy 
The above neo-Piagetian stages do not imply pedagogy.  
For example, these stages do not imply that a novice 
should first be taught to trace code, before the novice is 
allowed to write any code.  The above neo-Piagetian 
stages are descriptions of the order in which a novice’s 
competence in certain skills will be manifested, 
irrespective of how that novice is taught.   
 
Below is incomplete code for a method which returns 
the smallest value in the array x.  The code scans 
across the array, using the variable minsofar to 
remember the smallest value seen thus far.  There are 
two ways to implement remembering the smallest 
value seen thus far: (1) remember the actual value, or 
(2) remember the value’s position in the array.  Each 
box below contains two lines of code, one for 
implementation (1), the other for implementation (2). 
First, make a choice about which implementation you 
will use (it doesn’t matter which).  Then, for each 
box, draw a circle around the appropriate line of code 
so that the method will correctly return the smallest 
value in the array.   
public int min(int x[] ){ 
 
   int minsofar =              ; 
         
for ( int i=1 ; i<x.length ; ++i ) 
{ 
  if ( x[i] <                     ) 
 
 
     minsofar =             ; 
   
} 
  return                     ; 
 
} 
 
(g) minsofar 
(h) x[minsofar] 
 
(a) 0 
(b) x[0] 
(e) i 
(f) x[i] 
 
(c) minsofar 
(d) x[minsofar] 
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3 Results for Reversing and Conserving 
We placed into our end of semester exam the questions in 
Figures 1 and 2 which Lister (2011) had proposed as 
requiring concrete operational reasoning.  This section 
discusses the results for those two questions. 
3.1 Screening 
Before performing the analysis below, we screened 
students, using two tracing questions from that same end 
of semester exam.  The purpose in the screening was to 
eliminate from further study any students who were at the 
sensorimotor stage.  Students who answered either of the 
two tracing questions incorrectly were eliminated from 
further study. 
One of the two screening questions required students 
to determine the final values in five variables after a 
series of ten assignment statements.  The first five 
assignment statements initialised each variable.  The 
remaining five statements assigned values between these 
variables, and were designed to detect students who had 
any of the well known misconceptions about variables 
and assignment statements (du Boulay, 1988). 
The other screening question required students to 
reason about two nested if statements. The conditions in 
the if statements involved comparisons among three 
integer variables, a, b and c.  Each then and else part 
of the if statements results in the output of one of those 
variables.  The question was framed as a multiple choice 
question, where students had to reason backward, from 
output to input.  Specifically, students were asked “Which 
of the following values for the variables will cause the 
value in variable b to be printed?” 
After this screening, 93 students remained in the 
sample for further analysis.  These 93 students were 
considered to be reasoning at a level no lower than 
preoperational. 
3.2 Reversing 
When writing the solution to the problem in Figure 1, the 
student must recognise that the assignment x[i+1] = 
x[i] in the loop body needs to be replaced with either 
x[i] = x[i+1] or x[i-1] = x[i].  We feel that 
such a change is the simplest of all the changes required, 
and is even a change within the grasp of any exam-savvy 
student reasoning at the preoperational level.  Rather than 
indicating a low level of neo-Piagetian reasoning, an error 
on that line of code might simply be due to a student 
misunderstanding the question, perhaps because of poor 
English language reading skills.  Therefore, we 
eliminated from the analysis of this question any student 
who did not make a correct change to that assignment 
statement in the loop body, which left us with 70 students 
in our sample.  All of these students provided a four-line 
solution that resembled the code provided in the question.   
Of the 70 students, only 45 (64%) provided a correct 
first line, in which they saved the leftmost element of the 
array to the temporary variable, and 38 students (54%) 
provided a correct final line, in which they assigned the 
temporary value to the rightmost position in the array.  
Only 37 students (53%) provided both a correct first line 
and a correct last line.  We classify the 33 students (47%) 
who did not provide correct versions of both lines as 
clearly exhibiting preoperational reasoning.  (Recall that 
these 33 students did provide a correct assignment in the 
loop body, and thus showed some understanding of the 
problem.) 
Of the 37 students who provided a correct first, third 
and fourth line, 15 (41%) provided a correct version of 
the second line, the for loop.  We classify those 15 
students as clearly exhibiting concrete operational 
reasoning.  We consider the remaining 22 of these 37 
students to be exhibiting some degree of concrete 
operational reasoning.  Among these 22 students, the 
most common errors were off-by-one errors.  Often, the 
values specified in line 2 through which the control loop 
variable i would iterate were appropriate, in isolation, 
and so was the assignment statement on line 3, in the 
body of the loop.  However, those two lines, in 
combination, were often not compatible.  Perhaps with a 
little more careful checking, at least some of those 
students might have provided a correct solution.  
In summary, for this question we see evidence for 
preoperational and concrete operational reasoning among 
our sample of students, who had passed a screen for 
sensorimotor reasoning. 
3.3 Conservation 
Table 1 shows student performance in the final exam on 
the concrete operational “choose from each box” task 
shown in Figure 2.  The 40% of students who provided a 
correct solution (i.e. either ADEH or BCFG) are clearly 
exhibiting concrete operational reasoning.  The 32% of 
students who provided ACFG show some signs of 
concrete operational reasoning, by virtue of choosing 
CFG.  The remaining 28% of students are clearly 
exhibiting preoperational reasoning.   
A possible threat to the validity of this question is the 
lengthy English instructions prior to the code.  A student 
who reads English as a second language may be 
disadvantaged. 
ADEH (correct) 8 % 
BCFG  (correct) 32 % 
ACFG  (close) 32 % 
Others  (all wrong) 28 % 
Table 1: Student performance in the final exam on the 
concrete operational “choose from each box” task 
shown in Figure 2. (n=93) 
3.4 Comparing Reversing and Conservation 
Table 2 shows the relationship between student 
performance on these two questions, as a contingency 
table.  Given that few students answered the code reversal 
problem with complete accuracy, we elected to just use 
the data on that question for how many students handled 
the end element correctly (i.e. lines 1 and 4).  A χ2 test 
yielded p=0.08, which is higher than the traditional 
p=0.05 threshold for statistical significance. 
With the given data, it is unclear whether the absence 
of a statistical relationship between the two questions is 
due to competence differences (i.e. the two questions 
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require different sorts of reasoning skills) or performance 
differences (i.e. the framing of the two questions test 
skills other than the ability to reason about code; see 
Chomsky, 1965).  One obvious potential performance 
difference is the greater demands placed upon a student’s 
English language reading ability by the “select from the 
boxes” task.  A more detailed study of this issue is 
warranted.  An essential element of such a study is the 
use of two or more questions of each type, to assess the 
consistency of student performance within each type of 
question, before assessing the significance of consistency 
of student performance between these two types of 
questions. 
Select code from 
boxes 
(see Figure 2) 
Write the reverse of a given 
shift; correct treatment of end 
element (i.e. correct line 1 and 
line 4, analogous to Figure 1) 
wrong right  
wrong 36 20     56 
right 17 20 37 
 
53 40 93 
Table 2: The contingency table for student 
performance on the two concrete operational 
questions. (χ2 = 3.06, p = 0.08) 
4 Code Explanation and Concrete Reasoning 
This section explores the relationships between the two 
concrete operational questions studied in the previous 
section and explain in plain English questions. 
Explain in plain English questions were used 
extensively in the BRACElet project (Whalley, et al., 
2006; Lister et al., 2006).  However there has been some 
controversy as to whether these questions are really 
testing the ability of students to read and understand code 
(i.e. competence) or the ability of the students to express 
themselves in English (i.e. performance; see Simon, et 
al., 2009; Simon, 2009; Simon and Snowdon, 2011).  If 
we see in our data a direct relationship between how well 
our students answer the concrete operational questions in 
Figures 1 and 2 and how well they answer explain in 
plain English questions, then that would suggest that the 
explain in plain English question requires, at the 
minimum, concrete operational reasoning skills. 
4.1 The Six Explanation Questions 
Our end of semester exam contained six explain in plain 
English questions.  These questions, labelled (a) to (f) are 
shown in Figures 4 and 5, along with handwritten 
answers from a student who did the exam: 
 (a) This question was intended to be a benchmark of 
each student’s ability to express themself in 
English.  Since the code does not contain either 
loops or arrays, it is simpler than the remaining 
explanation questions. 
 (b) This question was intended to test the student’s 
ability to explain code operating on arrays, using 
an if statement within a loop.   
 (c) In addition to the skills required to explain the 
previous question, this question required the 
student to reason about the effect of a return 
statement within a loop. The purpose in including 
this question was that it requires the same skills as 
question (f), with the exception of transitive 
inference.  
 (d) We regard this as our simplest question on loops 
and arrays. 
 (e) The basic purpose of this code is relatively simple 
― to find the position of a target value in a list.  
However, there are two details required in a 
completely correct answer.  The first detail 
concerns the behaviour of the code if the target 
value is not found.  The second detail concerns the 
behaviour of the code when the target value occurs 
more than once in the list. 
 (f) This question is similar to the question in Figure 3, 
that Lister asserted required transitive inference. 
However, our code in the exam was different from 
Figure 3 in two ways.  The first difference is that 
the code we used in our exam was in Python.  The 
second difference is our Python code does not set 
a flag, but instead (as in question (c)) breaks out of 
the loop with a return statement.  A comparison 
of student performance on questions (c) and (f) is 
a test of Lister’s assertion that this question 
requires transitive inference. 
4.2  Reversing and Explanation Questions 
Row 1 of Table 3 shows the performance of the 93 
students who passed our sensorimotor screening test, 
which was described earlier.  For example, the column 
headed “(a)” shows that 89% of the whole sample 
answered the explanation question “(a)” correctly.  The 
two hardest explanation questions (by far), were 
explanation questions (c) and (f), with only 36% and 31% 
of our whole sample answering those questions correctly.  
(Note that students' answers to question (f) were marked 
as correct even if they failed to mention the indexing 
error that may be generated.)  The remaining rows of 
Table 3 show the percentage of students who answered 
correctly each explanation question, given their 
performance on aspects of the concrete operational “shift 
left” question in Figure 1.   
Row 2 of Table 3 shows the performance of the 33 
students who (in addition to passing the sensorimotor 
screening test) provided a correct assignment statement 
within the body of the loop, but failed to provide a correct 
handling of the end element of the array (i.e. code like 
lines 1 and 4 in Figure 1).  Only a quarter of these 
students could answer explanation questions (c) and (f) 
correctly.  Less than half (45%) of these students 
answered explanation question (e) correctly.   
Earlier in the paper, we surmised that writing the 
correct assignment in the for loop lay within the grasp 
of exam-savvy students reasoning at the preoperational 
level.  The statistical data for Row 2 is consistent with 
that claim.  Over half the students in Row 2 are able to 
correctly answer the two explanation questions (b) and 
(d).  To do so, we believe a student need not understand  
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Figure 4: The first .three of the six explanation questions used in the exam paper. 
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 Figure 5: The final three of the six explanation questions used in the exam paper. 
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Description n 
Explain in Plain English Questions (a) to (f) 
(a) (b) (c) (d) (e) (f) 
1 Whole sample 93 89% 76% 36% 82% 60% 31% 
2 Correct assignment in for loop 33 82% 58% 24% 67% 45% 24% 
3   p < 0.04* p < 0.01* p = 0.8 p = 0.01* p = 0.01* p = 0.3 
4 End element handled correctly 22 100% 95% 27% 95% 68% 23% 
5   p = 0.22 p = 0.78 p < 0.01* p = 0.78 p = 0.20 p < 0.03* 
6 Code entirely correct 15 93% 93% 73% 93% 87% 60% 
Table 3: The percentages of students who answered each explain in plain English question correctly, given their 
performance on aspects of the concrete operational “shift left” question in Figure 1. The shaded cells indicate 
statistically significant differences in the percentages shown in the cells above and below the shaded cell.  
Explain in Plain English Questions (a) to (f) 
Σ (a) (b) (c) (d) (e) (f) 
w right w right w right w right w right w right 
6 27 (82%) 14 19 (58%) 25  8 (24%) 11 22 (67%) 18 15 (45%) 29   4 (12%) 33 
0 22(100%) 1 21 (95%) 16  6 (27%) 1 21 (95%)  7 15 (68%) 17   5 (23%) 22 
6 49 (89%) 15 40 (73%) 41 14 (25%) 12 43 (78%) 25 30 (55%) 46   9 (16%) 55 
p < 0.04* p < 0.01* p = 0.8 p = 0.01* p = 0.01* p = 0.3 
Table 4: Complete contingency tables used to calculate the χ2 test probabilities in row 3 of Table 3. The column 
heading “w” (wrong) indicates data for students who answered that particular explanation question incorrectly. 
Explain in Plain English Questions (a) to (f) 
Σ (a) (b) (c) (d) (e) (f) 
w right w right w right w right w right w right 
0 22(100%) 1 21 (95%) 16   6 (27%) 1 21 (95%)  7 15 (68%) 17  5 (23%) 22 
1 14  (93%) 1 14 (93%)   4 11 (73%) 1 14 (93%) 2 13 (87%) 6  9 (60%) 15 
1 36 (97%) 2 35 (95%) 20 17 (46%) 2 35 (95%) 9 28 (76%) 23 14 (38%) 37 
p =0.22 p = 0.78 p < 0.01* p = 0.78 p = 0.20 p < 0.03* 
Table 5: Complete contingency tables used to calculate the χ2 test probabilities in row 5 of Table 3. 
  Explain in plain English question (f) 
Σ 
wrong right 
Explain in plain English question (c) 
wrong 3 1  4 
right 3 8 11 
 6 9 15 
Table 6: Contingency table comparing the performance on explanation questions (c) and (f) of the n=15 students 
who answered entirely correctly the concrete operational “shift left” question in Figure 1 (χ2 test, p = 0.1). 
 
 
n 
Explain in Plain English Questions (a) to (f) 
(a) (b) (c) (d) (e) (f) 
4 Handled end element 22 100% 95% 27% 95% 68% 23% 
5 Select boxes correct 37 92% 92% 51% 86% 73% 41% 
6 Entire shift correct 15 93% 93% 73% 93% 87% 60% 
Table 7: The middle row shows the percentages of students who answered each explain in plain English question 
correctly, given correct performance on the “select from the boxes” question in Figure 2. The rows beginning 
“4” and “6” are the same rows as in Table 3, for comparison. 
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every aspect of that code.  Like the student we quoted 
earlier from the paper by Traynor et al., who knew how 
to get half marks on a code writing task, without 
understanding the code he put down, a student doesn’t 
need to understand every aspect of the for statements in 
(b) or (d) to guess that the code will run across all 
elements of the list.  After making such an assumption, a 
student can then answer the question by focussing solely 
upon the if within the loop, and its associated 
assignment statement. 
4.2.1 Rows 2 & 4: Preoperational to Concrete  
Row 4 of Table 3 shows the performance of the 22 
students who succeeded at all the same tasks on the 
“shift” problem that the students in Row 2 were able to 
do, and who were also able to correctly handle the end 
element of the list (i.e. lines like 1 and 4 in Figure 1).  
However, these 22 students did not provide a suitable 
for statement (i.e. a line like line 2 in Figure 1). As 
discussed in section 3.2, these 22 students comprising 
row 4 exhibit some degree of concrete operational 
reasoning, whereas the students in row 2 exhibit 
preoperational reasoning. 
A chi-square test was performed on each of the data 
forming rows 2 and 4 of the table.  That is, for each 
explanation question, the raw data from which the two 
percentages in rows 2 and 4 were derived were used to 
perform a chi-square test.  The resultant probability 
values for each column are shown in Row 3.  (To assist 
others who may attempt to replicate our findings, the full 
contingency tables from which the probabilities were 
calculated are provided in Table 4.) 
The shaded cells in Row 3 indicate the explanation 
questions for which the percentage in Row 2 is 
significantly different (i.e. p < 0.05) to the percentage in 
Row 4.  All four of the easier explanation questions show 
a statistically significant improvement from Row 2 to 
Row 4.  However, the two harder explanation questions 
(i.e. c and f) do not show a statistically significant 
improvement.  Also, although the percentage of 
explanation question (e) rises between Rows 2 and 4 
(from 45% to 68%), even with that increase almost one 
third of the students who could correctly handle the end 
element in the “shift” problem could not answer this 
explanation question.  While explanation questions (b) 
and (d) are too difficult for quite a large percentage of the 
students in Row 2, these two questions were answered 
correctly by almost every student in Row 4. 
To summarize this subsection: some degree of 
concrete operational reasoning tends to be both necessary 
and sufficient for answering correctly explanation 
questions (b), (d) and (e).  
4.2.2 Rows 4 & 6: Growing Concrete Skills  
Row 6 of Table 3 shows the performance of the 15 
students who were able to provide a completely correct 
solution to the “shift left” problem.  These 15 students 
comprising row 6 exhibit solid concrete operational 
reasoning, perhaps even formal operational reasoning. 
A chi-square test was performed on each of the data 
forming rows 4 and 6 of the table.  (As before, to assist 
others who may attempt to replicate our findings, full 
contingency tables for calculating these probabilities are 
provided in Table 5.)  The resultant probability values for 
each column are shown in Row 5 of Table 3. The shaded 
cells in Row 5 indicate a statistically significant 
improvement on the two harder explanation questions 
(i.e. c and f) from Row 4 to Row 6. 
A substantial minority of Row 6 students cannot 
answer these explanation questions.  From our reading of 
incorrect student responses to (c), we conclude that many 
of these students did not understand that executing a 
return statement within a loop will immediately 
terminate the loop.  Such a weak grasp of the return 
statement is consistent with Lister et al. (2004), who 
reported that misconceptions about return statements 
were the only misconceptions observed in that study. 
4.2.3 Transitive Inference and Explanation 
Recall that the purpose of explanation question (c) was 
that it required the same reasoning skills as question (f), 
with the exception of transitive inference.  In this 
subsection, we compare student performance on those 
two explanation questions.  
Student performance on both (c) and (f) is so poor that 
it is difficult to make any comparisons.  In Row 2 of 
Table 3, only 24% of the students answered each of (c) 
and (f) correctly.  In Row 4 of Table 3, only 27% and 
23% of the students answered (c) and (f) correctly.  These 
two explanation questions are too hard for most students 
represented in those two rows. 
Row 6 of Table 3 is the only row where any 
comparison of (c) and (f) is at all viable.  Here, the 
respective percentages are 73% and 60%, but that is for a 
tiny sample of only 15 students.  Table 6 is a contingency 
table for that data.  The resultant probability value is p = 
0.1, which is above the standard p = 0.05 threshold.  
However, p = 0.1 does mean that the chance that the 
difference in the percentages is a statistical fluke is only 1 
in 10.  Given that, and the small sample size, our data 
does not fundamentally contradict Lister’s assertions 
about transitive inference, but it is at best only very 
weakly supportive.  Further work is warranted. 
4.3 Conservation and Explanation 
Row 5 in Table 7 shows the percentages of students who 
answered each explanation question correctly, given 
correct performance on the "select from the boxes" 
question in Figure 2.  The rows beginning “4” and “6” are 
the same rows as in Table 3, from the “shift” problem, for 
comparison. 
Of particular interest in Table 7 is the data for the two 
harder explanation questions, (c) and (f).  The 
percentages for “select from the boxes” on questions (c) 
and (f) lie between the percentages for the rows 
beginning “4” and “6”, from the “shift” problem — 
which may indicate that the difficulty of this particular 
conservation problem is beyond some concrete 
operational students who can handle the end element in 
the “shift” problem, but lies within the grasp of most 
concrete operational students who can correctly solve the 
entire “shift” problem.   That, in turn suggests (but does 
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not prove) that the “select from the boxes” task used in 
this paper requires concrete operational reasoning. 
5 Conclusion 
Our empirical results support the claims made by Lister 
(2011).  We see students who manifest preoperational 
reasoning skills by their poor performance on a reversal 
task (“shift left”) and a conservation task (“fill in the 
boxes”).  However, while our data does not 
fundamentally contradict Lister’s assertions about 
transitive inference, our limited data is at best only very 
weakly supportive.  For transitive inference, a larger 
study will be required. 
While there may be some controversy as to whether 
the nature of the problem that students face with 
explanation questions is competence-related or 
performance-related, there is less doubt about students 
who, when explicitly supplied with code that moves all 
elements of a list (or array) one place to the right, cannot 
alter that supplied code to move all the elements one 
place to the left.  Thomas et al. (2004) described the 
diagrams they gave their students as “practically doing 
the question for them” ― how much more so for the 
“shift left” problem we gave our students?  Such a 
question clearly establishes that there are students in our 
class who, at the end of their first semester of 
programming, are at the preoperational level of reasoning 
about code.  It would be very interesting to see if the 
same is the case at other universities — we suspect that it 
is the case. 
Preoperational students are woefully under-prepared 
for the rigours of traditional programming assignments.  
On such assignments, preoperational students can only 
flail about, exhibiting the behaviours described by 
Perkins et al. (1986), Thomas et al. (2004), and Ginat 
(2007) ― behaviours which have puzzled and 
exasperated many, many CS1 teachers around the world.  
A neo-Piagetian perspective on the novice programmer 
actually positions these behaviours as normal behaviours 
to be expected in the long and torturous cognitive 
development of the novice programmer. 
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Chapter 7. Swapping as the "Hello 
World" of Relational Reasoning: 
Replications, Reflections and 
Extensions [ACE 2012b] 
 
In this paper, we built upon our earlier findings (Corney, Lister et al. 2011). That is, 
that students who cannot demonstrate an ability to explain a piece of code in week 
7 of semester tend to do more poorly at attempting to write similar code at the end 
of semester.  This paper provides evidence that it is not at the stage of learning non-
trivial programming concepts that students start to struggle, but rather at a much 
earlier stage.  
This chapter contains a copy of the conference paper referred to above. 
Figure 7.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 7.1: Research Question/s Addressed in Chapter 7 
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Abstract

 
At the previous conference in this series, Corney, Lister 
and Teague presented research results showing 
relationships between code writing, code tracing and code 
explaining, from as early as week 3 of semester.  We 
concluded that the problems some students face in 
learning to program start very early in the semester.  In 
this paper we report on our replication of that experiment, 
at two institutions, where one is the same as the original 
institution.  In some cases, we did not find the same 
relationship between explaining code and writing code, 
but we believe this was because our teachers discussed 
the code in lectures between the two tests.  Apart from 
that exception, our replication results at both institutions 
are consistent with our original study. 
Keywords: Novice programmer, tracing, explaining, 
writing. 
1 Introduction 
A number of recent research results have demonstrated a 
relationship between the ability of novice programmers to 
manually execute (“desk check” or “trace”) code, their 
ability to explain the purpose of a piece of code, and their  
ability to write similar code.  Lopez et al. (2008) found 
that, when tracing and explaining were each used 
separately in a single regression model, neither tracing 
code nor explaining code were strong indicators of code 
writing ability. However, when combined in a multiple 
regression, tracing code and explaining code accounted 
for 46% of the variance in marks awarded to a code 
writing question in an exam.  Venables, Tan and Lister 
(2009) performed a similar study, and also found a strong 
relationship between tracing, explaining and writing, as 
illustrated in Figure 1. 
Lister, Fidge and Teague (2009) also studied the 
relationship between tracing, explaining and writing, but 
they used a non-parametric approach.  As part of their 
results, they effectively screened students on their code 
tracing ability, which allowed them to isolate and study 
the relationship between code explaining and code 
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writing for a sample of students with a tracing 
performance >50%.  For those students, Lister, Fidge and 
Teague found that students with ≤50% score on code 
explaining tasks performed statistically worse on a code 
writing task than students who scored >50% on the code 
explaining tasks (see Table 1).  Similar results have since 
been reported for students at other educational institutions 
(Lister et al., 2010).  From these studies, it seems 
plausible (but not proven) that a student is ill prepared to 
write code if that student also does not have reliable code 
tracing skills, or code explanation skills. If asked to 
design and write code, such a student may have little 
alternative but to engage in programming by “random 
mutation”, as the student may lack the analytic skills 
necessary to systematically debug their own code. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: A multiple regression, from Venables, Tan 
and Lister (2009), with score on code writing as the 
dependent variable, and the combination of scores on 
tracing and explaining as the independent variables. 
 
Number of good answers on 
four explanation questions 
 
Success on a code 
writing question 
> 50%  (n = 98) 67% 
≤ 50%   (n = 24) 46% 
χ2  test p = 0.05 
Table 1:  Empirical results from Lister, Fidge and 
Teague (2009), showing the relationship they found 
between code explaining and code writing.  (This table 
is derived from Table 7 of their paper.) 
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1.1 Corney, Lister and Teague (2011) 
The above empirical studies all collected data from 
students at the end of their first semester of learning to 
program.  In earlier work (Corney, Lister and Teague, 
2011), we tested a class of CS1 students at three points in 
their development – at week 3, again at week 5, and at the 
end of semester.  One of the questions in the week 3 test 
required students to answer the code explanation question 
shown in Figure 2. 
 
Figure 2: A question from the week 3 test of Corney, 
Lister and Teague (2011). 
In the week 5 test, one of the questions required 
students to write code to swap the values of two variables 
(i.e. code similar to that shown in Figure 2).  After 
eliminating from that sample those students who had 
performed poorly on some code tracing tasks, we found 
that students who had successfully explained the above 
swapping code in week 3 were much more likely to write 
correct code for swapping two variables in week 5 than 
the students who could not explain the code in week 3.  In 
addition, the students who performed better on these 
questions in week 3 and week 5 performed better on a 
code writing task at the end of the semester.  These 
results led us to conclude that the problems some students 
face in learning to program begin very early in semester. 
1.2 Overview  
In this paper, we present replications of our earlier work 
(Corney, Lister and Teague, 2011), performed at two 
institutions.  One of the institutions is the Queensland 
University of Technology (QUT), which was the source 
of the data in the original study.  The other institution is 
the University of Technology, Sydney (UTS).  The QUT 
replication is very similar to the original study, while the 
UTS replication contains some variations from the 
original study. 
2 Replication at QUT 
In the replication at QUT, students were tested at week 3 
and week 5 of semester, the same weeks as in the original 
study.  As in the original study, these students were 
learning Python.  In both weeks, we used the same test 
questions as in our original study.  Also, we screened for 
and eliminated novices, using the same tracing questions 
as in our original study.  After that screening, 51 students 
remained in our sample. 
2.1 Writing a Swap  
Table 2 summarises the results from this replication.  The 
percentages shown in the brackets (and preceded by 
“cf.”) are the percentages from our original study.  Our 
replication results do not support the results in our 
original study.  The most notable difference in our data is 
that a far higher percentage of our students who could not 
explain a swap at week 3 could write a swap at week 5 
(i.e. 71% cf. 57%).  
 
Week 3, 
Explain a swap between two 
variables 
(see Figure 2) 
 
Week 5, 
Successfully wrote an 
equivalent swap between 
two variables 
Wrong  (n = 21) 71%          (cf. 57%) 
Right   (n = 30) 83%          (cf. 92%) 
χ2  test p = 0.3        (cf. p = 0.001) 
Table 2: Results from the replication at QUT, with 
comparative percentages shown in brackets from our 
original study (Corney, Lister and Teague, 2011).  
 
Week 3, 
Explain a swap between 
two variables 
(see Figure 2) 
 
Week 5, 
Successfully wrote a swap 
between two variables 
 failure success 
Wrong (n = 21) 6  15   (i.e. 71% of 21) 
Right  (n = 30) 5 25   (i.e. 83% of 30) 
Table 3: The contingency table for calculating the chi-
square value in Table 2. 
2.1.1 Reflections 
We suspect that the difference in our results is due to the 
way in which these tests were integrated with our 
teaching.  In the original study, the week 3 test was not 
discussed with the class by the lecturer (i.e. co-author 
Corney).  In contrast, our week 3 test was followed by a 
lengthy discussion of the test by the lecturer.  (There was 
nothing pedagogically novel about that discussion.  
Corney discussed swapping in the same way a lecturer 
might discuss any piece of code.)  Assuming our 
explanation for the difference is correct, our result may be 
encouraging, as it may indicate that the problems students 
face are amenable to pedagogical intervention.  However, 
the question would still remain as to whether a student 
can transfer that learning to other programming problems.  
This is an issue to which we return in section 2.2.2. 
The purpose of the following three lines of code is 
to swap the values in variables a and b: 
c = a 
a = b 
b = c 
The three lines of code below are the same as the 
lines above, but in a different order: 
a = b 
b = c  
c = a 
In one sentence that you should write in the box 
below, describe the purpose of those second set of 
three lines. NOTE: Tell us what the second set of 
three lines of code do all by themselves. Do NOT 
think of those second three lines as being executed 
after the first three lines of code. 
 
Sample answer:  “it swaps the values in b and c” 
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In Table 2, we have presented our data in the same 
format we used in our original work.  That format is an 
unusual format for presenting data that is then tested 
statistically by a chi-square test.  Table 3 reproduces our 
data from Table 2 as the more traditional contingency 
table.  In this paper, we will present our results in both 
forms. 
2.2 Explaining a Sort of Three Variables 
Another question in the week 5 test from our original 
study is shown in Figure 3.  In that study, we reported a 
statistically significant result (p < 0.05) for student 
performance on this question in week 5 and the 
explanation question in week 3.  Our replication results 
are shown in Tables 4 and 5.  While our percentages in 
the replication are very similar to the percentages in our 
original study, our replication results do not quite meet 
the traditional 0.05 threshold of statistical significance, 
perhaps due to our smaller sample size.  
Opinions vary on the interpretation of the 0.05 
threshold for statistical significance.  Some people view it 
as a rigid threshold − a result is either significant (i.e. 
below 0.05) or it is not significant.  We are inclined to the 
alternative view, also commonly held, that the traditional 
0.05 threshold is somewhat arbitrary (Cohen, 1994). The 
standard 0.05 threshold means that the chance of a data 
sample being a fluke is 1 in 20; whereas our 0.06 result 
simply means that the chance of our data sample being a 
statistical fluke is only slightly higher, at 1 in 17.  We 
therefore argue that our replication results are weakly 
supportive of our original study.  However, we also 
acknowledge it is possible that the effect we have 
observed in both the original study and this replication is 
on the margin of significance. 
Alternately, one can argue that a p value around 0.05 
is an encouragingly strong result, given that we are 
comparing student performance on just two explanation 
questions, one in week 3 and another in week 5. A more 
comprehensive test would involve asking several 
explanation questions in each of weeks 3 and 5.   
2.2.1 Reflections 
The results in Tables 4 and 5 support our suspicion that 
the earlier null result (i.e. Tables 2 and 3) may be due to 
how we taught the class.  That is, even though the 
students may have rote learnt the swap code because of 
the emphasis we placed upon it in the lecture, the 
performance of students at explaining code in weeks 3 
and 5 are consistent (albeit marginally consistent, at p = 
0.06).    
Even though the performance on the week 3 and week 
5 explanation questions are (marginally) consistent, forty 
percent of students who answered well the week 3 
explanation question did not answer well the week 5 
explanation question.  Such a backward step suggests  
(unsurprisingly) that some students who could reason 
correctly about the simpler code in week 3 could not 
transfer that reasoning to the week 5 problem containing 
an if statement.   
Further to the point made in the previous paragraph, 
we wonder whether our use of a chi-square test is a 
pessimistic way of establishing the relationship between 
student performance on the week 3 and week 5 questions; 
 
Figure 3: A question from the week 5 test of Corney, 
Lister and Teague (2011). 
 
 
Week 3, 
Explain a swap between two 
variables 
(see Figure 2) 
 
Week 5, 
Successfully explained a sort 
of three variables 
(see Figure 3) 
Wrong  (n = 21) 33%          (cf. 36%) 
Right   (n = 30) 60%          (cf. 62%) 
χ2  test p = 0.06     (cf. p = 0.03) 
Table 4: Results from the replication at QUT, with 
comparative percentages shown in brackets from the 
original study.  
If you were asked to describe the purpose of the code 
below, a good answer would be “It prints the smaller 
of the two values stored in the variables a and b”. 
if (a < b): 
    print a 
else: 
    print b 
In one sentence that you should write in the empty 
box below, describe the purpose of the following 
code. 
Do NOT give a line-by-line description of what the 
code does. Instead, tell us the purpose of the code, 
like the purpose given for the code in the above 
example (i.e. “It prints the smaller of the two values 
stored in the variables a and b”).  
Assume that the variables y1, y2 and y3 are all 
variables with integer values. 
In each of the three boxes that contain sentences 
beginning with “Code to swap the values  
…”, assume that appropriate code is provided instead 
of the box – do NOT write that code. 
 
if (y1 < y2): 
 
 
 
if (y2 < y3): 
 
 
 
if (y1 < y2): 
 
 
 
print y1 
print y2 
print y3 
 
Code to swap the values in y1 
and y2 goes here.  
 
Code to swap the values in y2 
and y3 goes here. 
Code to swap the values in y1 
and y2 goes here. 
Sample answer:  “it sorts the values so that 
                             y1 >  y2 > y3” 
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Week 3, 
Explain a swap between 
two variables 
(see Figure 2) 
 
Week 5, 
Successfully explained a sort of 
three variables 
(see Figure 3) 
 failure Success 
Wrong (n = 21) 14   7   (i.e. 33% of 21) 
Right  (n = 30) 12 18   (i.e. 60% of 30) 
 
Table 5: The contingency table for calculating our chi-
square value in Table 4.  
for example, consider Table 5.  A chi-square test focuses 
on consistency − whether most students answer both 
questions incorrectly (i.e. 14 in Table 5) or correctly (i.e. 
18).  It is not contrary to our argument, however, that 
some students would answer the week 3 question 
correctly, but the week 5 question incorrectly (i.e. 12).  
Our argument is merely that, in the absence of a 
pedagogical intervention, students who answer the week 
3 question incorrectly  will tend not to answer the week 5 
question correctly (i.e. 7, which is 33% of 21) 
2.2.2 Write the Swap but Explain the Code 
To further test the idea that students had rote learnt the 
swap code in week 5, we looked at the n = 40 students  
who wrote the swap code correctly in week 5, and 
considered how well those students did on the week 3 and 
week 5 explanation tasks.  The results are shown in 
Tables 6 and 7.  These large differences in the two 
percentages (33% vs. 64%) do suggest that students who 
struggled to explain previously unseen code in week 3 
tended to continue to struggle to explain previously 
unseen code in week 5.  However, these percentages are 
not conclusive, as a χ2 test produces a p value that is just 
over the traditional 0.05 threshold of statistical 
significance.  We suspect that, with a slightly larger 
sample, the p value would meet the traditional 0.05 
criterion. 
Earlier, we suggested that the results in Tables 2 and 3 
may be pedagogically encouraging, as those results may 
indicate that the problems students face are amenable to 
pedagogical intervention.  In contrast, the results in 
Tables 6 and 7 are pedagogically discouraging − while 
students may have rote learnt how to swap the values of 
two variables, those students did not then manifest a 
strong ability to answer the week 5 explanation question.    
3 Replication at UTS 
In the replication at UTS, students were tested a little 
later in semester, at weeks 5 and 7.  This was because the 
students were being taught an objects-early introduction 
to Java, so some of the concepts in the two tests were 
taught a little later in the semester. 
In the week 5 test we used slightly different tracing 
questions to screen the students, but our questions also 
only involved assignment statements, and we do not 
regard these questions as being significantly different.  
After screening, 64 students remained. 
We made one change in the replication that is arguably 
non-trivial.  We changed one of the week 3 questions 
from the version shown in Figure 2 to the version shown 
in Figure 4. 
 
Week 3, explain a swap − 
for the n=40 who wrote a 
correct swap in week 5 
 
Week 5, explain a sort of 
three variables 
Wrong (n = 15) 33%  right 
Right  (n = 25) 64%  right 
χ2   test p = 0.06 
 
Table 6: Performance of the 40 students who wrote a 
correct swap in week 5, on the week 3 and week 5 
explanation problems.  
 
Week 3, explain a swap − 
for the n=40 who wrote a 
correct swap in week 5 
 
Week 5, explain a sort of 
three variables 
 
failure success 
Wrong (n = 15) 10  5  (33% of 15) 
Right  (n = 25) 9 16 (64% of 25) 
 
Table 7: The contingency table for calculating the chi-
square value in Table 6. 
 
Figure 4: The modified question used in the 
replication at UTS.  The original form of the question 
is in Figure 2. 
3.1 Writing a Swap  
Table 8 summarises our results from this part of the 
replication, where we consider student performance on 
explaining the swap code at week 5 and writing swap 
code at week 7.  These results in Table 8 do not support 
our original results.  As for the QUT replication, we 
suspect this null result is due to the week 5 test being 
followed by a lengthy discussion of the swap code by the 
lecturer (i.e. co-author Lister). 
 
The purpose of the following three lines of code is to swap 
the values in variables a and b, for any set of possible 
initial integer values stored in those variables: 
c = a; 
a = b; 
b = c; 
In one sentence that you should write in the box below, 
describe the purpose of the following three lines of code, 
for any set of possible initial integer values stored in those 
variables: 
j = i; 
i = k; 
k = j; 
Sample answer:  “it swaps the values in i and k” 
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1) a b and c have the same value 
2) assigns a to b, b to c, c to b.  No overwriting 
3) b overwrites a; c overwrites b; then a overwrites c.  
b ends up in c 
4) in the end, a will equal c, and c will equal a, both a 
and c hold same values 
5) replaces c with b 
6) sets a b and c to the value of b 
7) swap values in b and a 
8) to change every variable's value to that of b 
 
 
Week 5, 
Explain a swap between two 
variables 
(see Figure 4) 
 
Week 7, 
Successfully wrote an 
equivalent swap between 
two variables 
Wrong  (n = 11) 82%     (cf. 57%) 
Right   (n = 30) 79%     (cf. 92%) 
χ2  test p = 0.8  (cf. p = 0.001) 
Table 8: Results from the replication at UTS, with 
comparative percentages shown in brackets from the 
original study by Corney, Lister and Teague (2011). 
3.2 Explaining a Sort of Three Variables 
In our original study, we reported a statistically 
significant result for student performance on explaining 
swapping in week 3 and explaining the sorting of three 
variables in week 5.  The results from our replication are 
shown in Tables 9 and 10.  Our results emphatically 
confirm the results of the original study.  As with the 
equivalent results from the replication at QUT, these 
results support our suspicion that the earlier null result 
(i.e. Table 8) is due to the lengthy lecture discussion 
about the swap code that followed the week 5 test. 
 
Week 5, 
Explain a swap between two 
variables 
(see Figure 4) 
 
Week 7, 
Successfully explained a sort 
of three variables 
(see Figure 3) 
Wrong (n = 11) 27%     (cf. 36%) 
Right (n = 53) 91%     (cf. 62%) 
χ2  test   p < 0.001 
Table 9: Results from the replication at UTS, with 
comparative percentages shown in brackets from our 
original study (Corney, Lister and Teague, 2011). 
Week 5, explain 
a swap between two 
variables (see 
Figure 6) 
Week 7, explain a sort of three 
variables (see Figure 5) 
 failure success 
Wrong (n = 11) 8 3    (i.e. 27% of 11) 
Right (n = 53) 5       48    (i.e. 91% of 53) 
Table 10: The contingency table for calculating the 
chi-square value in Table 9. 
 
4 Reflection: Ambiguity in Natural Language 
A common concern among academics about “Explain in 
Plain English” questions is the possibility of ambiguity in 
student responses (e.g. Simon and Snowdon, 2011). 
We found little ambiguity in our student responses – 
most answers were clearly right or wrong.  For example, 
for the question on swapping values of two variables 
shown in Figure 2, some student responses that we judged 
as correct are: 
    swap b and c 
    swap contents of b and c using a as temp 
    swap values of c and b; leaving original value of b in a 
Figure 5 shows some wrong answers given by students 
for this question.  Most of these answers are clearly 
wrong.  
For the question on sorting the values of three 
variables shown in Figure 3, some student responses that 
we judged as correct are: 
    orders in descending 
    places in descending 
    prints in order of highest to lowest 
    reorders in descending 
    sorts from largest to smallest 
    sorts in descending 
    swaps into descending 
 
Figure 6 shows some wrong answers given by students 
for this question.  Again, most of these answers are 
clearly wrong.  Our experience is that grading student 
responses to explain in plain English questions is 
straightforward – arguably more straightforward than 
reading the confused code that students often write in 
exams. 
Figure 5: A selection of wrong answers given by 
students at QUT for the code that swaps the values 
between two variables (see Figure 2). 
 
Figure 6: A selection of wrong answers given by 
students at QUT for the Figure 3 code that sorts three 
variables. 
1) assigns y3 the smallest value, y2 winds up with the 
default value 
2) determines if a value is lower than another, then 
prints them all 
3) if variables are smaller it will swap them to be 
larger at the end 
4) printing, swapping y1 and y3 if y1 smaller 
5) prints larger of 2 variables 
6) prints largest value if one variable is smaller than 
the other 
7) removes lowest and replaces with a value higher 
than it originally had 
8) swap y1 and y3 
9) swaps and prints 
10) swaps codes for smaller value then print 
11) swaps values y1 and y3, but y2 remains the same 
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5 Extension: A Third in-Class Test 
At QUT, we went beyond the original study (Corney, 
Lister and Teague, 2011), but in a fashion very much in 
the same style as the original study, by conducting a third 
test in week 7 (i.e. mid-semester).  In this week 7 test, we 
asked the students to write code to sort the values in an 
array with three elements.  The code they needed to write 
is the same, algorithmically, as code they were asked to 
explain in week 5 (see Figure 3).  However, the code they 
had to write in week 7 was not identical to the week 5 
code, for the following reasons: 
 Whereas the code in week 5 used three separate 
variables, the code in week 7 used a list of three 
elements. 
 Students were required to write the actual assignment 
statements to swap values among the variables.   
There were 48 students who did both the week 5 and 
week 7 tests.  The results for all 48 students are shown in 
Table 11.  It is not surprising that a low percentage (12%) 
of students who could not explain the code in week 5 
could not also write similar code in week 7.  More 
surprising was that only 35% of students who could 
explain the code in week 5 could write similar code in 
week 7.  Once again, our p = 0.06 is just above the 
traditional 0.05 threshold for statistical significance, but 
as before we are inclined to believe that our results are 
weakly consistent with our original study, without 
meeting the traditional 0.05 threshold. 
 
Week 5, explain 
a sort of three variables 
(see Figure 5) 
Week 7, successfully wrote a 
correct sort of an array with 3 
elements 
Wrong (n = 25) 12%  
Right (n = 23) 35%  
χ2  test p = 0.06 
Table 11: Results from week 7 test at QUT. 
6 Replication: End of Semester Exam 
In our original study, we reported a statistically 
significant relationship between student performance on 
their in-class tests and a code writing task in the final 
exam.  In this section, we report our replication, again 
carried out at QUT. 
In this replication, the code writing question in our end 
of semester exam was not the same as the question used 
in our original study.  Our question in the replication 
required students to write code to move the elements of 
an array one place to the left, wrapping the leftmost 
element around to the rightmost position.  One possible 
solution to this question is shown in Figure 7.  
We screened students, using two tracing questions 
from the week 7 test.  Both of these screening questions 
required students to trace iterative code operating on an 
array.  If a student answered correctly at least one of 
those two questions, the student was judged as having 
demonstrated (as early as week 7) an understanding of the 
semantics of loops and lists.  Since tracing iterative code 
is an error prone activity, especially as early as week 7, 
we felt that success on one question was sufficient 
evidence of understanding. Furthermore, tracing code 
with 50% accuracy is consistent with Lister’s (2011) 
definition of the pre-operational stage in the novice 
programmer.  
 
Figure 7: A solution, in Python, to the code writing 
question in the final exam. 
When writing the solution to the problem in Figure 7, 
a student must provide a suitable assignment for the loop 
body, either  x[i] = x[i+1] as shown in Figure 7, or 
x[i-1] = x[i].  We feel that students who failed to 
provide such an assignment statement demonstrated a 
profound misunderstanding of the question (perhaps due 
to English being their second language), so we also 
eliminated from our analysis any student who did not 
provide one of those two suitable assignment statements.  
The screening left us with a sample of 40 students. 
Since this paper has emphasised the concept of 
swapping, our analysis of this exam question focuses 
upon the swapping component in this final exam 
question, especially the first and last lines as shown in 
Figure 7.  The first line saves the leftmost element to a 
temporary variable, and the fourth line copies that 
temporary value back into the array. 
(We note in passing that few students in the class gave 
a completely correct solution to this code writing 
problem.  The most common errors in near-correct 
solutions were off-by-one errors in the loop.  Often, the 
values through which the control loop variable “i” would 
iterate were appropriate, in isolation, and so was the 
assignment statement in the body of the loop.  However, 
those two lines, in combination, were often not 
compatible.) 
Table 12 breaks down the performance of students on 
this code writing task from Figure 7, according to 
whether the students were able to explain similar code in 
the week 7 test.  Among students who could not explain 
that code in week 7, only 42% correctly handled the end 
element in the final exam, compared to 86% of students 
who did explain that code in week 7.  A χ2 test produces a 
statistically significant p value.  Our result is therefore 
strongly supportive of our original findings. 
   
Week 7, 
explained  
a shift  
(see code in 
Figure 3) 
End of semester exam, 
write code to shift elements in an array 
(see Figure 7),  
correct treatment of the end element 
in lines 1 and 4   
Wrong (n = 26) 42%  
Right  (n = 14) 86%  
χ2  test p < 0.01 
Table 12: Relative performance on the explanation 
task in week 7 and writing similar code in the final 
exam, at institution A (n=40).    
temp = x[0] 
for i in range(0, len(x)-1, 1) 
  x[i] = x[i+1] 
x[len(x)-1] = temp 
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7 Conclusion 
Our empirical results support our original findings, with 
the following caveats. 
In replications at both of our institutions, we did not 
find a relationship between students being able to explain 
swap code and being able to write similar code two weeks 
later.  We believe this failure was because our teachers 
talked about the swap code between the two tests.  In 
general, we think the relationship between explaining 
code and writing code found in our original study will 
only occur when there is not a pedagogical intervention 
between the two tests.   
Some of our results were just outside the traditional 
0.05 boundary of statistical significance, at p = 0.06.  
How readers will regard those results depends upon their 
view of the traditional 0.05 boundary.  Some readers will 
maintain that a result is either significant (i.e. p < 0.05) or 
it is not significant.  As we have argued earlier in the 
paper, we are inclined to the alternative view, which we 
believe is more statistically sophisticated, that the 
standard 0.05 threshold means that the chance of a data 
sample being a fluke is 1 in 20; whereas our 0.06 result 
simply means that the chance of our data sample being a 
statistical fluke is only slightly higher, at 1 in 17.  We 
therefore argue that those replication results with p = 0.06 
are weakly supportive of our original study, while 
acknowledging that our results do not meet the traditional 
p = 0.05 criterion.  However, it is also possible that the 
effects we have reported in both the original study and in 
these replications are on the margin of significance.  
Further replication work, at other institutions, is 
warranted.  Especially interesting would be further 
replication work that uses more than a single explanation 
question in each of the two weeks under comparison, as 
using only a single explanation question in each week 
may be the source of the statistical uncertainty. 
One of our empirical results strongly supports our 
earlier findings, without the need for any caveats – we 
found that students who could not demonstrate an ability 
to explain a piece of code in week 7 of semester tended to 
do more poorly at attempting to write similar code at the 
end of semester. 
Overall, this replication study and its minor extensions 
has increased our confidence in the conclusions we drew 
in the original study – the problems some students face in 
learning to program are not due to the more complex 
programming constructs they are taught in the second half 
of semester, but instead begin in the first half of semester. 
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We conducted further testing of students over the course of a semester at two 
separate universities (QUT and UTS, the home university of my principal supervisor), 
using different programming languages.  The in-class tests, consisting of simple 
programming tasks, started in the first few weeks of instruction.  This paper 
provides more evidence that to be able to understand and successfully complete 
the types of programming tasks we traditionally ask students to do at the end of 
their first semester of programming, students need to be reasoning at the concrete 
operational level.  However, many of our students who are reasoning at the 
sensorimotor or preoperational level early in semester, continue to do so by the 
end of semester.  
This chapter contains a copy of the conference paper referred to above. 
Figure 8.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 8.1: Research Question/s Addressed in Chapter 8 
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Abstract 
We have performed a study of novice programmers, using students at two different institutions, who 
were learning different programming languages. Influenced by the work of Dehnadi and Bornat, we 
gave our students a simple test, of our own devising, in their first three weeks of formal instruction in 
programming. That test only required knowledge of assignment statements. We found a wide 
performance difference among our two student cohorts. Furthermore, our test was a good indication 
of how students performed about 10 weeks later, in their final programming exam. We interpret our 
results in terms of our neo-Piagetian theory of how novices learn to program. 
1. Introduction 
Many computing educators have conjectured that success in learning to program requires a special 
talent or mental inclination. Some recent work in that area by Dehnadi and Bornat (Dehnadi and 
Bornat, 2006; Dehnadi, 2006) has generated much interest. They devised a test, consisting of nothing 
but assignment statements, which they gave to students who (it was believed) had no prior instruction 
in programming. They found that the test was a reasonable predictor of success in a first programming 
course. However, attempts at replicating those results with students from other institutions have met 
with mixed results (Caspersen, Larsen and Bennedsen, 2007; Bornat, Dehnadi and Simon, 2008; 
Lung, Aranda, Easterbrook and Wilson, 2008). Those mixed results have led to some clarifications 
and refinements on the original work (Bornat, Dehnadi, and Barton, 2012). 
A key concept in Dehnadi and Bornat’s work is consistency in the application of an algorithmic 
model of program execution. They believe that, prior to formal instruction in programming, a 
student’s model of program execution need not be a correct model. Instead, what matters is whether a 
student applies a model consistently. For example, when hand executing assignment statements, prior 
to receiving formal instruction on programming, a student might mistakenly assign the value from left 
to right rather than right to left, but as long as the student applied that model consistently, prior to 
receiving formal instruction on programming, Dehnadi and Bornat found that the student stood a 
better chance of learning to program from subsequent formal instruction. 
While our work was influenced by Dehnadi and Bornat, our pedagogical interest is in the early 
identification of students (as early as weeks 2-3 of formal instruction) who are in danger of failing 
their introductory programming course. Since, after 2-3 weeks, our students have been taught the 
correct model for assignment statements, our interest is in whether the students have learnt that 
correct model. We have therefore designed our own test, which we describe in the next section. 
2. The Test 
The specific test questions shown below are from the Python version of the test, used at the 
Queensland University of Technology (QUT).  Given that this test is only concerned with assignment 
statements on integer variables, the Java version of the test used at the University of Technology, 
Sydney (UTS) is almost the same. The most common change in the Java version is that each line of 
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code ends with a semicolon. The UTS Java version has been presented in full elsewhere (Ahadi and 
Lister, 2013). 
The design of our test was influenced by our prior work on applying neo-Piagetian theory to 
programming (Lister, 2011; Teague and Lister, 2014). In that work, we proposed a three stage model 
of the early stages of learning to program, which are (from least mature to most mature): 
 Sensorimotor: The novice programmer has an incorrect model of program execution. 
 Preoperational: The novice can reliably manually execute (“trace”) multiple lines of code. 
These novices often make inductive guesses about what a piece of codes does, by performing 
one or more traces, and examining the relationship between input and output. 
 Concrete operational: The novice programmer reasons about code deductively, by reading 
the code itself, rather than using the preoperational inductive approach. This stage is the first 
stage where students begin to show a purposeful approach to writing code. 
2.1 Semantics of Assignment Statements — Questions 1(a) and 1(b) 
Questions 1(a) and 1(b) tested whether a student understood the semantics of assignment statements— 
that is, the value on the right of the assignment is copied to the left, overwriting the previous value. 
The specific questions were as follows: 
Q1 (a). In the boxes, write the values in the variables after the following code has been executed: 
            a = 1 
            b = 2        The value in a is           and the value in b is   
            a = 3 
Q1 (b). In the boxes, write the values in the variables after the following code has been executed: 
            r = 2 
            s = 4        The value in r is              and the value in s is   
            r = s  
Dehnadi and Bornat used similar questions. Du Boulay (1989) summarised a number of problems that 
students have with variables and assignment statements. One of the problems he described was the 
analogy of a variable as a “box”, leading to the misconception that a variable may hold more than one 
value, and thus the novice does not realize that the old value in a variable is overwritten by a new 
value. The above two questions are intended to detect students who have misconceptions like these. 
According to our neo-Piagetian model, students struggling with the above two questions are at the 
sensorimotor stage of learning to program. 
2.2 Effect of a Sequence of Statements — Question 1(c) 
Question 1(c) tested whether a student understood the effect of a sequence of assignment statements; 
that the statements were executed one at a time. The specific question was as follows:  
 Q1 (c). In the boxes, write the values in the variables after the following code has been executed: 
             p = 1 
             q = 8 
                            The value in p is           and the value in q is 
             q = p 
             p = q  
Dehnadi and Bornat used a similar question. Some students mistakenly interpret this code as 
swapping the values in variables p and q, which Pea (1986) called an “intentionality bug”, where 
novices believe “there is a hidden mind somewhere in the programming language that has intelligent 
interpretive powers”. (While sequence also matters in Q1(a)  and Q1(b), the intentionality bug in 
Q1(c) exposes novices who apply sequence weakly.)  A student who can do Q1(a) and 1(b), but who 
struggles with this question, is working at the late sensorimotor / early preoperational stage. 
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2.3 Tracking Intermediate Variable Values — Questions 1(d) and 1(e) 
Even when students understand both assignment statements and the effect of a sequence of 
statements, they can still make frequent errors because they cannot reliably track the changing values 
in variables through a series of assignment statements. In many cases this is because the students try 
to retain the variable values in their mind (i.e. working memory), rather than write down those values. 
Another source of error is that students use arbitrary and error prone ways of recording the variable 
values on paper (Teague and Lister, 2014). Questions 1(d) and 1(e) were designed to test whether a 
student could track the changing values of three variables in a sequence of three assignment 
statements (i.e. the three statements following the initialization of the three variables): 
Q1 (d). In the boxes, write the values in the variables after the following code has been executed: 
            x = 7 
            y = 5 
            z = 3 
                            The value in x is             y is               and z is 
            x = y 
            z = x 
            y = z  
  Q1 (e). In the boxes, write the values in the variables after the following code has been executed: 
            x = 7 
            y = 5 
            z = 0 
                            The value in x is              y is             and z is     
            z = x 
            x = y 
            y = z 
 
Dehnadi and Bornat used similar questions. According to our neo-Piagetian model, a student who can 
do these questions is at least in the middle range of the preoperational stage. 
2.4 Inductive Reasoning — Question 1(f) 
A novice who answers Question 1(f) correctly but who answers incorrectly Question 2 (see next 
section) is probably reasoning about code inductively and thus is working at the preoperational stage: 
Q1 (f). In part (e) above, what do you observe about the final values in x and y?  Write your 
observation (in one sentence) in the box below. 
      
2.5 Deductive Reasoning and Code Writing — Questions 2 and 3 
Questions 2 and 3 were aimed at the novice who reasons in a concrete operational fashion: 
Q2. The purpose of the following three lines of code is to swap the values in variables a and b, for 
any set of possible values stored in those variables.  
        c = a 
        a = b 
        b = c 
In one sentence that you should write in the box below, describe the purpose of the following 
three lines of code, for any set of possible initial integer values stored in those variables. 
Assume that variables i, j and k have been declared and initialized. 
         
Sample answer: the original value in x is now in y, and vice versa. 
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   j = i 
        i = k 
        k = j   
        
Q3. Assume the variables first and second have been initialized. Write code to swap the 
values stored in first and second. 
        
Du Boulay (1989, p. 290) described some of the problems novices might have when attempting Q3: 
Many students get these assignment statements in the wrong order and express individual assignments 
back to front. Difficulty in expressing the overall order of the assignments may be due to a lack of 
regard for the sequential nature of the three [lines of code, that] look a lot like three equations which 
are simultaneous statements about the properties of [the three variables] rather than a recipe for 
achieving a certain internal state ...” According to our neo-Piagetian model, students who struggle 
with Q2 and Q3 in these (and other) ways are students at the preoperational stage (or lower). Students 
who correctly answer both Q2 and Q3 are probably at the concrete operational stage. 
3. The Conduct and Grading of the Test — including some threats to validity 
The introductory programming courses at both institutions comprised a 13 week semester where 
classes each week comprised a two hour lecture and, commencing in week 2, 2-3 hours of tutorial 
and/or lab classes. Students completed our test at the start of their lecture in either week 2 (at QUT) or 
week 3 (at UTS). The test was presented to the students on a single piece of paper, printed on both 
sides. At QUT, we eliminated from our data the small number of students who scored zero on the test, 
as those students had probably not attended the week 1 lecture. For consistency, at UTS we also 
eliminated data from students who scored zero. The UTS test contained an extra question that, for 
consistency, we have subsequently ignored. Some results for the UTS test with that extra question 
have been published earlier (Ahadi and Lister, 2013). As the test did not contribute to a student’s final 
grade, the students may have had little motivation to perform well on the test, but equally they had 
little motivation to cheat. We stopped the test after around 15 minutes. Very few if any students were 
still working on the test when we called a stop. 
Questions 1(a) to 1(f) were all worth 1 point, as were Q2 and Q3, for a total of 8 points. No fractional 
points were awarded — answers were treated as being either right or wrong, but English language 
issues in Q2, and syntactic errors in Q3, were ignored as long as a student’s intention was clear.  
4. Results: Falling Behind Early... 
There are many differences in what and how the UTS and QUT cohorts are taught. For example, the 
UTS cohort was taught Java while the QUT cohort was taught Python. Our primary interest is in 
finding patterns in our results that are common to both institutions, as those patterns are more likely to 
generalise to other institutions. 
Figures 1 and 2 show the distribution of student scores on the test, at UTS and QUT respectively. 
While the respective distributions have a different shape, a common feature of both distributions is the 
wide variation in test scores, spanning the entire range of possible marks. 
As is always the case when grading students, it is one thing to assign a score to a student, but it is 
another thing entirely to know what that score means — for example, are the students who scored 4 
on this test qualitatively different, as a general rule, from students who scored 6? Tables 1 (for UTS) 
and 2 (for QUT) address exactly that sort of question. These tables show the percentage of students 
who answered correctly each part of the test, broken down by total test score. In the remainder of this 
Sample answer:      temp = first 
            first = second 
           second = temp 
Sample answer: it swaps the values in variables i and k. 
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section, we describe the results in those two tables. (Sections 4.1 and 4.2 below go to some pains to 
introduce and explain the information displayed in those tables.) 
              
Figure 1 — Distribution of student total scores on the test at UTS (N = 107)   
 
 
Figure 2 — Distribution of student total scores on the test at QUT (N=254)  
4.1 Semantics of Assignment Statements — Questions 1(a) and 1(b) 
At UTS (see Table 1), among the 15 students who scored 2 out of the possible 8 on the test, 93% 
answered Q1 (a) correctly (i.e. only one student answered incorrectly). All 15 students answered Q1 
(b) correctly. However, for these 15 students, a performance difference of 93% and 100% on Q1 (a) 
and (b) is not statistically significant.  
Of the 11 UTS students who scored 4 on the test, all answered Q1 (a) correctly and all but one student 
answered Q1 (b) correctly (i.e. 91%). In general, irrespective of their total score on the test, UTS 
students did very well on questions 1(a) and 1(b). 
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Week 
3 
Test 
Score 
UTS 
N 
Sensorimotor Preoperational 
Concrete 
Operational 
assignment sequence & tracking values induction deduction 
Q1(a) Q1(b) Q1(c) Q1(d) Q1(e) Q1(f) Q2 Q3 
2 15 93% 100%   7%   0%   0%   0%   0%   0% 
χ2   * *** *** *** ***  
4 11 100% 91% 45% 55% 27% 27% 36% 18% 
χ2   ** ** **    
6 13 92% 92% 92% 100% 85% 54% 31% 54% 
χ2      *** *** *** 
8 26 100% 100%   100% 100% 100%   100% 100% 100% 
1 to 8 107 95% 89% 64% 64% 56% 50% 44% 53% 
Table 1 — The percentage of UTS students who answered correctly each part of the test, broken down 
by total score. Cells containing asterisks indicate a statistically significant difference in the two 
percentages above and below the asterisk(s) (χ2 test, * p ≤ 0.05, ** p ≤ 0.01 and *** p ≤ 0.001). A 
thick vertical bar indicates a statistically significant difference in the two percentages to the left and 
right of the bar (χ2 test, but only at the p ≤ 0.1 level). All χ2 tests were performed on the raw numbers 
from which the percentages were calculated. 
Week 
2  
Test  
Score 
QUT 
N 
Sensorimotor Preoperational 
Concrete 
Operational 
assignment sequence & tracking values induction deduction 
Q1(a) Q1(b) Q1(c) Q1(d) Q1(e) Q1(f) Q2 Q3 
2 27 59% 70% 26% 26% 15% 4% 0% 0% 
χ2 *  *** ** **  *  
4 30 87% 83% 80% 63% 53% 13% 13% 7% 
χ2  * * *** *** *** * * 
6 41 88% 98% 98% 98% 88% 66% 34% 32% 
χ2 *    * *** *** *** 
8 30 100% 100% 100% 100% 100% 100% 100% 100% 
1 to 8 254 78% 83% 76% 72% 65% 42% 33% 31% 
Table 2 — The percentage of QUT students who answered correctly each part of the test, broken 
down by total score. The cells containing asterisks, and also the thick vertical bars between some 
cells, indicate the same types of statistically significant differences as in Table 1.  
 
The QUT students represented by Table 2 also did fairly well on questions 1(a) and 1(b). The only 
exception is the performance on 1(a) of students who scored 2 on the test. Only 59% of those 27 
students answered that question correctly. Of the 30 QUT students who scored 4 on the test, 87% 
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answered Q1 (a) correctly. In Table 2, between those two percentages for Q1(a) (i.e. 59% and 87%), 
there is a grey cell containing an asterisk, which indicates that the difference in these two percentages 
is statistically significant (χ2, p ≤ 0.05). In the two columns for questions 1(a) and 1(b), there are two 
other grey cells containing asterisks; thus, while the QUT students represented by Table 2 did fairly 
well on questions 1(a) and 1(b), those QUT students with higher overall scores on the entire test did 
statistically better on those questions. 
In summary, on inspection of both Table 1 and Table 2, among the students at both institutions who 
scored 2 or higher on the test, most had a good grasp of the semantics of assignment statements.  
4.2 Effect of a Sequence of Statements — Question 1(c) 
At UTS (see Table 1), among the 15 students who scored 2 out of the possible 8 on the test, only 7% 
(i.e. 1 student) answered Q1 (c) correctly. Among the students who scored 4 on the test, 45% 
answered Q1 (c) correctly. As indicated by the grey cell between those two percentages, which 
contains an asterisk, the difference in these percentages is statistically significant. Below that 45% in 
Table 1, another grey cell, containing two asterisks, indicates that there is a statistically significant 
difference (p ≤ 0.01) between the students who scored 4 and students who scored 6 (i.e. 45% vs. 
92%). 
While the percentages for Q1 (c) at QUT are different (see Table 2), the test for statistical significance 
shows the same pattern at both institutions — students who scored 2 did poorly on Q1(c), while 
students who scored 4 did significantly better, but not as well as students who scored 6 or 8. 
In both Table 1 and 2, in the row for the students who scored 2, there is a thick vertical bar between 
the cells representing Q1 (b) and (c). This vertical bar, and the other vertical bars like it throughout 
both tables, indicate a statistically significant difference between the two horizontally adjoining cells 
(χ2, but p ≤ 0.1). There is another thick vertical bar in Table 1 between cells in the columns for Q1 (b) 
and Q1 (c), in the row for students who scored 4, but there is no corresponding vertical bar in Table 2.  
In summary, on inspection of both Table 1 and Table 2, most students who scored 2 had a poor grasp 
of sequence. Most of the students with higher scores on the test had a better grasp of sequence. 
4.3 Tracking Intermediate Variable Values — Questions 1(d) and (e) 
As described in section 2, questions 1(d) and 1(e) were designed to test whether a student could track 
the changing values of three variables in a sequence of three assignment statements. In summary, on 
inspection of both Table 1 and Table 2, only the students who scored 6 or higher could reliably track 
the values in variables. Thus most students scoring 6 or higher were preoperational or higher.  
4.4 Inductive Reasoning — Question 1(f) 
As described in section 2, question 1(f) was designed to identify students who can make reasonable 
inductive guesses about the function of a piece of code based upon the input/output behaviour. Since a 
student could not be expected to answer Q1 (f) correctly if that student had answered Q1 (e) 
incorrectly, it is the difference in percentages between Q1 (f) and Q1 (e) that is of interest, especially 
statistically significant differences (i.e. the thick vertical bars between those two table columns).  
At both institutions, most students who scored 2 on the test performed poorly on both Q1 (e) and 
Q1(f). At QUT, among students who scored 4, there is a statistically significant difference between 
performance on Q1 (e) and Q1 (f), but not at UTS. There is, however, a statistically difference at both 
institutions among students who scored 6. 
At both institutions, when looking down the table column for Q1 (f), it is apparent that most students 
who scored 2 or 4 did very poorly on this question, while the students who scored 6 exhibited mixed 
performance. Only the group of students who scored 8 on the test did very well on this question.  
For this question, the only clear result that applies across both institutions is that students who scored 
6 on the test tended to do well on the Q1 (e) tracing question but did significantly worse on the Q1 (f) 
inductive reasoning question. 
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4.5 Deductive Reasoning and Code Writing — Questions 2 and 3 
On none of the overall test scores, at either institution, was there a statistically significant difference 
in the performance on Q2 and Q3. In both Tables 1 and 2, the only group of students who did well on 
both Q2 and Q3 were the students who scored a perfect 8 on the test. 
We did not survey our students to establish any prior knowledge in programming, since self reporting 
is notoriously unreliable, but the results for Q2 and Q3 suggest that most students who scored 6 or less 
on this test are unlikely to have had any useful prior experience of programming. 
4.6 A Neo-Piagetian Summary of Tables 1 and 2 
On inspection of both Table 1 and Table 2, students with a total score of: 
 2 tended to have a grasp of the semantics of individual assignment statements but a poor grasp 
of sequence, and were thus working at the late sensorimotor / early preoperational stages. 
 4 were showing some ability to track values but many struggled with inductive reasoning, so 
we characterise this group of students as being early to mid-range preoperational.  
 6 were usually successfully tracking values and a majority could perform inductive reasoning, 
so we characterise this group of students as being late preoperational.  
 8 were the only group of students who performed consistently well on Q2 and Q3, so we 
characterise this group of students as being concrete operational. 
5. Results: ... and Staying Behind 
This section examines the relationship between performance on the test held early in semester and 
performance on the final exam at the end of the 13 week semester. 
5.1 UTS Multiple Choice Exam 
At UTS, the exam was entirely multiple choice. Figure 3 shows the probability that a UTS student 
would finish in the top half of the class, as a function of their performance on the week 3 test. The size 
of each black disc indicates the number of students who received that week 3 test score (i.e. the size of 
the discs is proportional to the size of the bars in Figure 1). The linear regression calculation 
represented by the dashed line was weighted according to the size of the discs. This was done by 
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Figure 3 — UTS student scores on the test versus performance on the final exam (N=107). 
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performing the regression with 26 duplicate data points for test score = 8, 13 duplicate data points for 
test score = 6 and so on, for all test scores. All regression lines in subsequent figures were calculated 
this same way. 
The use of the median in Figure 3 facilitates comparisons across institutions, since student ability and 
exam difficulty varies across institutions. Of course, approximately half of all students must perform 
above the median, and half below. However, that condition would still be satisfied if the regression 
line in Figure 3 was horizontal. In fact, from a pedagogical point of view, it would be best if that line 
of regression was horizontal, since the end-of-semester fate of a student should not be strongly 
attributable to their performance as early as the third week of a 13 week semester — but on the 
contrary, Figure 3 shows that many students did not recover from their slow start to the semester.  
By the end of a 13 week semester, students had of course covered many more programming topics 
than the assignment statement tested in week 3. At UTS, approximately half the final exam covered 
basic object-oriented concepts, while the other half emphasized common 3GL searching algorithms 
and quadratic sorting algorithms. The following question indicates the general level of difficulty: 
This question refers to the Linear Search algorithm, studied in lectures, for an array “s” 
where the elements are stored in ascending order, and the final position in the array is stored 
in a variable “last”. The search should terminate as soon as either the value in variable "e" is 
found in the array, or it is established that the value is not in the array. Using a variable “pos” 
to scan along the array, the correct loop is: 
(a)  while ( (pos<=last)         &&    (pos < e) )     ++pos; 
(b)  while ( (pos<=last)         &&    (s[pos] < e) )  ++pos; 
(c)  while ( (s[pos]<=s[last])   &&    (pos < e) )     ++pos; 
(d)  while ( (s[pos]<=s[last])   &&    (s[pos] < e) )  ++pos; 
5.2 QUT Multiple Choice Questions 
The final exam at QUT comprised two parts: a set of multiple choice questions and a set of questions 
that required students to write Python code. Figure 4 shows the probability that a student would finish 
in the top half of the class for the multiple choice part of the exam, as a function of their performance 
on the week 2 test. As was also the case for UTS, Figure 4 shows that QUT students who performed 
poorly on the test — held in week 2! — were unlikely to overcome their poor early start to the 
semester and finish in the top half of the class. 
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Figure 4 — QUT student scores on the test versus performance on the multiple choice component 
of the final exam (N=254). 
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5.3 QUT Short Answer Questions 
While Figures 3 and 4 both describe a clear relationship between the test near the start of the semester 
and performance on the end-of-semester multiple choice questions, perhaps that relationship can be 
attributed to the relatively simple nature of multiple choice questions? For example, multiple choice 
questions do not require a student to write code.  Figure 5 tests that idea. It shows the probability that 
a QUT student would finish in the top half of the class, as function of their performance on the week 2 
test, for the short answer part of the QUT exam. This figure is similar to Figures 3 and 4 — the 
resemblance between Figure 5 and Figure 4 is uncanny. 
 
 
One of the short answer questions in the exam is illustrated by the code shown below. The students 
were given the code on the left, which “rotates” the values in the list items one place to the left, with 
the leftmost value moving to the rightmost position. The students were required to write code to do 
the opposite transformation; that is, write code to rotate the values in array items one place to the 
right, with the rightmost item moving to the leftmost position. The solution is shown below:  
  “Rotate Left” Code Given to the Students “Rotate Right” Code Required from Students 
temp = items[0] 
for index in range(len(items)-1): 
     items[index] = items[index + 1] 
items[len(items) - 1] = temp 
temp = items[len(items) - 1] 
for index in range(len(items)-1,0,-1): 
     items[index] = items[index - 1] 
items[0] = temp 
As part of the instructions for this question, students were effectively given the for loop header 
required in their answer, so the question was marked out of 3, with one point for each of the 
remaining three lines of code. Figure 6 shows the probability that a student scored 2 or 3 for this 
question, as a function of their performance on the week 2 test. This graph is similar to the three 
earlier graphs for performance on final exams — our results are robust, across the two institutions, and 
also across multiple choice and short answer questions. 
In neo-Piagetian terms, this “Rotate Right” short answer question requires the student to manifest 
concrete operational reasoning (Lister, 2011). In section 4.6, we provided a neo-Piagetian summary 
for Tables 1 and 2. Building on that earlier summary, we now provide a neo-Piagetian summary 
where we contrast the performance of students in Table 2 (i.e. at week 2 of semester) and their end of 
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Figure 5 — QUT student scores on the test versus performance on the short answer section of 
the final exam (N=254). 
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semester performance at QUT on the “Rotate Right” problem (as shown in Figure 6). Students with a 
total score in Table 2 of: 
 2 or 4 were characterised as being spread from sensorimotor to mid-preoperational. By the end 
of semester, around 20% of those students manifested concrete operational reasoning on the 
“Rotate Right” problem. 
 6 were characterised as late preoperational. By the end of semester, around 60% of these 
students manifested concrete operational reasoning on the “Rotate Right” problem. 
 8 were characterised as concrete operational. By the end of semester, around 80% of these 
students manifested concrete operational reasoning on the “Rotate Right” problem. (N.B. the 
remaining 20% did not “go backwards”, as the week 2 test was on assignment statements only, 
whereas the “Rotate Right” problem tested more demanding concepts and skills.)  
6. Conclusion 
In this paper, we have described a test on novice programmers, in weeks 2 and 3 of semester, with 
students from two different institutions, where (among other pedagogical differences) the students are 
taught two different programming languages. At both institutions we found a wide performance 
difference among each student cohort on that test. Furthermore, that early test is a good indication of 
how students performed about 10 weeks later, in their final exam. In terms of neo-Piagetian theory, 
students who exhibit lower neo-Piagetian stages in the early test are unlikely to manifest the higher 
concrete operational stage of reasoning in the final exam.  
People who believe that programming requires an innate talent may feel justified by our results. While 
our results do not disprove the existence of an innate talent for programming, we do not subscribe to 
that view. As we have summarised in this paper, in earlier work we have developed a neo-Piagetian 
theory of how novices learn to program. Neo-Piagetian theory is based upon the constructivist 
principle that cognitive skills are primarily learnt, not innate. Our neo-Piagetian perspective leads us 
to view the curriculum for programming as comprising two dimensions. On one dimension are the 
nuts and bolts of how programming languages work. That dimension is emphasised in today’s 
classroom. The other and more neglected dimension comprises the skills for reasoning about 
programs, sometimes referred to as the notional machine (du Boulay, 1989), but which we think of in 
neo-Piagetian terms. This dimension is often not explicitly taught, especially in the first few weeks of 
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shown in 
Figure 6  
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y = 0.09x + 0.005 
R² = 0.83 
p  = 0.001 
Figure 6 — QUT student scores on “Rotate Right” short answer question (N=254). 
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learning to program. We believe that, with every increment along the “nuts and bolts” dimension (i.e. 
with every new programming construct taught), all the neo-Piagetian stages of reasoning need to be 
explicitly reprised. In the test we used in weeks 2 and 3 of semester, questions 1(f), 2, and 3 represent 
the types of learning exercises that students need when they are introduced to assignment statements. 
As a further example, the Bubblesort algorithm could be introduced well before loops are explicitly 
taught, using implicit “uncompressed” loops (Milner, 2008). 
We close by speculating, from a neo-Piagetian perspective, on Dehnadi and Bornat’s claim that 
people who apply a consistent model of program execution are more likely to learn to program, even 
when their model is wrong. Perhaps those people enjoy an early affective advantage, not a cognitive 
advantage.  That is, people who show an early preference for consistency may be especially well 
motivated to perform the deep learning required to push through the earlier neo-Piagetian stages and 
gain the consistency of reasoning that only begins at the concrete operational stage. 
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Chapter 9. Using Neo-Piagetian 
Theory, Non-Assessed In-Class 
Tests and Think Alouds to Better 
Understand Student Learning: A 
Case Study in Programming 
[AAEE 2012] 
 
Think aloud studies provide evidence of how student reason in different ways about 
programming.  We made sense of these different ways of reasoning about 
programming using the neo-Piagetian cognitive development framework.  This 
paper highlights the very different perspective that can be gained from studying 
students' process of completing programming tasks (i.e., their reasoning behaviour), 
rather than simply studying their final product (e.g., their completed exam paper).  
This justified the ongoing use of qualitative think aloud studies in this PhD research 
in order to capture students reasoning about programming.  This paper provides an 
overview of our research approach. 
This chapter contains a copy of the conference paper referred to above. 
Figure 9.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 9.1: Research Question/s Addressed in Chapter 9 
Chapter 9: Using Neo-Piagetian Theory, Non-Assessed In-Class Tests and Think 
Alouds to Better Understand Student Learning: A Case Study in Programming [AAEE 
2012] 
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BACKGROUND  
Around the world, and for many years, students have struggled to learn to program computers. The 
reasons for this are poorly understood by their lecturers. 
PURPOSE 
When the intuitions of many skilled lecturers have failed to solve a pedagogical problem, then a 
systematic research programme is needed.  We have implemented a research programme based on 
three elements: (1) a theory that provides an organising conceptual framework, (2) representative data 
on how the class performs on formative assessment tasks, and (3) microgenetic data from one-on-one 
think aloud sessions, to establish why students struggle with some of the formative tasks. 
DESIGN / METHOD  
We have adopted neo-Piagetian theory as our organising framework. We collect data by two methods.  
The first method is a series of small tests that we have students complete during lectures, at roughly 
two week intervals. These tests did not count toward the students’ final grade, which affords us the 
opportunity to ask unusual questions that probe at the boundaries of student understanding.  Think 
aloud sessions are the second data collection method, in which a small number of selected, volunteer 
students attempt problems similar to the problems in the in-class tests. 
RESULTS  
The results in this paper serve to illustrate our research programme rather than answer a single, tight 
research question. These illustrative results focus upon one very simple type of programming question 
that was put to students, very early in their first programming subject.  That simple question required 
students to write code to swap the values in two variables (e.g., temp = a; a = b; b = temp).  
The common intuition among programming lecturers is that students should be able to easily solve 
such a problem by, say, week 4 of semester. On the contrary, we found that 40% of students in a 
class at one of the participating institutions answered this question incorrectly in week 4 of semester. 
CONCLUSIONS 
What is emerging from this research programme is evidence for three different ways in which students 
reason about programming, which correspond to the first three neo-Piagetian stages (Lister, 2011).  In 
the lowest and least sophisticated stage, known as the sensorimotor stage, novices exhibit two types 
of problems: (1) misconceptions that are already well known in the literature on novice programmers 
(e.g., Du Boulay, 1989),and/or (2) an approach to manually executing (“tracing”) code that is poorly 
organized and thus error prone.  Novices at the next stage, known as the preoperational stage, can 
correctly trace code, but they cannot reliably reason about a program in terms of abstractions of the 
code (e.g., diagrams).  It is only at the third stage, the concrete operational stage, where students 
begin to exhibit some capacity to reason about code abstractions. However, traditional approaches to 
teaching programming implicitly assume that students begin at the concrete operational stage. 
KEYWORDS  
Programming, research, neo-Piagetian, think aloud. 
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Introduction 
It is acknowledged around the world that many university students struggle with learning to 
program (McCracken et al., 2001; McGettrick et al., 2005).  In this paper, we describe how 
we have developed a research programme to systematically study and incrementally 
improve our teaching.  We have adopted a research programme with three elements: (1) a 
theory that provides an organising framework for defining the type of phenomena and data of 
interest, (2) data on how the class as a whole performs on formative assessment tasks that 
are framed from within the organising framework, and (3) data from one-on-one think aloud 
sessions, to establish why students struggle with some of those in-class formative 
assessment tasks.  We teach introductory computer programming, but this three-element 
structure of our research is applicable to many areas of engineering education research. 
Design: Neo-Piagetian Theory of Cognitive Development 
We have adopted neo-Piagetian theory as our organising framework (Morra, Gobbo, Marini, 
& Sheese, 2007). It is a derivative of classical Piagetian theory.  Classical Piagetian theory 
focuses on a child's development of general abstract reasoning skills as they grow older.  
Neo-Piagetian theory instead focusses on people of any age as they acquire increasingly 
abstract forms of reasoning within a specific problem domain.  In neo-Piagetian theory, a 
person may display high abstract reasoning abilities in one domain but not in an unrelated 
domain. Both the classical and neo-Piagetian theories define four stages of cognitive 
development which, from least mature to most mature, are: Sensorimotor, Preoperational, 
Concrete Operational and Formal Operational. These four stages are described below. 
The sensorimotor stage is the first stage of cognitive development. At this stage, the novice 
does not possess or cannot appropriately apply the abstractions needed to reason about a 
particular problem. For example, a novice who is at the sensorimotor stage in Newtonian 
mechanics might in fact reason about a mechanics problem in Aristotelian terms, or might 
not be aware of the appropriate Newtonian concepts to apply. In the context of programming, 
Lister (2011) defined the sensorimotor stage as being exhibited by "students who trace code 
with less than 50% accuracy'' (where ‘trace’ refers to the act of manually executing a piece of 
code with specific initial values, to derive the final values in the variables).  A novice at this 
stage of development in programming can only trace code with considerable effort and for 
this reason such a novice is often disinclined to make use of tracing to solve programming 
problems. When such a novice traces code to find a bug, he/she tends to use ad hoc initial 
variable values, rather than values deliberately chosen to help identify a bug. 
The preoperational stage is next.  At this stage, the novice does possess some appropriate 
abstractions, but these abstractions are fragmented and do not make up a coherent 
understanding of the problem domain.  Such a novice might be able to use a concept when 
specifically told to do so, but may not spontaneously apply that same concept when it is 
appropriate but the novice is not explicitly told to do so, or the preoperational novice may 
apply that concept when (to the expert) it is egregiously inappropriate to do so. In the context 
of programming, according to Lister (2011), preoperational students can trace code, but they 
tend not to abstract from the code to see a meaningful computation performed by that code.  
The preoperational programmer will, for example, struggle to make effective use of the 
relationship between code and a diagram that represents the function of that code.  
The concrete operational stage follows the preoperational stage.  This is the first stage where 
the novice can routinely reason about abstractions of code.  However, this abstract thinking 
is restricted to familiar, real situations, not hypothetical situations (hence the name 
'concrete').  A concrete operational student can write small programs from well defined 
specifications but struggles to write large programs from partial specifications. 
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The formal operational stage is the ultimate stage of Piagetian reasoning.  It is the level at 
which the expert performs.  A person thinking at the formal operational stage can reason 
logically, consistently and systematically.  Formal operational reasoning also requires a 
reflective capacity - the ability to think about one's own thinking within the given problem 
domain.   As this neo-Piagetian stage is expert thinking, and not what we see or test for in 
our students, we will not discuss this stage any further in this paper. 
Method 
In-Class Formative Tests 
We collected in-class test data from students in our lectures. We conduct such tests at 
intervals of approximately two weeks, throughout semester.  In the most recent semester, we 
conducted 9 in-class tests. In each in-class test, students were given a single printed sheet 
(usually double-sided) containing several short tasks.   
In this section we illustrate our use of in-class tests by presenting the second of nine tests 
from the most recent semester. That test, which students completed at week 4, is shown in 
Figure 1. Unlike other tests, this test fitted on one side of the sheet, which is why (because of 
space limitations) this test was chosen as the illustration. In Figure 1, the original test has 
been annotated, to show: (1) the number of students who did the test (i.e. 105); (2) sample 
solutions to the questions (shown in the boxes where students would have handwritten their 
own answers); and (3) the percentage of students who answered each question incorrectly. 
This annotated version of the test was actually given to students as feedback.  
The first question in Figure 1 is intended as a screening question. Its purpose was to 
determine if students understood the fundamentals of variable declaration and assignment.  
A student who has trouble answering this very simple question is probably operating at the 
sensorimotor stage. By this week of semester, most lecturers teaching programming would 
expect that their students could answer this question. 
Question 2 requires students to write code to swap values stored in two variables.  Students 
had been given the same question, but with different variable names, in their first test a week 
earlier. After that first test, the lecturer had discussed the solution to that question.  A student 
who could answer Question 1 in this second test but not answer Question 2 may be 
operating at the preoperational stage. However, students who answer Question 2 correctly 
are not necessarily preoperational, as they may answer this question from memory. 
The last question on the test is an extension of the swapping question and requires code to 
'rotate' the values in four variables. Students had not seen this question before. The intention 
of Question 3 was to see if students who answered Question 2 correctly could then transfer 
their thinking to Question 3.  A student who can answer one of these two questions, but not 
both, is probably operating at the preoperational stage. 
Think Alouds 
When analysing student answers to in-class tests, many assumptions can be made about 
how a student arrived at a particular answer. In order to extract more reliable information 
from students about their reasoning when solving in-class tests, weekly one-on-one think 
aloud sessions were conducted with a small number of volunteer students.   
Ericsson & Simon (1993) advocate think aloud verbal reports as an effective means of data 
collection.  Atman and Bursic (1998) also found that, when studying  the processes of 
students performing engineering design tasks, they were better able to discern mental 
processes from verbal reports rather than from the final products of a design process.  
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Results 
In-class Tests Results 
(Ray) 
 
Figure 1: The in-class formative test used in week 4 of the semester. 
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In the think aloud sessions, the students were not asked to explain or describe what they 
were doing.  To ask them to do so might distract them from solving the task.  Instead, as 
advocated by Ericsson & Simon, students were asked to simply verbalise the information 
they were attending to as they performed the task.   
Our use of think aloud sessions is an example of the microgenetic research method, which is 
defined as having three main properties (Siegler, 2006, p. 469): (1) Observations span the 
period of rapidly changing competence (i.e. a semester), (2) the density of observations is 
high, relative to the rate of change (e.g. weekly think alouds), and (3) observations are 
analysed intensively, to infer the representations and processes used by the students.   
Each think aloud session was digitally captured using a Smartpen and dot paper (LiveScribe, 
2012).  The scripts from these sessions were then processed to produce "pencast" PDFs, 
the audio-synced video contents of which are re-playable using Adobe Acrobat Reader.  
RESULTS  
In-Class Formative Tests 
Table 1 shows a contingency table for Questions 1 and 2. Twelve students answered both 
questions incorrectly, and those students are likely to have been operating at the 
sensorimotor stage. Fifty seven students answered both questions correctly, and those 
students are likely to be reasoning at least at the preoperational stage. It is harder to classify 
the 36 students who answered one of these questions correctly, but not both. However, 30 of 
those students (83%) answered Question 2 incorrectly (even though these students had 
encountered a swapping problem the previous week), which offers statistical support to the 
neo-Piagetian hypothesis that the ability to conduct the sensorimotor task of Question 1 is an 
earlier developmental stage than the preoperational task in Question 2. 
 
 
No. students whose 
answer to Q2 was: 
incorrect correct 
No. students whose 
answer to Q1 was: 
incorrect 12 6 
correct 30 57 
Table 1: A Contingency Table for Questions 1 and 2. (n = 105. χ2 test, p = 0.01) 
Table 2 shows a contingency table for Questions 2 and 3 from the in-class test in Figure 1, 
but only for the 87 students who answered correctly the screening question (i.e. Question 1). 
Of these 87 students, 66 (i.e. 76%) answered questions 2 and 3 consistently. That is, they 
either answered both questions incorrectly or both questions correctly.  The 18 students who 
answered both questions incorrectly are likely to be preoperational, while the 48 students 
who answered both questions correctly are likely to be concrete operational. It is harder to 
classify the remaining 21 students (24%) who answered questions 2 and 3 inconsistently, 
although their inconsistency does suggest they are reasoning preoperationally.   
 
  
No. students whose 
answer to Q2 was: 
incorrect correct 
No. students whose 
answer to Q3 was: 
incorrect 18 9 
correct 12 48 
Table 2: A Contingency Table for Questions 2 and 3. (n = 87. χ2 test, p < 0.001)  
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Figure 2: Bobcat - 1st Attempt 
Line 1 
Line 2 
Clearly, it is not possible to draw many firm conclusions from a single in-class test (apart 
from that a surprising percentage of students struggle on what many lecturers would 
consider to be trivial problems).  Recall, however, that we conducted nine tests of this 
general nature over the duration of our most recent semester. When the data across these 
tests is combined, patterns can be seen, but space limitations do not allow elaboration on 
those patterns. For some further results on in-class tests, we refer the reader to Corney et al. 
(2012).  As discussed in an earlier section, our purpose in presenting the results for this in-
class test is to illustrate the type of research programme we are running. Our aim in this 
paper is not to analyse in-class data in detail, but instead to illustrate how we use a 
combination of in-class tests and think aloud data in our ongoing research programme. 
A Think Aloud Session with Bobcat 
We now describe a think aloud session with a student, which demonstrates why some 
students struggled with the ‘swap’ problem in the in-class test. This student calls himself 
‘Bobcat’ in think aloud sessions, which is not his real name. He is enrolled at a different 
university from where the above in-class test was done. However, this second university is 
also part of our research programme, and we are seeing similar results from in-class tests at 
both universities. At Bobcat’s university, students are taught programming in the Python 
language, whereas the students at the other university are learning Java, but the swapping 
problem is so simple it is almost identical in both languages.   
At the time of this think aloud session, Bobcat was in his fifth week of his first programming 
subject.  He had seen the ‘swap’ problem twice before (but with different variable names). In 
an in-class test in week 2, but he did not even attempt that problem.  The lecturer reviewed 
and explained the solutions for the week 2 test in that same lecture. A similar ‘swap’ problem 
was then given in the week 4 in-class test.  This second time, Bobcat attempted the exercise, 
but provided the following egregiously incorrect solution: 
 first = temp 
 second = first 
Bobcat’s solution shows that he was aware of the need for a temporary storage variable 
(although perhaps he did so from his memory of the week 2 solution), but he demonstrates a 
poor understanding of the swapping process. From his answer to this week 4 in-class test, 
we can only guess what Bobcat was thinking. The following think aloud session with Bobcat 
illustrates how think aloud data complements and enhances the in-class data. 
Bobcat starts his think aloud session by 
slowly and carefully reading the question, 
twice. He mentions needing a 'temp file', 
which we interpret as meaning a temporary 
variable. He then writes the first line shown in 
Figure 2, which correctly assigns the value of 
first to a third variable which he calls ‘temp’.  
He then says: 
Now that's stored away, I can say that ... how am I going to do that?   
Bobcat repeats aloud the one line of code he has written so far, "temp equals first".  
There is a pause in the pencast before he says "I can say second equals..." and he then 
starts to write code to assign some value to second as shown in Figure 2 at Line 2.  There 
is another long pause after which he says "... Now, I've got myself confused here. No."   
Bobcat re-reads the code he has written, adding that "temp is stored away.  Second equals 
<pause> I know I can write this out".  Then he says:  
Yeah, I know that temp's got to get stored away for a temp file...to swap them 
around.  It's just ... why am I being confused? 
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Before writing anything else, Bobcat considers what should be assigned to second.   
If second now equals first, ... how am I going to get first to equal second? 
Then he mutters "second equals temp".  He changes his mind and says "second equals 
first, so that swaps ... so that will mean ...” After another pause, Bobcat is asked by the 
interviewer to explain the purpose of the first line of his code (that is, where he assigns 
first to temp).  Before he answers, Bobcat says that perhaps that first line of code should 
have actually been assigning second's value (not first's) to temp.  (In fact, If Bobcat had 
a good grasp of swapping, he would know it does not matter whether the first line is temp = 
first or temp = second.) 
Again, an intervention by the interviewer prompts for an explanation of his first line of code.  
Bobcat quickly explains it "puts first's value into a temp file so it can't get changed", thus 
clarifying that he believes it is first's value, not temp's value, that is being stored.  He 
further explains: 
If I had said first equals second, and second equals first I'm going to lose the 
value of second.  No I'm going to lose the value of first.  I know how to do this - 
that's the thing! 
Given the extent to which he is struggling, it is surprising that he thinks “I know how to do 
this“.  From our experience with other students in think alouds, who have made a similar 
claim, we suspect these students tend to regard programming as a process of recall.  
At this stage, almost 4 minutes have elapsed since Bobcat started.  Bobcat starts reading his 
code again, explaining it to himself as he goes.  Pausing after Line 1, he decides: 
No, temp should equal second.  I don't know.  I'm really lost in this!  I know how to 
do this.  That's what gets me, I get frustrated and I'm gone!   
Again, the interviewer intervened to ask about the purpose of storing first's value at Line 
1.  Again, Bobcat explained the need to use a temporary variable in order to swap the values 
of two other variables.  The interviewer then provided a prompt to continue that line of 
reasoning:  "Ok so you've stored first, ...?”   
Bobcat now says something that offers a clue to the source of his confusion: 
If I say first equals second, that's going to ...change second and the temp file ... 
because temp ... has the value of first.   
What Bobcast articulated above is a well known novice misconception of how the 
assignment operator “=” works (Du Boulay, 1989). Bobcat thinks (at least some of the time) 
that assignment is like the mathematical symbol “=”, so that (for example) temp = first 
binds the two variables together, so that that the value in the two variables will always be the 
same, and that a subsequent second = first will bind all three variables together.   
After six minutes had elapsed, Bobcat decided to write down a complete attempt at the 
second line of code.  He crossed out his incomplete attempt at the second line and replaced 
it with what is shown at Line 2 in Figure 3. He then continued almost immediately to write the 
third line shown in Figure 3. Those three lines form a correct solution. 
 
 
 
 
 Figure 3: Bobcat - 2nd Attempt 
Line 1 
Line 2 
Line 3 
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Figure 4: Bobcat - Trace 
Line 1 
Line 2 
Line 3 
Line 4 
If Bobcat had written the solution in Figure 3 as his answer to an in-class test, that answer 
would have been marked as correct and we might have incorrectly assumed that he had a 
good understanding of the task.  The think aloud data indicates he does not understand, 
especially when he adds: 
if I say first equals second, why doesn't that change the value of temp, if temp 
equals first?  Now why doesn't temp equal second? ... And that's where I'm lost. 
The interviewer then asks Bobcat to trace his code, using 
initial values of his choosing.  His attempt at doing this at 
first seems misguided, as he starts to record the value of 
first in multiple places, as shown in Figure 4 at Line 4.  
However, after prompting about the type of notation to 
use, Bobcat completes the trace and concludes that his 
code does indeed swap the two variables.  It took Bobcat 
a total of eight and a half minutes to reach this point. 
By articulating at one time his misconception about the assignment operator, but then at a 
later time demonstrating that was able to trace his code, Bobcat illustrates one of the 
features of novice reasoning at the sensorimotor and preoperational stages − over a period 
of time, their reasoning is often not consistent. 
We would not with certainty place any student into a neo-Piagetian category based upon a 
single think aloud task. In this particular task, Bobcat displays aspects of both the 
sensorimotor and preoperational stages – he might possibly be regarded as someone in 
transition from sensorimotor to preoperational. While he does articulate a misconception 
about how variable assignment works (which is evidence of the sensorimotor stage), he is 
able to trace code (albeit with some prompting).  He can explain why there must be a third 
variable, which is evidence of reasoning at the preoperational stage. His eight and a half 
minute struggle to write three lines of code for a swap firmly establishes that he is not yet at 
the concrete operational stage. 
For some further results on think aloud data, on subjects other than Bobcat, we refer the 
reader to Teague, Corney, Ahadi & Lister (2013).   
Conclusions 
The work we describe in this paper is preliminary and ongoing, but our research approach is 
already giving us a better understanding of why many of our students struggle with learning 
to program.  In the traditional introductory programming lecture, the PowerPoint slides are 
peppered with diagrams, in the belief that these abstractions help all students. These 
abstractions probably do help the students who are reasoning at the concrete operational 
stage. However, we now see that these abstractions are of little use to students who are 
reasoning at the sensorimotor or preoperational stages.   We now see that different methods 
of teaching are required for students at the sensorimotor and preoperational stages. 
Sensorimotor students need help correcting misconceptions and help with learning how to 
systematically and reliably trace code. Preoperational students need help with seeing 
abstractions of code. 
Irrespective of exactly what conclusions can be drawn from this preliminary report, this paper 
serves to illustrate an approach to pedagogical change that applies to engineering education 
research in general. We believe that progress on difficult pedagogical problems is slow.  
When a particular aspect of pedagogy has resisted the intuitions of many skilled lecturers, 
over many years, then a single paper, describing a single experiment, is unlikely to deliver 
the solution.  Instead the solution to a difficult pedagogical problem will usually come from 
first putting in place a research programme and then making incremental changes over 
several years, on the basis of research data that is collected and analysed routinely. 
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We continued think aloud studies to capture students' reasoning behaviour while 
they completed programming tasks in order to understand the processes they go 
through.  We gave several students the same tasks to complete and analysed their 
behaviours using the neo-Piagetian framework.  We attributed each student's 
behaviour to being predominantly characteristic of one of the neo-Piagetian stages 
of reasoning.  These think aloud sessions confirmed that students can still be at the 
sensorimotor and preoperational stages even after two semesters of learning to 
program.   
[ACE Best Student Paper Award at ACSW 2013 Conference] 
This chapter contains a copy of the conference paper referred to above. 
Figure 10.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 10.1: Research Question/s Addressed in Chapter 10 
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Abstract

 
Recent research indicates that some of the difficulties 
faced by novice programmers are manifested very early in 
their learning.  In this paper, we present data from think 
aloud studies that demonstrate the nature of those 
difficulties.  In the think alouds, novices were required to 
complete short programming tasks which involved either 
hand executing ("tracing") a short piece of code, or 
writing a single sentence describing the purpose of the 
code.  We interpret our think aloud data within a neo-
Piagetian framework, demonstrating that some novices 
reason at the sensorimotor and preoperational stages, not 
at the higher concrete operational stage at which most 
instruction is implicitly targeted. 
Keywords: Neo-Piagetian, programming, think aloud. 
1 Introduction 
Recent theoretical and empirical research indicates that 
the problems faced by many novice programmers start 
very early. In empirical work, Corney, Lister and Teague 
(2011) collected data showing that students who fared 
poorly on tests held as early as week 3 of semester were 
less likely to perform well on a code writing task at the 
end of semester.  That empirical result has since been 
replicated at other institutions (Corney, Teague, Ahadi, 
and Lister, 2012; Murphy, McCauley, and Fitzgerald, 
2012).  In theoretical work, Robins (2010) has produced a 
statistical model to explain the commonly observed 
bimodal grade distribution, based on the principle that if a 
student struggles at an earlier point in semester, then the 
student is more likely to struggle later in semester.  
One of the questions used by Corney, Lister and 
Teague (2011) in their empirical work is shown in Figure 
1.  They gave this question to students in their fifth week 
of learning to program in Python. Less than half of their 
students answered this question correctly.  The literature 
on novice programmers contains three perspectives as to 
why students might struggle to answer that question, but 
there are also arguments against each of those 
perspectives:  
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 Programming Misconceptions: There have been many 
studies of novice misconceptions (e.g. Du Boulay, 
1989).  However, Corney, Lister and Teague (2011) 
used a pre-test to screen out students who had 
misconceptions about variables, assignment statements 
and if statements. 
 Misunderstanding what was required:  Perhaps the 
students thought they were required to provide a line-
by-line description of the code.  Corney, Lister and 
Teague (2011) argued that this was implausible for 
three reasons. First, the question was constructed to 
indicate what type of answer was required.  Second, 
their students had already encountered an “explain in 
English” question in an earlier test, and had been 
shown an appropriate sample answer for that earlier 
question.  Third, Corney, Lister and Teague (2011) 
indicated that most incorrect answers were of the right 
type, but were simply wrong (e.g. “swap y1 and y3”). 
 Poor Self Expression in English:  Perhaps the students 
knew the correct answer, but could not express that 
answer?  To investigate that possibility, Simon and 
Snowdon (2011) gave multiple choice versions of code 
explanation questions to their students, so that students 
merely had to select the correct answer, rather than 
express it for themselves.  Simon and Snowdon (2011) 
found that a non-trivial portion of their students 
selected the wrong option, so poor self expression in 
English was not the problem for those students. 
A more comprehensive refutation of the above three 
perspectives requires direct observational evidence 
identifying other reasons why students struggle.  In this 
paper, we provide such evidence, via a think aloud study.  
It is a small study, involving only seven subjects, but that 
proved sufficient to identify other reasons why students 
struggle.  Our aim was not quantitative. That is, our aim 
was not to establish how common those other reasons are 
in the general population of students. 
Observations contrary to the perspectives in the above 
three bullet points would be even more persuasive if 
accompanied by an explanatory theory.  Lister’s neo-
Piagetian framework (2011) provides such a theory.  In 
the next section we describe that framework, before 
presenting our observations from the think aloud study, in 
terms of that neo-Piagetian framework. 
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2 The Neo-Piagetian Stages 
Classical Piagetian theory focuses on the general 
intellectual development of children as they mature.  
Neo-Piagetian theory instead describes the intellectual 
development through which people progress, regardless 
of age, as they gain expertise in a specific problem 
domain, such as chess, or programming. 
In the context of neo-Piagetian theory, Lister (2011) 
described four main stages of cognitive development in 
the novice programmer, which are (from least mature to 
most mature) sensorimotor, preoperational, concrete 
operational and formal operational.  The question in 
Figure 1 is not designed to elicit formal operational 
reasoning from novices, so that stage is not discussed any 
further in this paper.  The other three stages are described 
below, from least mature to most mature. 
2.1 The Sensorimotor Stage 
Lister (2011) describes a programmer operating at the 
sensorimotor stage as a novice who is unable to 
accurately and reliably hand execute ("trace") small 
pieces of code to determine the final values in the 
variables. 
There are two broad reasons why some novices do not 
reliably trace code.  One reason is that some novices have 
misconceptions, which is well documented in the 
literature (e.g. Du Boulay, 1989). 
Another reason is that for some novices the effort of 
tracing is so great, and the likelihood of a correct trace so 
small, those novices simply do not wish to trace. In their 
multinational study, Lister et al. (2004) found that many 
students who were asked to trace code on a piece of paper 
returned that paper unmarked.  Even among students who 
do trace, those at the sensorimotor stage find the low 
level mechanics of conducting a trace so demanding that 
it does not help them to “see the forest for the trees”.  A 
sensorimotor novice is reluctant to trace a piece of code 
more than once.  If required to generate their own initial 
data for a trace, the sensorimotor novice tends not to 
choose data that will help them better understand the 
code. 
Later in this paper, we will present think aloud data for 
Donald, who demonstrates his understanding of variables, 
assignment statements and if statements, and also 
demonstrates a willingness to trace, but struggles to 
organise his tracing in a way that produces reliable 
results. 
2.2 The Preoperational Stage 
Preoperational is the next stage after sensorimotor. 
Novices operating at this stage can trace code accurately 
and efficiently.  
When asked to answer the question in Figure 1, a 
novice working at the preoperational stage uses an 
inductive approach.  That is, such a novice may perform 
one or more traces and then make an educated guess 
based on the input/output behaviour.  Later in this paper, 
we will present think aloud data collected from Lucas and 
Sierra, who manifest such preoperational reasoning. 
Kolikant and Mussai (2008) described how, when 
given buggy programs to comment upon, some novice 
programmers viewed the programs as partially correct.  
This notion of partial correctness is consistent with 
novices working at the preoperational stage. 
2.3 The Concrete Operational Stage 
A novice reasoning at the concrete operational stage is 
capable of deductive reasoning.  That is, a novice 
reasoning at the concrete operational stage should answer 
the question in Figure 1 quickly and correctly, simply by 
reading the code.  They should not need to perform an 
explicit, complete written trace to arrive at the answer. 
Instead of reasoning in terms of specific values within 
variables, as the preoperational novice does, the concrete 
operational novice reasons about code in terms of 
Figure 1: A question from the week 5 test of Corney, 
Lister and Teague (2011). 
If you were asked to describe the purpose of the 
code below, a good answer would be “It prints the 
smaller of the two values stored in the variables a 
and b”. 
if (a < b): 
    print a 
else: 
    print b 
In one sentence that you should write in the 
empty box below, describe the purpose of the 
following code. 
Do NOT give a line-by-line description of what the 
code does. Instead, tell us the purpose of the code, 
like the purpose given for the code in the above 
example (i.e. “It prints the smaller of the two values 
stored in the variables a and b”).  
Assume that the variables y1, y2 and y3 are all 
variables with integer values. 
In each of the three boxes that contain sentences 
beginning with “Code to swap the values 
…”, assume that appropriate code is provided 
instead of the box – do NOT write that code. 
 
if (y1 < y2): 
 
 
 
if (y2 < y3): 
 
 
 
if (y1 < y2): 
 
 
 
print y1 
print y2 
print y3 
 
 
 
 
 
 
Code to swap the values in y1 
and y2 goes here.  
 
Code to swap the values in y2 
and y3 goes here. 
Code to swap the values in y1 
and y2 goes here. 
Sample answer:  
It sorts the values so that y1  ≥  y2  ≥  y3 
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constraints on the possible values of variables.  For 
example, after the body of the second if statement in 
Figure 1, the concrete operational novice thinks of y3 as 
holding any value satisfying the condition that it is less 
than the values in both y1 and y2.  Furthermore, by the 
time the code in Figure 1 has completed execution, the 
concrete operational novice infers that because y1 is 
greater than y2, and y2 is greater than y3 then y1 is 
greater than y3 — that is, the variable values are in 
descending order.  In neo-Piagetian theory, such 
reasoning is known as transitive inference. 
3 Method 
3.1 Think Aloud Sessions 
We conducted one-on-one think aloud sessions with 
volunteer students from the first two introductory 
programming units at QUT during the second half of 
2011.  The students were asked to complete a series of 
simple programming tasks while thinking aloud.  
Ericsson and Simon (1993) developed protocols for 
eliciting simple unstructured verbalisations.  They 
emphasised the need to minimise the cognitive effort in 
producing such verbalisations.  The goal is to have the 
subject simply articulate what is going on in their head, 
rather than formulate an explanation or description for the 
benefit of the interviewer.  Only when the subject is 
completely focussed on the programming task can we 
expect to replicate a silent attempt at the same task with 
the same or similar sequence of thoughts by the subject.  
Prior to the data collection reported in this paper, all 
subjects were given the opportunity to practice thinking 
aloud and to become at ease with the interviewer and 
familiar with the technology used to record the sessions.  
Each think aloud session was recorded using a 
Smartpen (2011) which digitally captures whatever is 
written on special dot paper.  The digital "pencast" PDFs 
produced by the Smartpen can be replayed with 
synchronised visual and audio output using Adobe 
Acrobat Reader.  The sessions can then be replayed 
during analysis and shared without the need for special 
technology.   
The students participated in think aloud sessions on a 
more-or-less weekly basis over a semester, each session 
lasting for roughly 60 minutes. 
3.2 The Subjects 
IT students at most universities progress through one or 
more programming units which we will refer to by level.  
Level 1 refers to the first introductory programming unit 
with zero pre-requisites. Level 2 units have Level 1 units 
as a pre-requisite.  It is the performance of students at 
these first two levels that we will discuss in this paper.    
To preserve their anonymity, each of the seven 
students who took part in think aloud sessions chose an 
alias.  Some details about these students at the time of 
participating in this study are shown in Table 1.  
Information in that table includes the current 
programming level at which each student was studying, 
their Level 1 result, and the week in semester when the 
think aloud session occurred.   
Alias Level Level 1 result Week 
Stapler 2 top 21% of cohort 10 
Becki n/a top 21% of cohort 11 
Donald 2 top 69% of cohort   9 
John 1 top 17% of cohort   6 
Mel 1 top 43% of cohort   6 
Lucas 1 top 43% of cohort   6 
Sierra 1 top 43% of cohort   6 
Table 1: The seven student subjects 
 
 
Two of the students, Lucas and Sierra, chose to 
participate in think aloud sessions as a pair, as they were 
already a pair in their Level 1 unit programming labs. 
 
3.3 The Tasks 
Prior to our students completing the task from Corney, 
Lister and Teague (2011) shown in Figure 1, they each 
completed tasks which tested their ability to trace code, 
and explain in plain English the purpose of given code.  
According to neo-Piagetian stage theory in the 
programming domain, the inability to trace reliably (or at 
least to have great difficulty with tracing) is indicative of 
a novice operating at the sensorimotor stage.  The 
inability to explain code indicates a stage no higher than 
preoperational. 
As Stapler, Becki and Donald were "post Level 1" 
students, the tasks they were given were a mix of Python 
(the Level 1 language) and C# which is the language 
introduced in Level 2.  (Even though Becki had no 
previous exposure to C#, she was confident that she 
would be able to interpret C# code adequately enough to 
answer the questions.)   
The tracing task given to the Level 1 students is shown 
in Figure 2.  The other students were given the tracing 
task shown in Figure 3.   
To test their ability to reason about code and provide 
an explanation in plain English, two tasks were used.    
Level 1 students were given code that swapped the values 
in two variables using a third as temporary storage as 
shown in Figure 4.  This problem was first used by 
Corney, Lister and Teague (2011). 
Level 2 students (and Becki, who had completed Level 
1 but was not doing the Level 2 subject) had to explain 
more complicated code than just simple assignments.  
Their code included nested conditional blocks which 
found the middle of three values.  The task not only tested 
the ability to extract a meaning from the given code, but 
also tested a student's ability to reason by transitive 
inference.  This task is shown in Figure 5. 
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Figure 5: Level 2 Explain in Plain English task 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4 Results 
4.1 Performance on the Tracing Tasks 
John and Mel had no difficulty with the tracing task in 
Figure 2.  They each accurately verbalised and wrote 
down the changing value of the variable at each 
assignment.  Similarly, Stapler and Becki were both able 
to perform an accurate trace of the code in Figure 3 
without any difficulty.  This provides evidence that these 
four students were operating at least at the preoperational 
stage. 
Although Lucas and Sierra eventually traced the code 
in Figure 2 accurately, there were some initial indications 
of a misconception about variable assignment.  For 
example, at one point Lucas read the line "y = z", but 
articulated "y is assigned to z".  This could be interpreted 
as a clear misunderstanding of the direction of 
assignment, or alternatively as evidence of cognitive 
overload causing confusion and an inability to accurately 
articulate their understanding.  After some discussion 
with his partner Sierra, they agreed on the direction of the 
assignment, and established a somewhat clearer method 
of articulating this.  The greater cognitive effort required 
by this pair to correctly trace the code indicates that for 
them the concepts of variables and assignment were more 
fragile than for John, Mel, Stapler and Becki.  However, 
their ability to complete the tracing task provides 
evidence that they may be operating at the preoperational 
stage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Donald, on the other hand, experienced great difficulty 
with his tracing task.  He demonstrated very poor tracing 
skill. He lost his way many times over the considerable 
period of time it took him to complete the task.  Donald 
was unable to keep track of the changing values in the 
variables and exhibited increasing frustration during his 
several attempts to complete the trace. 
Table 2 summarises our classification of the seven 
students, on the basis of their performance on these 
Write the values of the 
specified variables 
after all of the 
statements have been 
executed: 
a = 7 
b = 3 
c = 2 
d = 4 
e = a 
a = b 
b = e 
e = c 
c = d 
d = e 
Figure 3: Level 2 
tracing task 
Write the values in 
the variables after 
the following code 
has been executed: 
x = 7 
y = 5 
z = 3 
x = y 
z = x 
y = z 
 
Figure 2: Level 1 tracing 
task 
The purpose of the following three lines of code is 
to swap the values in variables a and b, for any set 
of possible initial integer values stored in those 
variables:  
c = a  
a = b  
b = c  
In one sentence that you should write in the box 
below, describe the purpose of the following three 
lines of code, for any set of possible initial integer 
values stored in those variables:  
j = i 
i = k 
k = j 
Figure 4: Level 1 Explain in Plain English task 
There are two initialised integer variables in scope: 
first and second.  If you were asked to describe 
the purpose of the code below which uses those 
variables, a good answer would be "It outputs the 
highest value. " 
if (first >= second) { 
    Console.WriteLine(first); 
} else { 
   Console.WriteLine(second); 
}
In one sentence that you should write in the empty 
box below, describe the purpose of the following 
code, where first, second and third are 
integer variables which are all initialised and in 
scope:  
int maximum = Math.Max(first, second);  
maximum = Math.Max(maximum, third);  
int minimum = Math.Min(first, second);  
minimum = Math.Min(minimum, third);  
if (first == minimum) {  
if (second == maximum) {  
Console.WriteLine(third);  
} else {  
Console.WriteLine(second);  
}  
} else if (second == minimum) {  
if (first == maximum) {  
Console.WriteLine(third);  
} else {  
Console.WriteLine(first);  
}  
} else {  
if (first == maximum) {  
Console.WriteLine(second);  
} else {  
Console.WriteLine(first);  
}  
} 
Sample answer:  
Finds the middle integer value 
Sample answer:  
It swaps the values in variables i and k 
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tracing tasks. Tracing code is a task performed reliably 
and accurately by a preoperational student, so John, Mel, 
Stapler and Becki provided evidence for being at least at 
the preoperational stage.  The performance of Lucas and 
Sierra is not so easy to classify, but after much discussion 
between them they did eventually successfully complete 
their tracing task, so perhaps they are at the 
preoperational stage.  Donald, on the other hand, showed 
little capacity to trace.  He is probably at the sensorimotor 
stage. 
4.2 Performance on the Explanation Tasks 
For those students who we classified as being at least 
preoperational on the basis of the tracing task, a further 
test is required to determine if they are actually at the 
concrete stage, which is the next neo-Piagetian stage.  
Our further testing entailed observing their ability to 
extract meaning from code — to “explain in plain 
English”. 
John completed the explaining code task shown in 
Figure 4.  He started by writing down the three lines of 
code that are given in the question and then, after 
thinking for a short period of time, determined that the 
code swapped the values in i and k.  We classified his 
performance as concrete operational. 
Mel simply read the question and established that this 
code was "also swapping".  As Mel did not elaborate on 
which variables' values were being swapped, we cannot 
be absolutely confident that she had established that i 
and k were swapped.  She could have meant that the code 
changed the values of all the variables, although the use 
of the word "swapping" might indicate a more specific 
function, albeit ambiguous.  We made a determination of 
Mel's ability to reason about code as being concrete 
operational, based upon her performance on the problem 
discussed in Section 4.3 and also on other problems Mel 
has done, which are not described in this paper. 
Stapler carefully read the question in Figure 5 and 
wrote down the purpose of maximum and minimum 
variables.  After reading only a small portion of the 
remaining code, he drew a quick and accurate conclusion 
about its purpose.  Becki also completed this task quickly. 
In solving this problem, our four at least 
preoperational stage students all provided evidence 
suggesting they are operating at the concrete operational 
stage.  They could see the relationships between different 
elements of a piece of code and were able to explain the 
overall purpose of that code.  On the basis of this 
evidence, and the evidence from the earlier tracing task, 
we classify our seven students as operating at the neo-
Piagetian stages shown in Table 3. 
4.3 Performance on the Question in Figure 1 
We now discuss the performance of all seven of our 
students on the question in Figure 1.  The four students 
listed in Table 3 as being concrete operational also 
manifested concrete operational reasoning on this 
problem.  Three of those four novices provided a 
completely correct answer.  The exception was John, who 
nominated ascending order rather than the correct 
descending order.  We regard that as a minor oversight by 
John. 
None of the four students at the concrete operational 
stage completed a written trace.  All but one of them 
wrote nothing except their answer.  The exception was 
Becki, who wrote down “4 < 3” before crossing it out a 
few seconds later, and then she wrote nothing else except 
her final answer.  
 
Alias Neo-Piagetian Stage 
Stapler at least preoperational 
John at least preoperational 
Becki at least preoperational 
Mel at least preoperational 
Lucas & Sierra preoperational 
Donald sensorimotor 
Table 2: The manifested neo-Piagetian stages of the 
seven students on their tracing tasks 
 
Alias Neo-Piagetian Stage 
Stapler concrete operational 
John concrete operational 
Becki concrete operational 
Mel concrete operational 
Lucas & Sierra preoperational 
Donald sensorimotor 
Table 3: The manifested neo-Piagetian stages of the 
seven students after their Explanation Task 
 
 
Students 
Stapler John Becki Mel 
Seconds to 
read preamble 
59 54 31  70 
Seconds to 
read code and 
write answer 
78 179 69 115 
Total Time 
2 mins 
17 secs 
3 mins 
53 secs 
2 mins 
10 secs 
3 mins 
5 secs 
Table 4: The time taken by the concrete operational 
students to answer the question in Figure 1. 
 
Table 4 summarises the time taken by these four 
concrete operational students to answer the question.  The 
row in that table “Seconds to read preamble” shows the 
amount of time that elapsed from when each student 
started reading the question until the student reached “do 
NOT write that code”.  The next row in the table shows 
the remaining time each student spent on the task.  
John took longer than the others to answer the 
question, because he was briefly puzzled by the purpose 
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of the third if statement.  While considering that 
statement, he uttered “Why would you repeat that line of 
code?” In asking that question, he explicitly manifested 
concrete operational reasoning. 
With the exception of John, the data presented here 
does not prove that these students were reasoning at the 
concrete operational stage.  It is possible that a novice 
operating at the preoperational stage might perform a 
single trace of this code in their head, and then make a 
correct inductive guess.  However, based on the earlier 
think aloud data we presented for these four students, it is 
likely these students are also reasoning at the concrete 
operational stage on this problem.  Our intent in 
presenting this data for these students is not to provide 
conclusive evidence that they reasoned at the concrete 
operational stage, but instead to provide a point of 
reference, a contrast, to the three novices for whom we 
next present think aloud data − Donald, Lucas and Sierra.  
5 Pre-Concrete Operational Students 
5.1 Donald − Sensorimotor 
The think aloud session described here was Donald’s fifth 
such one-hour session, so he was familiar with the 
process by this time. 
In his first 60 seconds, Donald read the question aloud, 
from the beginning down to “do NOT write that code” 
(i.e. just above the code he needed to describe).  While 
reading aloud, he manifested good English reading and 
language skills. 
He next read the code, for about 35 seconds, without 
writing anything down.  As he read, he articulated the 
following description of the code: 
So … if y1 is less than y2, code to swap the values 
in y1 and y2 goes here … so if it’s less than … 
then the greater number goes into y1, if y2 less 
than y3 … goes here … here. Okay. 
(Note that Donald says “so if it’s less than … then the 
greater number goes into y1”.  In the subsequent effort to 
complete the trace, that crucial observation is later 
forgotten by Donald.) 
Donald then began the annotations shown in Figure 6.  
(The annotations “Line 1”, “Line2” and “Line 3” are not 
Donald’s work, but were added by the authors of this 
paper.)  After beginning by writing “y1” on Line 1, 
Donald said “hypothetically let’s say y1 was 1”.  He then 
wrote that number above “y1”.  After writing out the rest 
of the code on Line 1, he wrote a “2” above “y2”.  He 
then added the arrow above Line 1, while saying “So y1 
would get number 2”.  From writing the initial “y1” to 
drawing the arrow, there is little hesitation, and only 
about 15 seconds elapse. 
Donald then began producing line 2 in Figure 6.  He 
first wrote “y2 < y3” followed by a “2” above “y2”.  That 
“2” is obscured in the figure by a correction made later 
(see below), as “2” is not the correct value for y2 after the 
execution of Line 1.  Donald then wrote a “3” above “y3” 
and drew the arc from “y3” to “y2”.  He then sporadically 
muttered variable names for 15 seconds, before saying 
“Wait … what have I done?”  After a 10 second pause he 
said “Oh yeah”, and corrected his earlier error by writing 
a “1” over the top of the “2”.  He then correctly updated 
his annotations to show the values of y2 and y3 being 
swapped, by writing a “3” above and to the left of  “y2” 
and “1” above and toward the right of “y3”.  However, he 
did not cross out the previous values in those two 
variables, and that may be the source of his subsequent 
confusion (as will be described in the next paragraph).  
He said at this point, “Probably should write that out 
clearer, but anyway …”  From his first annotation on line 
2 to his last annotation on that line, 57 seconds elapse, 
which is much longer than his time to complete Line 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Donald then began his third line of annotations.  He 
first wrote “y1” and immediately added “2” above it, 
while uttering “y1 was now holding number 2”.  He then 
wrote the remainder of the third line, while uttering “and 
y2 is holding …” after a pause of several seconds he 
commented “it’s a poor way to write it out for myself”.  
From his first annotation on line 3 to his last annotation 
on that line, 20 seconds elapse. 
Even though Donald wasn’t able to complete his first 
trace, the effort of attempting that trace did then lead him 
to articulate a tentative idea as to what the code does, but 
it is a wrong idea: 
“I think what it's doing is just swapping them all 
down, so reversing. So, it swaps, ultimately what’s 
in y1 with y … 3? … Oh my God, if I could do this 
clearer it would be much easier to figure out.” 
Donald then began a second and clearer trace, by writing 
the annotations shown in Figure 7.  He first wrote, on 
each of the three lines, respectively “y1 = 1”, “y2 = 2” 
and “y3 = 3”.  He then performed a conventional and 
correct trace, which took 67 seconds.  
 
 
 
 
 
 
 
 
 
 
Despite having just completed the correct trace shown in 
Figure 7, he then re-articulates the same wrong idea about 
what the code does: 
“So, what we’ve done is reverse the variables … 
swap … So, let’s say that in a nice elegant 
sentence: It swaps the variables, the order of the 
Figure 6: Donald’s first and unsuccessful trace. 
Figure 7: Donald’s second trace of the code, which 
was his first successful trace. 
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variables … no, it reverses the order of the 
variables? Yeah?” 
After a few more seconds of broken muttering, he writes 
his incorrect answer: 
“To reverse the values stored in y1, y2 and y3 and 
then print them to screen.” 
At this point, almost six minutes have elapsed since 
Donald first began reading the question, and almost four 
minutes have elapsed since he began to read and trace the 
code, which is slower than the times shown in Table 4 for 
the concrete operational students. 
After Donald indicated to the interviewer that he had 
finished the question, the interviewer asked Donald to 
trace the code again, using the initial values y1 = 2, y2 = 
1 and y3 = 3.  After Donald had written down those three 
initial values, as shown in Figure 8, he proceeded to 
perform a correct trace, taking about 70 seconds to do so, 
including a short pause (perhaps a pause of surprise) 
when the first if block did not cause the values in y1 and 
y2 to be swapped.  On completing the trace, however, 
Donald initially maintained that the code “ended up the 
same … as what I originally came up with”.  (His tone of 
voice, however, may suggest this utterance was more a 
question to the interviewer than a committed statement, 
or perhaps even an ironic remark.  In any event, he 
certainly does not articulate at this point an alternative 
description of the code.)  After being challenged on the 
correctness of that assertion by the interviewer, but 
without the interviewer hinting any further as to what the 
correct answer might be, Donald exclaimed: 
“Oh! It’s ordering them … um … so, it’s more 
about, it’s not to rev … hang on … oh 
[indecipherable]… rather than to reverse, it would 
be to, place them from highest to lowest.” 
 
 
 
 
 
 
 
 
 
 
 
 
5.2 Interpretation of Donald’s Performance 
While Donald did successfully trace the code at his 
second attempt, his first attempt demonstrates that he 
struggles to organise his tracing in a way that efficiently 
produces reliable results.  Despite successfully tracing the 
code at his second attempt and thus having read the code 
closely, his subsequent answer is really a guess.  Even if 
he had performed a third trace spontaneously, it is not 
clear whether Donald could have specified for himself 
suitable initial values that would have tested his guess.  
Because tracing is a difficult process for Donald, he only 
tests his guess with a third trace when asked to do so by 
the interviewer.  It also falls to the interviewer to provide 
initial values that will test Donald’s guess.  
When Donald does abstract from the code, his 
abstractions are localised, so that an abstraction he makes 
at one moment can be inconsistent with a subsequent 
abstraction.  For example, early in the process of reading 
the code, Donald says “so if it’s [viz. y1] less than [y2]… 
then the greater number goes into y1”, but that 
abstraction is forgotten by, and inconsistent with, his 
subsequent answer, “reverse the values stored in y1, y2 
and y3”. 
 
 
5.3 Lucas / Sierra − Preoperational 
Lucas and Sierra elected to work together in think aloud 
sessions because they were already working as a pair in 
weekly programming laboratory sessions.  Their 
approach to think aloud sessions reflected their pair-
programming laboratory sessions – one of them would 
write and describe what he was doing, while the other 
monitored and intervened when he felt it was necessary.  
This was their third think aloud session, so they were well 
practiced.  In this session, and also in earlier sessions, 
Lucas and Sierra manifested good language skills. 
In their first 60 seconds, Sierra read the question aloud 
from the beginning down to “do NOT write that code” 
(i.e., just above the code they needed to describe).  They 
then read and discussed the code, for about 50 seconds, 
without writing anything down.  The following is a 
transcript of that discussion: 
Sierra: If y1 is less than y2 … 
Lucas: … code to swap the values in y1 and y2 
goes here, yeah. 
Sierra:  If y2 is less than y3, swap the two. 
Lucas: Yep.  If y1 is smaller than y2, okay, so if 
that is smaller than that, their values swap, if that 
is smaller than that, after that, their values swap, 
and if that is smaller than that, then their values 
swap; does that mean they just … changing the 
order of the ascending and the descending? Like, 
for instance, I’m just gonna write it out. 
Lucas then wrote down the first line shown in Figure 9.  
As he did that, Sierra suggested the initial values shown 
in the boxes on that line.  Next, they collaborated on a 
smooth and successful trace, which took 42 seconds.  
 
 
 
 
 
 
 
 
 
 
The following discussion then ensued: 
Lucas:  Thus, we swap the order … 
Figure 8: Donald’s third trace of the code, using 
initial values provided by the interviewer. 
Figure 9: The first trace by Lucas and Sierra. 
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Sierra: But we don’t want to talk about each line of 
code. Basically, we are just changing the order of 
code from … 
Lucas: We’re changing the integer values, 
swapping it, but what if … let’s do a “what if” 
scenario … 
Sierra: It’s changing it from, basically ascending 
order to descending order. 
Lucas: [While writing the first line shown in 
Figure 10.] If these are the correct integers. I’m 
just going to try it the other way around, so make 
y1 three, make y2 two and y1 one. 
They then collaborated on completing another smooth 
and successful trace, as shown in Figure 10.   
 
 
 
 
 
 
 
 
 
 
 
As Lucas wrote the second last line of Figure 10, the 
conversation continued: 
Sierra:  I see what they are doing now. It’s like 
what I said before … 
Lucas: [While writing the final line in Figure 10]  
… and if y..., that’s still the same, so it just 
changes it, from ascending, ah, yeah, from largest 
to smallest  … it will consistently be that. 
Sierra: That’s what we’ve got to write. 
Lucas then commences writing their answer while saying 
it aloud: 
Lucas: “The purpose of the code is to …  
Sierra: … change the order? From … 
Lucas: Well, not necessarily change it, because if 
it is already in that order, then it will … not 
change it, what’s another word? 
Sierra: Is to, umm, rearrange? 
Lucas: Yeah, I guess … to arrange, not rearrange, 
because that implies again that you are moving the 
integers. 
Sierra: Alright. 
Lucas then completes writing their final, correct answer: 
“… arrange variables from highest to lowest.” 
At this point, almost 5 minutes have elapsed since Lucas 
and Sierra began reading the question, and almost 4 
minutes have elapsed since they began to read and trace 
the code, which is longer than the times for the concrete 
operational students in Table 4. 
5.4 Interpretation of Lucas and Sierra’s 
Performance 
Lucas and Sierra are clearly more advanced novices than 
Donald, as they traced the code faster and accurately.  
However, they are not as advanced as the four students 
who manifested aspects of concrete operational 
reasoning, since Lucas and Sierra felt a need to trace the 
code with specific values − trace it twice, in fact. 
It might be argued that Lucas and Sierra traced the 
code because they were more cautious than the four 
concrete operational students.  Based on our observations 
across multiple think aloud sessions, Lucas and Sierra are 
not more cautious than the others, but it is not necessary 
to rely on such an argument − the transcript demonstrates 
that their primary way of thinking about code is in terms 
of specific values within variables.  We elaborate upon 
this point in the remainder of this section. 
Before commencing their first trace, Lucas and Sierra 
have an hypothesis, “changing the order of the ascending 
and the descending?” which is rearticulated as the first 
trace proceeds to “It’s changing it from ascending order 
to descending order”.  Note, however, that their 
hypothesis over-specifies what the code does, as the 
initial values could be in any order.  As their first trace 
proceeds, the hypothesis they articulate describes the 
code in terms of the specific values they are tracing.  It is 
not Lucas and Sierra’s reliance on an explicit, written 
trace that indicates they are less sophisticated than the 
four concrete operational students.  Rather, it is their 
focus on reasoning via specific values in the variables.  
Their approach is inductive, not deductive. 
The inductive nature of their thinking is most evident 
in their decision to confirm their hypothesis by 
performing a second trace, rather than by simply reading 
the code.  Their choice of initial values for the second 
trace demonstrates some abstract thinking, as these values 
will not be altered if their hypothesis is true.  Never the 
less, they felt a need to trace the code with specific values 
to confirm their hypothesis, rather than confirming the 
hypothesis by simply reading the code.  Furthermore, 
when selecting the words for their answer, Lucas argued 
against using the word “change”, because “if it is already 
in that order, then it will … not change it”. While his 
argument is correct, Lucas was focusing upon their 
second trace, where the initial values of the variables 
remained unchanged.  He was not making a general 
argument in terms of all possible initial values. 
6 Conclusion 
The purpose of this small qualitative think aloud study 
was to see if we observed problems in novices other than 
poor English reading/writing skills, misunderstanding the 
nature of the answer required, and misconceptions about 
how programs work.  Three of our seven subjects 
(Donald, Lucas and Sierra) did manifest other problems.  
In neo-Piagetian terms, these three subjects manifested 
reasoning at the sensorimotor and preoperational stages.  
Our results are the first direct observational data that is 
described explicitly in neo-Piagetian terms.  
Are Donald, Lucas and Sierra unusually poor 
students?  The grades achieved by these students as 
shown in Table 1 indicates otherwise.  Also, the results 
Figure 10: The second trace by Lucas and Sierra. 
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from the earlier quantitative study by Corney, Teague and 
Lister (2011), and the replication by Murphy, McCauley, 
and Fitzgerald (2012), suggest that Donald, Lucas and 
Sierra are not unusual.  Furthermore, a multinational 
study (Lister et al., 2004) established that many students 
have poor tracing skills at the end of their first semester. 
Computing educators need to be more aware of 
students like Donald, Lucas and Sierra, and should 
explicitly foster the development of tracing and code 
comprehension skills in those students.  At the very least, 
our study suggests that when a computing educator 
encounters a student who struggles to write code, the 
educator should first check whether that student has 
adequate tracing and code comprehension skills, before 
assuming the student is weak at problem solving. 
According to constructivist theory, people build new 
knowledge on the foundation formed by their prior 
knowledge.  We believe that the ability to trace code is 
the foundation on which abstract reasoning about code is 
built.  That is, while the ability to trace code requires little 
need to form abstractions of the code, we believe that a 
novice will not begin to construct correct abstractions in 
their mind in the absence of the foundational skill of 
tracing code. 
Tracing code is an error prone activity, even for 
experienced programmers, so the essential skill is not the 
ability to always get traces exactly right.  Instead, we 
believe the necessary foundation is an efficient strategy 
for tracing that usually provides a correct answer, perhaps 
with greater than 50% accuracy, as suggested by Philpott, 
Robbins and Whalley (2007).  While Donald did trace the 
code correctly at his second attempt, he is an example of 
a novice who lacks an efficient and well organised 
strategy for tracing.  He did not arrive at a correct 
explanation until the interviewer intervened to provide 
initial values for a trace that falsified his initial 
explanation.  Without an efficient tracing strategy, 
Donald is reluctant to perform more than a single trace, 
and thus he will struggle to build correct abstractions. 
An inability to trace code might explain the bimodal 
grade distribution that many who teach programming 
claim to observe (Robins, 2010).  Students who have not 
mastered an effective strategy for tracing code may lack 
the ability to construct in their mind the abstractions 
necessary for writing code, and thus can only flounder 
around, attempting to write code by randomly permuting 
their code, running it, then repeating that process many 
times.  Those students may form the lower of the two 
modes in the purported bimodal distribution.  Students 
who have mastered an effective strategy for tracing code 
have the potential to construct in their minds the 
necessary abstractions for writing code, and those 
students might form the upper purported mode. 
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Chapter 11. Manifestations of 
Preoperational Reasoning on 
Similar Programming Tasks [ACE 
2014a] 
 
We observed students in think aloud sessions completing two tasks that required 
similar programming concepts.  We discovered that students who manifested 
preoperational behaviour were able to complete one task, but not the other.  This 
inability to complete the second task was because that task, although functionally 
equivalent, required the ability to reason about the concepts of conservation and 
working with cyclic series from an intermediary point that only someone at the 
concrete operational level was likely able to do.   
 [ACE Best Student Paper Award at ACSW 2014 Conference] 
This chapter contains a copy of the conference paper referred to above. 
Figure 11.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 11.1: Research Question/s Addressed in Chapter 11 
Chapter 11: Manifestations of Preoperational Reasoning on Similar Programming 
Tasks [ACE 2014a] 
  Page 180 
 
 
11.1 Statement of Contribution of Co-Authors 
The authors listed below have certified that: 
1. they meet the criteria for authorship in that they have participated in the 
conception, execution, or interpretation, of at least that part of the publication 
in their field of expertise; 
2. they take public responsibility for their part of the publication, except for the 
responsible author who accepts overall responsibility for the publication; 
3. there are no other authors of the publication according to these criteria; 
4. potential conflicts of interest have been disclosed to (a) granting bodies, (b) the 
editor or publisher of journals or other publications, and (c) the head of the 
responsible academic unit; and 
5. they agree to the use of the publication in the student thesis and its publication 
on the QUT ePrints database consistent with any limitations set by publisher 
requirements. 
In the case of this chapter: 
Title: Manifestations of Preoperational Reasoning on Similar 
Programming Tasks [ACE 2014a] 
Conference: 16th Australasian Computing Education Conference (ACE 2014), 
Auckland, New Zealand (January 2014).  Conferences in Research 
and Practice in Information Technology (CRPIT), Vol. 148 
URL: http://eprints.qut.edu.au/67314/ 
Status: Presented, January 2014. 
Contributor Area of contribution (See Appendix N and Appendix O) 
 (a) (b) (c)(i) (c)(ii) 
Donna Teague 
Signature:…………………………… 
Date: 18/2/2015 
x x x x 
Raymond Lister x  x x 
 
Principal supervisor confirmation:  
I certify authorship as shown above. 
Raymond Lister ………………………………………. 18/2/2015 
Name Signature Date 
 
  
Chapter 11  Page 181 
Manifestations of Preoperational Reasoning on Similar Programming 
Tasks 
Donna Teague  
Queensland University of Technology, 
Brisbane, QLD, Australia  
Tel: +61 7 3138 2000 
d.teague@qut.edu.au 
Raymond Lister  
University of Technology, Sydney, 
Sydney, NSW, Australia  
Tel: +61 2 9514 1850 
Raymond.Lister@uts.edu.au 
 
Abstract
1
 
In this research paper, we study a simple programming 
problem that only requires knowledge of variables and 
assignment statements, and yet we found that some early 
novice programmers had difficulty solving the problem. 
We also present data from think aloud studies which 
demonstrate the nature of those difficulties. We interpret 
our data within a neo-Piagetian framework which 
describes cognitive developmental stages through which 
students pass as they learn to program. We describe in 
detail think aloud sessions with novices who reason at the 
neo-Piagetian preoperational level. Those students exhibit 
two problems. First, they focus on very small parts of the 
code and lose sight of the "big picture". Second, they are 
prone to focus on superficial aspects of the task that are 
not functionally central to the solution. It is not until the 
transition into the concrete operational stage that 
decentration of focus occurs, and they have the cognitive 
ability to reason about abstract quantities that are 
conserved, and are equipped to adapt skills to closely 
related tasks. Our results, and the neo-Piagetian 
framework on which they are based, suggest that changes 
are necessary in teaching practice to better support 
novices who have not reached the concrete operational 
stage.   
 
Keywords:  Neo-Piagetian theory, novice programming, 
think aloud. 
1 Introduction 
It is a common source of frustration for computer science 
educators that novices do not transfer to a second 
programming problem the concepts taught on an initial 
problem. For example, we posed to novice programmers 
the tasks shown in Figures 1 and 2. We found that some 
students who could do the first task could not do the 
second task. We posed these questions to two classes, in 
different semesters. Table 1 shows the performance of 
both classes on the second task. In both semesters, the 
percentage of students who answered the second task 
incorrectly was worse than we expected, given the 
number of weeks of instruction the students had received. 
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Week of 
Semester 
No. of 
Students 
Percentage 
wrong 
10  51 37% 
 6 113 53% 
Table 1: Performance on the Task in Figure 2 
To understand why so many students struggled with 
such a simple task, we began the qualitative research 
study described in this paper. In our study, we had 11 
volunteer students complete the tasks in Figure 1 and 2, 
while having those students think aloud as they did so.  
Table 2 summarises the performance of the 11 
students. The names shown in that table are all 
Figure 1: The shift task with an explicit temp variable 
Write code to move the values stored in the following variables 
to the left, with the left most value ending up in the right most 
variable - as depicted by this diagram: 
 
For example, if variables w, x, y and z initially contained the 
values 1, 2, 3 and 4 respectively, after the code executed those 
variables should contain 2, 3, 4 and 1. Your first line of code 
must be the line “int temp = y” given in the box. 
Figure 2: The second shift task 
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pseudonyms. All of these students were in at least their 
third week of learning to program. All 11 students 
completed the first task successfully. In completing that 
first task, those 11 students demonstrated that they 
understood assignment statements, and that they 
understood the English language instructions associated 
with both tasks. However, 3 of the 11 students could not 
then solve the second task, and a fourth student (Jim) 
took much longer. (Those four students are in the shaded 
region of Table 2.) This brings us to the research question 
addressed in this paper: 
Research Question: Why can some students answer 
correctly only one of the two problems shown in Figures 1 
and 2, when both tasks require functionally identical 
code? 
Note that our research question is not related to the 
prevalence of this issue in the general population of 
programming novices. Given the small group of students 
we studied, and that those students are from a single 
institution, it would not be appropriate to speculate on 
prevalence. However, what we can do in a qualitative 
study of this type is arrive at a possible explanation for 
why some students find the second task to be 
significantly harder than the first task. The type of micro-
genetic analysis that we carry out in this study has been 
applied in many domains to test theories of cognitive 
development (Siegler 2006) and has also been used 
before in a study of novice programmers (Lewis 2012). 
We were able to make sense of our research data via 
neo-Piagetian theory. In the next section, we briefly 
describe that theory. We then present our transcript data 
from three students, two of whom struggled on the second 
task while the third student was able to do both problems 
quickly. We interpret that transcript data using the neo-
Piagetian theoretical framework. 
2 The Neo-Piagetian Stages 
Lister (2011) proposed, in accordance with neo-Piagetian 
theory, that there are four main stages of cognitive 
development in the novice programmer. At the least 
mature stage, the sensorimotor stage, a novice 
programmer cannot reliably trace a given piece of code 
(i.e., manually execute it). The sensorimotor approach to 
writing a trace on paper is ad hoc and often inconsistent. 
Also, they commonly have misconceptions about what 
various programming constructs do (Du Boulay 1989). 
Furthermore, these novices often apply a misconception 
at some points in a trace and then apply a correct 
conception at other times. 
The next neo-Piagetian stage is preoperational. 
Novices at this stage can trace code accurately, but they 
struggle to reason about code. That is, they have 
difficulty understanding how several lines of code work 
together to perform a computation. At any point in time, 
these novices tend to be focused on small parts of the 
code, and ignore the implications of code they have 
already considered.  This is what neo-Piagetian theorists 
refer to as spatial and temporal centration. 
At the concrete operational stage, novices can reason 
with abstractions of code (e.g., diagrams). They can also 
reason about the concept of conservation which Flavell 
(1977) describes as “… a quantitative invariant amid 
transformations". We elaborate on the concept of 
conservation in the following sub-section.  
Finally, there is the formal operational stage, which is 
the stage educators hope their students will reach. At this 
stage, novices can reliably and efficiently “problem-
solve”; they understand and use abstractions, form 
hypotheses and can make inductive and deductive 
inferences. 
By analysing students' answers in an end-of-semester 
exam, Corney et al. (2012) provided indirect evidence 
that novices pass through some of these neo-Piagetian 
stages. However, such evidence does not provide a direct 
indication of the actual thought processes of students. 
Think aloud studies have also been undertaken with 
students who were given programming code to hand trace 
and explain in plain English (Teague, Corney, Ahadi, and 
Lister 2013). The results provided evidence of 
preoperational reasoning by some of the students. 
In this paper we provide direct empirical evidence of 
students' thought processes while solving code writing 
tasks, specifically the tasks shown in Figure 1 and 2.  
2.1 The Concept of Conservation 
According to neo-Piagetian theory, it is only at the 
concrete operational stage that a novice has developed the 
ability to reason reliably about abstract quantities that are 
conserved, and the novice is not deceived by superficial 
appearances. For example, Flavell (1977) describes an 
experiment where a preoperational child believes that 
when clay is moulded into different shapes the amount of 
clay changes. A child at the concrete operational stage is 
not deceived by such perceptions. Lister (2011) proposed 
that in a programming context, a novice at the concrete 
operational stage should be able to easily make minor 
changes to code while conserving what the code achieves, 
while the preoperational novice programmer would 
struggle to do the same. The contribution of this paper is 
providing empirical evidence for that proposal. 
Our objective was to see if any of our novices 
demonstrated an ability to conserve a specification when 
given a small change to the implementation. Specifically, 
we wanted to see if any of our novices could solve either 
the first or second task, but not both. Our hypothesis was 
that students who are operating at the preoperational level 
will struggle to apply consistently the abstract principal 
common to both problems – that saving a variable to 
temp makes it possible to overwrite that value in the 
copied variable. In neo-Piagetian terminology, this 
abstraction is referred to as the "invariant amid 
transformations" (Flavell 1977).  
2.2 Working with Cyclic Series 
Our two programming tasks are analogous to an 
experiment Piaget conducted where he asked children to 
predict the next element in a cyclic series (Piaget 1971a). 
To do so required the children to translate the elements 
into a linear series. Piaget found that relationships of 
order are operational. That is, people are not capable of 
dealing with such a concept until the concrete stage.  
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Alias 
 
The First Shift Task (see Figure 1) 
  
 
The Second Shift Task (see Figure 2) 
 
Time  
(minutes:seconds) 
Help 
Given 
Weeks after first 
think aloud 
Time  
(minutes:seconds) 
Help 
Given 
John 2:03 0. none 4 1:04 0. none 
Steve 1:48 1. clarify 3 1:12 0. none 
Becki 1:05 0. none 0 2:40 0. none 
Michael 1:24 1. clarify 0 2:30 0. none 
Bobcat 14:36 3. hint 0 2:40 2. prompt 
Lance 3:10 0. none 7 2:40 0. none 
Johnstone 4:48 3. hint 2 2:51 0. none 
Donald 3:44 2. prompt 0 8:49 2. prompt 
Charlotte 7:45 3. hint 0 10:00 4. provide 
Potato Man 19:02 3. hint 3 17:30 4. provide 
Jim 5:43 1. clarify 2 21:37 4. provide 
      
Table 2: Think Aloud Performance on Shift Tasks
At the sensorimotor stage, people are barely able to 
manage translating a cyclic series into a linear series and 
unable to foresee successive elements. At the 
preoperational stage people have the ability to predict 
successive elements in a cyclic series iff they start at the 
first element. Towards the end of the preoperational stage, 
people can cope with intermediate starting points, but still 
fail to predict elements beyond the last. 
Our programming tasks involved transforming a cyclic 
series (the diagram) into a linear series of assignment 
statements to achieve a ‘movement’ of values.  
3 Think Aloud Results 
At some point in time after performing a think aloud on 
the first task, the 11 students performed a think aloud on 
the second task. The elapsed time between think alouds 
varied from student to student. Table 2 provides the 
specific information for each student. 
Table 2 also shows the total time taken to complete (or 
abandon) each task. The data in Table 2 is sorted by 
length of time spent on the second task. Thus the four 
students at the bottom of Table 2 (i.e. in the more heavily 
shaded section of the table) took the longest time to 
complete the second task. According to the arguments we 
have made above, those four students are likely to be at 
the preoperational level of development.  
Table 2 also shows the level of assistance provided to 
each student by the person conducting the think aloud. 
We have categorised that level of assistance using a scale 
adapted from Perkins & Martin (1986): 
0. none No intervention by interviewer. 
1. clarify Clarification of the task requirements (e.g., 
explaining terminology in task text). 
2. prompt Prompting to encourage progress (e.g., 
reflecting on what has been done so far and 
asking what needs to happen next; intimating 
there may be an issue; or suggesting that they 
manually execute the code). 
3. hint Hinting in order to provide some direction 
(e.g., suggesting a programming construct or 
indicating where an issue lies). 
4. provide Providing a partial or complete solution if 
progress seems unlikely; or the subject has 
abandoned the task. 
4 Dissection of Think Alouds 
In this section, we dissect the think aloud sessions of 
Charlotte, Jim and Steve. Because of space limitations, 
we are unable to include the entire transcript for these 
students, and we have therefore chosen a selection of 
short excerpts which are representative of their attempts. 
Charlotte and Jim are typical of all four students who 
could solve the first task, but struggled with the second. 
Our presentation of each excerpt is broken into three 
subsections (summary, data, and analysis), following the 
format used by Lewis (2012). 
4.1 Charlotte 
Charlotte was in her third week of learning to program 
when she performed the following think aloud. This was 
her second think aloud session, and she was comfortable 
with the protocol of articulating her thoughts as she 
solved programming tasks. Charlotte possesses excellent 
language skills. 
Charlotte took 7 minutes 45 seconds to solve the first 
task, with hints, and then spent 10 minutes on the second 
task before giving up. At the end of the think aloud, she 
was shown the solution; hence the “4.provide” for the 
level of help given. 
4.2 Charlotte – The First Shift Task 
4.2.1 Excerpt 1 
Summary 
Charlotte began by reading the problem. She initially 
expressed a lack of familiarity with the nature of the task. 
However, it was quickly established that she thought she 
was required to provide code to move the boxes. (In 
retrospect, not as bizarre an interpretation as we first 
thought, given the GUIs that students are now 
accustomed to experiencing.) The interviewer clarified 
that the task was to write code to shift the values in the 
variables according to the arrows in the diagram. To 
establish that Charlotte did then understand the task, the 
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interviewer asked Charlotte to choose some initial values 
for the variables and then determine the final values in the 
variables after her code had executed. 
Data 
Charlotte: So, may I ask is it similar to last week? 
Interviewer: Yes, but instead of swapping two variables 
it’s … 
Charlotte: … swapping 4. And I want them all to move to 
the left. So I'm moving the values not the 
variables. Ok good to know - makes more 
sense. 
Analysis 
In this excerpt, Charlotte made a connection between 
shifting and swapping values: where each requires 
“movement” of values between variables using 
assignment. Although she used the word “swap” which is 
a reciprocated exchange of values between two variables, 
she showed an understanding of the shifts required. 
4.2.2 Excerpt 2 
Summary 
Charlotte made a first attempt to solve this task and 
although each assignment statement in itself was correct 
(apart from using a variable t instead of temp) the 
sequence of her assignment statements was not correct. 
She then traced the code using the values she had chosen 
for each of the variables: 2,4,6,8 and 10 for a,b,c,d and 
t. When she incorrectly concluded that the code worked 
as required, she was challenged, and then decided to re-
read the question. 
Data 
<Charlotte wrote the code below> 
 a = b 
 b = c 
 c = d 
 d = t 
 t = a 
Charlotte: So it almost worked… Oh no! I think it did 
work the way I wanted it to. So it says the 
temp becomes 2.  Yeah I think that 
worked. 
Interviewer: Where does the value 2 end up? 
Charlotte: <quoting the problem description> “…with 
the left most value ending in the right most 
variable”. Ah! It was cute while it lasted! 
Analysis 
Each assignment statement in Charlotte’s solution was 
correct, but they were out of order. That is, she focused 
on parts of her solution while losing sight of the whole 
task, which is characteristic of reasoning at the 
preoperational stage. Neo-Piagetians refer to this 
phenomena as "spatial and temporal centration", or more 
colloquially, being unable to “see the forest for the trees”. 
4.2.3 Excerpt 3 
Summary 
Charlotte then realised that a’s value must first be 
temporarily stored so it will not be overwritten and lost. 
She was not convinced that her subsequent solution 
worked until she executed a trace of her code. 
Data 
Charlotte: Well we need d equal to…? Ok. So I'm 
trying to figure out where the temporary best 
comes in because what we really want at the 
end of the day is t to equal a from the 
beginning.. <Charlotte then wrote the code 
below> 
  t = a 
  a = b 
  b = c 
  c = d 
  d = t 
 So that works! I think... 
Analysis 
Charlotte realised the importance of sequence and figured 
out that a's value must be saved first, so that that value 
can be assigned to d after d's value has been reassigned. 
Charlotte made the leap from individually correct 
assignment statements to correctly sequenced lines of 
code in order to achieve the required effect. She was 
however heavily reliant on tracing the sequence with 
specific values to convince herself of the code's 
correctness, a manifestation of the preoperational stage of 
development. 
4.3 Charlotte – The Second Shift Task 
The second shift task was attempted by Charlotte in the 
same think aloud session where she completed the first. 
4.3.1 Excerpt 4 
Summary 
Charlotte made a connection between this task and the 
previous task, but then had some doubt about their 
similarity when she read the supplied line of code. She 
established a set of initial values for each of the variables, 
and the expected final values for each. 
Data 
<As Charlotte uttered what follows, she wrote the initial 
and expected values in the boxes of the supplied 
diagram.> 
 Variables: w  x  y  z 
 Initial: 2  4  6  8 
 Expected: 4  6  8  2 
Charlotte: So it’s the same as the first one. And then … 
here that temp equals y, now I'm really 
sceptical. Um, I don't think it actually is, so 
we'll find out. 2,4,6,8 <values for variables 
w,x,y, and z respectively> and we want to 
move everything to the left and the left most 
one ends up in the right most variable.  
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Analysis 
Charlotte manifests preoperational behaviour by setting 
up specific variable values with which she intends to 
reason about her code. Another preoperational behaviour 
is her focus on the superficial aspect of the task, that is, 
the initial assignment to the temp variable. 
4.3.2 Excerpt 5 
Summary 
Charlotte paused to question the reason for the supplied 
line of code, but after not being able to come up with an 
answer, started to implement a solution. With the first 
assignment of y to temp, she articulated its new value, 6. 
When she had finished writing the remaining assignment 
statements (shown below), she was not confident that her 
answer was correct, and expressed frustration. To the left 
of each of her lines of code, she wrote the value being 
assigned to the variable on the left of the assignment. 
When the values didn’t match those expected, she 
realised her code must be incorrect. 
Data 
Charlotte: But you have to start with the temp as y. 
Why? Interesting question. … Fine. If you 
insist, temp is y, so temp becomes 6. … 
Where do I want it to go? Hmm. … Brain - 
wake up! … So … x to be y … Does that 
make sense? Ok for now it does. w to be x 
…z to be w. No we don't. Nnnnn, yes we 
do. … Aaargh! 
  6 temp = y; 
  6 x = y; 
  4 w = x; 
  4 z = w; 
 z becomes 4 which we do not want! Think 
I’m breaking the thing I realised before. 
Analysis 
Although incomplete, most of Charlotte’s assignments 
were independently correct. However, the sequence of 
these assignments was not correct. She did not relate this 
second task to the approach she had successfully 
developed to solve the first task, but instead constructed 
assignment statements according to the diagram, in what 
appeared to be a random order. Charlotte was unable to 
make an accurate determination of the code’s correctness 
until she traced it with specific values. Charlotte did not 
even trace her code accurately (in the third line she failed 
to take into account the updated value of x), and it was 
evident through utterances of contradiction ("No we 
don't. Nnnnn, yes we do.") and frustration ("Aaargh") that 
she was cognitively overloaded. Because Charlotte said 
“Think I’m breaking the thing I realised before”, we 
hypothesise she had some hazy notion of the invariant 
amid transformations in this exercise, that is, that saving 
a variable’s value to a temporary location makes it 
possible to overwrite that value in the original variable. 
This was the “thing” that her current solution was 
“breaking”. 
4.3.3 Excerpt 6 
Summary 
Charlotte made her final attempt before running out of 
time. On this occasion, she started reassigning from the 
far right of the line of variables in the diagram and again 
recorded the value being assigned at each statement. 
Data 
Charlotte: z equals w, which basically becomes 2. y … 
becomes x so that's 4. <Expletive> Sorry, x 
equals y. So if x equals y, that becomes 6. 
  6 temp = y; 
  2 z = w; 
   y = x; 
  6 x = y; 
 Um. Start over. z becomes w, that's good 
because that's 2. x becomes y which 
becomes 6 so that’s good. … Too confused 
… We have to back off here a little bit. 
  6 temp = y; 
  2 z = w; 
  6 x = y; 
 So we want w to equal x … which basically 
becomes 4. I haven’t removed x, the value of 
x yet. … I think that's where things were 
trying to click in because then x becomes y 
… and that becomes 6. y becomes z which 
becomes 8. … Well … wait - what's wrong 
with that? Why doesn't that work? 
  6 temp = y; 
  2 z = w; 
  4 w = x; 
  6 x = y; 
  8 y = z; 
 Ok and z because we said z is w up here, so 
why is that a problem? … because that's the 
problem! Grrrr! Ok, I think I have to go <to 
another appointment> … 
Analysis 
Charlotte’s piecemeal approach to solving this task was 
not effective. She was focused on individual assignment 
statements and lost sight of the bigger picture (shifting all 
of the values without losing any of them). She was unable 
to work with the cyclic series of variables starting from 
an intermediate point. For all the reasons given with these 
excerpts, Charlotte is clearly at the preoperational stage 
of development. 
4.4 Jim 
It was the third week of semester when Jim performed the 
following think aloud on the first task. Furthermore, in an 
earlier semester, Jim had successfully completed a course 
that included about 6 weeks of programming in Python. 
In his think aloud sessions, Jim demonstrated adequate 
language and communication skills. Jim had completed 
one think aloud session with us prior to completing the 
first shift task which is described below. 
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4.5 Jim – The First Shift Task 
4.5.1 Excerpt 7 
Summary 
Jim read the question text and then proceeded to select 
values for each of the five variables. 
Data 
Jim: So we can say that a is 1, b is 2, c is 3, d is 4. 
And following what this diagram says, we also 
have a fifth variable which we will call e, 
though in the diagram it's called temp. That will 
be the value of 5. Though it doesn't matter.  
Analysis 
The diagram stipulated that the temporary variable was 
called temp. It is odd that he chose to rename it e. When 
later queried, he said he was opting for consistency: the 
other variables had one letter identifiers, so he chose a 
one letter identifier for the temporary variable. Also odd 
was his subsequent use of capital letters for the other 
variable names, instead of the lower case used in the 
diagram. In any event, as will be shown below, his 
unusual choice of variable names had no effect on 
achieving the desired outcome on this first task.   
Jim’s reliance on specific values when reasoning about 
and writing code is characteristic of preoperational 
behaviour. 
4.5.2 Excerpt 8 
Summary 
Jim articulated a logical sequence of assignment 
statements to complete the task, but was then not 
confident about his solution. 
Data 
Jim: So we want to move A first. So we want e 
to take the value of … A. Um. ... then we 
can say … that A can take the value of B. 
Um. C, uh B can take the value of C. C can 
take the value of D. And ... D can take the 
temp value.  <Jim had written the 
following> 
  e = A 
  A = B 
  B = C 
  C = D 
  D = 5 
 ...whoops. Going the wrong way around 
Interviewer:  Have you? 
Jim: Oh no I haven't. So we want to go one more 
time around. 
Interviewer:  Do you? 
Jim: To be … well, we want A to be stored over 
here <indicating D> 
Interviewer: What's in D at the moment? 
Jim Um, in D at the moment is a 5. 
Interviewer: Why did you hard-code … the number 5? 
Jim: Um. I just assigned it a value.  
 … I put 5 into D. I want A to go in there. So 
... but A is now in e. Oops … that should 
be e. <He then changed the code to the 
following.> 
  e = A 
  A = B 
  B = C 
  C = D 
  D = 5 e 
Interviewer: Are you finished? 
Jim: Um, well I want A to be in D. 
Interviewer: What's in D at the moment? 
Jim:  5 
Interviewer: Are you sure? 
Jim:  Yes 
Analysis 
Jim’s first attempt is punctuated with hesitation, changes 
of mind, self-correction and finally an error he overlooks 
(the omission of the reassignment of the temporary 
variable’s value). This behaviour is indicative of someone 
operating at the preoperational level. Jim rectifies his 
mistake, but only after prompting.  Although his solution 
is correct, Jim did not reason about it accurately, as he 
thought that the original value of e (5) was assigned to D. 
4.5.3 Excerpt 9 
Summary 
Jim was then asked to trace his code using the values he 
had already chosen. As he recounted each assignment 
statement’s effect with specific values, it was only then 
that he articulated the temporary storage and subsequent 
reassignment of A which convinced him that the code was 
indeed correct. 
Data 
Jim: So, e equals A so e will equal 1. A equals B so A 
will equal 2. Um B equals C, so B will equal 3. 
Um C equals D so C will equal 4 and D equals e 
so D will equal … 1. Because e is equal to 1, 
that we'd gotten first at the top. … Ok. So it's not 
5, it's 1. I see. So we have 1 in here <e> so that 
means we're going to have a 1 in here <D> now.  
Analysis 
Once Jim traced his code with specific values, he 
confirmed that his code was correct. Like most 
preoperational novices, Jim was not able to clearly reason 
in an abstract way about his code. He needed to trace the 
code with specific values in order to feel confident about 
its correctness. 
4.6 Jim – The Second Shift Task 
The second shift task was completed by Jim two weeks 
after he had done the first task. He took an enormous 
amount of time (more than 21 minutes) and several 
attempts to complete it. The following excerpts are only a 
small sample of Jim’s articulations for this task, but are 
representative of the difficulties he had. 
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4.6.1 Excerpt 10 
Summary 
After reading the question, Jim immediately recognised 
this task as familiar. He expressed scepticism about the 
given initial assignment statement. He then allocated 
values to each of the variables, including temp (both in 
the diagram and in the given line of code) and then 
worked his way through the diagram, writing an 
assignment statement to match each shifting value. He 
then attempted to formulate the correct sequence of those 
assignment statements. 
Data 
Jim: temp is assigned y. … This seems slightly 
unnecessary … 
 Ok um. So temp's got the value of y ... So ... 
where are we... we've got ... let's say w equals 1, 
x equals 2, y equals 3, z equals 4. <He wrote the 
following set of initial values.> 
  w = 1 
  x = 2 
  y = 3 
  z = 4 
 So we want to move... we've got 1,2,3,4 … 3. No 
it’s easy, we get rid of that y value because 
we've got two 3's. That means. So ... um we can 
just say … Ok ... so we want. ... start <with> the 
y. ... um …so we want ... so we want …1 …we 
want over here so we don't want z to equal, z 
equals 1 then the 4's going to disappear. If w 
equals x, the 2 is going to disappear. … If x, x 
equals y, the 3's still going to ... stay, so we can 
say... no the 2's going to disappear so we can say 
y equals z. ... So y equals z. <He wrote the 
following single line.> 
  y = z 
 So y equals z, so y will equal 4 now. So we've 
got 4 here … We can say… just wait. So still the 
left most variables ... why would we want to do 
that, why wouldn't we just say y equals … We 
need 3 so y equals… w. Going to move them all 
now. Um. What are we doing with this? I like to 
confuse myself a little bit. … And then we can 
have the 3 here, so it <z> is going to be ... um 4 
<recorded z as now having the value 3>. … 
Yep. Ok. ... Um ... So we want x.... we want the 
z to equal w, we want w to equal z. … We want 
x to equal y, and we want y to equal z. <He had 
written the following statements, separate from 
the previous single line of code.> 
  z = w 
  w = z 
  x = y 
  z = z 
 So we've got y is equal to 4. So z is 3. So we 
want z to equal ... 1, want w to equal 2, we want 
x to equal 3, we want z … z to equal w. <He 
revised the statements as follows> 
  z = w 
  w = z x 
  x = y 
  z y = z 
 So ... z is 4 so there we go <wrote 4 under the y 
of y = z>. That's a bit … that's a bit better. So y 
to equal z. It's annoying because it's so simple, 
but not. [laugh]. Just messes with your mind! 
Analysis 
Jim determined that the reassignment of y should be the 
first step, only after testing the effect of first reassigning 
to z, then to w and finally to x. 
Jim has so far made hard work of this task by 
recording four separate sets of data. First, he allocated 
integer values to each of the variables by writing what 
appeared to be assignment statements. Second, he wrote 
the beginning of an ordered sequence using those 
assignment statements. Third, he wrote an assignment 
statement for each “shift”, starting from the right hand 
side of the diagram. In addition, Jim kept current trace 
values recorded under several variable names in the code.  
Jim is dependent on reasoning with specific values in 
variables. With his trace notation interspersed in the code 
it was very difficult for him to follow on paper what he 
had written, let alone keep track of what he had left to do. 
When speaking, he repeatedly intermingled variables and 
values when referring to what needed to be assigned 
where. He made several contradictions by saying one 
thing and writing another. He showed some confusion 
about assignment direction, repeatedly changed his mind 
and made tracing errors throughout.  
Jim was clearly cognitively overloaded, unable to 
manipulate the abstraction of the diagram in such a way 
that it represented a solution that started with the 
reassignment of y, and unable to design an effective 
trace of his code. These are all indicative behaviours of 
someone at the preoperational stage of development. 
Indeed, his haphazard approach to tracing is a 
characteristic of the sensorimotor stage. Although he did 
articulate an abstraction beyond the code itself, the need 
to “get rid of that y value because we’ve got two 3’s”, he 
did not continue to apply that principal to the remaining 
variables, as he had successfully done in the first task. 
Not applying an abstraction consistently and completely 
is characteristic of a preoperational novice. 
4.6.2 Excerpt 11 
Summary 
At this stage, Jim had established expected final values 
for each of the variables, using the initial values he had 
chosen. After having painfully determined by trial and 
error what the first assignment should be, he struggled to 
establish a workable sequence of the remaining 
assignment statements.  
Data 
Jim: We want … x to equal the…3 so it currently 
holds the third value in temp. So we can say x 
equals temp. … So x has now got the third 
value. … temp is still empty so we can say... so 
we've got x and y sorted. Just need w. What do 
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we want w to equal? Whoops! <he exclaims 
while crossing out the third row below>. That 
shouldn't be there because it gets rid of my 2 
value. 
  temp = y 
  y = z 
  x = temp 
 So we need to store ... w in the temp. … 
temp's got the value of w so now we can ... that 
w value. … So that w value we want to equal 2... 
so we want w to take the value of x. So the w 
value's been wiped ... being stored in temp, so 
the w value is given the value of 2 that should 
still be 2 
  temp = y 
  y = z 
  temp = w 
  w = x 
 [sigh] … I think I just lost my ... lost my 3 then. 
Yeah, I've lost my 3 [sigh] Ah, it's frustrating! 
Analysis 
Jim correctly dealt with the reassignment to y after which 
he focused attention on the start of the series rather than 
continuing from that intermediate point. He struggled to 
implement the logic that he used successfully two weeks 
earlier on the first shift task. 
In the first line of this excerpt, Jim refers to the "third" 
value, so we suspect that he saw the ordering of the 
variables in the diagram as significant. After dealing with 
the reassignment of y as required, he found it necessary 
to continue at the start of the diagram. This may explain 
his comment in Excerpt 10 that he found the forced 
assignment of y to temp as "slightly unnecessary". As a 
preoperational novice, he was unable to effectively apply 
the invariant of saving a variable’s value for subsequent 
reassignment. He had completed the first task 
successfully, but was unable to mentally manipulate the 
new diagram in such a way that it replicated the first, that 
is with y at the beginning of the reassignment sequence, 
rather than in the middle. 
4.6.3 Excerpt 12 
Summary 
Jim made several other failed attempts at this task, 
experimenting with different values stored in temp, but 
each time articulating a trace of the real values he had 
chosen. At a point where he was clearly frustrated, the 
interviewer suggested that he stop concurrently tracking 
the variables' values while developing the code, thus 
eliminating what seemed to be a distraction.  
Data 
Jim: This is starting to frustrate me a little bit. 
[laugh] I'm not going to lie. Seems so much 
more um... I don't know ... difficult. When 
you're not doing it on the computer. What 
I'm saying is that ... like... if you don't have 
the numbers there... you can ... I think 
numbers helps so you don't accidentally 
clear them.  
Interviewer: when you did this last week you … stored 
one of the values away to start with. Why? 
Jim:  ...Um, well I don't remember [laugh] 
Interviewer: You don't remember why? 
Jim: Um, just so it didn't get cleared. Ah, I see! 
…Same as last week. I see ... But I'm just 
… See what I'm trying to do, I'm trying to 
rearrange the numbers because I'm saying 
if its 1,2,3,4 .... and we've got the 3 in here 
<i.e. in temp>... 
Interviewer: So WHY do you have a 3 in there? 
Jim: Because the y is equal to temp. So, if I 
call <y> 3, then <temp>'s going to be 3 
Interviewer: So then what's your first step? 
Jim: So the first step ... I can move the z to <y> 
... And then I can move <x> to <w>... 
sorry, no I can move <w> to the temp. … 
Interviewer: … when you did this last week, how many 
temp variables did you use? 
Jim: One 
Interviewer: So why should this be any different? 
Jim: I don't know.  … These <tasks> ... they're 
like a lot easier than the programming that 
I'm doing, but they're a lot harder at the 
same time. It's just different - it's weird. 
[laugh] It's not nice. It confuses me. 
Analysis 
Jim continued to have trouble with this task which forced 
him to start from an intermediate point, that is, the 
required initialisation of temp. In the first task he 
appeared to have demonstrated an understanding of the 
process required to shift the values in four variables as 
well as the programming skills to implement it. However, 
without prompting by the interviewer, he had an 
enormous amount of difficulty transferring that (possible) 
understanding of a very similar task. His level of ability 
in terms of abstract reasoning was clearly preoperational. 
4.7 Steve 
Steve’s think aloud sessions were indicative of concrete 
operational reasoning. Steve was in his first semester of 
learning to program. He completed his first think aloud 
session in week 3 of semester. 
4.7.1 Excerpt 13 
Summary 
After needing initial clarification of the diagram, Steve 
completed the first task in a matter of seconds. 
Data 
Steve: So a will become d and d will become a 
Interviewer: Ah, the value in a will go into d - like this 
diagram shows, the value of a eventually 
goes to d. 
Steve: and d eventually goes to a. 
Interviewer: ...c goes into b, b goes into a... 
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Steve: Ah, so shuffle it along. 
Interviewer: Yeah.  Move everything up to the left 
Steve: Ok so. ... temp equals a. a equals b.  b 
equals c.  c equals d.  d equals temp.  
Analysis 
Steve’s initial interpretation of the first task was that the 
values in variables a and d were to be swapped, with the 
top arrows in the diagram indicating the passing of d’s 
value through c and b, and finally ending up in a. His 
understanding was quickly corrected, confirmed by his 
articulation of the task as a ‘shuffle’ and then 
immediately writing a correct solution. 
4.7.2 Excerpt 14 
Summary 
Steve then attempted the second task, and completed it 
without hesitation: 
Data 
Steve:  Ok. .... temp equals y so we've stored the y 
value. So then we can replace it with the z 
value. Yes. y equals z.  Then you replace the 
z value with w. w value with x ... And then. 
Ah yeah, then x value with the temp  
Analysis 
Steve had clearly identified the invariant: “temp equals y 
so we’ve stored the y value”.  He applied the same 
process of storing a value before overwriting the variable 
with what was to replace it, for the remainder of the 
variables. With concrete operational skills, Steve had no 
problem applying the skills he used in the first task to the 
slightly different second task. 
5 Discussion 
During these think aloud sessions, we noticed variation in 
the way that some students articulated assignment 
statements. For example, with respect to the following 
assignment statement: 
a = b 
some students articulated the statement from left to right, 
thus: 
“a is assigned the value of b” 
others read from right to left, that is:  
“the value of b is assigned to a” 
while others articulated assignments both ways: 
sometimes left to right and sometimes right to left. We 
conjecture that such variation in articulation is indicative 
of novices at a neo-Piagetian stage lower than concrete 
operational.  
During the think aloud sessions, it also became 
apparent that some students struggled to process the 
diagrammatic depiction of the problem. One possible 
problem was the direction of value "shifts", as the 
majority of the values passed between variables right to 
left, but the value originally in the leftmost variable 
moved left to right. Some of the students even expressed 
confusion over the meaning of the arrows. Apparently it 
was not immediately clear (as it was to us, and probably 
to any experienced programmer) that the arrows indicate 
the direction of movement of the values. 
The think aloud students who struggled with the 
second shift problem tended to look at a small part of the 
diagram and implement it. Next they would return to the 
diagram and find another piece to implement, without 
much thought to the consequences of sequential 
execution. They had not developed an overall design for 
their solution, but instead focussed on the functionality 
for each independent piece of the problem, in the hope 
that they would somehow all fit together in the end. 
Being distracted from the most salient aspects of the 
problem by individual elements is characteristic of 
preoperational reasoning. 
Even some students who completed the second task 
quickly expressed some awkwardness about it. Lance said 
"That felt weird. I didn't really like having to start there. 
Don't know why." Becki said that the second task was 
“very sneaky” and it had ruined her plan to start from the 
end as she had in the first task. She also said that it would 
not have made a fundamental difference had the diagram 
depicted the variables in a circle as the variable names 
were ordered and she tended to work on the variables in 
lexicographic order. However, despite some initial and 
brief confusion, these students were able to complete the 
task. Students like Lance, Becki and Steve thus 
manifested concrete operational skills.  
6 Conclusion 
In this paper, we have presented data from a think aloud 
study which demonstrates that some novice programmers 
manifest behaviours characteristic of the preoperational 
stage in neo-Piagetian theory. One such behaviour is that 
they tend to focus on parts of a programming task and 
lose sight of the task as a whole. Students who struggled 
with the second “shift” task tended to examine a portion 
of the diagram and implement it, then return to the 
diagram and find another portion to implement, and so 
on, without considering the overall sequence of 
execution.  
Another characteristic of these preoperational novices 
is that they are prone to focus on superficial aspects of a 
specific task that are not salient to solving a general class 
of tasks. In neo-Piagetian terms, preoperational novices 
do not focus upon aspects of tasks that are "invariant 
amid transformations" (Flavell 1977). In the “shift” tasks, 
the invariant is the idea of duplicating a variable, so that 
the value in the original variable might then be 
overwritten, while the superficial aspect of the task is the 
initial assignment to the temp variable. 
These two characteristics lead preoperational novices 
to adopt an approach that might be called programming 
by permutation. On very small tasks, that approach may 
indeed lead the novice to a correct solution, especially if 
they are completing that small task on a computer and 
thus receive feedback by running their code. However, 
novices who adopt that approach do not learn abstractions 
that they can then transfer to a very similar task. 
The two “shift” tasks we gave our students are very 
simple programming tasks, the solution for which is near-
identical in most imperative languages. The problems 
experienced by some of our novices are therefore not 
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caused by the particular programming language in which 
they write.  
Piaget (1971b) described reasoning at the 
preoperational stage as that “... which consists simply in 
retracing ... events just as they were perceived, instead of 
imagining an alteration ... ”. It is only at the concrete 
stage of development that novices develop the ability to 
work with cyclic series, to reason about abstract 
quantities that are conserved, and transfer a general 
approach to a slightly different task. 
When students demonstrate difficulties with 
programming, it may not be a reflection of their innate 
ability to learn programming, but rather an indication of 
their current state of cognitive development. Struggling 
students may not have yet developed the mental schemas 
necessary to perform at the concrete operational level of 
reasoning required by certain programming tasks.  
On the basis of our qualitative work, we cannot draw 
firm conclusions about the commonality of preoperational 
reasoning. However, given that four of our eleven think 
aloud volunteers manifested this difficulty, it is possible 
that preoperational reasoning may be common. Further 
quantitative work is warranted. If future studies confirm 
that this is a widespread issue among novice 
programmers, then it suggests that our teaching practices 
should change. The change would place the focus on 
identifying the current neo-Piagetian stage of a novice, 
and provide tuition appropriate to moving that novice to 
the next stage. Current pedagogical practice places little 
emphasis on the sensorimotor stage and completely 
ignores the preoperational stage. That is, current 
pedagogical practice assumes that the basic programming 
constructs are learnt easily, and then students 
immediately begin to reason about programs at the 
concrete operational stage. 
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Chapter 12. Mired in the Web: 
Vignettes from Charlotte and 
other Novice Programmers [ACE 
2015] 
 
Other studies (Ahadi and Lister 2013, Chapter 8) found that many programming 
students who have fallen behind as early as week three of semester often then stay 
behind. We replicate those studies, but went further by observing a number of 
students as they completed programming tasks while thinking aloud. We provide 
empirical evidence of the types of inconsistencies students manifest, which are 
often not evident on analysis of conventional written tests. Using neo-Piagetian 
theory we offer explanations for those inconsistencies.  
This chapter contains a copy of the conference paper referred to above. 
Figure 12.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 12.1: Research Question/s Addressed in Chapter 12 
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Abstract
1
 
Ahadi and Lister (2013) found that many of their 
introductory programming students had fallen behind as 
early as week 3 of semester, and those students often then 
stayed behind. Our later work (Ahadi, Lister and Teague 
2014) supported that finding, for students at another 
institution. In this paper, we go one step further than those 
earlier studies by observing a number of students as they 
complete programming tasks while thinking aloud. We 
describe the types of inconsistencies students manifest, 
which are often not evident on analysis of conventional 
written tests. We again interpret our findings using neo-
Piagetian theory. We conclude with some thoughts on the 
pedagogical implications of our research results. 
Keywords:  Programming, neo-Piagetian theory, novices, 
assessment, think aloud. 
1 Introduction 
Many computing educators have noted a large variation 
in the ability of introductory programming students. 
Ahadi and Lister (2013) found significant differences in 
performance among their students, as early as week 3, on 
trivial coding problems. Furthermore, those students with 
lower scores on the week 3 test also tended to perform 
lower on tests in subsequent weeks — that is, some 
students fall behind very early and then stay behind. 
Ahadi et al. (2014) conducted a second study, 
comparing students at two different institutions. They 
found that tests held early in semester were good 
indicators of success in the final exam. In this paper, we 
report on a similar quantitative study, but we go further, 
by triangulating with qualitative think aloud data from 
students completing the same test questions. 
2 Neo-Piagetian Theory 
Lister (2011) proposed that we can describe students' 
development in programming in terms of neo-Piagetian 
theory. Other studies (Falkner, Vivian, and Falkner 2013; 
Teague et al. 2013; Teague and Lister 2014c) provide 
empirical evidence of novices manifesting neo-Piagetian 
stage-related characteristics as they reason about 
programming tasks. According to the evidence 
accumulated from these and related studies, the first three 
stages of development are characterised as follows. 
At the sensorimotor stage, novices tend to 
inconsistently apply mis/conceptions about programming. 
Because of their fragile knowledge, these students 
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struggle to successfully trace code, let alone reason about 
its purpose or write their own code. 
At the next more mature level are preoperational 
students who have begun mastering the semantics, and 
any misconceptions that remain at this stage are at least 
applied consistently. Although preoperational students 
can accurately trace code, they are often not able to 
reason about its purpose other than by induction from 
input/output pairs (see Teague and Lister (2014b)). 
It is at the concrete operational stage, the next more 
mature stage, where students have developed an ability to 
reason deductively about abstractions and write non-
trivial code. This is the stage at which computing 
educators typically expect programming students to be 
working by the end of their first semester, and the level at 
which students are traditionally assessed. However, the 
findings of this study, and previous studies, suggest that 
many students are not manifesting concrete operational 
skills even by their second semester  (Teague et al. 2013). 
Rather than making quantum leaps between these 
three stages, our view of development is described by the 
Overlapping Waves Model (Boom 2004; Feldman 2004; 
Siegler 1996). In that model, characteristics of an earlier 
stage dominate initially, but there is a gradual increase in 
the use of the next more mature level of reasoning and a 
decrease in the less mature stage. This model accounts for 
students manifesting characteristics of more than one 
stage simultaneously. 
3 Method 
The undergraduate introductory programming course we 
studied ran at the first author’s institution over a 13 week 
semester comprised of a two hour lecture and a two hour 
workshop each week. 
To collect the data for this study, students completed a 
short "in-class" test at the start of the lectures in weeks 2, 
4, 7 and 9. These tests did not contribute to a student’s 
final grade. However, most students present at the lecture 
did the test, as the lecture did not proceed until the test 
was over. The time students took to complete a test was 
not formally recorded, but each test took around 15 
minutes. Students were under little time pressure. 
Immediately after each test, the lecturer would review the 
test and explain the correct answers. 
Much of the work of the first author in recent years 
has involved observing approximately 40 individual 
student programmers, as they developed over the course 
of a semester. Those students completed programming 
tasks while thinking out loud (Ericsson and Simon 1993). 
In this paper we describe some of those students' attempts 
at the tasks that in-class test data identified as being 
problematic for many students. The qualitative data from 
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the think aloud sessions helps to answer some of the 
questions that arise from the in-class results: 
What strategies do students use? (In other words, how 
did they get that answer?); 
What behaviour is evident with students who have 
difficulty completing programming tasks?; and 
What programming misconceptions (if any) are 
evident? (Are incorrect answers a result of careless 
mistakes, misinterpretation of the question or lack of 
understanding the concept?) 
Once we have that information, we can answer the "why" 
questions by interpreting the qualitative data using the 
neo-Piagetian framework:  
Why do students get particular questions wrong?  
Can a student have disparate levels of ability with two 
tasks which test similar programming concepts? (For 
example tracing, explaining, and writing the same 
code.) 
Why are some students unable to work with 
abstractions? (For example, why do they rely on 
tracing code with specific values?) 
Clearly it is not possible to include our entire think aloud 
data in this paper. We have simply selected three students 
that are representative of the broadly different types of 
reasoning manifested by our think aloud students.  
We use aliases to obfuscate the students' identities. 
Excerpts from the sessions with Charlotte ("C"), Lance 
("L) and Jim ("J") are detailed in the following sections. 
Lance was in the same cohort as those completing the in-
class tests. Unlike the others, Charlotte was a 
postgraduate student, but as she was in her first 
programming unit at the time of her think aloud session, 
she was at a similar level to those students in the in-class 
tests. Jim was in week 2 of his second programming unit.  
In these excerpts, a pause in speech is marked "...", as 
a placeholder for dialog we have removed as it added 
nothing to the context of the think aloud session.  
4 Test 1 (Week 2) 
When the students completed Test 1 at the beginning of 
their week 2 lecture, they had completed two hours of 
lectures and a two hour workshop. The test questions are 
provided in the appendix. (We will hereafter refer to test 
questions in an abbreviated form. For example, Question 
1 will now simply be Q1.) Our Test 1 is very similar to 
the Test 1 of Ahadi and Lister (2013), differing in only 
four respects: (a) our test is a translation from their Java 
to our Python, which is a trivial change given that all the 
questions in Test 1 are about assignment statements; (b) 
we renumbered their questions, (c) we omitted Q2a from 
the Ahadi and Lister test, but retained their Q2b as our 
Q7; and (d) we conducted our first test in week 2 whereas 
they conducted their first test in week 3. 
Figure 1 shows the distribution of student scores on 
Test 1, where 8 is the maximum possible score.  
 
 
 
 
 
 
 
 
 
 
 
 
All questions were worth 1 point, with no fractional 
points awarded. Answers were treated as either right or 
wrong, but syntactic errors were ignored. We eliminated 
from Figure 1 and all subsequent analysis, the small 
number of students who scored zero on Test 1, as they 
were likely to be students who had not attended week 1 
classes. As was the case for Ahadi and Lister (2013), 
there was a wide variation in Test 1 scores. 
Table 1 shows the percentage of students, for each 
Test 1 score out of 8, who correctly answered each of the 
eight questions. The final row of the table represents the 
percentages of all students who answered correctly each 
question in the test. Cells containing one or more 
asterisks indicate a statistically significant difference in 
the two percentages above and below the asterisk/s. (NB: 
percentages are rounded down.) As can be seen from that 
table (especially for test scores of 1 to 6 inclusive, as 
indicated by the darker border lines), an approximate rule 
of thumb is that if a student scored n points out of 8 on 
the test, then the student's first n answers were most 
commonly right, and their remaining answers were most 
commonly wrong. In accordance with that rule of thumb, 
we characterised the students as follows: 
 Score 1 or 2: understands little of the semantics of 
the code.  
 Score 3 or 4: applies inconsistent guessing because 
of fragile understanding of the semantics. 
 Score 5: can conduct a trace with some reliability. 
 Score 6: can perform inductive inference. 
 Score 7: can sometimes perform deductive inference. 
We elaborate on this characterisation in the next section. 
4.1 Semantics of Assignment and Sequence 
In Test 1, Q1–Q3 tested whether a student understood the 
semantics of a sequence of assignment statements. That 
is, whether a student understood that the value on the 
right of the assignment is copied to the left, overwriting 
the previous value, and assignment statements are 
executed in sequence. Many students who scored 1, 2 or 3 
on Test 1 struggled with Q1–Q3 (see the left three shaded 
columns in Table 1). 
Sensorimotor students often have no alternative but to 
use guessing as a strategy for reasoning about code. This 
is because they have not yet built a clear mental model of 
the notional machine (du Boulay 1989), nor do they have 
a solid comprehension of the concepts to which they have 
only just been introduced. Because of this, they 
inconsistently apply mis/conceptions about the semantics 
of code. 
 
Figure 1: Distribution of total scores on Test 1 (N=254) 
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Test1 
Score n 
semantics tracing reasoning 
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 
1 26 53 23 0 4 4 8 12 0 
  ** ** *     
2 27 60 71 26 26 15 4 0 0 
   *** *     
3 17 53 65 89 59 24 6 6 0 
 *    *    
4 30 87 84 80 64 54 14 14 7 
  *  ** **    
5 44 87 96 94 94 85 30 12 5 
      *** * *** 
6 41 86 98 98 96 88 69 35 35 
       *** *** 
7 39 83 100 98 93 98 75 75 80 
 *     ** ** ** 
8 30 100 100 100 100 100 100 100 100 
all 254 78 84 76 73 65 43 34 32 
Table 1: Percentage of students who answered correctly 
each part of Test 1, broken down by total score (χ2, * is p ≤ 
0.05, ** is p ≤ 0.01 and *** is p ≤ 0.001) 
4.1.1 Vignettes from Charlotte 
One of our think-aloud students, Charlotte, demonstrated 
this type of sensorimotor reasoning when she was asked 
to trace the effect of the three assignment statements (Q2) 
shown both in the appendix and again here in Figure 2. 
 
 
 
 
 
 
 
As Charlotte considered the code she said: 
C: Hmm. … I don't know, but I imagine … it's kind of a 
guess here [laugh], that … r will equal 4 … and s 
will equal 4.  
Of course students will get the marks for correct guesses 
in exams, and as this think aloud session showed, it is not 
until you listen to a student's reasoning that you can start 
to understand their true level of ability. This is consistent 
with the findings of Teague et al. (2012) who provided an 
astonishing contrast between the correct solution a 
programming student was able to produce and the 
inexplicable reasoning and method he actually used to 
produce that solution. This is of course the advantage of 
think alouds. It is quite obvious when a student flukes a 
correct answer. Think alouds also explain why, in other 
cases, students answer incorrectly. 
With her very next task (Q3, shown again in Figure 3), 
Charlotte thought she was being consistent with her 
"guess" above, but that was not actually the case. 
C: So…going from how I did the last one, I might as well 
be consistent. … p will equal 8 and q will equal 1. 
Charlotte later reflected on that answer and explained: 
C: I looked up to the original integer rather than looking 
at the switched integer 
 
 
 
 
 
 
 
 
In other words, she looked only to the first assignment of 
q (i.e., q = 8) rather than taking account of its 
subsequent reassignment (q = p). Charlotte's fragile 
understanding of the semantics (as well as a floundering 
command of the jargon) is also exemplified in her next 
comment: 
C: I'm just not confident in how the rules of inheritance 
were applied. It was like I was just going on a whim. 
Students who scored 4 on Test 1 tended to answer Q1–Q3 
correctly, and either Q4 or Q5 correctly. We characterise 
these students as novices who still have a fragile 
understanding of the semantics of the language, and like 
Charlotte, inconsistently apply mis/conceptions. 
4.2 Inductive Reasoning 
Lister (2011) proposed that a preoperational 
programming student can make reasonable inductive 
guesses about the function of a piece of code based upon 
the input/output behaviour they observe from tracing it, 
without understanding how the code achieves that 
function. 
We have witnessed this type of reasoning in previous 
work (Teague et. al. 2013, Teague and Lister 2014a) 
where the student (Donald) attempted to explain the 
purpose of code that sorted the values in three variables. 
Donald based his answer on the effect of a single set of 
poorly chosen input values. As a result, his answer, 
although accurate for that single test case, did not reflect 
the purpose of the code for any set of input values. 
The students described in this paper who scored 5 on 
Test 1 usually answered all the tracing questions correctly 
(Q1–Q5) but often could not explain the swap code they 
had just traced (Q6). In fact, Table 1 shows that out of the 
students who scored 5 on the test, only 12% of them 
could explain similar swap code (Q7); and only 5% of 
them could write similar swap code (Q8). 
4.2.1 More Vignettes from Charlotte 
Charlotte is illustrative of those students who can 
sometimes trace a piece of code but cannot explain that 
code. In her previous two tasks, Charlotte guessed, and 
applied inconsistently her misconceptions about 
assignment statements. It is not surprising, therefore, that 
her ability to reason about the purpose of code (Q6, 
shown in Figure 4) is very limited. This time, Charlotte 
traced the code accurately (or at least managed to guess 
the correct effect of assignment consistently), but she was 
unable to explain the code's overall purpose: 
r = 2 
s = 4 
r = s 
Solution: r is 4, s is 4 
Figure 2: Test 1 Q2 - Tracing Task 
p = 1  
q = 8  
q = p  
p = q  
Solution: p is 1, q is 1 
Figure 3: Test 1 Q3 – Tracing Task 
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C: So if z equals x from above, that will become 7 … If x 
becomes y … y is 5, so x becomes … 5 … If y equals 
z … it becomes 7, so I don't know what I observe.  
As shown in Table 1, of the students who scored 6 on 
Test 1, approximately two thirds of them made the correct 
observation for Q6, but only about a third could answer 
either Q7 or Q8.  
Table 2 shows contingency tables for Q6 and Q7, and 
also Q6 and Q8, for those students who answered both 
Q4 and Q5 correctly. Most students who answered Q6 
(explain swap by induction) incorrectly could not answer 
correctly either Q7 (explain swap by deduction) or Q8 
(write swap). Even among students who did answer Q6 
correctly, a substantial percentage could not answer 
correctly either Q7 or Q8. As a rough guide, answering 
Q6 correctly tends to be a necessary, but not sufficient, 
condition for answering Q7 and Q8 correctly. 
Test 1 Q6 "what 
do you observe 
about final values 
in x and y" 
(induction) 
Test 1 Q7  
"explain swap" 
(deduction) 
Test 1 Q8 
"write swap" 
wrong right wrong right 
wrong (n = 55) 26% 13% 30%   9% 
right (n = 89) 28% 33% 25% 36% 
Table 2: Contingency tables for Q6 & Q7 and Q6 & Q8, for 
students who answered both Q4 & Q5 correctly (χ2, p= 0.012 
for Q7 and p < 0.001 for Q8, N=144 for each of Q7 & Q8) 
As noted above, Charlotte was one of those students who 
could not answer Q6 correctly. She was prompted by the 
interviewer to see that the code was swapping the values 
in variables x and y. She was then asked to explain the 
Q7 swap code, shown in Figure 5. 
 
 
 
 
 
 
 
C: when these lines of code are executed, j becomes ... is 
already i. i is k, k is j, so thereby … j equals k 
which is already done at the end so I doubt that's right 
Perhaps Charlotte was reading the "=" as a statement of 
mathematical equality: if j is equal to i, and i is equal to 
k, then j is equal to k. However, the "=" operator is 
about assignment, not equality. In any event, Charlotte 
then shifted her reasoning about "=" from being about 
statements of equality, to assigning values: 
C: Oh, well maybe … j equals i, i equals k, k equals j 
…Yeah! well it takes away the need for i. 
Our interpretation of what Charlotte said is that i is not 
needed when swapping the values in j and k. In other 
words, a swap can be effected simply by assigning k to j 
and then j to k. Whatever her reasoning, it is confused.   
4.3 Deductive Reasoning and Code Writing 
Lister (2011) proposed that deductive reasoning in 
programming was the ability to infer the computation 
performed by a piece of code, without needing to trace 
the code with specific values. Such ability is 
characteristic of the concrete operational stage in neo-
Piagetian terms. 
Students who scored 7 on Test 1 tended to answer all 
the tracing questions correctly (i.e. Q1–Q5) but tended to 
only answer correctly two questions out of Q6, Q7 and 
Q8, in near-equal percentages (75%, 75% and 80% 
respectively). 
Table 3 shows the relationship between Q7 (explain 
swap by deduction) and Q8 (write swap) among the 144 
students tested. Among these students, 24% of them 
could only answer one but not both of Q7 and Q8 
correctly. However, a greater percentage of students who 
had explained the swap (Q7) could write a swap (Q8). 
This result is consistent with earlier findings by others 
that the ability to explain code is a prerequisite for the 
ability to write similar code (Lopez, Whalley, Robbins, 
and Lister 2008).  
 
 
 
 
 
 
 
 
 
4.3.1 Vignettes from Jim  
Jim, another think-aloud student, had trouble with both 
Q7 and Q8, even after completing Q1–Q6 successfully. 
Jim looked at the code in Q7 (see Figure 5) and said: 
J: j has been changed … to take the value of i ... 
because j took the value of i, so k takes the value of 
j … therefore k is taking the value … of i … 
Here, Jim used only the first and third lines of code in 
Figure 5 (and ignored the second line where i is 
reassigned) to reason about the value being assigned to k. 
J: so it’s just a loop. 
By "loop" we believe Jim meant something about the 
movement of data between the variables rather than a 
looping control structure in the code. Jim's 
misconceptions about the assignments remained evident 
when he then took into account the second line of code, 
having considered the code in order of lines 1, 3 then 2: 
J: So … basically k will keep its value and 
everything will become the value of k. 
x = 7  
y = 5  
z = 0  
z = x  
x = y  
y = z 
Solution: The values in x and y were swapped 
Figure 4: Q6 – Reasoning Task 
j = i 
i = k 
k = j 
Solution: The values in i and k were swapped 
Figure 5: Q7 – Reasoning Task 
Test 1 Q7 
"explain swap" 
Test 1 Q8 "write swap" 
wrong right 
wrong (n= 79) 43% 12% 
right (n = 65) 12% 33% 
 Table 3: A contingency table comparing the performance of 
students on Q7 and Q8, for the students who answered both 
Q4 and Q5 correctly. (χ2, p < 0.001, N = 144) 
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In other words, his reasoning was: j is given the value of 
i (line 1); therefore k (in line 3) is taking the value of i 
too because it is assigned j; and i's value originally came 
from k. So therefore, k is unchanged by this process, and 
the other variables both have the value of k. After the 
interviewer questioned Jim’s summation (i.e. that k 
remained unchanged) he became less sure: 
J: No, the k will keep it’s ... j will keep its value... no 
By this stage, Jim was confused and probably cognitively 
overloaded. He decided to restart the task and this time he 
wrote specific values for each of the variables. Resorting 
to tracing with specific values is typical behaviour for 
students who are yet to reach the concrete operational 
stage and who are weak at reasoning with abstractions.  
J: Ok, we’ll just say … we have j is equal to 1, i is 
equal to 2 and k is equal to 3. 
Jim traced the code again using those specific values 
which he wrote above the variables. However, he made a 
transposition error with the final line, assigning k's value 
to j instead of the other way around. His final trace of the 
three lines of code in Q7 (Figure 5) is shown in Figure 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Jim was prompted to recheck this trace, and the 
interviewer suggested that a clearer way to articulate 
assignment was to say "is given" (rather than "is equal 
to") to help him focus on the direction of the assignment. 
Jim then corrected the miscopied assignment statement at 
line 3 in Figure 6 (to:"k = j"), but said: 
J: k is given to j, there we go 
Jim seemed to be getting confused between the direction 
of assignment (i.e. the movement between variables) and 
the articulation of the assignment statement (i.e. reading 
left to right). So the interviewer ("I") intervened further: 
I: No. k is assigned the value of j. So j is given to k. 
Depends which way you want to read it. … 
J: Yeah, so … j becomes k. 
I: No. in this case, k becomes j 
J: oh, k becomes j sorry ... so k is equal to 2. 
Given the difficulties with assignment that Jim 
manifested here in Q7, it is surprising that Jim managed 
to answer Q1 to Q6 correctly. We speculate that Jim's 
problems here are due to the higher cognitive load. 
Finally having traced the code correctly, Jim attempted 
to explain its purpose. This proved even more difficult: 
J: it's just really reassigning. Isn’t it? Because we have 
j is equal to 2, i is equal to ... 3 and k is equal to 2. 
Jim's response is a vague overview of the code, 
equivalent to "all the variables have been changed". 
Asked if the code was doing something similar to that in 
the example in Q7 he replied: 
J: it’s similar, in the sense that it’s swapping … um, 
we’ve got .... c becomes a ... a becomes ... b and b 
becomes c, so that’s just swapping them  
In terms of the SOLO taxonomy (Biggs and Collis 1982) 
this is a multistructural answer – recounting the effect of 
each individual line, rather than the total effect of all 
three lines. Asked which variables are swapped: 
J: the first ones … j swapped, j took the value of i … i 
and j swapped 
It is clear now that what Jim meant by "swap" was 
"change", rather than a two-way exchange of values. 
After clarification of what a "swap" was, and looking at 
what each of the variables started and ended up with, Jim 
was finally able to answer that indeed there had been a 
swap of values between two variables: 
J: apparently i swapped with k 
Jim's use of the word "apparently" suggests a lack of 
conviction. His difficulty with the tracing task showed 
misconceptions which are characteristic of novices at the 
sensorimotor stage. However, sensorimotor novices are 
also reluctant to retrace as it is a cognitively demanding 
task given their fragile domain knowledge. But Jim redid 
his trace, using specific values, with which he was more 
comfortable. Novices at the preoperational stage are weak 
at dealing with abstractions and prefer to use specific 
values to make sense of code. In terms of the Overlapping 
Waves Model (see Section 2), we suggest that Jim is in 
the process of developing preoperational skills, while still 
displaying some legacies of the sensorimotor stage. 
4.3.2 Vignettes from Lance 
After seeing how Jim dealt with reasoning about three 
lines of assignment statements, the reader will not be 
surprised to learn that he had difficulty writing similar 
code. In fact (as shown in Table 1) 20% of the students 
who answered Q1–Q7 correctly could not write the 
similar code required for Q8. 
Our final think aloud student, Lance, had difficulty 
writing the code, even though he had answered Q1–Q7 
correctly. For Q8, Lance wrote the first (correct) lines of 
code to swap the variables first and second: 
 
 
 
 
 
 
But his explanation of that code was inaccurate: 
 
Figure 7: Lance's 1st two Lines of Q8 Swap Code 
Figure 6: Jim's trace of Q7 
 
Line 1 of code:  
Line 2 of code:  
(Miscopied) 
Line 3 of code:  
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L: ok so now ... second should have the number that 
first has in it 
Lance had written the assignment statement in one 
direction and articulated it in the opposite direction. He 
started the third line of code before hesitating: 
 
 
 
 
 
 
 
L: oh no that's wrong ... I think ... that is wrong because 
... um ... ok it should be second equals store ... 
shouldn't it 
Lance changed his code to: 
 
 
 
 
 
 
 
 
 
After reading his revised code, Lance decided to start 
again. Like Jim and other novices reasoning at the 
preoperational stage, this time he used specific values to 
help him reason about the code he was writing. 
L: ok so you've got ... let's just say that's 1 and that's 2 so 
I can keep it in my head. ok this will make it a bit 
easier alright 
While Lance assigned the values 1 and 2 to variables 
first and second, writing the code still proved to be 
problematic: 
L: so first you're going to need to store the ... memory of 
first ... like the number in first ... so we're 
gunna go ... store ... equals first ...  
Although Lance said "store ... equals first" he wrote 
"store = 1". We don't believe he meant to write "1", 
but he was no doubt thinking that first had the value 1. 
He was working at the preoperational level at which it is 
difficult to reason in abstract terms. In any event, he 
quickly self-corrected this error by changing the code to 
"store = first". 
Lance then gave a confused explanation of what the 
code needed to do: 
L: ok ... just stored ... the number from first into ... 
store ... then you go from … we need to put the 
number that was in first into second so if we go 
... because we're stored first we can put ... that in 
there because it's remembered now ... so if we go … 
first equals second ... I think … no that's what I 
was doing before ... and I thought it was wrong ... 
maybe if we just store second 
Lance sought confirmation from the interviewer that it 
would in fact make no difference whether he began by 
storing the value of first or second. Despite being 
told it made no difference, he decided to make the change 
anyway, although he initially wrote by mistake "store 
= stores". After fixing that error he said: 
L: ok so store equals second ... why is it so 
confusing it's so simple [laugh] confusing ... alright 
store equals second so you go store second 
and then ... that number's remembered ... and that's 2 
... and basically we want to assign that ... to ... we 
want to assign first ... alright we want to overwrite 
the 2 in second ... to the 1 in first so if we go ... 
um ... second equals first  
 
 
 
 
 
 
 
 
Although he made no note of the changing values on 
paper, Lance constantly used specific values to talk about 
the effect of the assignments. He seemed unable to cope 
with even the abstraction of variable names. As he said 
before, using specific values makes it easier for him "to 
keep in his head". This tactic did eventually work.  
L: so now you've got … ah the 1 in second ... and the 2 
in store and then if you go first equals store...  
In summary, when it came to writing code in Q8, Lance 
struggled to implement code very similar to code he had 
just successfully traced and reasoned about. He failed to 
write code until he introduced specific values, which 
enabled him to visualise the changing values in the 
variables. Preoperational novices are reliant on specific 
values to reason about and write code. 
Only 30 students (12%) who completed Test 1 scored 
the maximum possible 8 marks. Given their consistent 
correct performance, these students are unlikely to have 
been guessing about the semantics of the code. The fact 
that they were also able to write the code in Q8 would 
lend us to believe that they were at least reasoning at the 
preoperational level. While these students may be 
reasoning at the concrete operational stage we are 
reluctant to draw that conclusion with confidence, 
without knowing how they went about solving the 
problems, given the evidence of superficially correct 
solutions presented by Teague et al (2012). 
5 Test 2 (Week 4) 
We conducted our second test two weeks later, in week 4.  
5.1 Test 2 Q1 (tracing question) 
This first question in Test 2 was a tracing question 
equivalent to the last tracing question in Test 1 (Q4). 
Students who scored 1–4 in Test 1 tended to perform 
poorly on the last tracing question in that same test (Q4, 
see Table 1). However, all students performed very well 
on the first tracing question in Test 2, with the probability 
 
Figure 9: Lance's Revised 2nd Line of Q8 Swap Code 
 
Figure 10: Lance's 2nd Attempt at Q8 Swap Code 
 
Figure 8: Lance's 3rd Line of Q8 Swap Code 
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of answering this question at 77% for those who scored 2 
in Test 1, and at 96% for all other students. So most of 
the students who had lagged behind on tracing skills in 
week 2 had substantially closed the gap by week 4, at 
least on this type of question. 
5.2 Test 2 Q2 (writing question) 
The second question in Test 2 was exactly the same as Q8 
in Test 1. That is, the students were required to write code 
to swap the values in two variables, first and second 
(see appendix). 
Figure 11 plots the probability of students answering 
this Test 2 question correctly, against their total score on 
Test 1. The largest circle in Figure 11 represents 26 
students, while the smallest circle represents 10 students. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The solid regression line shown in Figure 11 accounts 
for 72% of the variation, and that regression line is 
statistically significant at the 0.05 level. Therefore overall 
performance on Test 1 (week 2) is a good predictor of 
performance on this code writing question in the week 4 
test (Test 2, Q2). Recall from section 5.1, however, that 
performance on the week 2 test was not a good predictor 
of performance on the week 4 tracing question (Q1), so 
we cannot conclude simply that students who do better on 
Test 1 tend to do better on all questions in subsequent 
tests. 
Inspection of Figure 11 suggests that, although the 
solid line of regression is a good predictor, there does 
appear to be a non-linear jump in performance between 
students who scored 1–3 on Test 1 and students who 
scored 4–8. The two dashed lines are lines of regression 
through each of those two groups of students, and serve 
to highlight that possible performance gap. Note, 
however, that neither of these two dashed regression lines 
meets the traditional 0.05 statistical criterion for 
significance, perhaps because of the small sample size. 
Assuming that performance gap exists on this code 
writing question, in contrast recall that the students who 
scored 1–3 on Test 1 did, by week 4, close the gap on 
tracing questions like that discussed in section 5.1. Our 
interpretation of this in neo-Piagetian terms is that the 
students who scored 1–3 on Test 1 were by week 4 better 
at tracing code, but they were still operating (at most) at a 
preoperational level of reasoning. They had not made the 
transition to the concrete operational stage. They 
remained weak at reasoning with abstractions and 
therefore weak at writing code. 
6 Test 3 (Week 7) 
Our third test was conducted in week 7, five weeks after 
the first test. By this stage of semester, students had been 
introduced, amongst other concepts, to conditional 
statements and Python lists. 
6.1 Test 3 Q1 (swapping list elements) 
Figure 12 shows the first question from Test 3, which 
also requires students to write a swap, but in this case it is 
a swap between two elements of a Python list.  
 
 
 
 
 
 
 
 
 
Figure 13 plots the probability of students answering 
Test 3 Q1 correctly, against their total score on Test 1. 
The largest circle in Figure 13 represents 18 students, 
while the smallest circle represents 4 students.  
While the regression in Figure 13 does show a 
statistically significant linear relationship (p < 0.01), there 
is a clear non-linearity in the neighbourhood of the Test 1 
score of 5. A non-parametric χ2 test shows that the gap 
between scores of 5 and 6 is statistically significant at the 
0.1 level (see Table 4). 
 
 
 
 
 
 
 
 
 
 
Thus students who could not perform inductive inference 
(i.e. those operating at the sensorimotor level) in the week 
2 test are, 5 weeks later, still tending to reason at the 
sensorimotor level, and lag behind those students who 
could perform inductive inference (i.e., those operating at 
least at the preoperational level) in week 2.  
Test 1 score N 
Test 3 Q1  
Wrong Right 
5  (i.e. typically could trace with 
some reliability in Test 1) 
21 52% 48% 
6  (i.e. typically could perform 
inductive inference in Test 1) 
20 30% 70% 
Table 4: A contingency table comparing students on Test 1 
scores 5 & 6 versus Test 3 Q1 (χ2, p=0.1, N=41) 
The gap between Test 1 scores of 6 and 7 and 
performance on Test 3 Q1 is also statistically significant 
at the 0.1 level (see Table 5). Students who could not 
perform deductive inference (at best, preoperational) in 
the week 2 test are, 5 weeks later, still lagging behind 
 
Figure 13: Relationship between Test 1 scores and the 
probability of answering Test 3 Q1 correctly (N=117) 
 
Figure 11: Relationship between Test 1 scores and the 
probability of answering Test 2Q2 correctly (N=156) 
A list called ages has been created in Python. There are 
two values out of order in the list and these values are stored 
at indexes 0 and 2. Write code to swap those two values so 
that the list would be in order. 
Sample Solution: 
temp = ages[0] 
ages[0] = ages[2] 
ages[2] = temp 
Figure 12: Test 3 Q1 with sample solution 
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those students who could perform deductive inference 
(concrete operational) in week 2. 
Test 1 score N 
Test 3 Q1  
Wrong Right 
6  (i.e. typically could perform 
inductive inference in Test 1) 20 30% 70% 
7  (i.e. could sometimes perform 
deductive inference in Test 1) 20 10% 90% 
Table 5: A contingency table comparing students on Test 1 
scores 6 & 7 versus Test 3 Q1 (χ2, p=0.1, N=40) 
7 Test 4 (Week 9) 
We conducted a final test in week 9. One of the questions 
again required students to write code to swap values, this 
time in a list. Furthermore, the values in the list were to 
be swapped only if they were out of order. The only 
students who did well on this question were those who 
scored 100% on Test 1. For all other students, the 
probability of getting it right was less than 50%. 
Among those who scored 1 to 7 on Test 1, there 
appears to be a performance gap on this Test 4 question 
between students  with Test 1 scores 1–3 (29%  could 
answer the Test 4 question) and students  with Test 1 
scores 4–7 (49%  could answer the Test 4 question).  
8 Charlotte's Progress 
We have so far seen that Charlotte struggled in Test 1 to 
both trace and explain simple assignment statements. In 
neo-Piagetian terms this means she was likely reasoning 
at the sensorimotor stage. Not surprisingly, in that same 
Test she also failed the concrete operational code writing 
task. In Test 1, she correctly hypothesised that a third 
variable would be required in that code writing task, but 
she did so because a third variable had been used in the 
previous question (Test 1 Q7, see appendix).  
C: I'll follow the format from above … 'cause it makes 
sense 'cause it worked 
Her strategy was to give each of the variables a value, and 
she noted what their values should be once her code had 
executed. Then she wrote the incorrect code in Figure 14. 
 
 
 
 
 
 
 
When Charlotte attempted the very same code-writing 
task five weeks after her first think aloud, she still 
struggled with it. She initially failed to use a third 
(temporary) variable, as can be seen from the first line of 
code in Figure 15. For the second line, she started writing 
"second", crossed it out and replaced it with (an 
incomplete) "third" before crossing out all that she had 
written (and which is shown in Figure 15). 
Charlotte almost immediately then wrote correct code, 
and verified her solution using specific values for first 
and second. Charlotte was now, five weeks after the first 
think aloud, working at the preoperational level:, she was 
able to trace and write very simple, familiar, code ‒ albeit 
with a false start. 
 
 
 
 
 
 
 
Two weeks later, Charlotte completed Test 4 before 
we had a think aloud session with her. Her final code for 
a conditional swap of list elements was accurate. 
However, when she reflected on this question in the think 
aloud session, Charlotte confessed to not being sure of the 
correctness of her solution and voiced some confusion 
about assigning array elements: 
C: I was thinking temp had to be an array… 
Having previously developed the ability write swap code, 
Charlotte was then manifesting misconceptions with less 
familiar material: arrays. Her behaviour is consistent with 
an Overlapping Waves Model, where the introduction of 
a new concept may result in reversion to a less mature 
stage (for that concept).  
9 Conclusion 
Our think aloud excerpts have answered the first of the 
questions posed earlier, regarding the strategies, 
behaviour and misconceptions that are evident in novice 
programmers. We categories these (in Table 6) using the 
neo-Piagetian (NP) framework (where SM=sensorimotor; 
Preop=preoperational). 
Behaviour NP Stage 
Guessing SM 
fragile grasp of semantics SM 
confused use of nomenclature SM 
inability to trace simple code SM 
misconceptions (about sequence, assignment, 
mental models and the notional machine) 
SM 
errors due to cognitive overload SM/Preop 
reluctance to trace SM/Preop 
ability to trace but not explain code Preop 
reliance on specific values Preop 
Table 6: Novice Programmer Behaviour 
Next, we address each of the remaining questions, in neo-
Piagetian terms: 
Why do students get particular questions wrong?  
There are a number of reasons, including misconceptions, 
inability to work with abstractions; and inability to focus 
on more than one element of a scenario. 
Can a student have disparate levels of ability with two 
tasks which test similar programming concepts? 
This behaviour was in fact evident with the tasks 
requiring students to trace code, then to reason about its 
purpose. A preoperational student can trace code, but they 
do not develop the ability to reason about its purpose until 
the concrete operational stage. 
Why are some students unable to work with 
abstractions?  
The ability to work with abstractions is not solid until the 
concrete operational stage. Based on our quantitative 
 
Figure 14: Charlotte's First Attempt in Week 2 
 
Figure 15: Charlotte's Second Attempt in Week 7 
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results , only the 12% of students who answered all the 
week 2 test questions correctly were likely to be  
reasoning at the concrete operational stage at that time, 
and only those students were manifesting concrete 
operational skills late in semester.  
These results are consistent with our previous studies 
(Ahadi and Lister 2013; Ahadi et al. 2014) and means 
that most students are still manifesting sensorimotor and 
preoperational reasoning at the end of their first semester. 
Our think aloud studies support this. These results 
suggest that introductory programming educators are 
underestimating the foreignness to students of concepts 
taught very early in semester and overestimating the 
students’ ability to reason abstractly.  
10 Pedagogical Discussion 
While it may be up to each student to practise and 
improve within a neo-Piagetian stage, we believe the 
teacher's role is to assist the students to transition from 
one neo-Piagetian stage to the next. We now offer 
suggestions on how they might facilitate that. As a 
general rule we agree with Bruner (1960): 
It is into the language of (the novice's) internal 
structures that one must translate ideas if the (novice) 
is to grasp them. 
10.1 From Sensorimotor to Preoperational 
A sensorimotor student who guesses cannot be aware of 
which reasoning is accurate without external feedback. 
Until they have external feedback they are unlikely to 
resolve their misconceptions. Teachers should facilitate 
environments that encourage deliberate, supported 
practice (Guzdial 2014). We speculate that students who 
have not had adequate external feedback "hedge their 
bets" in exams in the hope that one of the strategies is 
correct and will at least get them part marks. 
Teachers should begin by offering students one-line 
single-concept tasks. The earliest tasks should be purely 
literal expressions with gradual progression to univariate 
expressions. Teachers should be aware of and discourage 
rote learning and pattern matching, as that delays the 
transition to a higher stage. 
Teach students how to trace code systematically, for 
example with a trace table, using appropriate values (test 
categories and cases). Furthermore, test them to ensure 
that they are tracing correctly. 
Students at the sensorimotor stage require, more than 
anything else, that their misconceptions are corrected. For 
example: "what is an assignment statement?" or "what 
can (and can't) a variable do?". When students have 
overcome any misconceptions (especially about variables, 
assignment and sequence) and have a clear idea of the 
notional machine, and can start to trace code reliably, 
they are probably reasoning at the preoperational stage.  
10.2 From Preoperational to Concrete 
Teachers should gradually increase the complexity of the 
tasks with multivariate expressions and more complex 
code. Roles of variables (Kuittinen and Sajaniemi 2004) 
is one example of useful cognitive concepts that 
encourage abstract reasoning. In general, there should be 
a focus on tracing and explaining tasks with code writing 
tasks secondary. 
10.2.1 Tracing and Explaining Code 
Give preoperational students a complete function or a 
very small program that does something interesting – 
perhaps with visual impact. Set them the task of 
experimenting with the code by making small, superficial 
changes. Give them practice at interpreting the results of 
a trace (i.e., identifying invariants and explaining the 
code's overall purpose). A good assessment task at this 
stage is to supply "buggy" code where the skills students 
have developed (above) are used to fix the code. 
10.2.2 Abstract Tracing 
Preoperational students are heavily reliant on specific 
values in variables to reason about code. This reliance 
diminishes as they become more proficient with 
programming and they develop an ability to trace 
"abstractly". In other words they are able to compute the 
effect of the code without using specific values. This 
ability to start working with abstractions signals the 
transition into concrete operational reasoning. Jim, for 
example, tried unsuccessfully to trace code abstractly 
(i.e., without specific values). However, he then 
succeeded by resorting to the use of specific values. He, 
and other preoperational students, will develop abstract 
tracing skills with persistent practice and challenges that 
require more mature strategies until they learn to reason 
about and work with abstractions. Tracing abstractly also 
means that the trace need not be complete in order to 
determine the code's purpose. A student transitioning into 
concrete operational stage may be able to short-circuit a 
trace because they can also simultaneously process a 
number of features of a block of code (e.g., in a loop). 
Only once students have begun to develop those sorts of 
reading skills will they begin to write code 
systematically. 
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Appendix: The Test 1 Questions 
Q1 In the boxes, write the values in the variables after the following 
code has been executed: 
a = 1 
b = 2 
a = 3 
The value in a is              and the value in b is  
Q2 In the boxes, write the values in the variables after the following 
code has been executed: 
r = 2 
s = 4 
r = s  
The value in r is              and the value in s is  
Q3 In the boxes, write the values in the variables after the following 
code has been executed: 
p = 1 
q = 8 
q = p 
p = q 
The value in p is               and the value in q is  
Q4 In the boxes, write the values in the variables after the following 
code has been executed: 
x = 7 
y = 5 
z = 3 
x = y 
z = x 
y = z 
The value in x is               y is              and z is  
Q5 In the boxes, write the values in the variables after the following 
code has been executed: 
x = 7 
y = 5 
z = 0 
z = x 
x = y 
y = z 
The value in x is              y is              and z is   
Q6 In Q5 above, what do you observe about the final values in x and y?  
Write your observation (in one sentence) in the box below. 
 
 
Q7 The purpose of the following three lines of code is to swap the 
values in variables a and b, for any set of possible values stored in 
those variables. 
c = a 
a = b 
b = c 
In one sentence that you should write in the box below, describe the 
purpose of the following three lines of code, for any set of possible 
initial integer values stored in those variables. Assume that 
variables i, j and k have been declared and initialised. 
j = i 
i = k 
k = j 
 
 
Q8 Assume the variables first and second have been initialised. 
Write code to swap the values stored in first and second.  
 
 
Sample solution:      temp   = first 
                first  = second 
               second = temp 
Sample solution:  Swaps the values in i and k. 
Sample solution:  The values in x and y were swapped. 
3 2 
4 4 
1 1 
5 5 5 
5 7 7
 203 
Chapter 13. Programming: Reading, 
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We compared the performance and thought process of several students on the 
same programming task.  We were able to attribute their ability to program 
according to their stage of cognitive development using the neo-Piagetian 
framework.  We found further evidence, from these students' reasoning abilities, of 
progression through the neo-Piagetian stages.  This progress is consistent with an 
overlapping waves model where, as students accumulate more mature abstract 
reasoning skills, they exhibit less behaviours characteristic of earlier stages of 
development. 
This chapter contains a copy of the conference paper referred to above. 
Figure 13.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 13.1: Research Question/s Addressed in Chapter 13 
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Figure 1: Reversibility Task – Python  
 
 
 
Figure 2: Reversibility Task - C# Sample Solution 
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ABSTRACT 
In this paper, we look at the concept of reversibility, that is, 
negating opposites, counterbalances, and actions that can be 
reversed. Piaget identified reversibility as an indicator of the 
ability to reason at a concrete operational level. We investigate to 
what degree novice programmers manifest the ability to work 
with this concept of reversibility by providing them with a small 
piece of code and then asking them to write code that undoes the 
effect of that code. On testing entire cohorts of students in their 
first year of learning to program, we found an overwhelming 
majority of them could not cope with such a concept. We then 
conducted think aloud studies of novices where we observed them 
working on this task and analyzed their contrasting abilities to 
deal with it. The results of this study demonstrate the need for 
better understanding our students’ reasoning abilities, and a 
teaching model aimed at that level of reality. 
Categories and Subject Descriptors 
K.3 [Computers & Education]: Computer & Information 
Science Education – Computer Science Education 
General Terms 
Measurement, Performance, Experimentation, Human Factors 
Keywords 
Neo-Piagetian theory, programming, novice programmers, think 
aloud, reversibility. 
1. INTRODUCTION 
Piaget used an experiment using a bottle of coloured water which 
he rotated at various angles under cover so only the outline of the 
bottle could be seen. He asked children to draw the changing 
water level as he rotated the bottle back and forth, hence testing 
their understanding of the effect of reversing a process or effect. 
We can think of reversibility in a programming context as 
cancelling an effect by reversing the steps in order to revert to an 
original state. We followed Lister’s [4] suggestion of providing 
code that rotates the values in an array in one direction with the 
task being to write code that rotates the values in the opposite 
direction, as shown in Figure 1. As the programming languages 
varied between semester offerings of our units, some students 
completed these exercises in C#, rather than Python (see C# 
solution in Figure 2). At our institution, we tested students’ ability 
to reason about reversibility in this way, across several cohorts. 
Our students were introduced to lists and indexing in week 2 of 
semester, and start working with loops by week 5.   
 
The purpose of the block of code below is to take a list of numbers 
containing five integers and to move all elements of the list one place to 
the right, with the rightmost element moving around to the leftmost 
position. 
    temp = numbers[len(numbers) - 1] 
    for index in range(len(numbers) - 1, 0, -1): 
          numbers [index] = numbers [index - 1] 
    numbers [0] = temp 
For example if numbers initially has the value [1,2,3,4,5] then 
after the code has executed, it would contain [5,1,2,3,4]. If we were 
to show the effect of moving all the elements of a list in this way in a 
diagram, it would look something like this: 
"numbers"     ... etc ...     
      
      
   "temp"   
Note that range(len(numbers)-1,0,-1) produces a list 
containing numbers from one less than the length of the list down to one. 
For example for numbers defined above, the following list would be 
produced [4,3,2,1]. 
Write Python code that does the opposite of the above code. That is, write 
code to move all elements of the list numbers one place to the left, with 
the leftmost element being moved to the rightmost position. 
Sample Python Solution: 
temp = numbers [0] 
for index in range (len(numbers) -1): 
   numbers [index] = numbers [index + 1] 
numbers [len(numbers) - 1] = temp 
 
 
Sample C# Solution: 
int temp = values[0]; 
for (int i = 0; i < values.Length -1; i++) 
   values[i] = values[i + 1]; 
values[values.Length - 1] = temp; 
 
We tested our students with this task at the end of each of our first 
and second programming units and we were astounded by the 
consistently poor results (see Table 1 below). In fact, after an 
additional semester of learning programming, students were no 
more likely to be able to complete this task. We had simply asked 
them to modify some relatively familiar code to change its 
functionality—and they could not. The best results achieved by 
any of our cohorts was 68% incorrect answers. That is, less than a 
third could write that code. 
Table 1: Cohort Testing of Reversibility Task 
Weeks of programming 
instruction completed 
Number of 
students 
Percentage 
wrong 
12 71 92% 
12 322 68% 
24 68 79% 
24 60 85% 
20 82 78% 
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While grading these tasks we ignored minor syntax issues like 
missing brackets or colons, misplaced indenting, inconsistent 
variable names etc. However, the 5 criteria which we deemed 
necessary in order to mark as correct were: 
a) line 1: correct value stored in temporary variable 
b) line 2: correct for loop structure 
c) lines 2 & 3: use of valid range of subscripts 
d) line 3: correct rotation direction 
e) line 4: correct relocation of temporarily stored value 
To understand why so many students could not correctly complete 
a task which we thought was relatively simple, we called for 
volunteer students to take part in studies where we gave them this 
reversibility task to complete while thinking aloud. We then 
interpreted our data using the neo-Piagetian theoretical 
framework. 
2. NEO-PIAGETIAN STAGES 
Neo-Piagetian theory was developed as a response to problems 
identified in classical Piagetian theory. Both classical and neo-
Piagetian theories describe cognitive development in terms of 
sequential, cumulative stages. However, unlike classical Piagetian 
theory, Neo-Piagetian theory is not age-related and applies 
equally to adults. Furthermore neo-Piagetian theory describes 
cognitive development as a person acquires knowledge in a 
specific domain. The cognitive structures become more complex 
through exposure in the domain, which explains why someone is 
capable of reasoning at different levels of abstraction in two 
different domains (e.g. Math and literature). Lister [4] proposed 
that these stages are evident in the novice programmer. 
At the least mature stage, sensorimotor, there are plenty of 
misconceptions about programming which are not necessarily 
applied consistently. The sensorimotor programmer at best 
possesses fragile domain knowledge as disjointed snippets which 
he finds difficult to piece together in any satisfactory manner. At 
this stage the novice is focused on the mechanics and syntax of 
the language, and tasks like tracing code require considerable 
cognitive effort. He manipulates code by trial and error. 
At the next more mature stage, preoperational, a novice is able to 
more reliably trace code, but any attempt to reason about it is only 
intuitive. Misconceptions that remain are at least applied 
consistently. A preoperational novice writes and traces code with 
heavy reliance on and reference to specific values. They are 
incapable at this stage of seeing a relationship between different 
parts of code, or of seeing how the parts fit into the whole. A 
novice at this stage does not really understand actions so their 
thinking is dominated by static images rather than mental 
representations of change [2]. In terms of the reversibility problem 
in Figure 1 and Figure 2, a preoperational novice does not 
immediately see the relationship between the code they were 
given and the code they must write. While preoperational students 
may eventually produce a correct solution to this problem, they 
will only do so after considerable effort. 
By the time a novice programmer reaches the concrete 
operational stage, they are able to start reasoning at a more 
abstract level. Tracing for understanding and verification of code 
can be short-circuited because they are now capable of reasoning 
about code in abstract, rather than specific, terms. Concrete 
operational novices have developed for the first time an ability to 
see the whole and its parts at the same time. It is also at this stage 
that we are capable of conceiving the idea of inverse, nullifying 
actions that change something back to its original state [1]. In 
terms of the reversibility problem in Figure 1 and Figure 2 the 
concrete operational novice does see an immediate relationship 
between the code they were given and the code they must write. 
They can usually write their answer without hesitation. 
We do not however suggest that there is necessarily a quantum 
leap from one stage to the next, or that we can classify novices as 
being at one particular stage of development. Rather than a one-
way staircase model of development, we adopt the overlapping 
wave metaphor of Siegler [7], where as a person acquires 
knowledge and skills in a new cognitive domain, they exhibit a 
changing mix of reasoning strategies from different stages. Firstly 
they reason predominantly at a sensorimotor level but as they 
build schemas and develop skills in the domain they reason less at 
that level and more at the next more mature level, and so on. In 
this way, multiple ways of reasoning can coexist. 
3. THINK ALOUD STUDIES 
Using this neo-Piagetian framework we gathered think aloud data 
from students as they completed the exercise in either Figure 1 or 
Figure 2 to help us understand why many students could not 
reverse the effects of a piece of code. 
3.1 Think Aloud Results 
We discovered that our think aloud students exhibited behaviours 
representing a broad range of neo-Piagetian stages, but that a 
student’s cognitive maturity was not necessarily commensurate 
with the amount of progress they had made through their 
programming course. We now focus on a small yet representative 
selection of these students, summarized in Table 2. We have 
chosen three students who were clearly demonstrating 
characteristics of one of the first three neo-Piagetian stages 
(sensorimotor, preoperational or concrete operational), and one 
that seemed to be on the cusp of progressing from preoperational 
to concrete operational. For each student, Table 2 shows the 
aggregate number of weeks they have completed of programming 
instruction. 
Table 2: Think Aloud Performance on Reversibility Task 
Alias Weeks of  
instruction 
Time taken 
(m:s) 
Neo-Piagetian Stage 
S1 45 3:51 Concrete 
S2 11 14:58 Preop-Concrete 
S3 9 13:20 Preoperational 
S4 14 11:15 Sensorimotor 
 
3.2 Analysis of Think Alouds 
In this section we dissect the think aloud transcripts of those four 
sessions, which illustrate why students struggle with this 
reversibility problem. We document these excerpts in a format 
similar to that used by Lewis [3] and more recently by Teague and 
Lister [8] who separated the interview data from its analysis in 
order to help the reader better follow the participant’s progress 
during the session. 
Pauses in speech are marked “…”, as are placeholders for deleted 
utterances which we deemed unnecessary for inclusion as those 
utterances add nothing to the context of the think aloud session. 
We start our think aloud sessions with one which exemplifies a 
concrete operational student, or in other words, a student capable 
of operating at a fairly mature level.  
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3.2.1 S1 - Concrete – Week 45: C# 
3.2.1.1 Summary 
S1 had little difficulty completing this task. He read the question 
and jumped straight into writing his solution. He completed the 
exercise in less than 4 minutes.  
3.2.1.2 Data 
S1 started writing his solution by copying the given code. Before 
completing the first line he realized he had copied too much (i.e. 
the index of the rightmost element of the array) and immediately 
self-corrected. As he changed the subscript to 0, as shown in 
Figure 3, he said: 
S1: I want ... to get... 0 because we want the first thing to be at 
the end  
 
 
 
He then completed the two lines of the for loop, correctly, 
without hesitation, as shown in Figure 4. S1 gave an abstract 
explanation of the reassignment of values which would affect 
movement in the correct direction: 
S1: ... and now I simply grab what is one ahead of it and move it 
back 1 so ... values ... at i is assigned ... values at ... i plus 1 
which is going to the next one over ....  
 
 
 
 
He then completed the final line, as shown in Figure 5, and 
uttered: 
S1: to finish it all off we just update the last one ... which is ... 
values dot um ... length minus 1 ... is assigned temp.  
 
 
 
 
3.2.1.3 Analysis 
S1 illustrates what most computer educators expect from their 
students. The abstract manner in which S1 described code is 
consistent with someone operating at the concrete operational 
level. He does not rely on tracing with specific values in variables 
or specific indexes in order to understand code, nor does he refer 
to specific values when writing code.  
3.2.2 S2 – Preop-Concrete – Week 11: Python 
3.2.2.1 Summary 
S2 read the question text very slowly, then partially copied the 
given code and started annotating it. He drew arrows to indicate 
the direction of movement of the values and added specific values 
with which to trace that movement. After taking more than four 
and a half minutes to do this, he started writing his solution. He 
used diagrams and specific values to partially trace his code and, 
except for an off-by-one error, his final solution was correct. He 
articulated that he found the exercise troublesome. He had taken 
nearly 15 minutes. 
3.2.2.2 Data 
On reading the first line of the given code S2 immediately 
articulated an abstraction: 
S2: Temp equals list of numbers ... at a place one before the end 
This abstraction was off-by-one, yet a note he wrote soon after 
(see Figure 6) was accurate. 
 
 
 
He read the for loop structure and was temporarily troubled by 
the syntax of the Python range function for which the 
interviewer supplied an explanation. However soon after reading 
and copying down the loop, he summarized its purpose: 
S2: So that moves everything over one way 
He then drew two arrows pointing to the right (see Figure 7), 
correctly indicating the direction of that movement.  
 
 
 
 
S2 started writing his code for the solution, quickly self-correcting 
any errors. As shown in Figure 8, he left blank the range of 
indexes to be iterated over, as well as the index of the value to be 
assigned inside the loop. He drew circles around both these blank 
parts after saying: 
S2: ... figure that out later 
He completed the storage of the first value to temp and its 
subsequent reassignment into the last element without hesitation. 
 
 
 
 
 
 
 
 
S2 said that he had forgotten the syntax of the loop structure so 
the interviewer intervened with syntactic help. Then S2 
contemplated the assignment statement inside the loop: 
S2: It’s really frustrating now because it’s an easy one ... so if 
it’s on 4, it’ll put ... 3 in 4’s spot but I want to put 4 in 3’s 
spot ... so if we go the other way ... want to … make 0 go to 
1, make 1 go to 2 ... no that’s what’s happening isn’t it 
already. 
The interviewer then suggested that he draw a diagram. His first 
diagram shown in Figure 9 reflected the given code with the 
addition of index numbers 4 and 3. 
 
 
 
 
Figure 9: S2 - Annotation of given code 
 
 
Figure 8: S2 - Initial attempt [correct, except for off-by-one 
error, and incomplete] 
Figure 7: S2 - Annotation of given code 
 
Figure 6: S2 - Abstraction of temporary storage in given code 
 
 
Figure 5: S1 - Relocation of temporary value [correct, except 
for minor syntax issue (missing array name)] 
Figure 4: S1 – Loop header and body [correct] 
 
Figure 3: S1 - Temporary storage of first element [correct] 
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S2: so if it’s 4 ... so in place 4 we want 3 ... that’s what the 
original does  
He then drew (see Figure 10) what he wanted his solution to do. 
 
 
 
 
 
 
S2: I want ... if it’s 4 ... I replace 3 ... of index ... to have ... place 
4’s value ... is that right [pause 12 seconds] 3 ... that’s 
moving it left ... so that’s what I want. 
S2 was able to then complete the code which was correct, apart 
from two off-by-one errors. 
S2: I had a lot of trouble with that one 
3.2.2.3 Analysis 
S2 completed the temporary storage of the end value and its 
reassignment at the other end before completing the loop. Once he 
had determined the indexes involved in the reassignment, he was 
able to complete the loop header, but he was only able to resolve 
this uncertainty with the use of diagrams and specific index 
values. 
Unlike S1 who used no specific values while reasoning about the 
given code or writing his solution, S2’s reliance on specific values 
to formulate code is indicative of preoperational thinking. 
However, those operating at a purely preoperational level also 
find it necessary to trace code (or an algorithm) in its entirety, 
whereas S2 was manifesting nascent concrete operational skills by 
needing only a partial trace of the movement of values for 
verification. 
3.2.3 S3 –Preoperational – Week 9: Python 
3.2.3.1 Summary 
S3 took nearly 13 and a half minutes to complete this task. 
She wrote an initial solution which contained a correct for loop 
(except for off-by-one error) but which also contained the first and 
last line which were copied from the given code. She then 
corrected the first and last lines. 
3.2.3.2 Data 
S3 did not read the question out loud. She simply said 
enigmatically: 
S3: list of numbers 
After a long pause (68 seconds) she wrote her first line of code 
and then after another long pause (57 seconds) annotated her code 
by writing numbers above that line (see Figure 11). 
 
 
 
 
After yet another pause (34 seconds) she started writing the for 
loop, as shown in Figure 12. She hesitated when deciding the 
range of the iteration but finally settled on it iterating from index 1 
to the end of the array. 
 
S3 then wrote the body of the for loop as shown in Figure 13. 
However this line of code and the for loop header in 
combination produce an off-by-one error. 
 
 
 
 
 
Then she wrote an incorrect version of the final line of her code as 
shown in Figure 14. 
 
 
 
 
After a long pause of over 5 minutes, she was prompted by the 
interviewer to talk about what she was thinking. 
S3: Um ... so I’m just trying to work out the ... temp variable, 
make sure that I’ve got it picking up the right number ... 
equals ... numbers um ... [sigh] so just going to change that 
to ... 0 ... have to pick up the 5  
As she completed this utterance and changed her code, she also 
added a comment to her first line (see Figure 15). 
 
 
 
 
 
S3 re-read the loop structure she had written, and reasoned about 
its correctness: 
S3: so skipping the first number in the list ... to um the end of the 
list ... the index 0 here um ... would be 1 equals numbers at 
the index plus 1 so in this case ... the first time around ... 
we’re going to get ... 1 ... and then the second time around it 
will be 1 so we’ll get 2 ... and 3 and then 4  
She wrote “1,2,3,4” in the body of the loop as a comment as 
shown in Figure 16. 
 
 
 
 
S3: cross that out because that doesn’t work ... in range ... it’s 
already got the plus 1 
After the above utterance, she then changed her loop to correct the 
off-by-one error. 
S3: and then ... numbers ... mm  
S3 paused for 54 seconds. 
S3: I’ve done it wrong [laugh] That’s alright ... just leave me 
with it ... I’ll work it out  
S3 then altered her last line of code as shown in Figure 17. 
 
 
 
 
Figure 15: S3 – Revised temporary storage [correct, but the 
comment refers to a specific set of data values] 
 
Figure 13: S3 - Loop body [correct, in isolation, except for 
minor syntax issue (missing bracket)] 
 
Figure 12: S3 - Loop structure [correct] 
 
Figure 10: S2 - Annotation of proposed code 
 
Figure 17: S3 - Revised relocation of temporary value 
[correct, except for off-by-one error] 
 
 
Figure 11: S3 -  Temporary storage [incorrect] 
Figure 14: S3 - Relocation of temp value [incorrect] 
 
Figure 16: S3 - Commented loop body [correct, except the 
comment refers to specific data values] 
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S3 then reviewed her first line of code and added to the comment 
(see Figure 18). 
S3: ok so 1 2 3 4 ... equals ... temp is 5  
 
 
 
 
S3: i’m saying its 5 ... so if... index is 1 it’s going to be ... index 
is 0 ... going to be 1 ... 1 2 3 4  ... gets around to 5 
3.2.3.3 Analysis 
In her initial solution, S3’s first and last lines of code were 
incorrect in that they moved the rightmost element to the leftmost 
position, while her loop was moving values from left to right. This 
is a classic indication of preoperational thinking, where two pieces 
of the code are written which are conceptually incompatible. 
S3 focused on the salient aspect of the task. That is, she focused 
on the reversal of the direction of rotation. This is in contrast to 
S2’s approach which saw him initially focus on the temporary 
storage and relocation of the first value. In both cases however, 
the novices focused on detail which obscured the big picture.  
This behaviour is characteristic of preoperational reasoning. 
While S3 did work with specific values including annotations to 
her code, her focus was frequently upon the collective direction of 
movement of those values. Thus she was reasoning at a slightly 
higher level than the movement of a single specific value at a 
time, but at a much lower level than S1 who traced abstractly. 
3.2.4 S4 - Sensorimotor – Week 14: Python 
3.2.4.1 Summary 
S4 had previously attempted this exercise two weeks prior to this 
session. At that earlier session, his solution had amounted to little 
more than a near-copy of the given code, except for removing the 
minus operator from the first line, which he believed to be 
responsible for the direction of rotation. 
In the session detailed here, he struggled to even trace the code 
given in the question, which explains why he had previously not 
been able to write the reversal. He talked about the code in terms 
of individual symbols, with the focus clearly on syntax. S4 was 
unable to offer much explanation about the purpose of the code. 
He simply reiterated the question text. 
3.2.4.2 Data 
S4 read the first line of given code, but he gave an incorrect 
articulation of the code’s purpose: 
S4: numbers in brackets length of numbers minus 1 is assigned 
to temp ...so what’s really being assigned is ... ah ... I guess 
what was said up the top ... well moving 5 one [place] to the 
... right most number to the left most position 
The interviewer gave S4 a trace table with three columns headed 
temp, index and numbers. The initial value of numbers 
was recorded for him by the interviewer as “[1,2,3,4,5]”. No 
other data values were provided. When asked to trace the given 
code, he said: 
S4: So numbers, length of numbers minus 1, so I think, ... well 
one off the length of numbers could mean there’s only four 
numbers ... soooo ... that would be 1,2,3,4. 
Figure 19 shows what he then wrote in the trace table. Note that 
he has placed a list of values in the variable temp which indicates 
a misconception about the first line of code. 
 
 
 
He continued with the trace as shown in Figure 20. Note that S4 
incorrectly updated the temp variable (which is not even 
mentioned in the for loop) instead of the numbers list. 
 
 
 
 
 
S4’s think aloud session lasted for more than 11 minutes and the 
entire session consisted of attempting to trace the given code. He 
did not attempt to write a solution. 
3.2.4.3 Analysis 
S4 read the code symbol by symbol: “numbers in brackets length 
of numbers minus 1”. He did not provide any interpretation of the 
code or embellish on its purpose at all. Contrast that with S2 who 
articulated the same line as “numbers ... at a place one before the 
end”). S4 was not reasoning about the code at all, let alone as a 
whole. He was, as a child would when reading words, not 
connecting them into sentences. This behaviour is representative 
of someone at the sensorimotor stage of development. 
S4 manifested a number of misconceptions, such as assigning a 
list to the variable temp and updating temp within the loop. 
4. CONCLUSION 
Listening to our think aloud students articulate about code 
provides evidence about their ability to reason abstractly. S4 used 
only specific values when he referred to elements and indexes in 
the array. S3 used specific values for both indexes and list 
elements as she developed her code. S2 referred to specific index 
numbers when he discussed the movement of values, but had the 
ability to talk purely in abstract terms (“Temp equals list of 
numbers ... at a place one before the end”). S1 mostly reasoned in 
the abstract (“grab what is one ahead of it and move it back”).  
There is stark contrast between the performance of S4 and any of 
the other think aloud participants. Readers might conclude that 
this student showed little innate ability for programming, and that 
he would have most likely failed to progress much further in 
Computer Science studies. Conversely, S1 possessed exactly 
those abstract reasoning skills that would allow him to master 
programming at a high level. In fact, S4 is the same student as S1! 
The think aloud sessions with this student occurred one year apart. 
Novice programmers show increased competencies with 
programming tasks as their ability to reason abstractly matures. 
But why is it that some of our students are working at such an 
immature level of abstract reasoning for so long? We believe that 
many students remain at the sensorimotor and preoperational 
levels because all the instruction they receive is at the concrete 
operational level. In other words, as Shayer [6] put it:  
 
Figure 18: S3 - Revised comment Figure 19: S4 - trace table line 1 [incorrect] 
 
 
Figure 20: S4 - trace table complete 
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Think hard about the ways that your target students can 
process reality, and give them learning experiences which 
are accessible to them.  
Students at the earlier sensorimotor and pre-operational stages 
require exposure to programming tasks at those levels before they 
can be expected to reason abstractly about programming. 
Vygotsky’s [9] theory of “zone of proximal development” might 
suggest pushing the boundaries of students’ current ability to 
reason, but to expect students to work with concepts as yet far out 
of their cognitive reach may also retard their progress by depleting 
both their confidence and motivation.  
5. PEDAGOGICAL IMPLICATIONS 
S1 represents the students to which we currently teach: students 
who are operating comfortably at the concrete operational level. It 
is at this stage when they can reason abstractly and work with 
concepts like reversibility. They are capable of dealing with non-
trivial programming tasks. 
How should we teach students at the preoperational level like S2 
and S3? These two are probably more representative of our 
students. They are reliant on specific values to reason about code 
and require exposure to small tasks which are constituted from a 
minimal number of parts.  
Other studies have found a relationship between reading and 
explaining skills and the ability to write code ([10], [11], [12]).  
Tracing code requires students to draw on the programming 
knowledge they accumulated at the sensorimotor level and 
explaining the purpose of code forces them to conceive a ‘big 
picture’, rather than remain focused on individual lines of code. 
Therefore, the progression of preoperational students into more 
mature concrete operational reasoning could be scaffolded with a 
sequence of these types of tasks that culminate in something like 
the reversibility question in Figure 1 and Figure 2.  
... knowledge is not at all the same thing as making a 
figurative copy of reality for oneself, but that it invariably 
consists in operative processes leading to a transformation 
of reality, either in actions or in thought ... [5]. 
How then should we teach students at the sensorimotor level, like 
S4? These students have little hope of progressing until the 
misconceptions have been addressed. Many of these 
misconceptions can be identified and eliminated by a vigilant 
tutor or TA, but if left untendered can fester into a quagmire of 
confusion and frustration. Sensorimotor novices should be 
exposed to only very small tasks with single elements on which to 
concentrate. We believe that at the sensorimotor level in 
particular, greater emphasis should be placed on reading and 
tracing code until misconceptions have been addressed. It is only 
then that students can be expected to start constructing their own 
snippets of code.  
It is yet unknown how long it takes to progress from one neo-
Piagetian stage to the next, but it is clear from this research that it 
is different for every student. What we do know is that the stages 
are sequential and cumulative. Therefore, we must allow students 
to master programming skills using the type of reasoning 
indicative of the earlier stages of development before exposing 
them to significantly more abstract concepts. The pedagogical 
challenge now is in the identification of students’ operational 
levels so we can facilitate a match of the appropriate levels with 
the learning material. 
The reader may well be inclined to discount our results as unique 
to our institution. However, we challenge such academics to 
examine their own students’ ability to solve the same problem and 
report their findings.  
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This paper is another in the series of studies that tested several students using the 
same programming tasks.  We used two tasks that required the same programming 
concepts, but which called for very different levels of abstract reasoning.  We 
attributed students' abilities to trace as being at least at the preoperational level.  
Those who had abstract reasoning skills and were able to explain the purpose of 
code were operating at the more mature concrete operational level. 
This chapter contains a copy of the conference paper referred to above. 
Figure 14.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 14.1: Research Question/s Addressed in Chapter 14 
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Abstract 
In this paper, we present evidence that some novice programmers have the ability to hand execute 
(“trace”) small pieces of code and yet are not able to explain what that code does.  That evidence is 
consistent with neo-Piagetian stage theory of programming.  Novices who cannot trace code are 
working at the first stage, the sensorimotor stage. Novices who are working at the preoperational 
stage, the second stage, can trace code but do not yet have a well-developed ability to reason about the 
code’s purpose, other than by induction from input/output pairs.  The third stage, the concrete 
operational stage, is the first stage where novices can reliably reason about code.  We present data 
from think aloud sessions that contrast the behaviour of preoperational and concrete students while 
they attempt to reason about code. 
1. Neo-Piagetian Stages of Development 
Lister (2011) proposed that we could describe novice programmers’ behaviour using neo-Piagetian 
stage theory.  This theory is based on the premise that there are consecutive, cumulative stages 
through which we develop increasingly more mature abstract reasoning and expertise in a domain. 
1.1 Sensorimotor Stage 
Sensorimotor is the first, and least mature, stage of development.  It is at this stage that 
misconceptions about basic programming concepts most influence the novice’s behaviour, like those 
misconceptions described by du Boulay (1989).  A sensorimotor novice programmer has as yet 
minimal language skills in the domain and is still learning to recognise syntax and distinguish 
between the various elements of code.  At this stage the novice requires considerable effort to trace 
code (i.e., hand execute), and only occasionally do they manage to do so accurately.  
1.2 Preoperational Stage 
At the next more mature stage, the preoperational novice has made headway into mastering basic 
programming concepts, with most misconceptions having now been rectified.  This makes it possible 
for them to more consistently trace code accurately.  However, the preoperational novice is heavily 
reliant on the use of specific values to trace, understand and write code.  Preoperational novices are 
not yet able to perform abstract reasoning about a chunk of code, as their focus is quite narrow: 
limited to simply a single statement or expression at a time.  They struggle to recognise the 
relationship between two or more statements. 
1.3 Concrete Operational Stage 
By the time a novice is at the concrete operational stage, their focus shifts from individual statements 
to small chunks of code which allows them to consider the overall purpose of code.  Their ability to 
reason at a more abstract level allows them to understand short pieces of code simply by reading that 
code.  When the concrete operational novice does trace, they can do so in an abstract manner rather 
than being reliant on the use of specific variable values.  One of the defining characteristics of the 
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Figure 1 Overlapping Waves Model 
concrete operational novice is the ability to perform transitive inference: comparing two objects via an 
intermediary object.  For example, if A > B and B > C then, by transitive inference, A > C.   
1.4 Piaget -v- Neo-Piaget 
Whereas Piaget himself focussed on the cognitive development of children, neo-Piagetian theory is 
concerned with cognitive development of people of any age, learning any new task.  A person can 
thus concurrently exhibit characteristics from different stages in different knowledge domains.  Using 
a methodology based on Piaget’s theory of genetic epistemology, da Rosa (2007) witnessed in her 
research participants the transition of reasoning about relationships towards the construction of new 
recursive concepts.  According to neo-Piagetian theory, time taken by individuals to transition through 
the stages varies, but there are conflicting theories about the nature of those transitions which we will 
discuss in the next section.  
1.5 Staircase Model -v- Overlapping Wave Model 
We previously alluded to conflicting theories about the nature of the transitions between neo-
Piagetian stages.  Although theorists agree that the neo-Piagetian stages are consecutive and 
cumulative, one view is that the stages are discrete, much like a stair-case model.  However, there is a 
growing body of evidence suggesting that progress through the stages may not be so straightforward.  
How, for example, does one make the quantum leap from one stage to the next?  An alternative to the 
stair-case model is that the transition through the stages can be seen as overlapping waves: where a 
person exhibits characteristics from two or more stages as they develop skills in the domain  (Siegler, 
1996; Boom, 2004; Feldman, 2004).  In this overlapping waves model, characteristics of the earliest 
stage dominate behaviours initially, but as cognitive progress is made there is an increase in use of the 
next more mature level of reasoning and a decrease in the less mature.  In this way, there is concurrent 
use of multiple stages of reasoning.  This model is depicted in Figure 1.  As will be apparent later in 
this paper, some novice programmers’ behaviour that we have observed fits this overlapping waves 
model. 
 
      
 
 
 
 
 
 
 
 
  Early                                    Time                             Later 
 
2. Methodology 
Previous studies have found evidence that novices find explaining code harder than tracing code 
(Lister, Simon, Thompson, Whalley, & Prasad, 2006; Whalley et al., 2006; Lister, Fidge, & Teague, 
2009; Simon, Lopez, Sutton, & Clear, 2009).  Philpott, Robbins and Whalley (2007) found that 
students who could not accurately trace were not able to explain similar code.  
But if a novice has the skills to accurately trace a piece of code, shouldn’t they then have an adequate 
understanding of it to be able to explain the purpose of that same piece of code? In this paper, we 
gathered empirical data to help us answer this question.  We gave students some code and asked them 
to both trace and explain its purpose.   
At most institutions, Explain in plain English (EPE) questions are not as familiar to most 
programming students as tracing and writing tasks.  At our institution, however, students encountered 
EPE questions in their lectures and previous tests and therefore were familiar with what type of 
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answer was expected of them.  They had not necessarily both traced and explained the same piece of 
code before.  We asked students to do that in this study, first to establish that they understood the 
semantics of the code by being able to trace it, and second, if they could indeed trace it, to determine 
if they were also able to explain its purpose. 
2.1 In-Class Testing 
We tested introductory programming students with trace and explain tasks at our university during 
their lecture in four different (13 week) semesters.  The students involved in these in-class tests had 
already completed one semester of programming.  Students were asked to complete the tests 
individually, as if they were sitting an exam, but the tests did not contribute to their final grades.   
In the sixth week of each of the four semesters, we gave the students the programming tasks shown 
below in Figure 2.  (Note that the line numbers next to the code in Figure 2 were inserted by the 
authors of this paper for the readers’ benefit, and were not part of the exercise given to the students.)  
Sample answers are provided in the shaded areas of the figure.  The concepts that these tasks use 
(selection and output) were covered in week four of their first unit of study, so in effect, students had 
exposure to these concepts for 15 teaching weeks.  In other words, the programming concepts in the 
tasks were quite familiar to them. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Although informally invigilated, our in-class testing was not conducted under formal exam conditions 
and students may have been less motivated to complete the tests than if those tests had contributed to 
their grades.  On the other hand, our students also had less motivation to plagiarise. 
2.2 Think Aloud Sessions 
An issue with any type of written exam is that test scripts (i.e., the papers that the students hand in) 
are sometimes not an accurate indication of students’ ability at all, and certainly rarely give any 
insight into the process they used to arrive at an answer (Teague et al., 2012).  We wanted evidence of 
how students traced and reasoned about code.  Artefacts from think aloud sessions are potentially a 
much richer source of data which describe the students’ process of solving tasks (Ericsson & Simon, 
Consider the following block of code, where variables a, b and c each store integer values: 
1     if (a > b) { 
2         if (b > c) { 
3             Console.WriteLine(c); 
4         } else { 
5             Console.WriteLine(b); 
6         } 
7     } else if (a > c) { 
8         Console.WriteLine(c); 
9     } else { 
10         Console.WriteLine(a); 
11     } 
(a) In relation to the above block of code, which one of the following values for the variables will 
cause the value in variable b to be printed? 
(i) a = 1;  b = 2;  c = 3;  (ii) a = 1;  b = 3;  c = 2; 
(iii) a = 2;  b = 1;  c = 3;  (iv) a = 3;  b = 2;  c = 1; 
 
 
(b) In one sentence that you should write in the box below, describe the purpose of the above 
code (i.e. the if/else if/else block).  Do NOT give a line-by-line description of what 
the code does. Instead, tell us the purpose of the code: 
 
Sample answer:   To print the smallest of the three given values. 
 
Correct answer:  (iii) 
 
Figure 2 - Trace and Explain Tasks 
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1993; Atman & Bursic, 1998).  So to complement any quantitative findings from our in-class tests, we 
also ran a series of think aloud sessions with volunteer students from our first two introductory 
programming classes and asked them to complete an exercise similar to that shown in Figure 2.  Note 
that our think aloud students came from different cohorts using different programming languages, but 
essentially there were only syntactic differences in the code.  The exercise was presented to them in 
the same manner as the in-class test, except the exercise was printed on special dot paper on which 
they wrote their answers with a SmartPen (LiveScribe, 2014).  This allowed us to see what students 
wrote and record what they said as they did so.   
3. Results 
3.1 In-Class Testing Results 
Table 1 shows the performance of students on the tasks in Figure 2, from four different cohorts, in 
four different semesters (each cohort is a row in the table). The last row of that table combines the 
four cohorts.  
A great proportion of the students we tested over the four semesters were able to answer the tracing 
question correctly (see Col. 3 of Table 1).  A much smaller percentage could actually explain the code 
(see Col. 5 of Table 1).  A total of 29% of the students could trace the code and therefore had a 
working knowledge of the programming concepts involved, but could not explain what that code did 
(see Col. 2 of Table 1). 
Considering students were working with the same code for both tasks, these results seem to be 
surprising.  Why were so many students unable to explain that code when they could trace that code?  
 
 
n 
Col. 1 
Can trace (a) 
and can 
explain (b) 
Col. 2 
Can trace (a) 
but cannot 
explain (b) 
Col. 3 
Can trace 
Col. 4 
Cannot trace (a) 
but can explain 
(b) 
Col. 5 
Can 
explain 
Col. 6 
Can neither 
trace (a) nor 
explain (b) 
51 31 (61%) 10 (20%) 41 (80%) 1 (2%) 32 (63%) 9 (18%) 
113 40 (35%) 31 (27%) 71 (63%) 0 (0%) 40 (35%0 42 (37%) 
53 27 (51%) 21 (40%) 48 (91%) 1 (2%) 28 (53%) 5 (9%) 
86 51 (59%) 26 (30%) 77 (90%) 5 (6%) 56 (65%) 4 (5%) 
303 149 (49%) 88 (29%) 237 (78%)  7 (2%) 156 (51%) 60 (20%) 
Table 1 Comparison of students’ performance on the trace and/or explain tasks in Figure 2 
3.2 Think Aloud Sessions Results 
As we have seen, a significant number of students in our in-class tests were not able to explain the 
code even though they could trace it.  However, only two of the students who took part in think aloud 
sessions were able to trace the code but were not able to explain the code.  Although two students is 
much too small a sample size from which to draw conclusions or generalise (about why students are 
not able to explain the purpose of code), an analysis of these two students’ process of completing the 
tasks is insightful.  It gives us evidence that their ability to do one task and not the other can be 
explained by neo-Piagetian theory. 
For anonymity, our think aloud students chose aliases, by which we will refer to them.  The think 
aloud sessions with four students are summarised in Table 2. Later in the paper, we will discuss in 
detail the difficulties encountered by two of those students, Michael and Charlotte, as they completed 
the tasks in Figure 2.  But first, by way of comparison, we introduce the other two students, Lance and 
Briandan, who completed the exercise without difficulty, and did so in ways we had originally 
anticipated all of our students would complete it.   
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Alias Weeks of prior 
programming instruction 
Time taken to complete 
exercise (min:seconds) 
Dominant neo-Piagetian stage 
demonstrated by behaviours 
Lance 10 2:14 Concrete 
Briandan 26 3:06 Preop/Concrete 
Michael 6 7:26 Preoperational 
Charlotte 6 8:03 Sensorimotor/Preoperational 
Table 2 Summary of Think Aloud Sessions, with Subjects in Order of Reasoning Sophistication 
Our detailed excerpts which follow use a format similar to that used previously in qualitative studies 
(Lewis, 2012; Teague & Lister, 2014a), where the interview data is presented separate to its analysis, 
so that the reader may more easily follow the think aloud session. 
In this paper, pauses in speech are marked “...”, as placeholders for dialog we have not included 
because we deemed that the excluded dialog added nothing to the context of the think aloud session.  
Utterances are italicised and where we have added our own annotations for clarification, these appear 
in square brackets in non-italicised text. 
3.2.3 Lance 
Summary 
Lance completed a Python version of the exercise in Figure 2 without any fuss, in little more than 2 
minutes.  He did not trace with specific values.  While reading the code in Figure 2 he spontaneously 
determined the purpose of the code. 
Data 
After very quickly reading the code almost in its entirety, Lance made the comment: 
Lance: Ah that’s a bit of a mind warp. 
He made a mark in the code (line 5 in Figure 2) indicating the part of the code that needed to execute. 
Lance: ... so basically to get there [line 5] we need a to be greater than b and we need b to be 
greater than c ... oh no we need b to be ... less than c ... so we need b to be the smallest 
number 
To verify his thinking, Lance then traced the code with the set of values in option (iii) 
Lance: a ... is greater than ... b ... yes ... b is ... greater than c ... no ... so it doesn’t print c ... 
and then it goes to the else statement print b so ... yep so (iii) 
As part of answering part (a) in Figure 2, Lance had already explained the purpose of the code, so he 
was able to write his answer to part (b) without hesitation. 
Analysis 
Lance’s comment about the code being “a bit of a mind warp” makes us believe that on first reading, 
he had not formed a clear understanding of the code.  However, he then determined which conditions 
must be met in order for the required output statement to print.  We refer to this as a “backward” 
trace.  The ease with which he volunteered an explanation of the purpose of the code in part (b) of 
Figure 2 indicates that he had already processed a great deal of the code’s semantics while completing 
part (a). 
Lance had no real need to trace the code with the specific values in the options, as his abstract trace of 
the code and conclusion that “we need b to be the smallest number” was sufficient to identify the 
correct option.  However, he traced the code using the values from option (iii) to confirm the answer 
at which he had arrived.  He did not at any stage refer to any of the code after line 6 that is, the else 
branches of the first if block. 
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Lance formed a coherent understanding of the “big picture” as a by-product of his trace.  It was his 
grasp of the concept of transitive inference (comparing two things via an intermediary) that allowed 
him to quickly determine the code’s purpose, that is, that if a > b and b < c then b is the smallest.  
Transitive inference is a defining quality of the concrete operational stage. 
3.2.1 Briandan 
Summary 
Briandan completed a Java version of the task in part (a) of Figure 2 by doing a “backward” trace, 
much like Lance had done.  However, she was a little more reliant on specific values than Lance.  
Briandan eliminated two options based on the first condition not being met, then traced the code with 
the values given in the remaining two options to find the correct option.  For the EPE task (part (b) in 
Figure 2) she did little else other than to re-read the given code, consider its purpose and then 
correctly describe that purpose.  Whereas Lance had already spontaneously formed a clear 
understanding of the code as part of his trace, Briandan had not. 
Data 
Briandan read each section of the code, sometimes articulating a summary rather than each token of 
the syntax.  For example, she said “print” to summarise the code “system.out.println”.  (Note that as 
Briandan was working in Java, the “print” statement was different to that shown in Figure 2.) 
Briandan drew a line next to the code at line 5 in Figure 2 which prints b, to indicate the line that must 
be executed.  She then determined that the first condition at line 1 in Figure 2 (i.e., a > b) must be 
true in order for b to print, and marked that condition with a dash.  She said: 
Briandan: let’s eliminate [options] if a ... greater than b ... we need a greater than ... no 
She then crossed out option (i) and proceeded to check the other three options in a similar way: 
Briandan: ... is a greater than b yes ... that one [option (iii)] ... a greater than b, no [option (ii)] ...  
a greater than b ... mm yes [option (iv)] ... so we’ve got two options here 
By this stage she had eliminated options (i) and (ii) and placed a mark under options (iii) and (iv).  
However, she then changed tactic, and traced the values provided in options (iii) and (iv): 
Briandan: Now if b greater than c b ... greater than c ... no it’s not ... so we’re going to go to the 
else one ... so that would be possible [option (iii)] 
She then tested the final option as well in order to confirm her choice: 
Briandan: and other one [option (iv)]... yeah it would print c  
Briandan circled the correct option (iii). 
To answer the EPE task in part (b) of Figure 2, Briandan read the code again then said: 
Briandan: hold on ... we printed the ... smallest number ... so assuming ... this didn’t work right 
[i.e., the condition (b > c) at line 2 in Figure 2 failed]... if c greater than b its going 
to go up here [line 5 in Figure 2]... so printing the smallest number 
Analysis 
That Briandan substituted some meaning for expressions as she read the code is evidence that she was 
processing the code, rather than simply reading it (i.e., when she said “print” in lieu of the code 
“system.out.println”). 
Briandan’s initial approach to doing the tracing task was a short-cut elimination of two options based 
on the conditions that must be met.  She did not test each answer option in a linear fashion. However, 
having eliminated two options by this approach, she then changed to tracing the remaining two 
options to determine their outcome.  She did not make a transitive inference.  Like Lance, Briandan 
found no need to refer to the code after line 6 in Figure 2. 
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In part (b), and unlike Lance, Briandan had to think further about the meaning of the code: she had not 
deduced the meaning of the code as she traced in part (a) in Figure 2.  It hadn’t occurred to her during 
the trace that the code would always print the smallest number.  That is, she did not see that a 
transitive inference could be made about the variables. 
3.2.2 Michael 
Summary 
Michael was given the C# exercise in Figure 2.  His approach to the tracing task was different.  He 
started with the first option and (forward) traced its values.  When he noticed the (a > b) condition 
(at line 1 in Figure 2) was not met, he was able to eliminate both option (i) and option (ii).  He then 
traced with the values from option (iii), and determined that b’s value would be printed.  He chose 
option (iii) as the correct answer, and did not trace option (iv).  Even though he accurately traced the 
code, he then had difficulty explaining what the code did autonomously.  To explain the code, he 
required scaffolding from the interviewer. 
Data 
Michael read the code verbatim, including each output statement and punctuation (“console dot 
writeline...”).  He then took the values in option (i) and started tracing: 
Michael: a equals to 1 b equals 2 c equals 3.  1 is more than 2 no.  So this if statement would 
not run [i.e., the condition (a > b) at line 1 in Figure 2 would evaluate to false]. 
Recognising that the if (a > b) block needed to execute for b to be printed, and therefore a’s 
value needed to be greater than b’s, he eliminated options (i) and (ii). 
Michael: so just left with the third option and fourth option 
He then looked at the next option, (iii): 
Michael: So a ... is more than b ... 2 is more than 1.  You jump to next statement where 1 is more 
than 3 console dot writeline c.  ... doesn’t happen [i.e., the condition (b > c)at line 2 
in Figure 2 fails] ... so we write b.  ... Yeah. ... so it’s (iii) 
After requiring clarification that a line by line description was not required for part (b), Michael gave 
his first and incorrect explanation of the code: 
Michael: Display the values of a b and c? 
Interviewer: Would it display all of them? 
Michael: Not all of them.  It depends on what starting values they have 
Interviewer: Under what conditions would a print? 
Michael: from the code ... as long as ... a is the smallest number ... comparison to ... 
At this point, Michael seemed to have figured out the purpose of the code.  However, when asked 
under what conditions would b print he attempted to answer in terms of each of the conditions in the 
code that would need to be met: 
Michael: b would print when um ... a is smaller, a is larger than b, plus smaller than c ... and ...  
but ... oh wait wait wait I take that back.  Uh ... a is ah ... more than b ... but less than c 
... and c is larger than b ... ah c is ... larger than b yeah... to print b 
The interviewer asked a similar question about the code printing c, to which he gave a similar, 
preoperational answer.  Then he was asked a more general question about the code: 
Interviewer: What can you say about it printing a or b or c? Is there anything in common? 
Michael: Yeah all depends on values of a ... ah ... I’m very confused 
The interviewer then gave Michael a set of values for a b and c to trace: 10, 2, and 7 respectively. 
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Figure 3 Charlotte's trace  
of option (i) 
Interviewer: Which one will print? 
Michael: ... um 2 ... 
The interviewer then gave Michael another set: 2, 5, and 12 respectively: 
Michael: ... a ... yeah a ... I’ve figured it out <laugh> as long as ... it’s the smallest digit it will 
be printed 
Analysis 
Unlike Briandan, Michael’s inclination was to read every token of the code including output 
statements and punctuation verbatim (“console dot writeline...”).  This is a remnant of the 
sensorimotor stage, where the language in the domain is still developing.  At this stage, processing the 
meaning of many elements of code is necessary, and tends to be a time consuming process that 
requires a great deal of cognitive effort.   
Michael traced the values in the options in a mechanical manner.  He chose the first option, 
determined the outcome, eliminated another option based on the outcome of the first, then traced 
option (iii) before deciding it was the correct one.   
Michael continually referred to the specific values of the variables while he traced.  For example, “1 is 
more than 2 no”, “a ... is more than b ... 2 is more than 1”.  Reliance on specific values to trace is 
consistent with preoperational behaviour.   
Michael did not attempt to reason about the code as he traced.  Unlike Lance, he was not building an 
understanding of the code’s purpose while he traced it.  His attempt to explain the code (part (b) in 
Figure 2) showed he had very little ability to reason about the code’s purpose which is, again, 
indicative of someone at the preoperational stage. His explanation relied on inductive reasoning based 
on various input/output pairs.  He itemised which conditions in the code needed to be met before the 
line to print b would be executed.  As with any preoperational novice, Michael was preoccupied with 
evaluating individual statements rather than developing a more abstract “big picture”. 
It was only after several prompts by the interviewer, which lead Michael through additional traces 
with specific values, that he understood the purpose of the code.  Until what appeared to be a “light 
bulb moment”, Michael had used specific values when asked which variable would print: “... um 2 
...”, but after his enlightenment, his responses became abstract: “... a ... yeah a ...”.  It was as if he had 
only just come to realise that the code’s outcome, when expressed abstractly, was invariant. 
3.2.3 Charlotte 
Summary 
Charlotte was given the C# exercise in Figure 2.  Her method of tracing the code involved substituting 
specific values for each of the variables.  She rewrote the code in specific rather than abstract terms.  
After an initial self-corrected error, she determined that the first condition (i.e., (a > b) at line 1 in 
Figure 2) must be met in order for the correct output statement to be executed, and then eliminated 
options (i) and (ii).  She rewrote the code using values from option (iii), decided it was correct, but 
also checked (iv) before eliminating it.  Charlotte’s attempt to explain the purpose of the code was 
also heavily reliant on the use of specific values. 
Data 
Charlotte read the code including “curly brace ... writeline ...”, and circled the “b” in the output 
statement (at line 5 in Figure 2) as a “note to self”.  She then proceeded to rewrite the code with 
specific values (from option (i)) substituted for the variables.  She said: 
Charlotte: I’m going to write them out 
Charlotte then wrote what can be seen in Figure 3. Immediately she 
made an incorrect conclusion about option (i):  
Charlotte: so this one [option (i)] could be it 
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Figure 4 Charlotte's trace  
of option (iii) 
 
Figure 5 Charlotte's second trace of option (iii) 
She said of option (iii): 
Charlotte: if 2 is greater than 1 ... this won’t run so (iii) is already not an option 
At this point Charlotte paused (for 32 seconds) and silently read through the problem again.  She then 
self-corrected: 
Charlotte: so a has to be greater than b for b to print 
She then eliminated options (i) and (ii) and marked option (iv) as a 
possibility.  She traced option (iii) again by substituting specific 
values for the variables and wrote what appears in Figure 4.  
Charlotte: if 1 is greater than 3, which it’s not, write c … else 
... b, so it’s (iii) 
After deciding this, she also checked (iv) “just to be sure”: 
Charlotte: 3 is greater than 2 which it is, if 2 is greater than 1 ... c ... no its (iii) 
When Charlotte began part (b) of Figure 2, her initial “gut instinct” (as she described it) was incorrect: 
Charlotte: showing which number is ... I guess the biggest? 
However, she was not convinced that this was correct: 
Charlotte: Ok .. don’t be lazy.  ‘cause I don’t want to go through it all again 
But she did go through it again.  This time, 
instead of rewriting the code with values, 
she wrote the specific values for option (iii) 
above each of the variables in the given code 
(see Figure 5). 
Then she asked herself: 
Charlotte: ... what’s so special about c? 
After a short time she concluded: 
Charlotte: In this case [referring to the line of code to output c, line 3 of Figure 2], c would be the 
smallest number ... in this case b [referring to line of code to output b, line 5 of Figure 
2] would be the smallest number ... in this case c [referring to line of code to output c, 
line 3 of Figure 2] ... yeah, it’s to find out what the smallest number is. 
Analysis 
Like Michael, Charlotte’s inclination was to read every token of the code including punctuation 
(“curly brace”), which suggests that she too is manifesting remnants of sensorimotor habits.   
However, some of her behaviour is clearly preoperational.  She successfully traced the code, but her 
reliance on specific values caused her to rewrite the code substituting a specific value for each of the 
variables.  So rather than trying to reason about abstract code, she rewrote it in a language she 
understood: specific values.  At other times when she was tracing or verifying the correctness of her 
answer, she wrote values above each of the variables. 
Charlotte’s initial attempt at reasoning about the code’s purpose (i.e., that it finds the biggest) was 
intuitive, and surprisingly inaccurate given that she had previously concluded that “... a has to be 
greater than b for b to print”.  As novices at the preoperational stage attempt to reason about code, 
they tend to make guesses based on intuition, and those intuitions can be inconsistent.  
After suspecting she was wrong, Charlotte actually considered not retracing.  She thought better of it 
and admonished herself for being lazy.  She then traced the code correctly.  A sensorimotor novice 
finds any tracing task to be non-trivial and for that reason is reluctant to do so more than the minimum 
necessary.   
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In answer to part (b) of the task shown in Figure 2, it was only after, again, making extensive use of 
specific values and finding a pattern via inductive reasoning that she was able to make a conclusion 
about the purpose of the code.   
Charlotte is manifesting behaviours of both the sensorimotor and preoperational stages.  This 
behaviour fits with the overlapping waves theory as described in the previous section where her 
sensorimotor behaviours, although diminishing and no longer dominant, are still evident as she starts 
to reason at the preoperational stage.  
4. Discussion 
Preoperational novices are heavily reliant on specific values.  They talk about code in terms of 
specific values and trace with specific values, to the extent of replacing variables with values as they 
trace code like Michael did: “a ... is more than b ... 2 is more than 1.  You jump to next statement 
where 1 is more than 3”.  Similarly, Charlotte wrote “if 1 > 2”.  Novices at an early phase of the 
preoperational stage are keenly focused on using the knowledge accumulated in the sensorimotor 
stage (i.e., the semantics of programming constructs) to mechanically trace code.  The ability to trace 
in abstract terms, like Lance did, is usually beyond the preoperational novice.  Michael and Charlotte 
are working mostly at this preoperational level. 
Also beyond the capacity of the preoperational novice is the ability to reason about the purpose of the 
code.  Preoperational novices are preoccupied with the detail of a tracing task.  They have developed 
the ability to determine the functional outcome of each line of code and trace to completion.  However 
the mental effort of doing so exhausts them, which obscures from them the abstract purpose of the 
code.  They are in effect, tracing blind. 
There is a stark difference between the concrete operational behaviour of Lance and the 
preoperational behaviour of Michael and Charlotte.  With the help of the think aloud sessions we have 
come to understand that what Lance was doing when he traced the code was something that neither 
Charlotte nor Michael did when they traced the code.  He was reasoning about the parts of the code as 
he read and traced the code.  Briandan also showed some evidence of processing the code as she read 
it, by summarising complicated output sequences simply as “print”.  The speed with which Briandan 
solved the EPE task, “hold on ... we printed the ... smallest number ... so...” is reasonable evidence 
that although she had not previously drawn this conclusion verbally, the process of tracing the code 
had provided some insight into the code’s purpose. This behaviour exhibited by both Lance and, to a 
lesser extent, Briandan is indicative of the concrete operational stage. 
Charlotte would have been awarded full marks for her answer if it had been provided in an exam.  We 
doubt that Michael would have completed the EPE question in an exam, as he was unable to do so 
without intervention in his think aloud session.  We suspect that many of the students who completed 
the in-class test are much like Charlotte or Michael.  Their correct test answers belie the difficulty 
they had with the task.  (We speculate that this difficulty might explain why some students can trace 
code, yet not be able to write similar code.) 
It is interesting that none of the think aloud students referred to code after line 6.  We could account 
for this in a number of ways.  First, students may have assumed that any code we supplied would be 
“purposeful” code, which is indeed the case.  Second, we could attribute their behaviour to inductive 
reasoning.  That is, they drew conclusions about the purpose of the code based on input and output 
combinations.  By backwards tracing (i.e., finding which conditions needed to be met in order to print 
the value of variable b), they saw no need to investigate the latter section of code as it was of no 
consequence to the outcome in this particular instance.  For example, even if lines 8 and 10 in the 
code were swapped, it would still print the smallest value when the smallest value was stored in b. 
If we assume that the reasoning processes of the students in the in-class test are consistent with the 
reasoning processes of the think aloud students, then we can make some inferences about the in-class 
test results.  Students who could neither trace nor explain (see Col. 6 of Table 1) are exhibiting 
behaviours that are consistent with the sensorimotor stage.  They manifest limited ability to reason 
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logically and abstractly about the code’s purpose.  Therefore their attempt at an EPE task is most 
likely a guess. 
Students who traced the code correctly but then could not explain it (see Col. 2 of Table 1) fall into 
the preoperational category (at best).  As we have discussed previously in this paper, students working 
at the preoperational level, like Michael and Charlotte, have developed the skills to trace code but as 
yet do not have the ability to reason abstractly about its purpose.  As part (a) of the task (see Figure 2) 
was a multiple choice question, some students would have simply guessed the correct answer in the 
in-class test.  In that case, and if the guess was because those students were unable to trace the code, 
then they are students who are at the sensorimotor stage. 
That there are students who could not trace the code, but yet were able to explain it (see Col. 4 of 
Table 1), is an anomaly, for neo-Piagetian theory.  (Jean Piaget referred to such anomalies as 
decalage.) However, those students are a very small proportion of the students. We suspect they had 
an accurate idea of the code’s purpose, but merely made a careless mistake on part (a).  It is less likely 
that they guessed the correct explanation, as this is more difficult to do for a short answer question 
than a multiple choice question. 
Students who were able to complete both the tracing and explaining tasks successfully (see Col. 1 of 
Table 1), like Lance and Briandan, may be working at the concrete operational level.  However, it is 
difficult to make a conclusion based on their answer alone.  It is the process that identifies concrete 
operational reasoning, not the final answer.  Charlotte’s think aloud session in particular argues this 
point. It is at the concrete operational level we would like all of our students to be working, and it is 
certainly where most of our teaching and learning material is aimed.  However, as we can see from 
our results, many of our students fall short of this level of cognitive development because they are still 
preoperational, and are not yet capable of working at a concrete level, with abstractions. 
Our results support previous findings that explaining code is more difficult than tracing code.  Neo-
Piagetian theory offers an explanation of why that is so. 
5. Conclusion 
There are important pedagogical implications that can be drawn from this research.  Many of our 
students are not reasoning at the concrete operational level required of the type of programming tasks 
we expect them to complete.  If they cannot reason about code given to them, then they are probably 
incapable of writing similar code.  From our data, about a third of our students are reasoning at the 
preoperational stage, so to them we may as well be talking in a foreign language when we pitch our 
teaching resources at the concrete operational level.  Our preoperational students require exposure to 
reading and tracing tasks which are constituted from a minimal number of parts and which give them 
the freedom to use a less abstract level of reasoning. With sufficient practice, and with a slow increase 
in the sophistication of the code they read and trace, these students will eventually reach the concrete 
operational stage.  
Neo-Piagetian theory offers a coherent framework for explaining our data.  Readers might argue that 
our empirical results are not entirely new, and we have cited several other similar findings.  However, 
our use of a neo-Piagetian framework to explain such data is new.  Our use of neo-Piagetian theory 
also has methodological implications.  Knowing that tracing code does not require concrete 
operational skills, students who can trace code accurately are not necessarily capable of tasks that 
require abstract reasoning, such as explain in plain English tasks, and also writing code. 
Neo-Piagetian theory suggests interesting problems on which to study students.  In this particular 
paper, we have used a problem intended to study transitive inference.  In other papers, we have used 
problems intended to study other aspects of concrete operational reasoning, such as reversibility and 
conservation (Teague & Lister, 2014a, 2014b). 
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Observations were made of one student over several semesters using think aloud 
studies.  We gave him a variety of programming tasks and we were able to find 
evidence that programming ability improved with the increased ability to reason 
abstractly about programming code.  This student first manifested predominantly 
sensorimotor reasoning, followed by preoperational reasoning, and finally concrete 
operational reasoning. .  This study is the first direct observational evidence of a 
novice programmer progressing through the neo-Piagetian stages.  However, rather 
than a one-way staircase model, our findings are again consistent with an 
overlapping waves model of development.  That is, as he acquired knowledge in the 
new domain, he exhibited a combination of reasoning strategies from two different 
stages.  Initially, characteristics of the earlier neo-Piagetian stage dominated, but as 
cognitive progress was made there was an increase in the use of the next more 
mature stage of reasoning, and a decrease in the less mature stage.  
This chapter contains a copy of the conference paper referred to above. 
Figure 15.1, a partial representation of Figure 5.1, indicates the key research 
questions addressed in the paper. 
 
 
 
 
 
 
 
 
 
  
 
 RQ1. When is it that students start to struggle with learning 
programming? 
RQ2. Are the behaviours that manifest in students who struggle to 
learn programming compatible with the neo-Piagetian 
framework?  If so, what are the manifestations of each neo-
Piagetian stage observed in novice programmers? 
RQ3. Is there evidence that over time students tend to exhibit 
characteristics of each of the neo-Piagetian stages in order from 
least to most mature? 
Figure 15.1: Research Question/s Addressed in Chapter 15 
Chapter 15: Longitudinal Think Aloud Study of a Novice Programmer [ACE 2014b] 
  Page 226 
 
 
15.1 Statement of Contribution of Co-Authors 
The authors listed below have certified that: 
1. they meet the criteria for authorship in that they have participated in the 
conception, execution, or interpretation, of at least that part of the publication 
in their field of expertise; 
2. they take public responsibility for their part of the publication, except for the 
responsible author who accepts overall responsibility for the publication; 
3. there are no other authors of the publication according to these criteria; 
4. potential conflicts of interest have been disclosed to (a) granting bodies, (b) the 
editor or publisher of journals or other publications, and (c) the head of the 
responsible academic unit; and 
5. they agree to the use of the publication in the student thesis and its publication 
on the QUT ePrints database consistent with any limitations set by publisher 
requirements. 
In the case of this chapter: 
Title: Longitudinal Think Aloud Study of a Novice Programmer [ACE 
2014b] 
Conference: 16th Australasian Computing Education Conference (ACE 2014), 
Auckland, New Zealand (January 2014).  Conferences in Research 
and Practice in Information Technology (CRPIT), Vol. 148 
URL: http://crpit.com/confpapers/CRPITV148Teague.pdf 
Status: Presented, January 2014. 
Contributor Area of contribution (See Appendix N and Appendix O) 
 (a) (b) (c)(i) (c)(ii) 
Donna Teague 
Signature:…………………………… 
Date: 18/2/2015 
x x x x 
Raymond Lister x  x x 
 
Principal supervisor confirmation:  
I certify authorship as shown above. 
Raymond Lister ………………………………………. 18/2/2015 
Name Signature Date 
 
  
Chapter 15  227 
Longitudinal Think Aloud Study of a Novice Programmer 
Donna Teague  
Queensland University of Technology, 
Brisbane, QLD, Australia  
Tel: +61 7 3138 2000 
d.teague@qut.edu.au 
Raymond Lister  
University of Technology, Sydney, 
Sydney, NSW, Australia  
Tel: +61 2 9514 1850 
Raymond.Lister@uts.edu.au 
 
Abstract 
Recent research from within a neo-Piagetian perspective 
proposes that novice programmers pass through the 
sensorimotor and preoperational stages before being able 
to reason at the concrete operational stage. However, 
academics traditionally teach and assess introductory 
programming as if students commence at the concrete 
operational stage. In this paper, we present results from a 
series of think aloud sessions with a single student, known 
by the pseudonym “Donald”. We conducted the sessions 
mainly over one semester, with an additional session three 
semesters later. Donald first manifested predominately 
sensorimotor reasoning, followed by preoperational 
reasoning, and finally concrete operational reasoning. 
This longitudinal think aloud study of Donald is the first 
direct observational evidence of a novice programmer 
progressing through the neo-Piagetian stages.. 
Keywords:  Neo-Piagetian theory, programming, think 
aloud. 
1 Introduction 
Using neo-Piagetian theory, Lister (2011) conjectured 
there were four main stages of cognitive development in 
the novice programmer, which are (from least mature to 
most mature): 
Sensorimotor: The novice programmer cannot 
reliably manually execute a piece of code and determine 
the final values in the variables (i.e., “trace” code). This 
incompetence is due both to misconceptions about 
programming language semantics and the inability to 
organise a written trace. Without the ability to trace 
accurately, and thus having no real capacity to check their 
own code, these novices can write incoherent code. 
Preoperational: The novice can trace code reliably, 
but struggles to “see the forest for the trees”. That is, the 
novice struggles to understand how several lines of code 
work together to perform some computational process. 
When trying to understand a piece of code, such novices 
tend to use an inductive approach. That is, they may 
perform one or more traces with differing initial values, 
and make an educated guess based on the input/output 
behaviour. These novices also struggle to see the 
relationship between diagrams and code. When writing 
code, these novices tend to patch and repatch their code, 
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on the basis of their results from tracing specific values 
through their code. They cannot truly design a solution. 
Concrete operational: The novice programmer is 
capable of deductive reasoning. That is, the novice can 
understand short pieces of code by simply reading the 
code, rather than tracing with specific values. When 
reading code, they can abstract from the code itself to 
reason in terms of a set of possible values that each 
variable may have. These novices can design code, at 
least for algorithms that can be easily visualized as 
diagrams. However, novices at this stage tend to only 
reason about relatively short pieces of code that perform 
relatively familiar computational processes. 
Formal Operational: Writing programs is frequently 
referred to as an exercise in problem solving. McCracken 
et al. (2001) defined problem solving as a five step 
process: (1) abstract the problem from its description, (2) 
generate sub-problems, (3) transform sub-problems into 
sub-solutions, (4) recompose, and (5) evaluate and iterate. 
It is only at the formal operational stage that novices can 
reliably and efficiently perform problem solving. 
Levin (1986, p. viii) summarised the general change in 
the novice through these four stages (in any domain, not 
just programming) as being a process of: 
1. Increasing logical-mathematical power; 
2. Differing modes of representations – from perceptual 
to formal;  
3. Increasing attentional scope and integrational ability; 
and  
4. Increasing skill with applying the competencies of 
lower stages, along with the adoption of new 
strategies.  
Corney et al. (2012) provided indirect evidence that 
novice programmers pass through the preoperational and 
concrete operational stages, by analysing student answers 
to questions in an end-of-semester exam. They found that 
(a) within individual exam questions, there were students 
who could provide a preoperational answer but not a 
concrete operational answer, and (b) across exam 
questions, students tended to consistently provide either a 
preoperational answer or a concrete operational answer. 
However, such indirect evidence does not indicate the 
actual thought processes of a student. 
In this paper, we provide direct evidence that a student 
passes though these neo-Piagetian stages. We had several 
volunteer students complete programming related tasks 
while "thinking aloud" (Ericsson and Simon 1993). We 
met approximately once each week with these volunteers, 
so we x could x follow x their progress x over the x course of a  
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Classical Piagetian Theory Vs. Neo-Piagetian Theory 
Is concerned with the general cognitive development of 
children. 
vs. 
Is concerned with the cognitive development of people of any 
age as they learn any new cognitive task. 
A child at a particular Piagetian stage applies the same type 
of reasoning to all cognitive tasks (e.g., math and chess), 
apart from exceptions known as décalage. 
vs. 
Since a person’s cognitive ability in any domain is a function 
of their domain knowledge, a person will often exhibit 
different Piagetian stages in different knowledge domains. 
Hence … <continues in next row of this column> 
General tests, such as the pendulum test (Inhelder and Piaget 
1958; Bond, 2005), can determine the Piagetian stage of an 
individual.  
vs. 
… there are no general tests, thus the failure to find strong 
correlations between programming ability and the pendulum 
test (e.g. Bennedsen and Caspersen 2008).   
Prescribes typical age ranges for each Piagetian stage, but 
empirical evidence shows great flexibility in age ranges, due 
to cultural and environmental factors (Cole 1996, pp. 86-92).   
vs. 
The time that individuals spend in any stage is free to vary, 
and varies according to their rate of knowledge acquisition in 
a specific knowledge domain. 
Children spend an extended period in one stage, before 
undergoing a rapid change to the next stage – the “stair case 
metaphor”.  
vs. 
The staircase metaphor is sometimes applied, but also so is 
the “overlapping wave” metaphor (Siegler 1996) – see Figure 
1 and section 1.2.  
Table 1: Classical versus Neo-Piagetian Theory 
 
semester. This paper documents the progress made by 
one student, who we refer to as "Donald" (a pseudonym). 
Donald is a male student, who speaks English as his first 
language. At the time our study began, Donald was 22 
years old, and he was in his second semester of learning 
to program. However, Donald's first semester course was 
a breadth first introduction to computer languages 
(including SQL and HTML), and only 75% of the course 
was concerned with programming. We found Donald’s 
behaviours so interesting, and his interest in our study so 
high, that we continued to conduct think alouds with him 
beyond that initial semester. 
Before describing the think alouds with Donald in the 
next section, the remainder of this introduction will 
discuss three aspects of the framing of our research: (1) 
the nature of neo-Piagetian theory versus the better 
known classical Piagetian theory, (2) the justification of 
the neo-Piagetian framework over both Bloom and 
SOLO, and (3) the nature and purpose of our qualitative 
research. 
1.1 Classical versus Neo-Piagetian Theory 
It is well known that researchers since Piaget have 
conducted experiments that call into question aspects of 
“classical” Piagetian theory. Less well known, however, 
is that modifications to Piaget’s classical theory have 
been proposed that address those experimental findings. 
One set of modifications is known as neo-Piagetian 
theory. (The “neo” is increasingly inaccurate, given that 
this “new” Piagetian theory is already several decades 
old.) Table 1 summarises some of the differences 
between classical and neo-Piagetian theory. For longer 
treatments of classical and neo-Piagetian theory, the 
reader is referred elsewhere (Demetriou, Shayer and 
Efklides 1992; Feldman 2004; Flavell, Miller, and Miller 
2001; Lourenco and Machado 1996; and Sutherland  
1992). In the next subsection, we will elaborate on the 
final row of Table 1, given that the concept of stages as 
overlapping waves is central to the empirical findings of 
this paper. 
1.2 Stages as Overlapping Waves 
Perhaps no aspect of classical Piagetian theory has 
generated more debate than the concept of stages. In 
classical Piagetian theory, children spend an extended 
period in one stage, before undergoing a rapid change to 
the next stage. Having made that change, children do not 
regress to the earlier stage. This is commonly referred to 
as the “stair case metaphor”. The stair case metaphor 
suffers from two broad types of problems. The first 
problem type is empirical – people have been observed to 
exhibit simultaneously the reasoning patterns of more 
than one stage. The second problem type is philosophical 
– how and why does a person make the quantum leap 
from one stage to the next? While some neo-Piagetian 
researchers still accept the stair case model, others have 
found evidence for the “overlapping wave” metaphor 
(Siegler, 1996; Feldman, 2004; Boom, 2004). That 
metaphor is illustrated in Figure 1.  
 
Early                     Time                       Later    
Figure 1: The Overlapping Wave Model. 
According to the overlapping wave metaphor, as a 
person acquires knowledge in a new cognitive domain, 
the person exhibits a changing mix of reasoning strategies 
from different stages. Initially, the sensorimotor stage of 
reasoning is dominant, but its frequency of use declines. 
As the sensorimotor stage declines, there is an increase in 
the use of preoperational styles of reasoning, which 
Frequency 
sensorimotor 
concrete 
operational 
preoperational 
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becomes dominant, before it in turn gives way to concrete 
operational reasoning. Not shown in Figure 1 is formal 
operational reasoning, which would develop in the same 
way. As will be apparent when we present the think aloud 
data for Donald, his progression fits the overlapping wave 
model. 
1.3 Piaget vs. Bloom and SOLO 
There have been earlier taxonomic descriptions of 
programming tasks, especially programming exam 
questions, based upon the popular Bloom’s Taxonomy 
(Bloom et al. 1956; Whalley et al. 2006) and the SOLO 
taxonomy (Biggs and Collis 1982; Lister et al. 2010). In 
this section we briefly justify our use of neo-Piagetian 
theory in preference to Bloom and SOLO. 
Bloom is a taxonomy of questions, not a taxonomy of 
possible answers. That is, a question must be classified as 
belonging to a single level of Bloom’s taxonomy, and if a 
question is classified as being in one of the lower four 
levels of Bloom’s taxonomy, there is only a single binary 
decision to be made about a novice’s answer to that 
question − whether the answer is satisfactory or 
unsatisfactory at the prescribed Bloom level. Bloom is 
not suited to analysing questions where a population of 
novices may provide a rich variety of qualitatively 
different answers to a question. Nor does Bloom provide 
any mechanism for analysing think aloud data generated 
from the process by which a novice arrived at an answer.  
The SOLO taxonomy is intended for classifying a rich 
variety of qualitatively different written responses to a 
question. However, SOLO does not provide any 
mechanism for analysing think aloud data generated from 
the process by which a novice arrived at a response. 
Biggs and Collis made a conscious design decision that 
SOLO was only for application to analysing final 
responses, not the mental process leading to that response 
(see pp. 21−23). Their reason for that decision was that 
they derived SOLO from classical Piagetian theory, and 
the restriction of SOLO to analysing final responses was 
their approach to avoiding the problems with classical 
Piagetian theory that were discussed earlier in this paper. 
Note that Biggs and Collis published SOLO in 1982, 
before almost all the developments in neo-Piagetian 
theory that provide an alternative way of avoiding the 
problems with classical Piagetian theory. Unlike SOLO, 
neo-Piagetian theory preserves the Piagetian mechanisms 
for analysing think aloud data generated from the process 
by which a novice arrived at a response.  
Furthermore, given SOLO’s focus on responses to 
questions, and the conscious exclusion from SOLO of the 
process by which a response is generated, SOLO does not 
lend itself to generating ideas for questions to put to 
students in think aloud sessions, whereas neo-Piagetian 
theory (through concepts such as reversibility, 
conservation and transitive inference) has proven to be a 
rich source of inspiration for us. All the problems we put 
to Donald (apart from tracing problems) were inspired by 
problems that Piaget used on children. The observations 
that Piaget made using his problems also provided strong 
suggestions as to what to look for in Donald’s think aloud 
sessions. 
We regard our use of neo-Piagetian theory as a logical 
progression from the earlier research that used SOLO. 
1.4 N = 1? 
Some readers may be disturbed by our small sample size 
– a single student. To argue for a larger sample, however, 
is to argue from a positivistic perspective, which is not a 
wrong perspective, but it is a perspective orthogonal to 
the aims of this paper. Our research is qualitative, not 
quantitative. That is, our aim is to identify some aspects 
of the nature of how novices reason about programs. Our 
aim is to neither identify all aspects of how novices 
reason about programs, nor to count the frequency with 
which a particular aspect occurs in a population of novice 
programmers. 
Our use of think aloud sessions is an example of the 
microgenetic research method, which has been applied in 
many domains to test theories of cognitive development, 
and which is defined as having three main properties 
(Siegler 2006, p 469): 
1. Observations span the period of rapidly changing 
competence. 
2. The density of observations is high, relative to the 
rate of change. In the first semester of this study, 
think aloud sessions were conducted once a week 
(although for space reasons we only report three such 
sessions in this paper). 
3. Observations are analysed intensively, to infer the 
representations and processes used by the students. 
The microgenetic method has been used previously by 
Lewis (2012) to study a single novice programmer. We 
regard our research, and the earlier research of Lewis, to 
be a necessary prelude to conducting quantitative 
research. That is, we regard our work as the identification 
of interesting aspects of a novice programmer, which may 
then be studied quantitatively, either by us or by other 
researchers. 
2 Week 3: Tracing Code  
Each think aloud session with Donald was recorded with 
a Livescribe Smartpen (2013) which captured everything 
that Donald wrote and spoke. The scripts that Donald 
completed were then processed to produce “pencast” 
PDFs, the audio-synced video contents of which are re-
playable using Adobe Acrobat Reader. The audio was 
also transcribed. Ellipses (“...”) are used throughout the 
transcripts to indicate both missing utterances which add 
little to the context (for example, sighs, laughs, coughs, 
and fillers such as “um”, “mmmm”, and “huh”), and also 
short pauses in articulation. 
The first think aloud task performed by Donald is 
shown in Figure 2. Donald performed this task in week 3 
of semester, but he had already discussed this problem 
with his lecturer, at a one-on-one meeting. The lecturer 
had shown Donald a way to perform a systematic trace on 
that code.   
Donald began by writing out the code as shown in 
Figure 3. The left hand sides of lines 1 to 5 and also lines 
6 to 10 are the code from Figure 2. The right hand sides 
of lines 1 to 5 were subsequently written by Donald as he 
updated variables during his trace. As we shall see, 
writing those updated values on the right hand side may 
be one source of his subsequent confusion during the 
trace.  
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As he began his trace, Donald recalled that his lecturer 
had used a systematic way to record a trace:   
I remember there was an easier way to do this, 
visually … a way to write this out to make it very easy 
to … represent. 
He then started tracing the code from line 6, writing the 
new values stored in each variable next to the first block 
of given code (i.e., lines 1 to 5). This was NOT the layout 
that the lecturer had demonstrated to Donald. Note that, 
in starting at line 6, Donald ignored line 5. As he wrote 
“a = 3” on the right hand side of line 1, Donald said: 
So immediately, well if a equals b, a equals 3 
He then looked at line 7 and said: 
b equals e. … ah …  that change it? No. … b = 3, so b 
right now equals a, which equals now 3.  
From the transcript of the think aloud session, it is not 
clear what Donald meant by “that change it?” However, a 
year after Donald performed this think aloud, we had him 
listen to this pencast, and he explained that at that stage of 
his development he had been unsure of what assignment 
statements did: 
My confusion with [for example] e = a was due to me 
not realising that e received a copy of the value of a 
and then they are separate. I thought they were still 
connected. 
That novice misconception about assignment statements – 
that it “connects” variables – is well known (e.g., Du 
Boulay 1989). As a consequence of that misconception, 
Donald incorrectly wrote on the right of line 2, “b = 3”. 
That is, he reasoned (incorrectly) that e had been 
“connected” to a at line 5, then a had been “connected” 
to b at line 6, so at line 7 b was effectively being set to 
itself – hence his “no” in response to his own question 
“that change it?”.  
Donald then correctly evaluated lines 8 and 9, writing 
that “e = 2” and “c = 4”. At line 10, he began 
correctly: 
… c equals d … which is 4, and d equals e … which 
equals 2 
But then Donald added: 
… if I go to the updated version 
Donald was not sure he should be using the “updated” 
value “e = 2” as he wrote on the right hand side at line 
3, or whether he should follow a similar chain of 
reasoning as before – that line 8 “connected” variables e 
and c and line 9 connected c to d. To follow that chain of 
reasoning would be consistent with how Donald 
(incorrectly) evaluated line 7, but in writing “d = 2” on 
the right hand side he elects to not be consistent. Donald 
then revisited his trace, to check for errors: 
So just to revise … a starts off equalling 7. However it 
needs to equal b which equals 3. … b equals 3. Hang 
on, but b equals e … which equals a, which equals 3. 
Yeah … ok … e … Oh! I totally missed that …  
By “I totally missed that”, Donald was indicating that he 
had not previously noticed line 5, “e = a”: 
e equals … a, which equalled 3. … [sound of air being 
sucked through teeth] … Yeah, because e has already 
been changed. 
Having become confused, Donald restarted his trace from 
the beginning. The following extract from the transcript 
may not be coherent, but it does illustrate his growing 
confusion:  
a equals b, and b equalled 3 … b equals e, and e 
equalled a, which then became 3 … so then e equals c 
… e equals … a…arrgh….so then c becomes 3. … No 
it doesn’t. Does it? Arrgh! 
But Donald showed determination. He started another 
review of his trace, and when he became confused, he 
restarted yet again. He began that trace by reciting the 
first four lines of code: 
… a has been assigned 7, b has been assigned 3, c has 
been assigned 2, d has been assigned 4. 
Figure 2: Donald’s Week 3 Tracing Task 
Figure 3: Donald’s attempt at his Week 3 
Tracing Task 
Chapter 15  231 
For these four lines, his choice of the word “assigned” 
was a change from his earlier use of “equals”. He then 
articulated line 5 differently, using the word “equal”:  
… and e has been said to be equal to a, which is 7. So 
it’s currently 7 …. 
Thus in reciting lines 1 to 5 he articulated (a) the correct 
conception that a constant value to the right of an equals 
sign indicates an assignment of that constant to the 
variable on the left hand side, but (b) the misconception 
that variables on both sides of an equals sign “connects” 
the two variables.  
Donald then continued on to correctly evaluate line 6, 
but at line 7 his misconception about line 5 lead him 
astray: 
… b now has the value of e, e has the value of a, and I 
changed the value of a, so that makes it have the value 
of also 3.  
At this point, Donald had been working on this problem 
for 7 minutes and 18 seconds. He continued for another 
two minutes, while becoming even more confused, before 
writing his final answer. Donald expressed low 
confidence in his final answer: 
I still think that is wrong.  I’m not really sure.  I think 
it’s sort of right. 
In fact, Donald’s answer happened to be correct for all 
the variables except b, for which he had the value 3 
instead of the correct value of 7. However, had Donald 
consistently applied his misconception – that variables on 
both sides of an equals sign “connects” the two variables 
– then lines 5 to 10 should have “connected” all the 
variables, in which case all the variables would then have 
the same value. Near the end of his trace, Donald actually 
made that same point: 
… I thinking I’m just changing everything to 3 now by 
accident but we’ll see what happens.   
While Donald’s misconception about assignment 
statements has been well known for decades, what we see 
in Donald’s think aloud is that he does not apply that 
misconception consistently. According to neo-Piagetian 
theory, such inconsistency is common in novices 
reasoning at the sensorimotor stage.   
Later in this think aloud session, Donald reflected on 
his ad hoc approach to recording his trace, especially his 
recording of variable values on the right hand side of 
lines 1 to 5: 
… I represented it the wrong way. I probably should 
have had this be more … like … move it down so it is 
in a line … rather than try to do this and then go back 
up. 
When we interviewed Donald a year after he had done 
this think aloud session, he reflected on the problems he 
was having at the time he did this trace: 
  … it takes me a very long time to remember how to 
think like a computer, and that’s really what I find 
slows me down, because my mind wants to try and 
handle it a different way – but I’m like “No, a 
computer! You go line by line” … but to me that’s not 
the first way my mind wants to work … I don’t have 
that automatic … a computer is very simple actually. 
Looks like it is very complicated …” 
In summary, at this week 3 think aloud, Donald displayed 
the characteristics of a programming novice working at 
the sensorimotor stage. The misconceptions he had about 
programming concepts were applied inconsistently. He 
was cognitively overloaded on a simple tracing task as he 
was unable to organise an effective and accurate method 
for tracing code. 
In classical Piagetian theory, the sensorimotor stage is 
experienced by infants. In the application of neo-
Piagetian theory to novice programmers, the use of the 
term “sensorimotor” to describe the initial stage remains 
appropriate, since at this stage the novice programmer has 
trouble interpreting  the semantics of the code he or she is 
reading (i.e. the sensory component) and also has trouble 
with writing down a well organised trace (i.e. the motor 
part). Furthermore, the sensory and motor components 
interact. For example a misconception about what a piece 
of code does can lead to an incorrect method of recording 
within a trace the result of applying that misconception. 
3 Week 9: Explaining By Tracing  
At his week 9 think aloud session, which was his fifth 
such session, Donald attempted the explanation problem 
in Figure 4. We have already described this particular 
think aloud by Donald in an earlier publication (Teague et 
al. 2013). Here we summarise those aspects of the think 
aloud that are most salient to this paper.  
Donald attempted to explain the code by using the 
inductive approach of a novice at the preoperational stage 
of neo-Piagetian theory. That is, he selected some initial 
values for the variables (y1 = 1, y2 = 2 and y3 = 
3), then traced the code with those values, and then 
inferred what the code did from the input/output 
behaviour. However, at week 9, Donald was still having 
some problems organising his trace, so his use of the 
inductive approach did not initially go smoothly. 
Donald began with the unsuccessful trace shown in 
Figure 5. Like his week 3 trace, this trace was not well 
organised. Each of the three lines of that trace represents 
an if-then block from the code in Figure 4. The 
numbers and arrows are Donald’s attempt to record how 
the values in the variables change as the code is executed. 
Unlike his week 3 trace, the transcript of this week 9 trace 
shows that Donald had a correct and consistent 
understanding of how the code works. But by the time he 
reached the third line of that trace, his method of 
recording the values led him to confusion. 
Donald then attempted a second, more organised trace, 
as shown in Figure 6. He first wrote, on each of the three 
lines, respectively “y1 = 1”, “y2 = 2” and “y3 = 
3” (the numbers “1”, “2” and “3” were subsequently 
crossed out as his trace progressed). He then performed a 
conventional and correct trace, which took him only 67 
seconds. In performing this second trace, Donald showed 
clear progress from the haphazard sensorimotor approach 
he used in week 3. 
However, based on this one successful trace, Donald 
then made an incorrect inductive inference, which led 
him to write the following incorrect answer: 
“To reverse the values stored in y1, y2 and y3 …” 
We then asked Donald to trace the code again, using the 
initial values y1 = 2, y2 = 1 and y3 = 3.  He performed a 
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successful trace with those values, using the same 
approach as in his previous trace. On completing this 
trace with our values, however, Donald initially 
maintained that this trace confirmed his initial answer, 
with this trace having “ended up the same … as what I 
originally came up with”.  (Although his tone of voice in 
the recording might indicate uncertainty, or irony.) After 
being challenged by us, but without us providing any 
further hints, Donald exclaimed: 
“Oh! It’s ordering them … um … so, it’s more about, 
it’s not to rev … hang on … oh [indecipherable]… 
rather than to reverse, it would be to, place them from 
highest to lowest.” 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this week 9 think aloud, Donald initially showed 
attributes of the sensorimotor stage, but he then went on 
to also show some of the attributes of the preoperational 
stage. After an initial unsuccessful trace, he performed 
two well organised and successful traces. However, using 
the inductive approach based on the input/output 
behaviour of his first successful trace, Donald jumped to 
a rash and incorrect answer. This answer was especially 
rash, because the initial values he chose resulted in all the 
if conditions being true. (Some of the other students 
who participated in our think aloud study did carry out an 
initial trace with the same values chosen by Donald, but 
they also carried out a second trace with different values.) 
However, when Donald was prompted to perform a 
second trace, with values given to him by us, he did infer 
a correct description of the purpose of the code. Donald 
manifested behaviour consistent with someone who, in 
terms of the overlapping wave metaphor, is transitioning 
from the sensorimotor stage being dominant to the 
preoperational stage being dominant. In this week 9 think 
aloud, Donald did not manifest any aspect of concrete 
operational reasoning. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.1 The Concrete Operational Approach  
Instead of reasoning about the Figure 4  problem in terms 
of specific values, as Donald did, a novice reasoning at 
the concrete operational stage would tend to reason 
(albeit implicitly) about the code in terms of algebraic 
constraints on the values in the variables. For example, 
after the first if statement in the code from Figure 4, the 
concrete operational novice would think of y2 as holding 
any possible value that satisfies the condition that it is 
less than the value in y1. After the second if, the 
concrete operational novice thinks of y3 as holding any 
possible value that satisfies the condition that it is less 
than the values in both y1 and y2. By thinking in this 
deductive fashion, the concrete operational student feels 
little need to understand code via the inductive, 
preoperational approach of tracing specific values. 
4 Week 13: Abstract Reasoning  
In neo-Piagetian theory, one of the defining 
characteristics of the concrete operational novice is the 
ability to reason about abstract quantities that are 
conserved. For example, in a classic Piagetian 
experiment, a preoperational child believes that when 
water is poured from one container into another, and the 
Line 1 
Line 2 
Line 3 
 
Figure 5: Donald's First Week 9 Trace. 
 
Figure 6: Donald’s Second Week 9 Trace 
Figure 4: The Week 9 Explain in Plain English Task 
If you were asked to describe the purpose of the code 
below, a good answer would be “It prints the smaller 
of the two values stored in the variables a and b”. 
if (a < b): 
    print a 
else: 
    print b 
In one sentence that you should write in the empty box 
below, describe the purpose of the following code. 
Do NOT give a line-by-line description of what the 
code does. Instead, tell us the purpose of the code, like 
the purpose given for the code in the above example 
(i.e. “It prints the smaller of the two values stored in 
the variables a and b”).  
Assume that the variables y1, y2, and y3 are all 
variables with integer values. 
In each of the three boxes that contain sentences 
beginning with “Code to swap the values 
…” assume that appropriate code is provided instead 
of the box – do NOT write that code. 
if (y1 < y2): 
 
 
 
if (y2 < y3): 
 
 
 
if (y1 < y2): 
 
 
 
 
 
 
 
Code to swap the values in y1 
and y2 goes here.  
 
Code to swap the values in y2 
and y3 goes here. 
Code to swap the values in y1 
and y2 goes here. 
Sample answer:  
It sorts the values so that y1 ≥  y2  ≥  y3 
Chapter 15  233 
water level is higher in the second container, then there is 
more water in the second container than there was in the 
first. In contrast, an older child at the concrete operational 
stage is aware that the quantity of water is conserved. 
In a programming context, Lister (2011) conjectured 
that a preoperational programming student would tend to 
think that small changes to the implementation of an 
algorithm would change the specification of what the 
code does. Equally, Lister argued that a concrete 
operational student should be able to make small 
implementation changes to code while conserving the 
specification. He nominated a problem like that shown in 
Figure 7 as an example of a problem that requires a 
concrete operational understanding of programming. We 
had Donald attempt this problem at his week 13 think 
aloud session. 
Figure 8 shows Donald’s attempt at this week 13 task. 
(Note that Donald wrote his answers for this task on a 
blank page. We have superimposed his answers over the 
question text in Figure 8, and retained the sample answers 
in boxes on the right of Figure 8, to make it easier for the 
reader to follow.)  
In the three boxes in Figure 8, Donald only provided 
correct code for one box. However, neo-Piagetian theory 
merely says that a student progresses from sensorimotor, 
to preoperational to concrete operational when the 
programming constructs to which the novice is exposed 
do not change. When new programming constructs are 
introduced (as loops and arrays are in the week 13 
problem) then a novice may need to pass through the neo-
Piagetian stages for these new constructs. Thus, a student 
may have a concrete operational grasp of non-iterative 
and non-array aspects of a piece of code, but at the same 
time be reasoning about the iterative/array aspects at the 
preoperational or sensorimotor stage. On inspection of the 
transcript for Donald’s attempt at the week 13 problem, it 
is obvious that he struggled with the distinction between a 
position in an array and the contents of that position – as 
many novices do when they first encounter arrays. 
Therefore, with respect to arrays, especially when writing 
code, Donald is at the sensorimotor stage of development.  
However, a close inspection of the transcript shows 
that Donald has made some progress since week 9 with 
reasoning about other code. The remainder of this section 
will emphasise the transcript evidence for the progression 
in aspects of Donald’s reasoning. 
As Donald began by reading the problem, he 
articulated a clear understanding of what was required, 
and a clear acceptance that two different implementations 
might satisfy the same specification: 
So it does the same thing, but is going to be doing 
slightly different code because … line 5 is different. 
As Donald read through listing 1, he articulated an 
imprecise description of line 2, indicative of his weakness 
in distinguishing between a position in an array and its 
contents: 
… x zero is best …  
 
Figure 7: The Week 13 Task & sample answer 
 
 
 
 
After reading lines 3, 4 and 5 of listing 1, Donald then 
summarises the entire loop in a way that shows some 
nascent signs of concrete operational reasoning: 
Figure 8: Donald’s Attempt at the Week 13 Task. 
In the Source Code Listing 1 below is code for a 
function which returns the smallest value in the array 
x.  When the code in Source Code Listing 2 below is 
correctly completed, it should also return the smallest 
value in the array x.  Line 5 is different in the two 
listings.  Except for line 5, and the lines with boxes, 
all other lines in the two listings are the same  
Complete the code in the boxes in the second listing 
on lines 2, 4, and 8 so that the method Min returns the 
smallest value in the array x.  
Source Code Listing 1 
1. public int Min(int[] x) { 
2.  int best = x[0]; 
3.  for (int i=1; i<x.Length; i++){ 
4.   if (x[i]<best) { 
5.      best=x[i]; // different from line 5  
6.   }         // in the second listing 
7.  } 
8.  return best; 
Source Code Listing 2 
1. public int Min(int[] x) { 
2.  int best =          ; 
3.  for (int i=1; i<x.Length; i++){ 
4.   if (x[i] <            ) {   
5.      best = i;  // different from line 5  
6.   }    // in the first listing 
7.  } 
8.  return             ;  
 
0 
x[best] 
x[best]
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Ok, so it's just going through the list … so every time 
it finds something smaller it assigns to best until we 
get to the end … 
 
Had Donald then added something like “so at the end of 
the loop best will contain the smallest value in  the array” 
that would have been unambiguous evidence for concrete 
operational reasoning, but what he actually uttered is at 
least a coherent summary of the four lines of code that 
form the loop. 
Donald then read listing 2. He briefly adopted a quasi-
preoperational approach to reasoning about that code, by 
considering how the code in the second listing would 
work for the specific case of the first iteration of the loop: 
If x at position 1 is less than x at position 0, it would 
take the element number of i … and then assign it to 
best.  Then element one … has the least.   
Note, however, that while Donald considered two specific 
positions in the array, he did not consider specific values 
at those positions. Nor does he consider any other specific 
positions in the array. He appears satisfied that his 
consideration of positions 0 and 1 is representative of 
what will happen for subsequent iterations of the loop. 
Again, this is an example of nascent concrete operational 
reasoning – he is not performing a complete trace with 
specific values, as he did in week 9. 
Donald then started writing his answer. After writing 
"int best = " in the first box, he hesitated and then 
had a stroke of insight about the third box: 
… return x i.  Ah! … I think I got it! 
He then wrote his (incorrect) answer in the third box, 
before completing his incorrect answer in the first box. 
(The line through x[0] in the first box is not relevant 
and should be ignored.) In his incorrect solution for box 
1, Donald displayed his sensorimotor difficulty in 
distinguishing between the position in an array and the 
contents of that position, but in the way that he worked on 
the first and third boxes simultaneously, he does at least 
demonstrate some concrete operational grasp of the 
relationship between the code in those two boxes. 
Donald then wrote his correct answer in the middle 
box, while again articulating a quasi-preoperational 
justification for his answer. In so doing he again connects 
the code in two of the boxes, this time the first and 
second box: 
… So if element 1 is less than best, and we start best 
off at 0, then … it would become 1 … I think that 
would work. 
Donald then voluntarily checked his solution by 
completing a trace.  For the array values, he chose 2, 1 
and 3, in that order. In placing those array values in that 
order, Donald demonstrated a more sophisticated choice 
of initial values than he had for the week 9 problem. In 
his subsequent trace, he arrived at the wrong answer 
because of his sensorimotor difficulty in distinguishing 
between the position in an array and the contents of that 
position. (His incorrect trace also reinforced his belief 
that his solution was correct) 
It had taken Donald about nine and a half minutes to 
complete this exercise. In the subsequent debrief with us, 
most of the discussion centred on his sensorimotor 
difficulty in distinguishing between the position in an 
array and the contents of that position. After we had 
helped him correct his answer for the first box, he 
immediately corrected the third box without any help 
from us. In so doing, he showed some nascent concrete 
operational understanding of the relationship between the 
code required in the first and third boxes. 
In summary, Donald’s weakness with arrays was 
obvious in this week 13 task. However, if his weakness 
with arrays is ignored, then there are signs in the week 13 
task that he had begun to progress beyond the exclusively 
inductive approach he used in week 9. That is, he showed 
some capacity to reason about code without needing to 
perform a complete trace with specific values. 
5 Concrete Reasoning 
Figure 9 shows Donald’s attempt at the problem in Figure 
7 three semesters after his attempt shown in Figure 8. He 
was by then nearing completion of his degree and had 
successfully completed six programming courses. Donald 
approached the task with confidence: 
… should be in principle pretty easy to do. So if I look 
at the first code public int min, so pass in the array … 
then we just iterate through incrementally … and if 
the current is less than best, we pass that in. 
While Donald did, in the above transcript extract, 
articulate three keywords (i.e. public int min) as he often 
did in earlier think alouds, here he went on to articulate 
an abstraction beyond just the keywords, for example: 
so pass in the array  
instead of “int x”; 
then we just iterate through incrementally 
instead of articulating the lexical symbols on line 3; 
and if the current is less than best 
instead of articulating the lexical symbols on line 4, with 
his use of “current” suggesting an abstraction beyond the 
code itself, which is consistent with a subsequent 
articulation of the for loop at line 3:   
… … int i … is assigned 1 and then it keeps going 
through … the length of the array  
Donald has given a reasonable explanation for the 
functioning of the for loop. He has done this in abstract 
terms, rather than relying on specific values of elements 
or indexes to explain what’s going on. Earlier in his 
development, as described in the previous section, 
Donald’s behaviour had been more pre-operational, and 
he had relied on specific index positions when he talked 
about the same looping structure (i.e., if x at position 1 is 
less than x at position 0, it would take the element number 
of i). Donald now further demonstrates that he has 
developed an ability to explain code in an abstract 
manner: 
so if the current element of x is less than best, i …  
which is the value of that, is put into best. 
In the above transcript extract, it is unclear whether 
Donald is thinking of the variable best as being a value 
copied from the array, or best as representing a position 
in the array.  However, he begins to improve the clarity of 
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his thinking when he focuses on line 5 in the second 
listing, and how it differs from line 5 in the first listing: 
... it’s putting i into best and that’s … why would that 
be a problem?  
Donald re-reads the question and then articulates a clear 
distinction between the contents of an array position and 
the position itself: 
… [paraphrasing the question text] “it should return 
the smallest value in the array x” … Ah! [Whereas] I 
return the index of where the smallest … value is … in 
the array. 
Donald then goes on to produce a correct answer to this 
task, with no hesitation or backtracking, which is shown 
in Figure 9.  As he does so, Donald says the following: 
So we start with um, 0.  Yep.  … and then x at index 
best … and then we return … x index best.   
 
 
 
 
 
In this think aloud session, near the end of Donald’s 
undergraduate studies, he demonstrates a much improved 
ability to reason in terms of abstractions beyond the code 
itself, compared to his earlier attempt at this same 
exercise. His ability to reason abstractly, consider 
consequences, and complete the task quickly and 
accurately provides solid evidence of his progression into 
the concrete operational stage. 
Also, given Donald’s close reading of the given code, 
and his initial confusion over what his code should be 
returning (i.e. a value from the array or a position from 
the array), it is clear that Donald remembered little of his 
first attempt at this problem when he did it this second 
time. 
6 Conclusion  
Across the sequence of think aloud sessions presented 
in this paper, Donald manifested developmental stages 
consistent with neo-Piagetian stage theory. First we 
witnessed him performing at the sensorimotor stage: 
using considerable cognitive effort to trace simple code; 
unable to trace reliably and accurately. We saw him 
gradually develop skills consistent with the next stage of 
preoperational: tracing code more reliably, but still being 
unable to reason deductively about code or see a 
relationship between different parts. Then finally we saw 
evidence of his transition into the concrete operational 
stage where he can reason and explain the purpose of 
code, talk in terms of abstractions rather than specifics 
and consider consequences and alternatives. 
At this stage of our research programme, the question 
remains as to whether Donald represents a significant 
portion of novice programmers. Based upon our work 
with other students, we suspect he is not a rare exception, 
but that will need to be confirmed by quantitative 
research. 
The computing community has tried many variations 
on how to teach programming, but many students 
continue to struggle. Neo-Piagetian theory points to one 
aspect of programming pedagogy that has remained 
largely invariant across those many past variations – our 
teaching skips too quickly across the sensorimotor and 
preoperational stages for many students. We suggest that 
teaching be designed explicitly with students’ current 
level of reasoning in mind. As the cognitive skills 
developed through the neo-Piagetian stages are sequential 
and cumulative, novices need to be reasonably strong at a 
lower neo-Piagetian stage before they can be expected to 
reason well at a higher neo-Piagetian stage. Otherwise, 
teachers are in danger of talking to their students in a way 
that the students are not yet capable of processing. 
Some computing academics claim that students who 
struggle to learn programming lack an innate talent for 
programming. Any readers of this paper who share that 
suspicion might think that Donald’s early performance in 
think alouds indicated that he lacked such a talent. Those 
readers may be surprised to learn that Donald has 
completed his degree with a high grade point average 
(more than 6 out of a possible 7), and is, in the near 
future, taking up a fulltime position at an international 
corporate professional services firm as a business IT 
consultant. Donald’s academic achievements may 
indicate that programming ability is something that is 
learned, rather than something innate. Donald remained 
enthusiastic and determined no matter how hard he found 
the tasks we gave him. He saw those tasks as learning 
experiences, and consequently he improved. Perhaps 
Donald personifies the primary qualities required to learn 
programming – perseverance, a desire to learn – not an 
innate ability to program. What instructors need to do is 
provide instruction targeted at an appropriate level of 
abstract reasoning for their student(s), rather than assume 
that students have the cognitive maturity to perform 
programming tasks requiring concrete operational 
reasoning. 
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Chapter	16. Discussion	&	Conclusion	
My  research  project  has  involved  an  extensive  study  of  novice  computer 
programmers and  this  thesis documents  the  reasoning novices employ at each of 
the  sensorimotor, preoperational  and  concrete  level of  cognitive development  to 
solve  programming  tasks.    This  chapter  reiterates  the  answers  to  each  of  the 
research questions posed  in Section 1.2,  includes a discussion on the  limitations of 
the research and concludes with proposals for further work in the area.  
16.1 Overview	of	Research	
In order to determine why it is that students find learning to program difficult, the 
research questions posed were: 
RQ1.  When is it that students start to struggle with learning programming?  
RQ2.  Are  the  behaviours  that  manifest  in  students  who  struggle  to  learn 
programming compatible with  the neo‐Piagetian  framework?    If  so, what 
are  the  manifestations  of  each  neo‐Piagetian  stage  observed  in  novice 
programmers?  
RQ3.  Is there evidence that over time students tend to exhibit characteristics of 
each of the neo‐Piagetian stages in order from least to most mature? 
I  took  a  mixed  method  approach  to  answering  these  questions.    My  research 
involved gathering quantitative data  from tests of student cohorts of  introductory 
programming  units  at  two  universities.   However,  the  predominant  focus  of  this 
research  involved gathering qualitative data  in  the  form of verbal protocols  from 
volunteer  students  who  thought  aloud  as  they  completed  similar  programming 
tasks  to  those  used  in  the  in‐class  tests.    A  triangulation  of  these methods was 
achieved by using the quantitative data to inform the development of tasks for the 
think  aloud  sessions,  and  subsequently  to  confirm  the  observations  made  on 
analysis of the qualitative data. 
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The research questions are each addressed  in  the  following section.    In summary, 
the problems of learning to program start very early, in the first weeks of semester.  
I have provided evidence that novice programmers' behaviour can be attributed to 
the  neo‐Piagetian  stages  of  cognitive  development.    These  behaviours  are 
summarised in the following sections.   
16.2 Outcomes	and	Contribution	
Novices  continue  to  struggle  to  learn  programming  regardless  of  the many  and 
varied  efforts  in  recent  decades  to  reduce  the  consistently  high  failure  rates  in 
introductory programming courses. 
Much  of  the  current  literature  on  novice  programming  has  involved  quantitative 
research, based on a measure of student outcomes.  However, as this PhD research 
has shown (for example see the paper at Chapter 9), measuring student capabilities 
based simply on the final product (e.g., the program code solution or other artefact) 
can be misleading. 
For example, when asked to write code to swap the values in two variables (named	
first and second), one student's solution (see the paper at Chapter 9) is shown 
in Figure 16.1. 
 
 
 
 
This student's teacher may well have assessed his written answer (i.e., the product) 
as  a  correct  solution  to  the  problem  (albeit  with  a  self‐corrected  error),  and 
indicative  of  a  good  understanding  of  variables,  assignment  and  sequence.  
However, this student's process of working through the problem tells a completely 
different story, as described in detail in Chapter 9, and summarised in Figure 16.2. 
 
Figure 16.1: Example of "Product" ‐ Swap Code
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Motivated  by  the  potentially  widespread  discrepancies  between  novice 
programmers' product and their actual ability, the focus of my research has been on 
the observation of students completing programming tasks while they think aloud.  
In  that  way,  I  have  been  able  to  gather  valuable  data  about  students'  thought 
processes and the reasoning they utilise while they are programming. 
Having  analysed  the  verbal  protocols  from  the  think  aloud  sessions  using  neo‐
Piagetian  theory, as  suggested by  Lister  (2011),  I have been able  to  interpret  the 
behaviour of students to determine their abstract reasoning ability. 
16.3 Research	Findings	
In Section 1.2, I posed a number of research questions which were each addressed 
in Chapter 5 (and disseminated in peer reviewed publications forming Chapter 6 to 
Chapter  15  inclusive).    These  research  questions  and  conclusions made  in  those 
publications will now be summarised below. 
 
Figure 16.2: Example of "Process" ‐ Swap Code Task (time taken is shown in m:ss format 
above each speech bubble) 
If I say 
first = second  
its going to change 
second
6:45
No, temp should 
equal second.  
I don't know.  I'm 
really lost in this!
5:38
X
X
and ... temp
It’s not going to work by 
saying 
first = second then 
second = first
... that’s just repeating 
yourself
6:20
Why doesn’t  that change 
the value of  temp??  ... 
Why doesn’t temp now 
equal second?
7:40
And that’s where I’m lost!
7:56
If I wrote that out 
maybe it might 
make sense
7:10
X
X
X
I’ve got myself 
confused here
2:54
If second now equals 
first, how am I going 
to get first to equal 
second?
3:50
temp is now 
stored away
2:14
Second equals 
temp…? no no no
4:00
X
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RQ1.  When is it that students start to struggle with learning programming?  
It  is  clear  from  this  research  that  issues  with  learning  to  program  start  almost 
immediately.  We have consistently seen evidence of many students struggling from 
week 2 or 3 of their first semester of programming.   Contrary to folk  lore,  it  is not 
when  more  complex  programming  constructs  are  introduced  (e.g.,  iteration, 
functions and parameter passing) that students first appear to have difficulties.  The 
very basic programming  ideas of variables, variable assignment and  sequence are 
stumbling  blocks  which,  undetected,  can  make  it  impossible  for  students  to 
progress. 
(See Chapter 6 to Chapter 9 inclusive, Chapter 12 and Chapter 15.) 
RQ2.  Are  the  behaviours  that  manifest  in  students  who  struggle  to  learn 
programming compatible with the neo‐Piagetian framework?  If so, what 
are  the manifestations  of  each  neo‐Piagetian  stage  observed  in  novice 
programmers? 
Initially  it  may  appear  that  there  is  an  unlimited  number  of  seemingly  odd 
behaviours associated with struggling programming students.   However, using  the 
neo‐Piagetian  framework we  can attribute  those behaviours  to a certain  stage of 
cognitive  development  in  the  programming  domain.    According  to  neo‐Piagetian 
theory, the stages are consecutive and the reasoning skills developed at each stage 
are cumulative.   
I now  revisit  the  types of  cognitive behaviours  children  are  likely  to  exhibit on  a 
scale  of  intellectual  development  shown  in  Table 2.2  and  add  (in  coloured  text) 
what  I  believe  to  be  equivalent  novice  programmer  behaviour  at  each  of  those 
levels (see Table 16.1). 
Stage  Behavioural indicators 
Sensorimotor   Initially, no distinction between self and non‐self; 
 Misconception that a computer has human powers of 
interpretation (i.e., difficulty distinguishing the ability of a 
computer – what it is and is not capable of doing);
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Stage  Behavioural indicators 
 Development of eye‐hand co‐ordination; 
 Connecting the location of a command in the text of the code with 
the effect of the command; 
 Development of language; 
 Distinguishing between keywords, built‐ins, variables, literals, 
punctuation etc; understanding syntax rules; 
 Manipulation of objects by trial and error; 
 Making changes to code without understanding what the changes 
do or what was wrong in the first place.  ("My program is broken 
and I don't know why", followed by "My program works and I don't 
know why"); 
 Learning through interaction; 
 Difficulty making sense of anything without extensive 
experimentation.  Looking at someone else's code does not  help ‐ 
it may happen to conform to any number of misconceptions at the 
time, but there is no underlying understanding. (May be able to 
replicate same code; but as knowledge of language is fragile, 
unable to apply to new situations); 
 The object concept emerges and a distinction is made between self, 
other objects and the environment;  
 Start of developing an understanding of the Notional Machine and 
the sequential nature of code execution and change to state; 
 Ability to link numbers to objects. 
 Understanding the relationship between variables and their values; 
the concept of the order of execution of lines of code; 
Pre‐ 
Operational 
 Perceived appearances dominate (e.g., there is more water in narrower 
glass because the level is higher); 
 Focus is on values moving between, for example, variables and no 
abstraction beyond that; 
 Spatial centration (i.e., focus on the centre or a small part or 
interesting/dominant part); 
 Difficulty working with cyclic series from an intermediary point.  
For example, rotating values in an array starting from other than 
either the beginning or end of the array; 
 Reliance on ordinal information (e.g., the longer pencil is the one with 
the top/bottom extending further); 
 Making assertions about code, without considering all aspects; 
 States/temporal centration (i.e., focus on static states in an event, 
particularly the present as opposed to past, and not on intervening 
actions); 
 Difficulty reasoning about the changing value of a variable in a 
loop; looking at the first and last iteration of a loop, and ignoring 
the intervening iterations;  
 Irreversibility (i.e., failure to recognise neither compensatory 
properties nor events that have opposites that negate them); 
 Difficulty systematically writing code to undo an effect or reverse 
an action (e.g., shifting values in an array in opposite direction)
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Stage  Behavioural indicators 
 Conservation not realised (e.g., that the amount of clay remains the 
same when changing/moulding its shape); 
 Difficulty changing the implementation of a program while 
conserving the specifications; 
 Objects and the symbols that represent these objects are often 
confused; 
 Difficulty abstracting correctly beyond the code itself; 
 No mental representations of actions (i.e., operations); 
 Difficulty explaining in Plain English what a piece of code does; 
 Argues "transductively" (i.e., from one specific to another) rather than 
in a deductive manner (i.e., from the general to a specific); 
 Reasoning about code is restricted to inductive guesses, based on 
the output of a program;  programs that produce the same output 
are assumed to have the same purpose; 
 Egocentric view of world; 
 Difficulty seeing the application of a concept in new situations, or 
the relationship between parts of code (at any level: methods; 
blocks/sequence of code; variables); 
 Inability to distinguish the whole group and each of its parts at the 
same time;  
 Difficulty seeing the big picture created by a program and the 
relationship between each of the program's parts (at any level: 
methods; blocks/sequence of code; variables); 
 Ability to cope with only uni‐variate reality, and consider one action or 
one view at a time. 
 Making assertions about code, without considering all relevant 
aspects; 
Concrete  
Operational 
 Inferred reality (e.g., infers glasses of different heights and widths may 
have similar capacity as the water fits in both; 
 Understanding the concept of invariants (e.g., a loop invariant: 
something that is consistent at every iteration of the loop); 
 Spatial decentration (i.e., a wider focus, on the whole or multiple parts 
at least).  Takes into account all of the perceptual data. Can shift point 
of fixation; 
 Ability to see relationships between parts of the code (at any level: 
methods; blocks/sequence of code; variables) and to understand 
how they all fit together to form the big picture; 
 Transformations (i.e., aware of state‐producing transformations);  
 No longer focused on the beginning and end states of loops, but 
able to reason about the transformation of variables over all 
iterations of the loop; 
 Can perform transitive inference; 
 Ability to reason about the relationship between two variables via 
an intermediary; 
 Reversibility, inversion, compensation and counterbalances (i.e., able 
to see that many mental and physical things have opposites that 
negate them); 
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Stage  Behavioural indicators 
 Ability to write code to undo an effect or reverse an action (e.g., 
shifting values in an array in opposite direction); 
 Emergence of logical thought; 
 No longer heavily influenced by perceived appearances; 
 Can form mental representations of actions (i.e., operations); 
 Can explain in Plain English what a piece of code does;  and  can 
think in terms of schemas  (patterns that apply in multiple 
situations); the different roles of variables begin to make sense; 
 Cannot extend and examine possibilities; 
 Able to write code to perform familiar actions but limited ability to 
consider extension of those actions for unfamiliar applications; 
 Develops concepts of additivity (i.e., that parts make up the whole), 
classification and seriation (i.e., ordering by size); 
 Ability to reason about code as a combination of smaller parts that 
perform particular functions; 
 Non‐appreciation for negative results (e.g., by excluding all possibilities 
until only the correct answer remains); and 
 Difficulty coping with test‐first development; unlikely to use 
negative results as an opportunity to learn or improve; 
 Ability to cope with bi‐variate reality and multiple dimensions. 
 Making assertions about code after considering all relevant 
aspects;
Table 16.1: Behavioural Indicators of Piagetian Stages Mapped to Programming 
The  sensorimotor  stage  is  the  first  and  least  mature  stage,  and  is  when  the 
unfamiliar  environment  is  first  introduced.  This  is  the  stage  where  the  student 
gradually  discovers  the  objects  that  make  up  the  environment  and  how  those 
objects can be used and manipulated.  It is a time of developing a language useful in 
that environment.  During this research project I recognised this type of behaviour 
in programming students whose first experience of programming is foreign because 
they cannot make analogies between this new environment and any environment 
previously  encountered.    Sensorimotor  novices will,  amongst  other  things,  have 
inconsistent misconceptions  about  simple  programming  constructs  and  have  not 
yet developed a clear model of the notional machine.   At this stage, novices have 
trouble  distinguishing  between  different  elements  of  the  programming  language 
(i.e.,  built‐in  constructs,  reserved words,  identifiers,  operators  and  symbols)  and 
establishing what are the rules of syntax. 
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Neo‐Piagetian  theory  prescribes  that  prior  to  operational  reasoning  (where 
"operations"  are  defined  as  mental  representations  of  actions)  perceived 
appearances dominate a person's reasoning.  There is a singular focus, in both space 
and  time, on what seems  to be  the most compelling portion of a scenario,  to  the 
exclusion of  its nature as a whole  (c.f., holism or Gestalt  theory  ("Gestalt  theory" 
2002)).    The  preoperational  stage  is when  once‐held misconceptions  have  been 
reconciled, but the ability to reason logically and abstractly in the domain is not yet 
achieved.    The  recognisable  preoperational  behaviour  in  programming  novices  is 
the  ability  to  interpret  the mechanics  of  simple  programming  code  (i.e.,  tracing 
reliably) but not yet being able to reason about that code's purpose.   Not only are 
the "parts" of  the code  too compelling  in  their own  right, but  the cognitive effort 
required simply to trace the code is all‐consuming.   
According to neo‐Piagetian theory, it is not until the concrete operational stage that 
a novice  is capable of  reasoning about concepts of  reversibility, conservation and 
transitive inference.  These concepts are directly transferrable to the programming 
domain, and this research provides evidence of programming novices who manifest 
preoperational  behaviour  being  unable  to  cope with  these  concrete  operational 
programming concepts. 
Given  that  the  scope  of  this  PhD  research  involves  only  the  early  neo‐Piagetian 
stages  of  cognitive  development,  there  is  no  evidence  provided,  nor  conclusions 
drawn,  in  this  thesis  about  programmers  at  the  formal  operational  stage  of 
development.  This topic provides a good starting point for future research. 
Note  that  RQ2 merely  asks  if  the  behaviours  I  have  described  in  this  thesis  are 
compatible with  the neo‐Piagetian  framework.    I make no claim  to have "proven" 
the neo‐Piagetian  framework  for describing novice programmers. My  thesis does 
not even establish that neo‐Piagetian theory is the best theory for describing novice 
programmers. Lister's (2011) proposal was a conjecture, based upon his reading of 
the  existing  literature  on  the  novice  programmer.  In  this  thesis  I  have  subjected 
Lister's proposal to its first empirical test. 
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However, there was one augmentation to Lister's (2011) proposed framework that 
my empirical findings required, and that was the Overlapping Waves Model.  There 
is  no  evidence  of  a  quantum  leap  between  development  stages  in  novice 
programmers.    To  the  contrary,  this  thesis  provides  empirical  evidence  in  some 
cases of novices manifesting behaviours predominantly from one stage, while also 
manifesting  behaviours  at  another  stage.    This  can  be  explained  with  the 
Overlapping Waves Model  (Siegler 1996,  p. 89) where  "multiple ways of  thinking 
coexist for prolonged periods, with development involving changes in their relative 
frequencies".   As skills at the next more mature development stage are mastered, 
there  is  less  reliance  on  the  types  of  reasoning  indicative  of  the  earlier  stage of 
development. 
Figure 16.3  shows  an  example  of  the  type  and  frequency of  reasoning  skills  that 
several students  (marked as S1, S2, S3 and S4  in  that  figure) were manifesting at 
different times during their studies. 
 
 
 
 
 
 
 
To understand the relationship between programming tasks and reasoning, we gave 
students  a  number  of  exercises  of  different  styles  (e.g.,  explaining,  tracing,  or 
writing code) that used the same programming concepts (e.g., sequence, iteration, 
or conditional statements).  It was found that not all students who could trace code 
correctly  could  explain or write  code which  incorporated  the  same programming 
 
Figure 16.3: Example Use of Overlapping Waves Model (Students S1‐S4 from Chapter 13)
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concepts.    In  fact, many students could not explain  the very same code  that  they 
had previously traced correctly. 
Different  styles of programming  tasks  require different  reasoning  skills which  are 
developed at different neo‐Piagetian stages.  For example, explaining the high level 
purpose of code is a concrete operational skill because it entails understanding the 
relationship between different parts of the code and the combined overall effect of 
that  code.    In  contrast,  tracing  code  requires  only  the  skills  developed  by  the 
preoperational  stage.   That  is, an understanding of  the elements of  the  language 
and  the  manual  evaluation  of  each  of  the  programming  statements  and 
expressions. 
The results of this analysis indicate that there is not always a direct link between a 
novice's ability to successfully use programming concepts (i.e., to produce a correct 
solution), and the maturity of their reasoning skills (i.e., the process that is used to 
create  the product).   A preoperational novice may well be  able  to  trace  through 
code to make an accurate conclusion about the code's outcome or output, but they 
will not be able to give a high level explanation of that code's purpose.  An analogy 
is a child's initial attempts at learning to read.  He reads words, not connecting them 
into sentences.  His cognitive resources are busy identifying each word in sequence 
and  pronouncing  it  correctly,  and  he  has  limited  cognitive  resources  available  to 
formulate any meaning of the sentence as a whole.  Likewise, a child may be able to 
correctly identify each of the parts of a bicycle (see Figure 16.4): 
 
 
 
 
 
 
 
Figure 16.4: Preoperational view of a bicycle as a collection of parts
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but be unable to describe how each of those parts combine to operate as a whole 
(see Figure 16.5).   My use of  the bicycle analogy here  is  inspired by, but different 
from, Piaget's study of how children understood  the workings of a bicycle  (Piaget 
1930 pp. 197‐212). 
 
 
 
 
 
In the programming domain, a sensorimotor novice will read each element of  the 
code  (e.g.,  each  name,  operator  and  symbol) with  the  focus  on  recognition  and 
attempting to understand what each element represents.  A preoperational novice, 
having developed an understanding of a small repertoire of programming concepts 
and constructs, will be able to evaluate  individual statements and expressions.   At 
the concrete operational stage the novice's  focus has shifted  from  individual code 
statements  to  small  chunks  of  code  which  allows  them  to  consider  the  overall 
purpose of the code.  The ability to reason at the concrete operational level allows 
them to understand short pieces of code on a relational level simply by reading that 
code.  
There is also evidence of different neo‐Piagetian reasoning skills being required for 
the same style of programming tasks using the same programming concepts.   This 
was provided during testing of the concrete operational concepts of conservation, 
reversibility  and  transitive  inference.    The  code  in  each  case  used  the  same 
programming  concepts  that  the  students  had  successfully  used  before  (e.g., 
iteration  or  selection)  but  preoperational  students  were  able  to  demonstrate 
neither conservation (retaining the specification of a piece of code, but changing the 
implementation),  reversibility  (undoing or negating  the action of a piece of code) 
nor transitive  inference  (reasoning about the relationship between two  things, via 
 
Figure 16.5: Concrete operational view of a bicycle as a whole 
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an  intermediary).   These concepts are only developed at  the concrete operational 
stage of development. 
(See Chapter 10, Chapter 11, Chapter 15, and Chapter 14.) 
I now  summarise  the manifestations of each of  the  sensorimotor, preoperational 
and concrete operational stages in novice programmers. 
The  sensorimotor  stage  can  be  described  as  the  time  when  a  person  is  first 
introduced  to  a  new  environment.    In  the  context  of  this  thesis,  that  new 
environment is computer programming.  Everything is unfamiliar to the novice, and 
initial perceptions about what code is doing and how it works may not make a lot of 
sense  (i.e.,  to  more  experienced  programmers).    The  "sensori"  part  is  about 
interpreting  what  the  novice  finds  (the  code)  and  the  "motor"  part  is  about 
experiencing  the  interaction with  the code  (i.e.,  trying  to put  it  together or write 
code).   This  interaction  is no more  than   at a character/symbol  level.   An analogy 
that best describes the reasoning of a sensorimotor novice programmer is that of a 
swamp:  where  the  land  (conceptions)  and  sea  (misconceptions)  have  a 
compromised  coexistence where  they  are each barely distinguishable,  and which 
one gets used (i.e., conception or misconception) at any moment is random. 
Continuing with the land and sea analogy, the preoperational stage is when islands 
of knowledge are  formed, but  there are still gaps  in knowledge  (the sea between 
the islands).  Any misconceptions that remain are at least applied consistently.  The 
preoperational novice programmer  is  thwarted by a narrow  focus centred around 
the most  interesting, but not necessarily  the most pertinent, aspects of code.   He 
sees  code  only  as  text,  and  is  unable  to  consider  relationships  between  lines  or 
chunks of code, nor generate a big picture view of code's purpose.  Tracing code is 
purely mechanical rather than instructive. 
The  concrete  operational  novice  programmer  has  automated  (Wiedenbeck  1985, 
Bloom 1986) familiar programming tasks, can use and reason about abstractions, is 
capable of reasoning about conservation, reversibility and transitive inference, and 
can see relationships between different parts of the code in order to deduce code's 
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overall purpose. However, a concrete operational novice programmer  is  limited to 
familiar  uses,  and  cannot  extend  or  examine  possibilities  as  we  would  expect 
(amongst other things) from a formal operational programmer. 
Table 16.2 is a list of the observed behaviours manifesting in novice programmers at 
each  of  the  sensorimotor,  preoperational  and  concrete  operational  stages  of 
cognitive development in the programming domain.  
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Struggles to trace (hand execute) code    ‐  ‐ 
Tracing attempts takes considerable cognitive effort    ‐  ‐
Misconceptions applied inconsistently    ‐  ‐ 
Developing language skills in the domain    ‐  ‐ 
Developing ability to distinguish between parts of code (e.g., 
reserved words, built‐in names and symbols)  
  ‐  ‐
Cognitive effort required to process syntax    ‐  ‐ 
Cannot predict cyclic series even if starting at the first element   ‐  ‐
Predominant strategy is trial and error    ‐  ‐ 
Relies on specific values to trace code      ‐
Cannot reason about code. At best, makes inductive guess       ‐ 
Cannot see meaning in code      ‐ 
Cannot see relationship between parts of code     ‐
Egocentric: spatial and temporal centration      ‐ 
Reluctant/unable to consider or attempt alternative solutions     ‐
Reluctant to do multiple traces      ‐ 
Cannot predict cyclic series past last element when starting from 
intermediary 
    ‐ 
Cannot reason with abstractions of code      ‐ 
Relies on specific values to write, check and verify code      ‐
Relies on specific values to (attempt to) reason about code     ‐
Relies on tracing with specific values for understanding      ‐ 
Remaining misconceptions are applied consistently ‐    ‐
Traces without shortcuts (because cannot reason about code)  ‐    ‐ 
Tracing is a mechanic process, without construing purpose ‐    ‐
Cannot extend and examine possibilities (e.g., unable to invent  ‐    
Chapter 16: Discussion & Conclusion    Page 250 
 
 
  Neo‐Piagetian Stage 
new uses for known constructs – limited to familiar uses and  
previous experiences) 
Can trace reliably  ‐     
Able to generate useful data for trace  ‐     
Able to trace with abstractions ("abstract trace") ‐    
Can write small programs, without extensive trial and error  ‐  ‐   
Can work with concept of Conservation (retaining the 
specification while changing the implementation) 
‐ ‐  
Can work with concept of Reversibility (undoing or reversing the 
effect of code) 
‐  ‐   
Can work with concept of Transitive Inference ‐ ‐  
Can short‐cut trace (because can reason about code)  ‐  ‐   
Spatial and temporal decentration  ‐ ‐  
Can see relationship between parts of code   ‐  ‐   
No longer bound by perceptions ‐ can infer reality  ‐  ‐   
Can reason about code's purpose  ‐ ‐  
Can offer voluntary explanation of code's purpose  ‐  ‐   
Can explain code at an abstract level ‐ ‐  
Can predict and implement cyclic series from an intermediary 
point 
     
Can recognise algorithmic patterns   
Table 16.2: Neo‐Piagetian Manifestations in Programmers 
(See Chapter 6, Chapter 7, and Chapter 9 to Chapter 14 inclusive.) 
RQ3.  Is there evidence that over time students tend to exhibit characteristics of 
each of the neo‐Piagetian stages in order from least to most mature? 
After  think  aloud  observations  of  many  students  over  a  semester  of  learning 
programming, several students over  two semesters, and one student over several 
semesters,  it  is  evident  that  development  of  reasoning  skills  is  a  sequential 
progression through each of the neo‐Piagetian stages.  The skills developed at each 
stage form the basis of skills to be acquired at the next stage and must be mastered 
before progress can be made to the next more mature stage. 
For  tasks  using  the  same  programming  concepts  (e.g.,  swap  code,  or  iteration) 
requiring the same types of reasoning skills (e.g., writing code, explaining the high 
level purpose of code, or tracing code) novices tend not to reason at a less abstract 
level once  they have demonstrated more mature abstract  reasoning ability.    (The 
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issue  of  tasks  using  similar  programming  concepts  requiring  different  reasoning 
skills was addressed in the previous section.) 
However, rather than quantum leaps up a discrete set of steps, there is compelling 
evidence  to  support  an  Overlapping  Waves  Model  of  development  (see 
Section 2.3.1).    Initially, the characteristics of an earlier stage dominate a person's 
reasoning in the new domain, but as skills develop, there is a gradual increase in the 
use of the next more mature level of reasoning and less reliance on the less mature 
stage.  This model accounts for evidence of novices concurrently exhibiting a mix of 
skills attributable to different stages of development.   As they are confronted with 
less  familiar  material  or  are  otherwise  cognitively  overloaded,  they  rely  more 
heavily on more practised methods of resolving issues which have been developed 
to a point of automaticity at an early neo‐Piagetian stage. 
Figure 16.6 plots the development of one novice programmer, Donald (see Chapter 
10,  Chapter  13  (both  student  "S1"  and  "S4")  and  Chapter  15),  over  several 
semesters of study.   
 
 
 
 
 
 
 
As can be seen  from  this Figure 16.6, most of Donald's progress  is uni‐directional, 
with a  sequential development  from  the  least  to most mature  level of  reasoning.  
The exception  is the manifestation of  late preoperational/early concrete reasoning 
at week 26, followed by  late sensorimotor/early preoperational reasoning at week 
Figure 16.6: Donald's Development – Different Programming Concepts 
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27.    What  seems  like  a  backward  step  for  Donald  at  week  27  could  be  the 
consequence of Donald simply having a bad day, lacking motivation or incentive to 
perform,  or  misunderstanding  the  task.    Another  possible  explanation  is  that 
different programming  concepts were  tested at each point  indicated on Donald's 
timeline.    There may  be  a  regression  in  reasoning  to  an  earlier  stage  with  the 
introduction of new programming concepts.   
I now test this theory by analysing the progress of another TA Participant, Charlotte 
(see Chapter 11, Chapter 12 and Chapter 14) for the same programming concepts at 
different  weeks  of  her  learning.    There  is  a  clearer  result  of  uni‐directional 
development  through  the  stages  (see  Figure 16.7).    According  to  the  data  on 
Charlotte's  timeline  in  that  figure,  she  has  manifested  behaviours  progressively 
through each of the first three neo‐Piagetian stages in order of least mature to most 
mature. 
 
 
 
 
 
 
 
Plotting Charlotte's behaviour after the subsequent  introduction of a new concept 
(i.e., arrays) there  is evidence of the theoretical regression to an earlier stage (see 
Figure 16.8). 
Figure 16.7: Charlotte's Development – Same Concept (Swapping Values)
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I  suspect  that  as  a  person  develops  the  ability  to  reason maturely  for more  and 
more  concepts, each  such  cycle of  regression  then becomes  less  time  consuming 
and  less pronounced.    This  is a  theory which  is  yet  to be empirically  tested,  and 
warrants further investigation. 
(See Chapter 15.) 
16.4 Significance	and	Contributions	
To  fix  the  issue  that… so many students  find programming difficult  to  learn,   we 
first needed  to know what was broken.   As  it  turns out,  there  is nothing broken.  
Until  now,  we  simply  did  not  understand  how  it  was  that  novices  developed 
abstract reasoning skills which allow them to learn and eventually master computer 
programming. 
Computing educators have always been aware  that misconceptions are evident  in 
novices,  and  that  good  programmers  require  abstract  reasoning  skills.    In  neo‐
Piagetian  terms, we can now  talk about  these  two groups as sensorimotor  (easily 
identifiable  by,  for  example,  the  misconceptions  they  manifest)  and  concrete 
operational, those who are well on the way to becoming proficient at programming.  
Until now we could not describe what it is that is happening with all the students in 
between those two groups.  That is, the preoperational students.  Put simply, these 
students understand the mechanics of the code, but that  is  it.   To them, the code 
 
Figure 16.8: Charlotte's Development – Regression to Earlier Stage 
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itself  is  everything.    This  thesis  provides  the means  of  identifying  preoperational 
students and understanding how it is they reason about programming. 
The  results  of  this  research  can  make  a  substantive  contribution  to  the  way 
educators think about the development of programming skills.  By observation of a 
novice  programmer,  we  can  now  identify  at  what  neo‐Piagetian  stage  they  are 
operating and  teach  them  in a way  they are capable of comprehending.   This will 
involve  using  teaching  resources  which  directly  match  the  novice's  abstract 
reasoning skills.  Such changes to pedagogy will enable accelerated transition from 
one  neo‐Piagetian  stage  to  the  next more mature  stage,  resulting  in  an  earlier 
attainment of proficient programming ability. 
Theoretical and methodological contributions of this research  lie  in the use of the 
neo‐Piagetian framework to describe the behaviours of novice programmers.   This 
research  is  the  first  empirical  study  of  novice  programmers  analysing  verbal 
protocol analysis using that framework.   
16.5 Discussion	
This  research  raises  further questions which will now be explored with a view  to 
future work. 
16.5.1 Can	Everyone	Learn	to	Program?	
This research project involved only one longitudinal study of a programming novice 
and  that  student was a  success  story.   As  such,  it  is not  irrefutable evidence  that 
everyone  can  learn  to  program.    However,  this  thesis  provides  evidence  that  a 
student  can  remain  at  an  immature  neo‐Piagetian  stage  in  the  programming 
domain for an extended period of time and still learn to program.   
There  are  a  lot  of  theories  about  learning  to  program  (e.g.,  Learning  Edge 
Momentum  (Robins 2010) and Geek Gene  (Ahadi and Lister 2013, Guzdial 2014)).  
For many academics  the continuing high  failure  rates are compelling evidence  for 
the  existence  of  a  geek  gene.  However,  that  theory  doesn't  explain  why  some 
students who  struggle  early with  learning  to  program  at  some  point  "catch  up", 
graduate,  and  go on  to  enjoy  successful  careers  in  IT.   Donald, one of our  Think 
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Aloud  Participants  whose  progress  has  been  mentioned  in  several  papers  (see 
Chapter  10,  Chapter  13  (as  student  "S1"  and  "S4")  and  Chapter  15)  is  one  such 
success story, yet he took quite a few semesters to reason at an abstract  level.    If 
programming is an innate skill, then why does it take so long for those with innate 
programming  skill  to  learn  programming?    What  stops  some  students  from 
progressing  quickly  through  the  stages  if  they  are  born  with  a  programming 
advantage?  Further, how might we identify those with innate skill, and those who 
seem to have no hope of learning programming? 
I believe  (and  the data here at  least does not disprove)  that anyone can  learn  to 
program — Donald  being  a  case  in  point.  It  is  simply  a  longer  process  for  some 
people, because  they progress  through  the neo‐Piagetian  stages at a  slower  rate.  
The  slow  progress  through  the  NP  stages  may  be  further  exacerbated  by  the 
teaching and assessment practices that allow a particular weakness of a novice to 
persist.    According  to  neo‐Piagetian  theory,  the  stages  of  development  are 
sequential and skills must be mastered at one level before being able to progress to 
the next.  Therefore some students may need to be exposed to more programming 
experience at the less mature level before they cope with the next, more abstract, 
type of reasoning. 
Donald  is also  clear evidence  to  support  the Mindset  theory  (Dweck 2008, Cutts, 
Cutts  et  al.  2010), which  suggests  that we  either  have  a  "fixed" mindset  (where 
success  is about proving you are  smart;  that  intelligence  is  innate and  static, and 
there is not much we can do to change it) or a "growth" mindset (where success is 
about  learning;  and  that we  have  the  power  to  improve  our  intelligence).    The 
problem with students having a "fixed" mindset is that they believe that if it takes a 
lot of effort to learn programming, they must lack the innate ability to program, and 
therefore there is little point persisting.  These students would not be interested in 
feedback, nor in knowing the correct answers to tasks they get wrong.  Geek Gene 
theory  (Ahadi  and  Lister  2013,  Guzdial  2014)  supporters  would  no  doubt  label 
Donald  as  someone without  the  geek  gene  as he presented  initially  as a  student 
who had little aptitude for programming.  He struggled enormously through his first 
two programming units, but he continued to enjoy  learning to program and never 
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gave  up.    Donald  clearly  had  a  growth mindset,  and  he  not  only  succeeded  in 
learning to program, but became an accomplished software engineer. 
16.5.2 Where	are	they	(the	TA	Participants)	now?	
Donald  (Chapter  10,  Chapter  13  (both  student  "S1"  and  "S4"),  Chapter  15) 
graduated with a Bachelor of  Information Technology with a grade point average 
(GPA) of over 6 (out of a possible 7) having achieved grades of 5 and 6 for the Level 
1 and Level 2 programming units, together with 6's and a 4 for further programming 
units  he  completed  in  his  course.    Donald  is  currently  employed  by  a  major 
international software company after having worked at an  international corporate 
professional services firm as a business IT consultant.  In his spare time, Donald has 
been  quite  successful  in  developing mobile  apps,  one  of which  became  a major 
platform's second‐best seller.   Donald  is a clear example of a capable student who 
had major difficulties  learning to program, but who has since demonstrated some 
outstanding programming abilities. 
Charlotte  (Chapter  11,  Chapter  12,  Chapter  14)  withdrew  from  her  Master  of 
Information Technology studies after one semester, having recognised that  IT was 
not her passion.  She had achieved a grade of 6 (out of a possible 7) for the Level 2 
programming unit and an overall GPA of over 6.  She has since completed a Master 
of  Clinical  Psychology,  pursuing  a  lifelong  desire  to  "work  with  people"  in  a 
coaching/counseling role.   Reflecting on the TA sessions Charlotte said: "Oh  it was 
wonderful ‐ oh so so helpful.  It is really the best part of my week!".  
Briandon (Chapter 14) is currently completing an Honours degree in Data Analytics 
after graduating with a Bachelor of Science  in  Information Technology Diploma  in 
Information Technology Professional Practice.  Like Donald, Briandon demonstrated 
quite a lot of difficulty learning to program.  However, she proved to be a motivated 
and  capable  student  and  eventually  achieved  a  good  grade  for  the  Level  1 
programming  unit  (5  out  of  a  possible  7)  after  initially  failing  it.    Apart  from  a 
component in a database unit, programming was not a large part of the remainder 
of her studies.  Briandon also failed a number of other units during her studies, and 
this is reflected in her overall GPA of just over 2 (out of a possible 7). 
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Jim (Chapter 11, Chapter 12) is in his 6th year of Bachelor of Engineering/Bachelor of 
Information Technology double degree.   He  is currently maintaining a GPA over 5 
(out  of  a  possible  7)  having  achieved  a  6  and  5  for  the  Level  1  and  Level  2 
programming units respectively.   Jim has recently commenced part‐time work as a 
support  engineer,  working  on  projects  involving  defence  equipment  and  public 
information displays.  Jim reflected on his continuing experience with programming 
as a "love hate" relationship  . "I love it when it works and I know what to do, and I 
hate it when I am stuck on a problem that I just can't solve and the code is just not 
working  for  no  apparent  reason."  Although  he  had  previously  self‐evaluated  as 
being  somewhat  proficient  at  programming,  after  working  with  a  team  of 
professional programmers  in  industry, he now admits that he was (and  is still) not 
proficient at all.   Jim believes that programming  is a skill that takes a  long time to 
develop and requires constant use so it is not forgotten.  He would like to become 
proficient at programming, but believes he will continue to work in other areas like 
power systems, electronics and project management. 
Stapler  (Chapter  13  (student  "S2"))  graduated  with  a  Bachelor  of  Information 
Technology with a GPA over 6.5 (out of a possible 7) having achieved a grade of 7 
for each of the Level 1 and Level 2 programming units and either a 6 or 7 for each of 
the programming units he  subsequently completed.   Before he graduated Stapler 
had  secured  a  graduate  position  in  a  bank,  working  in  information  security.  
Although  there  is  little programming  involved  in  the position  at  the moment, he 
believes his programming skills are extremely valuable  in his chosen area.   Stapler 
reflected that he has always enjoyed programming: "loved  learning  it,  loved doing 
it,  loved  making  it  better",  adding  that  he  had  completely  rewritten  finished 
assignments  after  a  "cool  idea"  came  to  him  in  the  shower.    Stapler  said  that 
programming study  in general was always very  rewarding and  felt  like a "creative 
avenue" through which to express himself. 
Lance  (Chapter  12,  Chapter  14)  has  one  semester  of  study  to  complete  of  his 
Bachelor of Information Technology before graduating, and maintains a GPA of over 
5.5 (out of a possible 7), even after failing one unit.  He achieved grades of 6 and 5 
for  the  Level  1  and  Level  2  programming  units  respectively.    He  has  travelled 
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overseas  to work on "cool" projects  that  involved a  fair amount of programming.  
He  is  currently    working  fulltime  as  a  software  developer  for  a  major  finance 
company and is soon to also take up sessional academic work at university. 
Becki  (Chapter  13  (student  "S3"))  graduated  from  her  Bachelor  of  Games  and 
Interactive Entertainment studies with a GPA of over 6 (out of a possible 7).  Becki 
achieved a grade of 7 for the Level 1 programming unit, and did not complete any 
further programming studies. 
Michael  (Chapter  14)  completed  his  Bachelor  of  Games  and  Interactive 
Entertainment with a GPA over 5 (out of a possible 7).  Michael achieved a grade of 
5 for the Level 2 programming unit and similar grades in two further programming 
units in his course. 
Bobcat (Chapter 9) withdrew from his Bachelor of  Information Technology studies 
after  completing one  semester  (4 units).   Bobcat achieved a grade of 6  (out of a 
possible 7) for the Level 1 programming unit, and a GPA over all four units of 6.5. 
Lucas&Sierra (Chapter 10).   
Lucas  is completing a Bachelor of Engineering, currently maintaining a GPA 
of just under 4 (out of a possible 7).  He achieved a grade of 6 for the Level 1 
programming unit, and a 3 (fail) followed by a 4 for the Level 2 programming 
unit.    Lucas has  failed eight units  including one  further programming unit 
which he is currently reattempting. 
Sierra  is  completing  a  Bachelor  of  Information  Technology,  currently 
maintaining a GPA of 4 having  failed  five units. Sierra achieved grades of 6 
and 4  for  the  Level 1 and  Level 2 programming unit  respectively.   He has 
completed two further programming units, for which he was graded a 5 for 
one, and failed the other. 
Steve  (Chapter  11)  changed  courses  from  a  Bachelor  of  Engineering/Bachelor  of 
Information  Technology  to  a  Bachelor  of  Business/Bachelor  of  Information 
Technology which he  is currently completing.   Steve has maintained a GPA of  just 
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over 5.5, and achieved grades of 7 and 6 for the Level 1 and Level 2 programming 
units respectively, and a 7 for a further programming unit.  
16.6 Further	Work	
Now that it has been established that the neo‐Piagetian framework can be used to 
describe how novices develop programming skills, further questions can be posed.  
16.6.1 How	 Long	 Does	 it	 Take	 to	 Develop	 Concrete	 Operational	
Skills	in	Programming?	
This  is a "how  long  is a piece of string" question.   A simple quantitative answer to 
this  question  would  be  useful  to  both  educators  and  the  students  themselves.  
However,  in  order  to  calculate  the  average  development  timeframe  expected 
(should  it be established that this would be a meaningful measurement  in the first 
place) we must conduct longitudinal think aloud studies of many more novices from 
the beginning of their programming studies, through to a level of mature reasoning. 
The students who performed well in all our in‐class tests (see in particular Chapter 8 
and Chapter 12) had the advantage of developing concrete operational skills early in 
the semester.   However, we have no evidence which  indicates how  long they took 
to develop these concrete operational skills.  We did not collect demographic data 
from  our  ICT  Participants,  and  historically  our  student  cohorts  have  consisted  of 
varying  proportions  of  those  with  and  those  without  computing  and/or 
programming  experience.    We  can  confidently  say,  however,  that  some  of  our 
students  that we have  categorised as manifesting  concrete operational  reasoning 
skills early in the semester had little or no previous programming experience. 
We  suspect  that,  even  after  reasoning  at  a  fairly  mature  level,  there  may  be 
regression to an earlier stage with the introduction of new programming concepts.  
A student who had previously operated at, say, the concrete operational level may 
suddenly manifest preoperational characteristics before mastering the new concept 
at  the  concrete  operational  level.    As  skills  at  each  neo‐Piagetian  level  are 
cumulative,  we  suspect  that  the  regression/progression  process  may  accelerate 
with subsequent new concepts, but this is yet to be tested. 
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From the data analysed  in this PhD research,  it  is evident  that  for many students, 
progress  through  the  neo‐Piagetian  stages  is  slow.    Students  manifesting 
sensorimotor reasoning behaviours early  in semester are unlikely to reason at the 
concrete  operational  level  by  the  end  of  semester  (See  Chapter  12).    The  Think 
Aloud Participant in our longitudinal study (Donald, see Chapter 15) took a number 
of semesters before he was generally manifesting concrete operational behaviours.  
In particular (see Chapter 13 where Donald is both "S4" and "S1"), when tested for 
the  neo‐Piagetian  concept  of  reversibility  (a  concrete  operational  concept),  he 
manifested  starkly  contrasting  reasoning  skills.    We  identified  sensorimotor 
behaviours when  I  first  tested Donald,  then  concrete operational behaviours one 
year (i.e., two semesters) later, using the same programming task.   
Is Donald a special case or is he representative of many novice programmers?  This 
can only be answered with significantly more longitudinal investigations. 
16.6.2 How	Can	We	Identify	The	Transition	To	Abstract	Reasoning?	
An  area warranting  further work  is  the  transition  from  total  reliance  on  specific 
values for tracing (the preoperational novice programmer) to the use of what I term 
"abstract tracing".  This is when the novice attempts to make mental representation 
of  actions  (operations)  without  specific  values.    For  example,  a  preoperational 
novice may articulate a trace of the code (in order to determine the final value of 
each of the variables): 
t = b 
b = a 
a = t 
as: 
"I'll give b the value of 3 and a the value of 2." (NB: an early preoperational 
novice may also assign a value to t). "… so t is given the value of 3, b gets 2 
and a is assigned 3 … " 
In  contrast,  articulation  of  the  same  code  from  a  novice  with  more  mature 
reasoning may be: 
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"t is given b's value, b is given a's value and a is given t's value … " [or even 
more abstract: "…and a  is given whatever was originally  in b …"] "… so a 
and b have swapped" 
There must  be  a  point  in  time when  the  use  of  abstractions  in  tracing  are  first 
attempted.   Much  like  a  child  attempting  to walk  for  the  very  first  time.   What 
prompts  the  attempt  in  the  first  place?    Is  it  simply  the  result  of  repeatedly 
watching someone else do it (taking a step; or tracing some code in abstract terms), 
or does the idea develop momentum as automaticity with the mechanics of tracing 
increase? There may be significant pedagogical implications in identifying the dawn 
of abstract tracing. 
16.6.3 What	is	the	Role	of	Articulation	of	Mental	Representations?	
One of the observations we made during the think aloud sessions was the variety of 
ways novices articulate mental representations and models.   
One  particularly  interesting  example  is  with  the  programming  concept  of 
assignment.   The symbol used for assignment  in many programming  languages (in 
fact all of the languages used in this research) is "=".  In everyday life, this symbol is 
commonly known as "equals" or "the equals sign" and is also articulated as such in 
mathematics.  However, in mathematics "=" symbolizes equality (i.e., the left hand 
side of the equation has the same value as the right hand side of the equation.  In 
programming of course, the "=" symbol (operator) represents assignment. 
Not surprisingly, programming novices often articulate the assignment operator as 
"equals" because,  in neo‐Piagetian  terms,  they are attempting  to assimilate what 
they are encountering  into existing schemas.   For  this  reason, although  it  is often 
assumed that success in high school maths may contribute to success in learning to 
program,  there may actually be a disadvantage  for novice programmers having a 
solid maths background. 
Articulation  of  the  assignment  statement may mask  a misconception  about  the 
concept  of  assignment  (i.e.,  equality  rather  than  the  giving  of  value).   However, 
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even when misconceptions are not evident, we found evidence that novices often 
struggle to clearly and consistently articulate assignment.   
An assignment statement can be read left to right: 
"a equals b" or "a is given the value of b" 
However  this  is  contrary  to  the  assignment  "direction"  which  is  right  to  left.  
Conversely, assignment can be articulated from right to left: 
"the value of b is given to a" 
However, this is contrary to the direction that English text is read. 
As  it  turns  out,  either  method  (direction)  of  articulation  of  the  assignment 
statement  is  troublesome and several of  the  think aloud participants  in  this study 
struggled  to  come  to  grips  with  assignment.    Inconsistency  with  articulating 
assignment  and  other  programming  concepts  is  compatible  with  neo‐Piagetian 
theory.    Those novices  at  the  sensorimotor  stage  still have  a  fragile  grasp of  the 
domain language and nomenclature.   
I saw indications that sensorimotor novices also tend to use a far greater number of 
synonyms  when  articulating  assignment  (e.g.,  "is  given",  "give",  "gave",  "gets", 
"assign", "assign to", "assigned", "is", "is now", "will be", "has the value of" etc.) 
This  is  an  area  ripe  for  further  investigation  into  the  role  of  articulation  and 
language  in  novice  programmers,  including  quantification  of  the  frequency  and 
range of articulation of mental representations. 
16.6.4 What	Does	a	Non‐Struggling	Programming	Novice	Look	Like?	
In contrast with the Donalds of this world (and we suspect there are many Donalds) 
there are also many students at the other end of the scale who seem to have little 
trouble  learning  programming.    Discounting  those  who  have  already  developed 
skills in programming as a result of previous exposure in that domain (e.g., at school 
or  just out of  interest), what  is  it  that  they do or  think differently  that  results  in 
faster progression through the stages of development?  Can we stress test them to 
Chapter 16: Discussion & Conclusion    Page 263 
 
 
discover the limits of their reasoning skills at the very beginning of their exposure to 
the  programming  domain?  Is  there  something we  can  learn  from  them  that  can 
help those students who initially struggle?   
16.6.4.1. The	Formal	Operational	Programmer	
Section 16.3  listed  the  observed  behaviours  of  sensorimotor,  preoperational  and 
concrete operational novice programmers.  Although the focus of this PhD research 
was primarily on those first three stages of development, it is hypothesised that the 
programming behaviours  listed  in Table 16.3 would manifest  in formal operational 
programmers.  However, it is left to future work to test this hypothesis. 
Programming Behaviour 
Can reason logically, consistently and systematically
Can reason about and form hypotheses
Can understand the relationship between programs 
Can understand and use abstractions to trace, write and reason about code 
Can make inductive and deductive inferences 
Can operate at the higher Bloom levels (evaluating and creating) 
Can consider consequences and alternatives 
Table 16.3: Hypothesised  Formal Operational Programming Behaviours 
16.6.5 Can	We	Influence	Progression	to	the	Next	Stage?	
We can attribute problems with  learning programming  to  stages of neo‐Piagetian 
cognitive development theory.  So what?  How does that help us? 
Without  changes  to  pedagogy, many  students will  continue  to  struggle  to  learn 
programming.   Knowing  the when, what and why of  the difficulties students have 
suggests  changes  to  teaching  practices  which  enable  programming  students  to 
make  the best use of  their  current  reasoning abilities while encouraging  them  to 
progress to the next more mature development stage. 
A deliberate policy of challenging learners to transcend their present level of 
thinking not only accelerates their rate of intellectual development, but also 
in the long term brings about the achievement which a matching policy [i.e., 
matching the  intellectual demand of the curriculum to the current stage of 
development of the learner] on  its own would have denied them (Adey and 
Shayer 1994a). 
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16.6.5.1. Pedagogy	
According  to  Piaget,  when  a  cognitive  structure  changes  qualitatively,  the  child 
moves to a new stage.   So the question is, how might educators have an influence 
on progressing students from one stage to the next? Ojose (2008) suggested stage‐
appropriate activities for children  learning mathematics.   After a student's  level of 
development is evaluated, the teaching is adjusted according to reasoning methods, 
to provide  critical direction  so  students  can discover  concepts  through  their own 
investigation.    Like  children  learning  mathematics,  programming  instruction  can 
involve teaching concepts that are meaningful to students, and involve them using 
familiar  ideas  and  acquiring  understanding  of  underlying  principles.    Like 
mathematics,  development  of  programming  skills may  be  positively  influenced  if 
there is a better understanding of the novice's current cognitive level.  Although the 
pedagogy of programming is beyond the scope of this research, as a starting point, 
the following comments are proffered for further discussion and consideration  for 
future work. 
Current pedagogical practice places  little emphasis on the sensorimotor stage and 
completely  ignores  the preoperational stage. That  is, current pedagogical practice 
assumes that the basic programming constructs are learnt easily, and then students 
immediately begin to reason about programs at the concrete operational stage.  But 
this  thesis  provides  evidence  that  there  are many  students  not  working  at  the 
concrete operational  level even by  the  end of  their  second  semester of  studying 
programming.   
We now  see  that different methods of  teaching  are  required  for  students  at  the 
sensorimotor and preoperational stages.  Our teaching skips too quickly across the 
sensorimotor  and  preoperational  stages  for  many  students.  We  suggest  that 
teaching be designed explicitly with students' current level of reasoning in mind.  
Transitioning	from	Sensorimotor	Stage	
Sensorimotor students have little hope of progressing until they have a solid mental 
model of the notional machine.   They need help correcting misconceptions as well 
as  help  to  learn  how  to  systematically  and  reliably  trace  code.  Many  of  these 
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misconceptions can be identified and eliminated by a vigilant tutor or teacher, but if 
left  untendered  can  fester  into  a  quagmire  of  confusion  and  frustration. 
Sensorimotor  novices  should  be  exposed  only  to  very  small  tasks  with  single 
elements on which to experiment with the semantics of the programming language. 
We believe that at the sensorimotor level in particular, greater emphasis should be 
placed on reading and tracing code until misconceptions have been addressed.  
Computing educators need to be able to  identify sensorimotor and preoperational 
behaviour and explicitly foster the development of tracing and code comprehension 
skills  in  those  students. At  the  very  least, our  studies  suggests  that  faced with  a 
student who struggles to write code, the educator should first check whether that 
student has adequate tracing and code comprehension skills, before assuming the 
student is weak at, for example, problem solving. According to constructivist theory, 
people build new knowledge on  the  foundation  formed by  their prior knowledge. 
We  believe  that  the  ability  to  trace  code  is  the  foundation  on  which  abstract 
reasoning about code  is built. That  is, while the ability to trace code requires  little 
need  to  form abstractions of  the code, we believe  that a novice will not begin  to 
construct correct abstractions in their mind in the absence of the foundational skill 
of tracing code. 
Transitioning	from	Preoperational	Stage	
Preoperational students are probably more representative of our students. They are 
reliant on specific values to trace code and are unable to reason about the overall 
purpose of code because  they maintain a narrow  focus on  the most pertinent or 
interesting part of code.  If students cannot reason about code given to them, then 
they are probably incapable of writing similar code. To preoperational students, the 
lecturers and tutors who pitch their teaching at the concrete operational level may 
as well be talking in a foreign language. Preoperational students require exposure to 
reading and tracing tasks which are constituted from a minimal number of parts and 
which give them the freedom to work with specific values rather than abstractions.  
With sufficient practice at a level of reasoning commensurate with their ability and 
with a  slow  increase  in  the  sophistication of  the  code  they  read and  trace,  these 
students will eventually reach the concrete operational stage. 
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Targeting the preoperational novices in particular, programming tasks have recently 
been developed  (by my principal  supervisor, Raymond  Lister, as yet unpublished) 
which purposefully  introduce  the  concepts of arrays while withholding as  long as 
possible  the  introduction of  further abstractions.   The philosophy behind  this was 
that  the  idea  of  arrays  brings  with  it  many  abstract  concepts  that  the  novice 
programmer usually is left to deal with all at once.  There is the array data structure 
itself,  indexing  and  subscripts,  as well  as  the  use  of  iteration  over  arrays.    The 
mastery approach adopted by Lister  for these tasks  (i.e., that a student must pass 
task n before attempting task n+1) ensures that the fundamentals of each concept 
is mastered before progressing to the next.  Examples of progressive introduction of 
array  concepts  prior  to  introduction  of  iteration  is  shown  in  Figure 16.9  and 
Figure 16.10. 
 
 
 
 
 
 
 
 
Preoperational  programmers'  inability  to  form mental  representations  of  actions 
(operations) can be addressed with the use of real world objects to represent,  for 
example, variables.  Some of the concrete operational programming tasks that were 
given to students in this research project could be modified this way.  For example, 
tasks were printed on paper using diagrammatic  representations, which  tests  for 
the concept of conservation and cyclic series (see Figure 16.11), 
temp = x[0]; 
i = 0; 
x[i] = x[i+1]; 
i = i + 1; 
x[i] = x[i+1]; 
x[i+1] = temp 
Figure 16.10: Array task (rotate values), using variables as subscripts but not using a loop 
temp = x[0]; 
x[0] = x[1]; 
x[1] = x[2]; 
x[2] = temp; 
Figure 16.9: Arrays task (rotate values), using only literal subscripts
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Rather  than  representing  the  "movement"  of  values  in  printed  form  as  in 
Figure 16.11, the variables could each be represented by a separate piece of paper 
and  the  student  encouraged  to  physically  move  them  according  to  the  task 
requirements. 
This thesis provided evidence that preoperational programmers are unable to work 
with cyclic series from an  intermediary point.  The diagrammatic representation of 
the  series  in Figure 16.11  illustrates  this.   Preoperational novices do not have  the 
capacity  to  form mental  representations  of  action  and  are  therefore  unable  to 
mentally reorder the variables in Figure 16.11 to a form with which they can work. 
However,  if  instead  of  a  diagram,  the  variables  took  the  form,  for  example,  of 
individual pieces of paper, the action representations depicted in Figure 16.11 could 
be physically manipulated into the formation shown in Figure 16.12.  That is, if the 
variables were individual pieces of paper, the novice could physically reorder them 
so  that  the  y  variable  did  occur  at  the  beginning  of  the  series.    Although  this 
sidesteps  the  preoperational  novices'  inability  to  work  with  cyclic  series  from 
intermediary  points,  the  process  may  help  them  form  correct  mental 
representations of the code's action, as a precursor to doing so in the future. 
 
Figure 16.11:   Textual/diagrammatic Representation of Action 
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The	Two‐Dimensional	Curriculum:	Knowledge	and	Reasoning	
The neo‐Piagetian perspective leads me to view the curriculum for programming as 
comprising two dimensions. On one dimension, the knowledge dimension, are the 
syntax and semantics of programming  languages. That dimension  is emphasised  in 
today's classroom. The other and more neglected dimension comprises the skills for 
reasoning  about  programs,  but  which  we  think  of  in  neo‐Piagetian  terms.  This 
dimension is often not explicitly taught or demonstrated, especially in the first few 
weeks  of  learning  to  program. We  believe  that, with  every  increment  along  the 
knowledge dimension (i.e., with every new programming construct taught), all the 
neo‐Piagetian stages of reasoning need to be explicitly reprised.  For example with 
the  introduction of assignment statements, the type of  learning exercises students 
need include tracing one, two then more assignment statements, explaining in Plain 
English  the  purpose  of  those  statements,  followed  by writing  (and  tracing)  their 
own statements. 
Tracing  code  requires  students  to  draw  on  the  programming  knowledge  they 
accumulated  at  the  sensorimotor  level  and  allows  them  to  experiment with  the 
"nuts  and  bolts"  of  the  language  with  which  they  are  becoming  familiar.  
Preoperational students need help with seeing abstractions of code.  Explaining the 
purpose  of  code  encourages  students  to  conceive  a  "big    picture",  rather  than 
remain focused on individual lines of code.   
 
Figure 16.12:   Physical Representation of Action
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Research  has  found  that  spatial  thinking  is  central  to  STEM  success  (Newcombe 
2010).    Practice,  symbolic  representations,  analogies  and  gestures  all  improve 
spatial  thinking  and  are  things  that  can  be  incorporated  in  the  curriculum.    Like 
spatial  thinking,  those  who  are  not  good  at  (abstract)  thinking  have  not  yet 
developed  mental  strategies  for  dealing  with  (abstract)  problems.  But  we  can 
encourage struggling programming students to  look for effective strategies to deal 
with abstractions and eventually they (like those spatially challenged) will  improve 
and continue improving as they practice. 
16.7 Limitations	
Threats to the credibility of the quantitative data, including the issues of plagiarism 
and  student motivation,  have  already  been  discussed  in  Section 4.8.6.    Likewise, 
threats  to  the  qualitative  data  have  already  been  discussed  in  Section 4.9.11, 
including  issues  of  credibility,  transferability,  sampling,  intervention  and 
generalisability.   
Two  perceived  limitations  of  this  research  project  remain  worthy  of  further 
discussion: lack of generalisation from the longitudinal study, and effect of thinking 
aloud on behaviour.  These two issues are discussed below. 
One  longitudinal  study  (i.e., Donald,  in Chapter 15) does not provide evidence of 
expected  progression  for  every  novice  programmer.    No  generalisations  can  be 
made.    As  Patton  (2002,  p. 546)  noted:  "[constructivists  are] more  interested  in 
deeply  understanding  specific  cases  within  a  particular  context  than  in 
hypothesising about generalizations and causes across time and space."  What this 
research  has  done  is  provide  evidence  of  one  student's  progression  through  the 
stages  of  cognitive  development  in  programming.    This  progression  is  consistent 
with  neo‐Piagetian  theory.    Further  longitudinal  observational  studies  are 
warranted. 
With  regard  to  the effect of  think aloud sessions on behaviour,  the question may 
be:  do  think  aloud  sessions  change  the  way  a  novice  thinks?    The  think  aloud 
sessions were not quite "observations  in the wild".    Instead, the novice was put  in 
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an environment that did not exactly match the "natural programming environment" 
that  he  might  normally  use  to  complete  tasks  (e.g.,  at  home  by  himself,  in  a 
computer lab collaborating with peers, in a university workshop under the guidance 
of a tutor, or while completing a written exam).  However, every effort was made to 
allow  each  Think  Aloud  Participant  to  complete  tasks  as  he  may  otherwise  do 
outside the think aloud session, replicating as closely as possible the environment of 
a written  exam.    In  particular,  it was  agreed  between  each  Participant  and  the 
Interviewer that he should complete the assigned task to the best of his ability as if 
it  contributed  to  his  grade.    But  of  course,  his  performance  in  the  think  aloud 
sessions had no direct effect on his grade.  Apart from the relative lack of stress in a 
think aloud session compared with completing an exam, a difference between the 
think  aloud  sessions  and  more  realistic  scenarios  was  that  the  Interviewer 
prompted  the  Participant  to  continue  thinking  aloud  and  used  varying  levels  of 
interventions  to  help  facilitate  those  continuing  utterances  (see  Section 4.9.8).  
There  is  always  the  possibility  of  the  novice's  behaviour  changing  as  a  result  of 
these interventions.  For example, he may have been able to complete a task due to 
prompts and hints by the Interviewer, where otherwise he may have abandoned it.  
In any event, while low level detail may have changed in how the novice performed 
the  task, we believe  that  the  context of  the  think aloud did not  change  the neo‐
Piagetian  stage  manifested  by  the  novice.    For  example,  a  student manifesting 
sensorimotor reasoning would not be able to complete a trace table simply because 
it was suggested by the  Interviewer.   A sensorimotor student may, however, have 
been  able  to  resolve  a  programming  misconception  after  the  Interviewer  had 
identified  it  in  a  think  aloud  session.    For  this  reason,  I believe  that  Think Aloud 
Participants  may  progress  at  a  faster  rate  of  development  than  they  might 
otherwise have, if left to their own devices.  As we can see from the results though 
(see Chapter 15), this development rate by Donald for example, was still particularly 
slow, even with regular think loud sessions over an extended period of time. 
16.8 Conclusion	
The  findings  of  this  PhD  research  have  pedagogical  implications.    Educators  can 
identify behaviours of early developmental stages and offer those students teaching 
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materials that allow them to utilise the reasoning skills they have at their disposal, 
rather  than expect  them  to operate at a  level of abstraction  that  is beyond  their 
current ability.  Piaget's theory specifies that at each stage of development a person 
acquires new  skills which must be mastered before progressing  to  the next more 
mature  level.    Some  students will progress  through  the  stages more quickly  than 
others,  requiring  less  time  working  at  the  earlier  stages  before  mastering 
programming skills.  As we have seen, this does not mean those slower students are 
not  capable  of mastering  programming.    They will  simply make  slower  progress.  
Programming is not an innate ability, nor is learning to program. 
Vygotsky (1934) made the point: 
It has already been expressed in the words of Rousseau, which Piaget himself 
quoted, that a child is not a miniature adult and his mind not the mind of an 
adult on a small scale.   
Equally,  sensorimotor and preoperational novice programmers are not  subsets of 
the expert programmer.  They think differently from the expert programmer. 
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1 Introduction to Unit; IT 
Systems; Python; 
Expressions 
Introduction to Unit; IT 
Systems; Python; 
Expressions 
Introduction to Unit; IT 
Systems; Python; 
Expressions 
Introduction to Unit; IT 
Systems; Python; 
Expressions 
Introduction to unit; Overview of 
computer languages; Using a 
computer as a calculator 
(Expressions) 
Preview of unit; Overview of 
computer languages; Using a 
computer as a calculator 
(Expressions) 
2 The Systems Life Cycle; 
Functions; Lists 
The Systems Life Cycle; 
Functions; Lists 
The Systems Life Cycle; 
Functions; Lists 
Strings, Lists, Indexing Storing and retrieving related 
data values (Lists, strings, 
indexing) 
Storing and retrieving related 
data values (Lists, strings, 
indexing) 
3 Conditional Statements Conditional Statements Conditional Statements Functions Naming and reusing calculations 
(Functions) 
Naming and reusing 
calculations (Functions) 
4 Iteration - Loops No Lecture  Iteration - Loops NO LECTURE Choosing between alternative 
actions (Selection) 
Choosing between alternative 
actions (Selection) 
5 Recursion Iteration - Loops Algorithm Patterns Conditions Doing the same action 
repeatedly (Iteration) 
Doing the same action 
repeatedly (Iteration) 
6 No Lecture Recursion  No Lecture Iteration - Loops A more elegant way to repeat 
actions 
Building robust IT systems 
7 Database #1 Introduction 
to Databases; Tables 
Database #1 Introduction 
to Databases; Tables
 Recursion Recursion Long-lived, large-scale data 
storage and retrieval 
Long-lived, large-scale data 
storage and retrieval 
8 Database #2 SQL: Insert, 
Select, Update, Delete 
Database #2 SQL: Insert, 
Select, Update, Delete 
Database #1 Introduction 
to Databases; Tables 
Database #1 Introduction 
to Databases; Tables 
Storing data in and extracting 
information from external 
databases 
Storing data in and extracting 
information from external 
databases 
9 Web Servers; HTTP; 
HTML 
Web Servers; HTTP; 
HTML 
Database #2 SQL: Insert, 
Select, Update, Delete
Database #2 SQL: Insert, 
Select, Update, Delete 
How to display information on 
the World-Wide Web 
How to display information on 
the World-Wide Web 
10 Revision Revision  Web Servers; HTTP; 
HTML
Web Servers; HTTP; 
HTML 
Building new applications by 
combining old ones  
Finding and modifying patterns 
in large amounts of text 
11 Functions revisited; Top 
Down Design 
Functions revisited; Top 
Down Design 
Functions revisited; Top 
Down Design 
Functions revisited; Top 
Down Design 
Finding specific words or 
phrases in large amounts of text 
Guest lecture: Building new 
applications by mashing-up 
existing ones 
12 Types revisited; Abstract 
Data Types; Objects 
Types revisited; Abstract 
Data Types; Objects
Types revisited; Abstract 
Data Types; Objects
Types revisited; Abstract 
Data Types; Objects 
How to create your own data 
types (object-orientation) 
How to create your own data 
types (object-orientation) 
13 Wrapping it all up Wrapping it all up Wrapping it all up Exam Discussion Unit review Unit review and exam hints 
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Appendix	M 	Quantitative	Data	Summary	
In‐Class	Tests	
In‐class tests (described in Section 4.8) were conducted over six teaching semesters.  
Table Appendix M‐1 shows the number of students who completed each of the in‐
class tests.   
Level  Semester Year  Week of  
Semester 
Number of 
students who 
completed the test
% Anon 
 
1  Sem 1 2010  3  227  2% 
1  Sem 1 2010  5  176  2% 
1  Sem 2 2010  3 104 1%
1  Sem 2 2010  5 80 0%
1  Sem 2 2010  7  61  5% 
1  Sem 1 2011  3  223  0% 
1  Sem 1 2011  5  139  1% 
1  Sem 1 2011  7 118 4%
2  Sem 1 2011  7  51  2% 
1  Sem 2 2011  3  144  0% 
1  Sem 2 2011  6  98  3% 
1  Sem 2 2011  8 95 7%
2  Sem 2 2011  5  114  2% 
2  Sem 2 2011  13  65  2% 
1  Sem 1 2012  2  287  9% 
1  Sem 1 2012  4  205  11% 
1  Sem 1 2012  7 164 6%
1  Sem 1 2012  9  98  12% 
1  Sem 1 2012  12  71  18% 
2  Sem 1 2012  10  79 (UG: 51)  0% 
2  Sem 1 2012  12 47 (UG: 31) 4%
2  Sem 2 2012  6  125 (UG: 113)  1% 
2  Sem 2 2012  9  101 (UG: 88)  2% 
2  Sem 2 2012  12  68 (UG: 61)  3% 
2  Sem 1 2013  5 80(UG: 53) 13% 
2  Sem 1 2013  12 60(UG: 45) 10% 
2  Sem 2 2013  6  104 (UG: 86)  9% 
2  Sem 2 2013  12  82 (UG: 70)  5% 
Table Appendix M‐1: In‐Class Test Completion Numbers ("UG" = undergraduates) 
The in‐class tests (including summary results data) can be found at Appendix K and 
Appendix L. 
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Think	Aloud	Participants	
Think aloud studies  (described  in Section 4.9) were undertaken over  four teaching 
semesters.    Table Appendix  M‐2  is  a  summary  of  the  think  aloud  sessions 
undertaken over that period of time. 
Semester 
/Year 
University  Number of TA 
Participants 
Number of
Pencasts 
TA 
Sessions 
Approx. 
Hours of 
Audio 
Recording 
2/2011  QUT  8   56  54  42 
2/2011  UTS  14 28 12 9 
1/2012  QUT  13  159  84  63 
2/2012  QUT  7  86  32  24 
2/2012  UTS  1  46  7  5 
1/2013  QUT  4 47 5 5 
    47 422 194 148 
Table Appendix M‐2: Semesters of Think Aloud Studies 
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Appendix	N Definition	 of	 Authorship	 and	 Contribution	 to	
Publication	
Section 2.6.8 of the QUT Manual of Policies and Procedures (QUT 2014a) cites the 
Australian Code for the Responsible Conduct of Research definition of authorship as 
being based on substantial contributions in a combination of: 
(a)  conception and design of a project; 
(b)  analysis and interpretation of research data; 
(c)  (i)  drafting significant parts of a work; or  
  (ii)  critically revising it so as to contribute to the interpretation. 
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Appendix	O Specific	 Contributions	 of	 Co‐Authors	 for	 Thesis	 by	
Published	Papers	
This appendix provides specific  information about  the contribution of each of  the 
authors of the papers presented in this thesis. 
Chapter  6:  Some  Empirical  Results  for  Neo‐Piagetian  Reasoning  in  Novice 
Programmers and the Relationship to Code Explanation Questions [ACE 2012a] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Corney, Malcolm  (Associate Supervisor) 
Planned the data collection with the Candidate and Principal Supervisor.  Organised 
inclusion of exercises in final exam.  Analysed the data with the Candidate, Principal 
Supervisor and Research Colleague.  Proof‐read paper and provided editorial input. 
Teague, Donna:  (Candidate) 
Planned the data collection with the Principal Supervisor and Associate Supervisor.  
Designed the test instruments with the Principal Supervisor.  Collected and collated 
the data.  Analysed the data with the Principal Supervisor, Associate Supervisor and 
Research Colleague.  Co‐wrote the outline of the paper with the Principal Supervisor 
and Associate Supervisor.   Co‐wrote  the paper with  the Principal Supervisor, with 
editorial  input  from  the Associate  Supervisor.    Revised  the  paper  for  publication 
with the Principal Supervisor and Associate Supervisor, with  input  from reviewers. 
Presented the paper at the conference. 
Ahadi, Alireza:  (Research Colleague) 
Provided assistance with analysis of data. 
Lister, Raymond:  (Principal Supervisor) 
Planned the data collection with Candidate and Associate Supervisor.  Designed the 
test  instruments  with  the  Candidate.    Analysed  the  data  with  the  Candidate, 
Associate Supervisor and Research Colleague.   Co‐wrote  the outline of  the paper 
with  the  Candidate  and  Associate  Supervisor.    Co‐wrote  the  paper  with  the 
Candidate, with editorial input from the Associate Supervisor.  Revised the paper for 
publication with the Candidate and Associate Supervisor, with input from reviewers.
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Chapter 7: Swapping as the "Hello World" of Relational Reasoning: Replications, 
Reflections and Extensions [ACE 2012b] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned the data collection with the Principal Supervisor and Associate Supervisor.  
Co‐designed  the  test  instruments  with  the  Principal  Supervisor.    Collected  and 
collated  the  data.    Analysed  the  data  with  the  Principal  Supervisor,  Associate 
Supervisor  and  Research  Colleague.    Co‐wrote  the  paper with  the  Principal  and 
Associate  Supervisor.    Revised  the  paper  for  publication  with  the  Principal 
Supervisor  and  Associate  Supervisor,  with  input  from  reviewers.  Presented  the 
paper at the conference. 
Corney, Malcolm  (Associate Supervisor) 
Planned the data collection with the Candidate and Principal Supervisor.  Allocated 
time  during  lectures  for  in‐class  tests  to  be  run.    Analysed  the  data  with  the 
Principal Supervisor, Candidate and Research Colleague.   Co‐wrote the paper with 
the Candidate and Principal Supervisor.  Revised the paper for publication with the 
Candidate and Principal Supervisor, with input from reviewers. 
Ahadi, Alireza:  (Research Colleague) 
Provided assistance with analysis of data. 
Lister, Raymond:  (Principal Supervisor) 
Planned the data collection with Candidate and Associate Supervisor.   Co‐designed 
the  test  instruments with  the Candidate.   Analysed  the data with  the Candidate, 
Associate  Supervisor  and  Research  Colleague.    Co‐wrote  the  paper  with  the 
Candidate  and  Associate  Supervisor.    Revised  the  paper  for  publication with  the 
Candidate  and  Associate  Supervisor,  with  input  from  reviewers.  Presented  the 
paper at the conference. 
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Chapter  8:  Falling  Behind  Early  and  Staying  Behind When  Learning  to  Program 
[PPIG 2014b] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Ahadi, Alireza:  (Research Colleague) 
Took a  lead role  in  the analysis and  interpretation of  the data.   Took a secondary 
role in writing the paper.  Provided editorial feedback on drafts and revisions. 
Lister, Raymond:  (Principal Supervisor) 
Planned the data collection with the Candidate.  Adapted the QUT test instruments 
for use at UTS.  Conducted the data collection and collation at UTS.  Took a lead role 
in the analysis of the test data.  Lead role in writing and revising the paper.   
Teague, Donna:  (Candidate) 
Planned  the  data  collection  with  the  Principal  Supervisor.    Designed  the  test 
instruments  for QUT  tests.    Conducted  the  data  collection  and  collation  at QUT.  
Took  a  secondary  role  in  the  interpretation  of  the  test  data.    Provided  editorial 
feedback on drafts and revisions. 
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Chapter  9:  Using  Neo‐Piagetian  Theory,  Non‐Assessed  In‐Class  Tests  and  Think 
Alouds to Better Understand Student Learning: A Case Study in Programming [AAEE 
2012] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned  the  data  collection  with  the  Principal  Supervisor.    Designed  the  test 
instruments.   Conducted the data collection and collation.   Analysed the data with 
the  Principal  Supervisor.    Co‐wrote  the  outline  of  the  paper  with  the  Principal 
Supervisor.   Took the  lead  in writing the paper with the Principal Supervisor, with 
editorial  input  from  the  Second  Associate  Supervisor.    Revised  the  paper  for 
publication with  input  from  reviewers, Principal  Supervisor, Associate Supervisors 
and Research Colleague. 
Corney, Malcolm:  (Second Associate Supervisor) 
Proof‐read paper and provided editorial input. 
Fidge, Colin:  (First Associate Supervisor) 
Proof‐read paper and provided editorial input. 
Roggenkamp, Michael: (Research Colleague) 
Allocated time during his lectures for in‐class tests to be run.  Proof‐read paper and 
provided editorial input. 
Ahadi, Alireza:  (Research Colleague) 
Provided assistance with data analysis of in‐class data. 
Lister, Raymond:  (Principal Supervisor) 
Planned  the  data  collection  with  the  Candidate.    Analysed  the  data  with  the 
Candidate.   Co‐wrote  the outline of  the paper with  the Candidate.   Co‐wrote  the 
paper with the Candidate.  Provided feedback on paper drafts.  Presented paper at 
conference. 
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Chapter 10: A Qualitative Think Aloud Study of the Early Neo‐Piagetian Stages of 
Reasoning in Novice Programmers [ACE 2013] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned  the  data  collection  with  the  Principal  Supervisor.    Designed  the  test 
instruments.   Conducted the data collection and collation.   Analysed the data with 
the  Principal  Supervisor.    Co‐wrote  the  outline  of  the  paper  with  the  Principal 
Supervisor.   Took  the  lead  in writing  the paper with  the Principal Supervisor, and 
with  editorial  input  from  the  Associate  Supervisor.    Revised  the  paper  for 
publication  with  input  from  reviewers,  Principal  Supervisor  and  Associate 
Supervisor.  Presented paper at conference. 
Corney, Malcolm  (Associate Supervisor)  
Proof‐read paper and provided editorial input. 
Ahadi, Alireza:  (Research Colleague) 
Proof‐read paper and provided editorial input. 
Lister, Raymond:  (Principal Supervisor) 
Planned  the  data  collection  with  the  Candidate.    Analysed  the  data  with  the 
Candidate.    Co‐wrote  the  outline  of  the  paper.    Co‐wrote  the  paper  with  the 
Candidate.  Provided feedback on paper drafts.  
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Chapter 11: Manifestations of Preoperational Reasoning on Similar Programming 
Tasks [ACE 2014a] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned  the  data  collection  with  the  Principal  Supervisor.    Designed  the  test 
instruments.   Conducted the data collection, collation, analysis and  interpretation.  
Co‐wrote the outline of the paper with the Principal Supervisor.   Wrote the paper 
with  directional  input  from  the  Principal  Supervisor.    Revised  the  paper  for 
publication with input from reviewers and Principal Supervisor.  Presented paper at 
conference. 
Lister, Raymond:  (Principal Supervisor) 
Provided direction for data collection.  Co‐wrote the outline of the paper.  Provided 
feedback on paper drafts.   
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Chapter  12:  Mired  in  the  Web:  Vignettes  from  Charlotte  and  other  Novice 
Programmers [ACE 2015] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned  the  data  collection  with  the  Principal  Supervisor.    Designed  the  test 
instruments.  Conducted the data collection and collation.  Took a secondary role in 
the analysis and interpretation of the quantitative in‐class test data.  Took the lead 
role in the analysis and interpretation of the qualitative think aloud data.  Wrote the 
qualitative analysis of the think aloud sessions.  Took a secondary role in writing the 
quantitative section of the paper. 
Lister, Raymond:  (Principal Supervisor) 
Took a lead role in the analysis of the quantitative data and writing the quantitative 
section of the paper.  Provided feedback on paper drafts.   
Ahadi, Alireza:  (Research Colleague) 
Took a secondary role in the analysis of the quantitative data. 
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Chapter 13: Programming: Reading, Writing and Reversing [ITiCSE 2014] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned  the  data  collection  with  the  Principal  Supervisor.    Designed  the  test 
instruments.   Conducted the data collection, collation, analysis and  interpretation.  
Wrote  the  paper  with  input  from  Principal  Supervisor.    Revised  the  paper  for 
publication with input from reviewers and Principal Supervisor.  Presented paper at 
conference. 
Lister, Raymond:  (Principal Supervisor) 
Provided feedback on for data collection.  Provided feedback on paper drafts.   
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Chapter 14: Blinded by Their Plight: Tracing and the Preoperational Programmer 
[PPIG 2014a] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned  the data collection.   Designed  the  test  instruments.   Conducted  the data 
collection,  collation,  analysis and  interpretation.   Wrote  the paper with  feedback 
from  Principal  Supervisor.    Revised  the  paper  for  publication  with  input  from 
reviewers and Principal Supervisor.  Presented paper at conference. 
Lister, Raymond:  (Principal Supervisor) 
Provided feedback on paper drafts.   
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Chapter 15: Longitudinal Think Aloud Study of a Novice Programmer [ACE 2014b] 
STATEMENT OF CONTRIBUTIONS OF JOINT AUTHORSHIP 
Teague, Donna:  (Candidate) 
Planned  the  data  collection  with  the  Principal  Supervisor.    Designed  the  test 
instruments.   Conducted the data collection, collation, analysis and  interpretation.  
Co‐wrote the outline of the paper with the Principal Supervisor.   Wrote the paper 
with feedback from the Principal Supervisor.  Revised the paper for publication with 
input from reviewers and Principal Supervisor. 
Lister, Raymond:  (Principal Supervisor) 
Provided direction for data collection.  Co‐wrote the outline of the paper.  Provided 
feedback on paper drafts.  Presented paper at conference. 
 
 
 359 
References	
"décalage". (2003). "Oxford Business French Dictionary: French‐English." Oxford Reference  
Retrieved  9  October,  2014,  from 
http://www.oxfordreference.com.ezp01.library.qut.edu.au/view/10.1093/acref/97
80191739491.001.0001/b‐fr‐en‐00008‐0002040?rskey=jSLITU&result=5. 
"dualism"  (2005). Oxford Companion to Philosophy. Oxford, GBR, Oxford University Press, 
UK. 
"Gestalt theory" (2002). Dictionary of the Social Sciences, Oxford University Press, UK. 
"positivism". (2015). "Oxford Dictionaries." Oxford Reference  Retrieved 16 February, 2015, 
from http://www.oxforddictionaries.com/definition/english/positivism. 
Ackermann,  E.  (2014).  "Piaget's  Constructivism,  Papert's  Constructionism:  What's  the 
difference?"      Retrieved  10  September,  2014,  from 
http://learning.media.mit.edu/content/publications/EA.Piaget%20_%20Papert.pdf. 
Adelson,  B.  (1981).  "Problem  Solving  and  the  Development  of  Abstract  Categories  in 
Programming Languages." Memory & Cognition, 9(4): 422‐433. 
Adey,  P.  and  Shayer,  M.  (1994a).  Describing  and  Measuring  Cognitive  Development. 
Chapter  2  of  Really  Raising  Standards:  Cognitive  Intervention  and  Academic 
Achievement. London, Routledge: 11‐41. 
Adey, P. and  Shayer, M.  (1994b).  Learning, Development, and  Intervention. Chapter 1 of 
Really  Raising  Standards:  Cognitive  Intervention  and  Academic  Achievement. 
London, Routledge: 1‐10. 
Ahadi, A. and Lister, R. (2013). Geek Genes, Prior Knowledge, Stumbling Points and Learning 
Edge  Momentum:  Parts  of  the  One  Elephant?  Ninth  Annual  International  ACM 
Conference on International Computing Education Research (ICER 2013). San Diego, 
CA, ACM: 123‐128. 
Atman, C. J. and Bursic, K. M. (1998). "Verbal Protocol Analysis as a Method to Document 
Engineering  Student  Design  Processes."  Journal  of  Engineering  Education,  87(2): 
121‐132. 
Atman,  C.  J.,  Cardella, M.  E.,  Turns,  J.  and Adams,  R.  (2005).  "Comparing  Freshman  and 
Senior  Engineering  Design  Processes:  An  In‐Depth  Follow‐Up  Study."  Design 
Studies, 26: 325‐357. 
Barker,  R.  J.  and  Unger,  E.  A.  (1983).  A  Predictor  for  Success  in  an  Introductory 
Programming Class Based Upon Abstract Reasoning Development. SIGCSE Bulletin, 
ACM, 15. 
Bastian,  S.,  Frees,  J.,  Gruber,  S.  L.,  Johnson,  J.,  Landes,  B., Morton,  L.,  Rozgony,  S.  and 
Stewar,  J.  (1973).  "Are  ISU  Freshmen  Students  Operating  at  a  Formal  Level  in 
Thought Processes?" Contemporary Education, 44: 358‐336. 
Beard, R. M. (1969). An Outline of Piaget's Developmental Psychology. London, Rutledge & 
Kegan Paul. 
Ben‐Ari, M. (1998). "Constructivism  in Computer Science Education." Twenty‐ninth SIGCSE 
technical symposium on Computer science education, 30(1). 
    Page 360 
 
 
Bennedsen, J. and Caspersen, M. (2006). Abstraction Ability as an Indicagtor of Success for 
Learning  Object‐Oriented  Programming?  Inroads:  SIGCSE  Bulletin.  ACM  Digital 
Library, ACM. 
Bennedsen, J. and Caspersen, M. E. (2005). An Investigation of Potential Success Factors for 
an Introductory Model‐Driven Programming Course. ICER 2005: Proceedings of the 
first  international  workshop  on  Computing  education  research.  Chicago,  Illinois, 
ACM. 
Bennedsen,  J. and Caspersen, M. E.  (2007).  "Failure Rates  in  Introductory Programming." 
Inroads ‐ The SIGCSE Bulletin, 39(2): 5. 
Bennedsen, J. and Caspersen, M. E. (2008). Abstraction ability as an indicator of success for 
learning computing science? 4th  International Workshop on Computing Education 
Research (ICER 2008). Sydney, Australia, 15. 
Bergin,  S.  and  Reilly,  R.  (2006).  "Predicting  Introductory  Programming  Performance:  A 
multi‐institutional  multivariate  study."  Computer  Science  Education,  16(4):  303‐
323. 
Biggs, J. B. and Collis, K. F. (1982). Origin and Description of the SOLO Taxonomy. Chapter 
18‐31 of Evaluating  the quality of  learning: The SOLO Taxonomy  (Structure of  the 
Observed Learning Outcome). New York, Academic Press Inc. 
Bloom, B. S. (1986). "The Hands and Feet of Genius: Automaticity." Educational Leadership, 
43(5): 70 ‐ 77. 
Boden, M. A. (1979). Piaget. London, Fontana Paperbacks. 
Bond,  T.  G.  (2005).  Piaget  and  the  Pendulum.  Chapter  of  The  Pendulum:  Scientific, 
Historical, Philosophical and Educational Perspectives. M. R. Matthews, C. F. Gauld 
and A. Stinner. The Netherlands, Springer: 303‐313. 
Boom,  J.  (2004).  "Commentary on: Piaget's  stages:  the unfinished  symphony of  cognitive 
development." New Ideas in Psychology 22: 239‐247. 
Booth,  S.  B.  (1992).  Learning  to  Program:  A  Phenomenographic  Perspective.  Gotegorg, 
ACTA Universitatis Gothoburgensis. 
Brainerd, C. J. (1978). Piaget's Theory of Intelligence. New Jersey, Prentice‐Hall, Inc. 
Brooks,  R.  (1983).  "Towards  a  Theory  of  the  Comprehension  of  Computer  Programs." 
International Journal of Man‐Machine Studies, 18: 543‐554. 
Bruce, C. and McMahon, C. (2002). Contemporary Developments in Teaching and Learning 
Introductory  Programming:  Towards  a  Research  Proposal.  Faculty  of  Information 
Technology Teaching and Learning Report 2002 – 2. D. P. Bancroft. Brisbane, QUT. 
Bruner, J. (1964). "The Course of Cognitive Growth." American Psychologist, 19(1): 1‐15. 
Bruner, J. S. (1960). The Process of Education. London, Oxford University Press. 
Bryant,  P.  (1997).  Piaget, Mathematics  and Vygotsky.  Chapter  7  of  Piaget, Vygotsky  and 
Beyond:  Central  Issues  in  Developmental  Psychology  and  Education.  L.  Smith,  J. 
Dockrell and P. Tomlinson. New York, Routledge: 100‐101. 
Buck, D. and Stucki, D. (2001). JKarelRobot: A Case Study in Supporting Levels of Cognitive 
Development in the Computer Science Curriculum. SIGCSE Technical Symposium on 
Computer Science Education. Charlotte NC, USA, ACM Press, 33: 16‐20. 
Burkhardt,  J.‐M.,  Detienne,  F.  and  Wiedenbeck,  S.  (1997).  Mental  Representations 
Constructed by Experts and Novices  in Object‐Oriented Program Comprehension. 
    Page 361 
 
 
IFIP  Conference  on  Human‐Computer  Interaction  (INTERACT  1997).  Sydney, 
Australia: 9. 
Burkhardt,  J.‐M.,  Detienne,  F.  and  Wiedenbeck,  S.  (2002).  "Object‐Oriented  Program 
Comprehension:  Effect  of  Expertise,  Task  and  Phase."  Empirical  Software 
Engineering, 2(7): 115‐156. 
Cafolla,  R.  (1987).  "Piagetian  Formal  Operations  and  Other  Cognitive  Correlates  of 
Achievement  in  Computer  Programming."  Journal  of  Educational  Technology 
Systems, 16(1): 45‐55. 
Case,  R.  (1978).  Intellectual  Development  From  Birth  to  Adulthood_a  neo‐Piagetian 
Interpretation.  Chapter  2  of  Chilrdren's  Thinking: What  Develops?  R.  S.  Siegler. 
Hillsdale, New Jersey, Lawrence Erlbaum Associates: 37‐71. 
Case,  R.  (1988).  The  Structure  and  Process  of  Intellectual Development.  Chapter  of  The 
Neo‐Piagetian  Theories  of  Cognitive  Development:  Toward  an  Integration.  A. 
Demetriou. North‐Holland, Elsevier Science Publishers: 65‐101. 
Caspersen, M.  (2007).  Educating Novices  in  the  Skills  of  Programming.  PhD Dissertation, 
University of Aarhus, Denmark. 
Caspersen, M.  E.  and  Kölling, M.  (2009).  "STREAM:  A  First  Programming  Process."  ACM 
Transactions on Computing Education, 9(1). 
Chapman, M. (1988). Constructive Evolution: Origins and Development of Piaget's Thought. 
Cambridge, UK, Cambridge University Press. 
Chase, W. G. and Simon, H. A. (1973). "Perception in Chess." Cognitive Psychology, 4: 55‐81. 
Clancy, M.  (2004). Misconceptions and Attitudes that  Interfere with Learning to Program. 
Chapter of Computer Science Education Research. London, UK, Taylor & Francis. 
Clancy, M. J. and Linn, M. C. (1992). "Case Studies in the Classroom." SIGCSE Bulletin, 24(1): 
220‐224. 
Clancy, M. J. and Linn, M. C. (1999). Patterns and Pedagogy. SIGCSE  '99. New Orleans, LA, 
USA, ACM. 
Cole, M. (1996). Psychology: A Once and Future Discipline. Cambridge, Mass, Belknap Press 
of Harvard University Press. 
Collis, K. F. (1978). Operational Thinking in Elementary Mathematics. Chapter 7 of Cognitive 
Development: Research Based on a Neo‐Piagetian Approach. J. Keats, K. Collis and 
G. Halford. Chichester, John Wiley & Sons: 221‐248. 
Commons,  M.  L.,  Miller,  P.  M.  and  Kuhn,  D.  (1982).  "The  Relation  Between  Formal 
Operational Reasoning and Academic Course Selectio naqnd Performance Among 
College Freshmen and Sophomores." Journal of Applied Developmental Psychology, 
3: 1‐10. 
Corney, M.,  Lister,  R.  and  Teague, D.  (2011).  Early  Relational  Reasoning  and  the Novice 
Programmer:  Swapping  as  the  “Hello  World”  of  Relational  Reasoning.  13th 
Australasian Computer Education Conference (ACE 2011). Perth, ACS, 114. 
Corney, M., Teague, D.  and Thomas, R.  (2010). Engaging  Students  in Programming. 12th 
Australasian Computing Education Conference (ACE2010). Brisbane, Australia, ACS, 
103. 
    Page 362 
 
 
Corritore,  C.  L.  and  Wiedenbeck,  S.  (1991).  "What  Do  Novices  Learn  During  Program 
Comprehension?" International Journal of Human‐Computer Interaction, 3(2): 199‐
222. 
Corritore, C. L. and Wiedenbeck, S.  (1999). "Mental Representations of Expert Procedural 
and Object‐Oriented Programmers  in a Software Maintenance Task."  International 
Journal of Human‐Computer Studies, 50: 61‐83. 
Creswell, J. W. and Miller, D. L. (2000). "Determining Validity in Qualitative Inquiry." Theory 
into Practice, 39(3). 
Creswell,  J. W.  and  Plano  Clark, V.  L.  (2011). Designing  and  Conducting Mixed Methods 
Research. Los Angeles, Sage. 
Crotty, M. (1998). The Foundations of Social Research. Crows Nest, Allen & Unwin. 
Cutts,  Q.,  Cutts,  E.  and  Draper,  S.  (2010). Manipulating Mindset  to  Positively  Influence 
Introductory Programming Performance.  SIGCSE  '10. Milwaukee, Wisconsin, USA, 
ACM. 
da Rosa, S. (2007). The Learning of Recursive Algorithms from a Psychogenetic Perspective. 
Psychology  of  Programming  Interest  Group  (PPIG)  19th  Annual Workshop  2007. 
Joensuu, Finland. 
da Rosa, S. (2010). The Construction of the Concept of Binary Search Algorithm. PPIG 2010. 
Madrid, Spain. 
Davies,  S.  P.  (1991).  "The  Role  of  Notation  and  Knowledge  Representation  in  the 
Determination of  Programming  Strategy: A  Framework  for  Integrating Models  of 
Programming Behavior." Cognitive Science, 15: 547‐572. 
Davies, S. P. (1993). "Models and Theories of Programming Strategy." International Journal 
of Man‐Machine Studies, 39: 237‐267. 
Davies, S. P., Gilmore, D. J. and Green, T. R. G. (1995). "Are Objects That Important? Effects 
of  Expertise  and  Familiarity  on  Classification  of  Object‐Oriented  Code."  Human‐
Computer Interaction, 10: 227‐248. 
Davis, J. and Rebelsky, S. A. (2007). Food‐First Computer Science: Starting the First Course 
Right  with  PB&J.  38th  SIGCSE  Technical  Symposium  on  Computer  Science 
Education. Kentucky, USA. 
Demetriou,  A.  and  Efklides,  A.  (1988).  Experiential  Structuralism  and  Neo‐Piagetian 
THeories: Toward an  Integrated Model. Chapter of The Neo‐Piagetian Theories of 
Cognitive  Development:  Toward  an  Integration.  A.  Demetriou.  North‐Holland, 
Elsevier Science Publishers: 173‐222. 
Devlin,  K.  (2003).  Why  Universities  Require  Computer  Science  Students  to  Take  Math. 
Communications of the ACM, ACM, 46: 37‐39. 
Dimant,  R.  J.  and  Bearison,  D.  J.  (1991).  "Development  of  Formal  Reasoning  During 
Successive Peer Interactions." Developmental Psychology, 27(2): 277‐284. 
du Boulay, B. (1989). Some Difficulties of Learning to Program. Chapter 14 of Studying the 
Novice Programmer. E. Soloway and J. C. Sphorer. Hillsdale, NJ, Lawrence Erlbaum: 
283‐300. 
du  Boulay,  B.,  O'Shea,  T.  and  Monk,  J.  (1981).  "The  Black  Box  Inside  the  Glass  Box: 
Presenting Computing Concepts to Novices." International Journal of Man‐Machine 
Studies, 14(3): 237‐249. 
    Page 363 
 
 
Dweck, C. (2008). Mindset. UK, Robinson. 
Elkind,  D.  (1996).  "Inhelder  and  Piaget  on  Adolescence  and  Adulthood:  A  Postmodern 
Appraisal." Psychological Science, 7(4): 216‐220. 
Ericsson,  K.  A.  and  Simon,  H.  A.  (1993).  Protocol  Analysis:  Verbal  Reports  as  Data. 
Cambridge, MA, Massachusetts Institute of Technology. 
Falkner,  K., Vivian,  R.  and  Falkner, N.  J. G.  (2013). Neo‐Piagetian  Forms  of  Reasoning  in 
Software Development Process Construction. Learning and Teaching  in Computing 
and Engineering (LaTiCE) 2013. Macau, IEEE. 
Feldman,  D.  H.  (2004).  "Piaget's  stages:  the  unfinished  symphony  of  cognitive 
development." New Ideas in Psychology, 22: 175‐231. 
Fischer, K. W. and Farrar, M. J. (1988). Generalizations about Generalizations: How a Theory 
of Skill Development Explains Both Generality and Specificity. Chapter of The Neo‐
Piagetian Theories of Cognitive Development: Toward an Integration. A. Demetriou. 
North‐Holland, Elsevier Science Publishers: 137‐171. 
Fischer, K. W. and Kenny, S. L.  (1986). Environmental Conditions for Discontinuities  in the 
Development of Abstractions. Chapter 4 of Adult cognitive development: methods 
and models. R. A. Mines and K. S. Kitchener. New York, Praeger: 57‐75. 
Fix,  V., Wiedenbeck,  S.  and  Scholtz,  J.  (1993). Mental  Representations  of  Programs  by 
Novices  and  Experts.  INTERCHI 93  ‐ Conference on Human  Factors  in Computing 
Systems.  S.  Ashlund,  K.  Mullet,  A.  Henderson,  E.  Hollnagel  and  T.  White. 
Amsterdam, The Netherlands: 74‐79. 
Flavell, J. H. (1977). Cognitive Development. Englewood Cliffs, NJ, Prentice Hall. 
Flavell, J. H. and Piaget, J. (1963). The Developmental Psychology of Jean Piaget. New York, 
D Van Nostrand Company. 
Gallagher,  J. M. and Reid, D. K.  (1981). The Learning Theory of Piaget and  Inhelder. New 
York, NY, Authors Choice Press. 
Gilbert,  J., Watts, D.  and Osborne, R.  (1985). Eliciting  Student Views Using  an  Interview‐
About‐Instances  Technique.  Chapter  2  of  Cognitive  Structure  and  Conceptual 
Change. L. H. T. W. a. A. L. Pines. Orlando, Academic Press, Inc.: 18‐19. 
Ginat,  D.  (2007). Hasty  Design,  Futile  Patching  and  the  Elaboration  of  Rigor.  ITiCSE  '07. 
Dundee, Scotland UK, ACM. 
Ginsburg, H. P. and Opper, S. (1969). Piaget's Theory of Intellectual Development. London, 
Prentice Hall. 
Gomes,  A.  and Mendes,  A.  J.  (2010).  A  Study  on  Student  Performance  in  First  Year  CS 
Courses. ITiCSE 2010. Bilkent, Ankara, Turkey, ACM. 
Gonzalez, G. (2006). A Systematic Approach to Active and Cooperative Learning in CS1 and 
its  effects  on  CS2.  SIGCSE  2006  Technical  Symposium  on  Computer  Science 
Education. Houston, Texas, USA. 
Griffiths,  D.  H.  (1973).  The  Study  of  the  Cognitive  Development  of  Science  Students  in 
Introductory Level Courses. Doctor of Education Monograph, Rutgers University. 
Guba,  E. G.  (1981).  "Criteria  for Assessing  the  Trustworthiness  of Naturalistic  Inquiries." 
Educational Communication and Technology Journal (ECTJ) 29(2): 75‐91. 
Gurwitsch, A. (1964). Field of consciousness, Duquesne University Press. 
    Page 364 
 
 
Guzdial, M. (2011). "From Science to Engineering." Communications of the ACM, 54(2): 37‐
39. 
Guzdial, M. (2014). "Anyone Can Learn Programming: Teaching > Genetics." BLOG@CACM 
http://m.cacm.acm.org/blogs/blog‐cacm/179347‐anyone‐can‐learn‐programming‐
teaching‐genetics/fulltext 2014. 
Halford, G. S. (1988). A Structure‐Mapping Appraoch to Cognitive Development. Chapter of 
The Neo‐Piagetian Theories of Cognitive Development: Toward an  Integration. A. 
Demetriou. North‐Holland, Elsevier Science Publishers: 103‐171. 
Helmore, G. A. (1969). Piaget ‐ A Practical Consideration. Oxford, UK, Pergamon Press. 
Hoadley, C. M., Linn, M. C., Mann, L. M. and Clancy, M. J. (1996). When, Why and How do 
Novice Programmers Reuse Code? Chapter of  Empirical  Studies of Programmers: 
Sixth Workshop. Norwood, New Jersey, Ablex Publishing Corporation. 
Huber,  L.  N.  (1988).  "Computer  Learning  Through  Piaget's  Eyes."  Classroom  Computer 
Learning, 6(2): 39‐43. 
Huberman, B. and Kolikant, Y. (2001). Activating "Black Boxes" Instead of Opening "Zippers" 
‐ a Method of Teaching Novices Basic CS Concepts. Proceedings of the 6th Annual 
Conference on  Innovation and Technology  in Computer Science Education  (ITiCSE 
'01). Canterbury, UK, ACM, 33: 41‐44. 
Hudak, M. A. and Anderson, D. E.  (1990).  "Formal Operations and  Learning  Style Predict 
Success in Statistics and Computer Science Courses." Teaching of Psychology, 17(4): 
231‐234. 
Hughes, J. and Parkes, S. (2003). "Trends  in the use of verbal protocol analysis  in software 
engineering research." Behaviour & Information Technology, 22(2): 127‐140. 
Inhelder,  B.  and  Piaget,  J.  (1958).  The  Growth  of  Logical  Thinking  from  Childhood  to 
Adolescence. London, Routledge & Kegan Paul. 
Inhelder, B.  and  Piaget,  J.  (1972).  The Growth  of  Logical  Thinking.  London,  Routledge & 
Kegan Paul. 
Jeffries,  R.  (1982).  A  Comparison  of  the  Debugging  Behavior  of  Expert  and  Novice 
Programmers. AERA Annual Meeting, Carnegie‐Mellon University. 
Jenks,  C.  J.  (2011).  Transcribing  Talk  and  Interaction:  Issues  in  the  Representation  of 
Communication Data, John Benjamins Publishing Company. 
Joni, S.‐N. A. and Soloway, E.  (1986).  "But My Program Runs! Discourse Rules  for Novice 
Programmers." Journal of Educational Computing Research, 2(1): 95‐125. 
Joppe,  M.  (2014).  "The  Research  Process."      Retrieved  May  1,  2014,  from 
http://www.htm.uoguelph.ca/MJResearch/ResearchProcess/home.html. 
Kasper, G.  (1998). "Analysing Verbal Protocols." Teachers of English  to Speakers of Other 
Languages, In. (TESOL), 32(2): 358‐362. 
Knight,  C.  C.  and  Sutton,  R.  E.  (2004).  "Neo‐Piagetian  Theory  and  Research:  enhancing 
pedagogical practice  for  educators of  adults."  London Review of  Education, 2(1): 
47‐60. 
Kramer, J. (2007). Is Abstraction the Key to Computing? Communications of the ACM, ACM, 
50: 37‐42. 
Kuhn,  D.  (2008).  "Formal  Operations  from  a  Twenty‐First  Century  Perspective."  Human 
Development, 5(1): 49‐55. 
    Page 365 
 
 
Kuhn,  D.,  Ho,  V.  and  Adams,  C.  (1979).  "Formal  Reasoning  among  Pre‐  and  Late 
Adolescents." Child Development, 50(4): 1128‐1135. 
Kurtz,  B.  L.  (1980).  Investigating  the  Relationship  Between  the Development  of Abstract 
Reasoning and Performance in an Introductory Programming Class. Eleventh SIGCSE 
Technical Symposium on Computer Science Education. Kansas City, Missouri, ACM 
Press: 110‐117. 
Lang,  C.,  McKay,  J.  and  Lewis,  S.  (2007).  "Seven  Factors  that  Influence  ICT  Student 
Achievement."  ACM  SIGCSE  Bulletin,  Proceedings  of  the  12th  annual  SIGCSE 
conference on Innovation and technology in computer science education ITiCSE '07, 
39(3). 
Lee, A. S. and Baskerville, R. L. (2003). "Generalizing Generalizability in Information Systems 
Research." Information Systems Research, 14(3): 221‐243. 
Lewandowski, G. and Morehead, A.  (1998). Computer Science Through  the Eyes of Dead 
Monkeys:  Learning Styles and  Interaction  in CS1. Proceedings of  the 29th SIGCSE 
Technical Symposium on Computer Science Education. Atlanda, GA, ACM, 30. 
Lewis, C. M. (2012). The importance of students' attention to program state: a case study of 
debugging  behavior.  9th  Annual  International  Conference  on  International 
Computing  Education  Research  (ICER  2012).  Auckland,  New  Zealand,  ACM:  127‐
134. 
Lincoln, Y. S. and Guba, E. G. (1985). Naturalistic Inquiry. Newbury Park, Safe Publications. 
Lister,  R.  (2011).  Concrete  and  Other  Neo‐Piagetian  Forms  of  Reasoning  in  the  Novice 
Programmer. 13th Australasian Computer Education Conference (ACE 2011). Perth, 
WA, ACS, 114: 9‐18. 
Lister, R., Adams,  E.  S.,  Fitzgerald,  S.,  Fone, W., Hamer,  J.,  Lindholm, M., McCartney, R., 
Moström, J. E., Sanders, K., Seppällä, O., Simon, B. and Thomas, L. (2004). "A Multi‐
National  Study  of  Reading  and  Tracing  Skills  in  Novice  Programmers."  SIGSCE 
Bulletin, 36(4): 119‐150. 
Lister, R., Corney, M., Curran, J., d'Souza, D., Fidge, C., Gluga, R., Hamilton, M., Harland, J., 
Hogan,  J., Kay,  J., Murphy, T., Roggenkamp, M., Sheard,  J., Simon and Teague, D. 
(2012).  Toward  a  Shared  Understanding  of  Competency  in  Programming:  An 
Invitation  to  the  BABELnot  Project.  14th  Australasian  Computing  Education 
Conference (ACE 2012), Melbourne, ACS. 
Lister,  R.  and  Edwards,  J.  (2010).  Fellowship  Report:  Teaching  Novice  Computer 
Programmers:  Bringing  the  Scholarly  Approach  to  Australia.  Sydney,  Australia, 
University of Technology, Sydney. 
Lister,  R.,  Sheard,  J.,  Kay,  J.,  Curran,  J.,  Murphy,  T.,  Simon,  Harland,  J.,  Hamilton,  M., 
D'Souza,  D.,  Corney, M.,  Roggenkamp, M.,  Hogan,  J.  and  Fidge,  C.  (2011).  ALTC 
Report: A Shared, Applied Epistemology of Competency in Computer Programming. 
Lister, R., Simon, B., Thompson, E., Whalley, J. and Prasad, C. (2006). Not seeing the forest 
for  the  trees:  Novice  programmers  and  the  SOLO  taxonomy.  Eleventh  Annual 
Conference on  Innovation Technology  in Computer Science Education  (ITiCSE'06), 
Bologna, Italy, ACM. 
LiveScribe. (2014).    Retrieved March 17, 2014, from https://www.smartpen.com.au/. 
Maloney, D.  P.  (1981).  "Comparative  Reasoning  Abilities  of  College  Students."  American 
Journal of Physics, 49(784): 784‐786. 
    Page 366 
 
 
McCracken,  M.,  Almstrum,  V.,  Diaz,  D.,  Guzdial,  M.,  Hagan,  D.,  Kolikant,  Y.,  Laxer,  C., 
Thomas, L., Utting,  I. and Wilusz, T. (2001). "ITiCSE 2001 working group reports: A 
multi‐national,  multi‐institutional  study  of  assessment  of  programming  skills  of 
first‐year CS students." ACM SIGCSE Bulletin, 33(4): 125‐140. 
McKinnon,  J.  W.  and  Renner,  J.  W.  (1971).  "Are  Colleges  Concerned  with  Intellectual 
Development?" American Journal of Physics, 39(September): 1047‐1052. 
McLeod,  S.  (2007,  2014).  "Bruner."  Simply  Psychology    Retrieved  6  August,  2014,  from 
http://www.simplypsychology.org/bruner.html. 
Miller, G. A.  (1956). "The Magical Number Seven, Plus or Minus Two: Some Limits on our 
Capacity for Processing Information." Psychological Review, 63: 81‐97. 
Morra,  S.,  Gobbo,  C.,  Marini,  Z.  and  Sheese,  R.  (2008).  Cognitive  Development  :  Neo‐
Piagetian Perspectives. New York, Taylor and Francis. 
Neimark,  E.  D.  (1975).  "Intellectual  Development  During  Adolescence."  Review  of  Child 
Development Research 4: 541‐594. 
Neimark,  E.  D.  (1979).  "Current  Status  of  Formal  Operations  Research."  Human 
Development, 22(1): 60‐67. 
Newcombe, N. S. (2010). "Picture This: Increasing Math and Science Learning by Improving 
Spatial Thinking." American Educator, Summer 2010: 29‐43. 
Ojose,  B.  (2008).  "Applying  Piaget’s  Theory  of  Cognitive  Development  to  Mathematics 
Instruction." The Mathematics Educator, 18(1): 26‐30. 
Or‐Bach, R. and Lavy, I. (2004). Cognitive Activities of Abstraction in Object Orientation: An 
Empirical Study. Inroads ‐ The SIGCSE Bulletin, ACM, 36: 82‐86. 
Papert, S.  (1980). Mindstorms: Children, Computers, and Powerful  Ideas. New York, Basic 
Books, Inc. 
Papert, S. (1988). The Conservation of Piaget: The Computer as Grist for the Constructivist 
Mill. Chapter 1 of Constructivism in the Computer Age. G. Forman and P. B. Pufall. 
Hillsdale, New Jersey, Lawrence Erlbaum Associates: 3‐13. 
Pascual‐Leone,  J.  (1988).  Organismic  processes  for  neo‐Piagetian  theories:  a  dialectical 
causal account of cognitive development. Chapter of The Neo‐Piagetian Theories of 
Cognitive  Development:  Toward  an  Integration.  A.  Demetriou.  North‐Holland, 
Elsevier Science Publishers: 25‐64. 
Patton, M. Q. (2002). Qualitative Research & Evaluation Methods. Thousand Oakes, Sage. 
Patton, M. Q.  (2014). Qualitative Research & Evaluation Methods:  Integrating Theory and 
Practice. Thousand Oakes, Sage Publications. 
Pea,  R.  D.  (1986).  "Language‐Independent  Conceptual  "Bugs"  in  Novice  Programming." 
Journal of Educational Computing Research, 2(1): 25‐36. 
Pennington, N.  (1987). Comprehension Strategies  in Programming. Chapter 7 of Empirical 
Studies  of  Programmers:  Second  Workshop.  G.  M.  Olson,  S.  Sheppard  and  E. 
Soloway. Norwood, New Jersey, Ablex Publishing Corporation: 100‐113. 
Perkins, D. N., Hancock, C., Hobbs,  R., Martin,  F.  and  Simmons,  R.  (1989).  Conditions  of 
Learning  in Novice Programmers. Chapter 13 of Studying the Novice Programmer. 
E. Soloway and J. C. Sphorer. Hillsdale, NJ, Lawrence Erlbaum: 261‐279. 
    Page 367 
 
 
Perkins, D. N. and Martin, F. (1986). Fragile Knowledge and Neglected Strategies in Novice 
Programmers. Chapter 15 of Empirical Studies of Programmers. E. Soloway and S. 
Iyengar. Norwood, New Jersey, Ablex Publishing Corporation. 
Philpott,  A.,  Robbins,  P.  and  Whalley,  J.  (2007).  Accessing  the  Steps  on  the  Road  to 
Relational Thinking. 20th Annual Conference of  the National Advisory Committee 
on Computing Qualifications (NACCQ'07). Port Nelson, New Zealand: 286. 
Piaget,  J.  (1930).  The  Mechanism  of  Bicycles.  Chapter  9  of  The  Child's  Conception  of 
Causality. London, Kegan Paul, Trench, Trubner: 197‐212. 
Piaget, J. (1952). The Origins of Intelligence in Children. New York, International University 
Press. 
Piaget,  J.  (1971a). Order  of  Succession  Inherent  in  Cyclic Movements.  Chapter  2  of  The 
Child's Conception of Movement and Speed. New York, Ballantine Books: 37‐60. 
Piaget,  J.  (1971b).  Problem  of  Alternative  Directions  of  Travel.  Chapter  1  of  The  Child's 
Conception of Movement and Speed. New York, Ballantine Books: 3‐36. 
Piaget, J. and Goretta, C. (1977). Piaget on Piaget: The Epistemology of Jean Piaget. Geneva, 
Switzerland, Yale University Media Design Studio. 
Plato The Works of Plato, Vols. I & II (in 4 volumes): Analysis of Plato & The Republic. New 
York, NY, Cosimo Books. 
QSR  International.  (2014).  "NVivo."      Retrieved  6  May,  2014,  from 
http://www.qsrinternational.com/. 
QUT.  (2014a). "Manual of Policies and Procedures  (MoPP)."     Retrieved August 11, 2014, 
from http://www.mopp.qut.edu.au/. 
QUT.  (2014b).  "Unit  outline  IFB104  Building  IT  Systems,  QUT  Virtual."  QUT  Virtual  
Retrieved  13  April,  2014,  from 
https://qutvirtual3.qut.edu.au/qv/unout_display_p.show?p_arg_names=p_show_
mode&p_arg_values=search&p_arg_names=p_unit_cd&p_arg_values=IFB104&p_a
rg_names=p_version_number&p_arg_values=1&p_arg_names=p_year&p_arg_valu
es=2014&p_arg_names=p_study_period_cd&p_arg_values=SEM‐
1&p_arg_names=p_unout_version_number&p_arg_values=4&p_arg_names=Unit%
20outline%20search%20results&p_arg_values=%2Funout_search_p.process_searc
h?p_title%3D%26p_faculty%3D0%26p_arg_names%3Dp_show_mode%26p_arg_va
lues%3Dlist%26p_year%3D2014%26p_to_year%3D2015%26p_unit_cd%3Difb104. 
QUT. (2014c). "Unit outline  INB270 Programming, QUT Virtual." QUT Virtual   Retrieved 13 
April,  2014,  from 
https://qutvirtual3.qut.edu.au/qv/unout_display_p.show?p_arg_names=p_show_
mode&p_arg_values=search&p_arg_names=p_unit_cd&p_arg_values=INB270&p_a
rg_names=p_version_number&p_arg_values=4&p_arg_names=p_year&p_arg_valu
es=2014&p_arg_names=p_study_period_cd&p_arg_values=SEM‐
1&p_arg_names=p_unout_version_number&p_arg_values=16&p_arg_names=Unit
%20outline%20search%20results&p_arg_values=%2Funout_search_p.process_sear
ch?p_title%3D%26p_faculty%3D0%26p_arg_names%3Dp_show_mode%26p_arg_v
alues%3Dlist%26p_year%3D2014%26p_to_year%3D2015%26p_unit_cd%3Dinb270. 
Ramalingam, V., LaBelle, D. and Wiedenbeck, S. (2004). Self‐Efficacy and Mental Models in 
Learning to Program. ITiCSE'04 Proceedings of the 9th annual SIGCSE conference on 
Innovation and technology in computer science education, Leeds, UK, ACM. 
    Page 368 
 
 
Ramalingam,  V.  and  Wiedenbeck,  S.  (1997).  An  Empirical  Study  of  Novice  Program 
Comprehension  in the  Imperative and Object‐Oriented Styles. Empirical Studies of 
Programmers (ESP '97). 
Robins,  A.  (2010).  "Learning  Edge  Momentum:  a  new  account  of  outcomes  in  CS1." 
Computer Science Education, 20(1): 37‐71. 
Robinson,  H.  (2012).  "Dualism."  The  Stanford  Encyclopedia  of  Philosophy  (Winter  2012 
Edition), from http://plato.stanford.edu/archives/win2012/entries/dualism/. 
Rugg, G. (2013). "Think aloud technique: A brief  introduction." Hyde and Rugg: neat  ideas 
from unusual places  2013. 
Samurcay,  R.  (1989).  The  Concept  of  Variable  in  Programming:  Its Meaning  and  Use  in 
Problem‐Solving  by  Novice  Programmer.  Chapter  8  of  Studying  the  Novice 
Programmer. S. E. and S. J.C. Hillsdale, NJ, Lawrence Erlbaum Associates. 
Scholtz,  J.  and Wiedenbeck,  S.  (1990).  "Learning  Second  and  Subsequent  Programming 
Languages:  A  Problem  of  Transfer."  International  Journal  of  Human‐Computer 
Interaction, 2(1): 51‐72. 
Schulte,  C.  and  Bennedsen,  J.  (2006).  What  do  Teachers  Teach  in  Introductory 
Programming? International workshop on Computing education research  ICER  '06, 
ACM Press. 
Sfard,  A.  (1991).  "On  the  Dual  Nature  of  Mathematical  Conceptions:  Reflections  on 
Processes and Objects as Different Sides of the Same Coin." Educational Studies  in 
Mathematics, 22(1): 1‐36. 
Shayer,  M.  and  Adey,  P.  (1981).  Towards  a  Science  of  Science  Teaching.  London,  UK, 
Heinemann Educational Books. 
Siegler, R. S. (1996). Emerging Minds. Oxford, Oxford University Press. 
Siegler, R. S. (2006). Microgenetic Analyses of Learning. In W. Damon & R. M. Lerner (Series 
Eds.)  &  D.  Kuhn  &  R.  S.  Siegler  (Vol.  Eds.).  Chapter  11  of  Handbook  of  Child 
Psychology  (6th ed). Hoboken, NJ, Wiley, 2: Cognition, Perception and  Language: 
464‐510. 
Siegler,  R.  S.  and  Crowley,  K.  (1991).  "The  Microgenetic  Method:  A  Direct  Means  for 
Studying Cognitive Development." American Psychologist, 46(6): 606 ‐ 620. 
Smith,  J.  P.  I.,  di  Sessa,  A.  A.  and  Roschelle,  J.  (1993).  "Misconceptions  Reconceived:  A 
Constructivist Analysis of Knowlege in Transition." Journal of the Learning Sciences, 
3(2): 115‐163. 
Soloway,  E.  (1986).  "Learning  to  program  =  learning  to  construct  mechanisms  and 
explanations." Communications of the ACM, 29(9). 
Soloway, E., Bonar, J. and Ehrlich, K. (1983). "Cognitive Strategies and Looping Constructs: 
An Empirical Study." Communications of the ACM, 26(11): 853‐860. 
Soloway,  E.  and  Spohrer,  J.  C.  (1989).  Studying  the  Novice  Programmer.  Hillsdale,  NJ,  , 
Lawrence Erlbaum Associates. 
Sorva,  J.  (2013).  "Notional  Machines  and  Introductory  Programming  Education."  ACM 
Transactions on Computing Education, 13(2). 
Spohrer,  J.  C.  and  Soloway,  E.  (1989).  Novice Mistakes:  Are  the  Folk Wisdoms  Correct? 
Chapter  14  of  Studying  the  Novice  Programmer.  E.  Soloway  and  J.  C.  Sphorer. 
Hillsdale, NJ, Lawrence Erlbaum: 401‐416. 
    Page 369 
 
 
Sprague, P. and Schahczenski, C. (2002). "Abstraction the key to CS1." Journal of Computing 
Sciences in Colleges, 17(3): 211‐218. 
Szabo, C. and Falkner, K.  (2014). Neo‐Piagetian Theory as a Guide  to Curriculum Analysis. 
SIGCSE '14. Atlanta, GA, USA, ACM: 115‐120. 
Szabo,  C.,  Falkner,  K.  and  Falkner,  N.  (2014).  Experiences  in  Course  Design  Using  Neo‐
Piagetian Theory. Koli Calling. Koli, Finland, ACM. 
Tashakkori, A. and Teddlie, C.  (2003). Handbook of Mixed Methods  in Social & Behavioral 
Research. Thousand Oaks, California, Sage Publications. 
The  Jane  Goodall  Institute.  (2014).  "Study  Corner  ‐  Scientificd  Discoveries."  The  Jane 
Goodall  Institute    Retrieved  3  October,  2014,  from 
http://www.janegoodall.org/study‐corner‐scientific‐discoveries. 
Utting, I., Bouvier, D., Caspersen, M., Elliott Tew, A., Frye, R., Kolikant, Y. B.‐D., McCracken, 
M., Paterson, J., Sorva, H., Thomas, L. and Wilusz, T. (2013). A Fresh Look at Novice 
Programmers'  Performance  and  Their  Teachers'  Expectations.  ITiCSE‐WGR'13. 
Canterbury, England UK, ACM. 
Vivian,  R.,  Falkner,  K.  and  Szabo,  C.  (2014).  Can  Everybody  Learn  to  Code?  Computer 
Science  Community  Perceptions  About  Learning  the  Fundamentals  of 
Programming. Koli Calling '14. Koli, Finland, ACM. 
Vygotsky, L.  (1934). The Problem of Speech and Thinking  in Piaget's Theory. Chapter 2 of 
Thinking and Speaking. On‐Line, MIT Press. 
Vygotsky, L. S. (1978).  Interaction Between Learning and Development. Chapter 6 of Mind 
in  society: The development of higher pyshcological processes. M. Cole, V.  John‐
Steiner, S. Scribner and E. Souberman. Cambridge, MA, Harvard University Press: 
78‐91. 
Vygotsky, L. S. (1986). Thought and Language ‐ Revised Edition, MIT Press. 
Watson, C.  and  Li,  F. W. B.  (2014).  Failure Rates  in  Introductory Programming Revisited. 
Innovation and Technology  in Computer Science Education (ITiCSE 2014). Uppsala, 
Sweden, ACM. 
Wells,  R.  B.  (2010).  "Biological  Signal  Processing  Ch  10:  Mathematical  Structures."   
Retrieved  22  August,  2014,  from 
http://www.mrc.uidaho.edu/~rwells/techdocs/Biological%20Signal%20Processing/
Chapter%2010%20Mathematical%20Structures.pdf. 
Werth, L. H. (1986). Predicting Student Performance in a Beginning Computer Science Class. 
SIGCSE  '86  Proceedings  of  the  Seventeenth  SIGCSE  Technical  Symposium  on 
Computer Science Education, ACM, 18: 138‐143. 
Wiedenbeck,  S.  (1985).  "Novice/expert  Differences  in  Programming  Skills."  International 
Journal of Man‐Machine Studies, 23: 383‐390. 
Wiedenbeck,  S.  (1986).  "Beacons  in  Computer  Program  Comprehension."  International 
Journal of Man‐Machine Studies, 25: 697‐709. 
Wiedenbeck, S. (1991). "The Initial Stage of Program Comprehension." International Journal 
of Man‐Machine Studies, 35: 517‐540. 
Wiedenbeck,  S.  (2005).  Factors  Affecting  the  Success  of  Non‐‐Majors  in  Learning  to 
Program. ICER '05. Seattle, Washington, USA, ACM. 
    Page 370 
 
 
Wiedenbeck,  S.,  Fix,  V.  and  Scholtz,  J.  (1993).  "Characteristics  of  the  Mental 
Representations  of  Novice  and  Expert  Programmers:  An  Empirical  Study." 
International Journal of Man‐Machine Studies, 39: 793‐812. 
Wiedenbeck,  S.  and  Ramalingam,  V.  (1999).  "Novice  Comprehension  of  Small  Programs 
Written  in  the  Procedural  and  Object‐Oriented  Styles."  International  Journal  of 
Human‐Computer Studies, 51: 71‐87. 
Wilson, B. C. (2002). "A Study of Factors Promoting Success  in Computer Science Including 
Gender Differences." Computer Science Education, 12(1‐2): 141‐164. 
Wilson, B. C. and Shrock, S.  (2001). Contributing  to Success  in an  Introductory Computer 
Science Course: A Study of Twelve Factors. SIGCSE 2001. Charlotte, NC, USA, ACM. 
Woszczynski, A. B., Haddad, H. M. and Zgambo, A. F. (2005). Towards a Model of Student 
Success in Programming Courses. 43rd ACM Southeast Conference. Kennesaw, GA, 
USA, ACM. 
 
 
 
