A double integrator is controlled by discontinuous-impulsive feedback with adaptation. The gain of the impulsive control is adapted to minimize the time convergence to zero of the double integrator dynamics when the impulsive control is applied. The real case is studied to take into account the limitation of the input amplitude, the sampling of the controller and the effect of the disturbances. The efficacy of the proposed discontinuous-impulsive feedback with adaptation is illustrated on a tutorial example.
INTRODUCTION
In spite of the extensive and successful development of robust adaptive control and backstepping techniques, traditional sliding mode control (SMC) and higher order sliding mode control (HOSM) remains probably the main choice in handling bounded uncertainties/disturbances and unmodelled dynamics [C. Edwards et al. (1998 )-Fridman (2003 ]. The main common properties of SMC/HOSM control laws are robustness (insensitivity) to the bounded disturbances matched by control and finite convergence time. Furthermore, the HOSM control algorithms can handle systems with arbitrary relative degree, achieve any given control smoothness (by artificially increase of relative degree), stabilize at zero not only the sliding variable but its k consecutive derivatives (HOSM of k+1 order) and provide sliding variable stabilization with enhanced accuracy that is proportional to δ k (t), where δ(t) is a time increment [Levant (2003) , Fridman (2003) ]. The main drawback of HOSM control laws is in necessity to use higher order derivatives of the sliding variable [Levant (2003) , Fridman (2003) ] that are obtained using HOSM differentiators [Levant (2003) ]. This can yield a degradation of the systems performance due to the presence of measurement noise. In the work [Plestan et al. (2010) ] a new sampling strategy is proposed for designing the output feedback second order sliding mode controller (2-SMC). It was a discretecontinuous control algorithm that requires finite sampling time for its analysis and implementation. On the other hand there exists powerful technique named impulsive control that allows changing state variables in a very short period [Orlov (2008 )-Yang (1999 ]. Unfortunately, without the use of delay or finite sampling time, the control in [Plestan et al. (2010) ] can exhibit a limit cycle with unacceptably large amplitude. In order to reduce the amplitude of this limit cycle to a reasonable level, in this paper, we wish to drive the systems states instantaneously to zero (ideally) or to a reasonably close vicinity of the origin in reasonable short time. Then the controlled system will be able to exhibit an acceptable limit cycle. For this goal, we propose to augment the output feedback control u = −Ksign(x 1 ) by the impulsive control terms, proposing impulsive-sliding-mode control with adaptive gain.
Thus, improving the results presented in the work [Plestan et al. (2010) ] in this paper second order sliding mode dynamics for system of relative degree 2 is achieved using discontinuous output feedback that is augmented by impulsive control with gain adaptation. In accordance of the proposed control algorithm the impulsive portion of the control function drives the sliding variable and its derivative to zero theoretically instantaneously and practically in a very short time. Next, the discontinuous output feedback control constrains the sliding variable and its derivative theoretically to zero and practically to a small domain. Therefore, the 2-SMC is achieved via discontinuous-impulsive feedback in a very short time. The efficacy of the proposed discontinuous-impulsive feedback with adaptation is illustrated on a tutorial example.
PROBLEM STATEMENT
Consider the sliding variable dynamics of relative degree 2: σ = f (σ,σ) + u that can be rewritten in a state variable format. Consider the following nonlinear systeṁ
with x 10 = x 1 (0) = 0, x 20 = x 2 (0) = 0 and |f (x, t)| ≤ L for x ∈ X ⊂ IR 2 . The proposed controller is defined by
where δ(·) is a Dirac function (distribution). The term k 1 (x 2 )δ(x 1 ) is the adaptive impulsive control whereas k 2 (x 1 )δ(x 2 ) concerns the adaptive impulsive derivative control. These control laws are detailed below, in particularly the gain laws k 1 (x 2 ) and k 2 (x 1 ).
System (1)-(2) exhibits discontinuous-impulsive [Guan et al. (2005 )-Yang (1999 ] or discrete continuous [Orlov (2008) ] dynamics. In this latter reference, the stability analysis has been performed of the closed-loop dynamics (1)-(2) with k 2 (x 1 ) ≡ 0. Remark 1. When f (x, t) = 0 and output feedback control u = −K sign(x 1 ) with a constant gain K is applied, the phase plane of the dynamics of (1) is a limit cycle as shown on Figure 1 (for k = 10, x 1 (0) = −1, x 2 (0) = 1). This case has been thoroughly studied in Plestan et al. (2010) . f (x, t) = 0. In order to drive the double integrator states to the origin (or to a small vicinity of the origin) and keep them there thereafter, it is proposed designing adaptive impulsive control (2) by using direct adapted gains k 1 (x 2 ) and k 2 (x 1 ) to minimize the response time. More precisely, two control strategies are detailed in the sequel and these two controllers are associated in section 5.
• Control strategy 1. Discontinuous output feedback augmented by adaptive impulsive control. The objective consists in controlling (1) by the impulsive control
with δ(x 1 ) the Dirac function (distribution).
• Control strategy 2. Discontinuous output feedback augmented by adaptive impulsive derivative control. The objective consists in controlling (1) by a time derivative of the impulsive control
withδ(x 2 ) the time derivative of the Dirac function (distribution).
As recalled in Remark 1, the system (1) can be controlled by an output feedback
with K a tuned gain with an adequate manner. In (Plestan et al. (2010) ), a stability analysis is developed with this previous output feedback for the two cases of "nonperturbated" (f (x, t) ≡ 0) and "perturbated" system (f (x, t) = 0). It is shown that the phase plane dynamics are symmetric as shown by Figure 1 for the nonperturbated case, whereas the phase plane is non symmetric in the perturbated case. The proof of the practical stability (i.e. convergence in a finite time to a vinicity of the origine of (x 1 , x 2 ) phase plane) is established with a condition on K with respect to the bound of perturbation terms. Furthermore, in order to get the practical stability, gain K has to be time-varying (see also (Plestan et al. (2010) ) for the output feedback double integrator sampling control). Note that, with respect to results of (Plestan et al. (2010) ), the interest of control law (2) is to strongly reduce the convergence time to the origin (or to its small vicinity).
ADAPTIVE IMPULSIVE SLIDING MODE CONTROL

Ideal control
Following (Plestan et al. (2010) ), one assumes that Hypothesis 1. The gain K is sufficient to practically stabilize system (1), i.e. K > L. Definition 1. Consider the variable z ∈ IR. The function sign(z) is defined as
In (Plestan et al. (2010) ), the control law u = −K sign(x 1 ) allows to stabilize the system (1) with f (x, t) = 0, given that the system is evolving around the origin along a limit cycle. In order to ensure the convergence to the origin, it is proposed to applied an impulsive control when the dynamics of the double integrator are such that x 1 = 0. Theorem 1. Consider system (1) with f (x, t) = 0, and the control law (3) with Hypothesis 1 fulfilled and
(5) Then, the system converges in a finite time to 0.
Proof. From Definition 1, when x 1 = 0, the control is only u = k 1 (x 2 ). Without loss of generality, suppose that for t = 0, x 1 (t) = 0 1 . From (5), one has
the state variable x 2 (t) reads as
which gives x 2 (t) = 0 for t > 0. It implies
which gives x 1 (t) = 0. So, theoretically, the δ-control implies the instantaneous convergence of x 2 to 0 if the delta control is applied when x 1 (t) = 0 with amplitude x 2 (0). Figure 2 displays the (x 1 , x 2 ) phase-plane of system (1) under the control law (3)- (5) for K = 10, x 1 (0) = −1 and x 2 (0) = 1. By comparison with Figure 1 , it is clear that the impulsive control term allows to make the system converging to the origin. Remark 2. The control (3) with k 1 (x 2 ) defined by (5) only requires the value of x 2 when x 1 = 0. In the sequel, this specific value of x 2 is noted x 2δ . Furthermore, given x 2 (0) and assuming x 1 (0) not equal to zero, it is possible to detect a time instant t * such that x 1 (t * ) = 0 based on the x 1 measurement. For instance, t * can be detected as a time instant when x 1 changes its sign. Next, for the ideal case it is easy to compute x 2δ . This is x 2δ = −Kt * + x 2 (0). Therefore, the control law (3) can be treated as an output feedback, since measuring of x 2 is not required for its implementation but only its initial value. (1) with f (x, t) ≡ 0, and δ-sliding mode control (3).
Real control
For real systems, in case of no disturbance (f (x, t) ≡ 0)
2 , the application of δ-sliding mode control implies the limitation of the impulse amplitude. Furthermore, the controller is a sampled one. For these two reasons, the application of the ideal δ-pulse is not usable. Then, the real δ-impulsive control is considered through the application of square signal of finite amplitude δ r and non-zero width T δ as shown by Figure 3 , such that (0 < δ r < ∞)
In the sequel, this signal is named "real δ-impulse". For the following study, it is necessary to specify the times when the dynamics of the controlled system cross the x 1 -axis. Denote t k (k ≥ 1) the successive times for which x 1 (t k ) and x 1 (t k−1 ) have not the same sign. Denote x 2 k the value of x 2 at the time t k . Note also δ r k and T δ k respectively the amplitude and the width of the real δ-impulse starting at t = t k . Fig. 3 . Real δ j -impulse (δ r = 1, T δ = 1.) Moreover, in order to follow the previous theorical solution, it is assumed : Hypothesis 2. The discontinuous term −K sign(x 1 ) is not applied during the real δ-impulsive control, i.e. from t = t k to t k + T δ k , the control input (3) reads as k 1 (x 2 )δ(x 1 ) = −x 2k δ r k (10) By a practical point-of-view, it is necessary to take into account the control limitations. Then, due to the amplitude limitation, the real δ-impulsive control has to satisfy the constraint |x 2k |δ r k < U max
2 This case will be treated in Section 5.
In case of sampled control, the width of the real δ-impulsive control T δ k reads as
12) with T e the sampling period and i k ∈ IN . Then, the real δ-impulsive control has to satisfy the both constraints
From equation (13), it is clear that the real δ-impulsive control (10) is adaptive given that its magnitude δ r k depends on state variable x 2 at t k . Furthermore, this adaptation is made by taking into account the input saturation, which has a real interest by a practical pointof-view. Without loss of generality, suppose that x 1 (0) > 0 and x 2 (0) > 0. Following the previously introduced notations, denote t 0 = 0 the initial time. Then, given the value of K-gain (Hypothesis 1), there exists a finite time t 1 such that x 1 (t 1 ) < 0. Then, the real δ-impulse is starting from t 1 . From t = t 1 to t 1 + T δ1 (with T δ1 = i 1 T e , i 1 ∈ IN being the number of sampling periods T e during which this first real δ-impulse occurs), the control input u reads as u = −x 21 δ r1 with the impulse width δ r1 adapted under the both constraints
and
It is always possible to choose a sufficiently large integer i 1 such that the both constraints are fulfilled. From dynamics of (1), one gets (with x 21 = x 2 (t 1 ) and x 11 = x 1 (t 1 ))
From t = t 1 + T δ1 to t 2 (which is the next time when x 1 (t) is changing of sign), the discontinuous control −K sign(x 1 ) is applied allowing a phase plane dynamics similar to the dynamics (see Figure 1) . One gets similar conditions than this previous proof. The following theorem summarizes these new results. Theorem 2. Consider system (1) with f (x, t) = 0 and the constraint |u| < U max . Denote t k (k ≥ 1) the successive times for which x 1 (t k ) ≥ 0 and x 1 (t k−1 ) < 0, x 2 k the value of x 2 at these times t k , δ r k and T δ k being respectively the amplitude and the width of the real δ-impulse starting at t = t k . Under Hypotheses 1-2 and constraints (13) fulfilled, the control law (3) ensures the convergence of system (1) to a vicinity of the origin.
Due to the bound of the real control magnitude and the sampled control, the ideal point (0, 0) cannot be reached but only the point (x 1 (T δ ), 0) for the proposed tuning. Clearly, the precision depends on control bound and on the sampling time. Obviously, the larger the control bound is ,the smaller the sampling period can be chosen and thus the more precise the trajectory in the phase plane is. For t > T δ , the discontinuous control −Ksign(x 1 ) is applied : then, there exists a finite time t 2 for which x 1 (t) is changing of sign. The δ-control can be applied once again and so on. A solution to avoid to wait for the next cross of the x 1 -axis, and then to reduce the convergence time, can be obtained thanks the application of the time derivativė δ as developed in the next section.
ADAPTIVE IMPULSIVE DERIVATIVE SLIDING MODE CONTROL
In this section, as introduced by control (4), an impulse time derivative is introduced in order to reduce, as much as possible, the convergence time. Hypothesis 1 is supposed to be fulfilled, and the control is introduced, as previously, in two phases, ideal control and real control.
Ideal control
As for δ-sliding mode control, it is proposed to apply the impulsive control technique but now thanks to a Dirac function (distribution) time derivative (i.e.δ-control) when the dynamics of the double integrator are such that x 2 = 0. The control is defined as (4) withδ(x 2 ) the time derivative of the Dirac function (distribution) and the "sign" function defined by Definition 2. Theorem 3. Consider system (1) with f (x, t) = 0, and the control law (4) with Hypothesis 1 fulfilled and
Then, the system converges in a finite time to 0.
Proof. From Definition 2, when x 1 = 0, the control reads as u = k 2 (x 1 ). Without loss of generality, suppose that for t = 0, x 2 (0) = 0 3 . With
state variables of system (1) read as (20) and
Then, by a theoretical point-of-view, when applied when x 2 (t) = 0 with magitude x 1 (0)), theδ-impulsive control gives the instantaneous convergence of x 1 to 0. Remark 3. Assuming x 1 (0) not equal to zero, then it is possible to detect a time instant t such that x 2 (t ) = 0 by measuring x 1 (t ) the local maximum of |x 1 (t)|. Next, it is easy to "turn on"δ(x 2 ) intoδ(t − t ) without measuring x 2 . Therefore, the control law (4) can be treated as an output feedback, since measuring of x 2 is not required for its implementation.
Real control
controller, theδ signal is in fact realized as a zero mean square signal of magnitudeδ r and a duration Tδ (see Figure 4 ). For the following study, it is necessary to specify the times when the dynamics of the controlled system cross the x 2 -axis. Denote t k (k ≥ 1) the successive times for which x 2 (t k ) and x 2 (t k−1 ) have not the same sign. Denote x 1 k the value of x 1 at the time t k . Note alsoδ r k and Tδ k respectively the amplitude and the width of the realδ-impulse starting at t = t k . Moreover, in order to follow the previous theoretical solution, it is assumed Hypothesis 3. The discontinuous term −K sign(x 1 ) is not applied during the real impulsive derivative control, i.e. from t = t k to t k + Tδ k , the control input (3) reads as
By a practical point-of-view, it is necessary to take into account the control limitations. Then, due to the amplitude limitation, the realδ-impulsive control has to satisfy the constraint |x 1k |δ r k ≤ U max (23) which givesδ
In case of sampled control, the width of the realδ-impulsive control T δ k reads as Tδ
The constraint on the choice of i k (i.e on Tδ k ) will be detailed in the sequel. From (24), it is clear that the realδ-impulsive control (22) is adaptive given that its magnitudeδ r k directly depends on x 1 (t k ). Furthermore, this adaptation is made by taking into account the input saturation, which has a real interest by a practical pointof-view. Without loss of generality, suppose that x 1 (t 0 ) > 0 and x 2 (t 0 ) > 0. Then, given the value of K-gain (Hypothesis 1), there exists a finite time t 1 such that x 2 (t 1 ) < 0. Then, the realδ-impulse is starting from t 1 . From t = t 1 to t 1 + Tδ 1 (with Tδ 1 = 2i 1 T e , i 1 ∈ IN being the number of sampling periods T e during which this first realδ-impulse occurs), the control input u reads as u = −x 11δr1 with x 11 being the value of x 1 at t = t 1 , and the impulse amplitudeδ r1 verifyingδ
Denote x 21 the value of x 2 at t = t 1 .
Step 1. From t = t 1 to t 1 + Tδ 1 /2, one has u = −x 11 |δ r1 | Then, system (1) and control (4) read aṡ
Then, the solution of (27) are
At t = t 1 + Tδ 1 /2, one gets
Step 2.
, one has
, the state values read as
Note that, from (31), it is obvious that after the application of the impulsive derivative control, the state variable x 1 is closer from the origin than before; furthermore, the state variable x 2 is not changed. Then, from t = t 1 + Tδ 1 , the control input reads as u = −Ksign(x 1 ) since t = t 2 . Thus, the objective is now to get the minimum value for |x 1 (t 1 +Tδ 1 )|: then, one has x 1 (t 1 +Tδ 1 ) = 0 if the following equality is fulfilled
From a practical point-of-view, theδ-impulse duration Tδ 1 reads as an even multiple of the sampling period of the controller (see (25)). Theδ-impulse magnitude and duration can verify the following adaptation laws Magnitude/duration adaptation laws ofδ-impulse. Consider x 11 = x ( t 1 ). Then, from (32)-(24), the interger i 1 and the realδ r1 have to be verifieḋ Recall that, from t = t 1 + T δ1 to t 2 (which is the next time when x 2 (t)-sign is changing), the discontinuous control −K sign(x 1 ) is applied. The following theorem summarizes these new results. Theorem 4. Consider system (1) with f (x, t) = 0 and the constraint |u| < U max . Denote t k (k ≥ 1) the successive times for which x 2 (t k ) and x 2 (t k−1 ) have different sign, x 1k = x 1 (t k ), δ r k and Tδ k respectively the amplitude and the width of the realδ-impulse starting at t = t k such that constraints (33) are fulfilled. Under Hypotheses 1 and 3, the control law (4) ensures the convergence of system (1) to a vicinity of the origin.
It is obvious that the larger the bound of the control is, the smaller the sampling period can be chosen and thus the more fast is the trajectory in the phase plane. Simulations. In order to illustrate the impulsive derivative sliding mode control, simulation results of application of (4) to system (1) with f (x, t) = 0 are displayed in the following. The sampling period equals T e = 0.001 sec. The simulations parameters are the following As shown in previous Table, the choice has been made to choose theδ-impulse duration constant. It is clear that it could be adapt, at each t k , in order to increase the accuracy of the convergence. It can be seen that the realδ-sliding mode control converges to a ball around the origin as displayed by Figures 5-9.
ADAPTIVE IMPULSIVE CONTROL FOR REAL CONTROLLERS WITH BOUNDED PERTURBATIONS
In the two previous sections, the impulsive control and the time derivative impulsive control have been designed to stabilize to zero (or to its small vicinity) in finite time a double integrator without perturbation (f (x, t) ≡ 0). In case of continuous controllers and f (x, t) = 0, it is clear that only the application of the first impulsive sliding mode controller (depending of the first event : x 1 = 0 or x 2 = 0) is sufficient to force to (0, 0) the double integrator. But for real applications, the amplitude of the control is bounded, the controller is the most often a sampled one and moreover disturbances can occur. These three causes prevent the exact finite time stabilization to zero. Thus a association of the two previous can be made by
• Control strategy 3. Adaptive discontinuous feedback augmented by impulsive plus impulsive derivative controls. The objective consists in controlling (1) by the control function u = −Ksign(x 1 ) + k 1 (x 2 )δ(x 1 ) + k 2 (x 1 )δ(x 2 ).
With this controller, following the approaches developped in section 3 and in section 4, it can be obviously proved that, under the same hypotheses and conditions, the Control Stategy 3, applied when x 1 -sign or x 2 -sign is changing, allows to force the dynamics to quickly tend to a "ball" around zero. Actually, in the case of perturbed system, the size of this ball depends of the control amplitude limitation, the sampling time and the amplitude of the perturbation. When the impulsive controls do not operate, from Hypothesis H1, the output feedback −Ksign(x 1 ) is sufficient to force the dynamics to stay in a ball (see Fig.  1 ) around the origin. The next time one of the impulsive control operates, it is with an adapted gain to quickly reduce the size of the ball. This is illustrated by simulations results as displayed on Figure 10 . The simulations have been made under the following conditions: The phase plane is disturbed when the −Ksign(x 1 ) control is applied whereas the phase plane is similar to the non perturbed system when theδ-impulde control is applied ( Figure 10 ). These figures show the robustness of thė δ-sliding mode control. A better robustness could be obtained also in the first part of the response by taking a greater gain K.
