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ON A CLASS OF FOURIER INTEGRAL OPERATORS
ON MANIFOLDS WITH BOUNDARY
UBERTINO BATTISTI, SANDRO CORIASCO, AND ELMAR SCHROHE
Abstract. We study a class of Fourier integral operators on compact mani-
folds with boundary X and Y , associated with a natural class of symplecto-
morphisms χ : T ∗Y \0 → T ∗X \0, namely, those which preserve the boundary.
A calculus of Boutet de Monvel’s type can be defined for such Fourier integral
operators, and appropriate continuity properties established. One of the key
features of this calculus is that the local representations of these operators are
given by operator-valued symbols acting on Schwartz functions or temperate
distributions. Here we focus on properties of the corresponding local phase
functions, which allow to prove this result in a rather straightforward way.
1. Introduction
In [1] we developed a Boutet de Monvel type calculus of (block matrices of)
Fourier integral operators on compact manifolds with boundary. We recall the
basic features: In the sequel we fix two compact n-dimensional manifolds X and Y
with boundary and a symplectomorphism
χ : T ∗Y \ 0→ T ∗X \ 0,
which is positively homogeneous of degree 1 in the fibers and preserves the bound-
ary, that is, pi∂X ◦ χ = b ◦ pi∂Y , with a diffeomorphism b : ∂Y → ∂X and the
canonical projections pi∂X , pi∂Y at the boundaries. By a variant of Moser’s trick,
cf. [3], Chapter 7, χ can be extended to a symplectomorphism
χ˜ : T ∗Y˜ \ 0→ T ∗X˜ \ 0,
where Y˜ and X˜ are neighborhoods of X and Y , in closed n-dimensional manifolds
X ′ and Y ′ containing X and Y , respectively. It turns out that the homogeneity of
χ, together with the fact that it preserves the boundary, implies that χ induces a
symplectomorphism
χ∂ : T
∗∂Y \ 0→ T ∗∂X \ 0,
which is the lift of the diffeomorphism b : ∂Y → ∂X , cf. Lemma 2.1, below. We
then considered truncated Fourier integral operators of the form
A+ = r+Aχe+.
Here, e+ : C∞(Y ) → C∞(Y˜ ) is the operator of extension by zero, Aχ is a Fourier
integral operator whose kernel is an Lagrangian distribution associated with the
graph of χ˜ and r+ denotes the restrictions of distributions on X˜ to intX . It is well
1991 Mathematics Subject Classification. Primary: 35S30; Secondary: 46F05, 46F10, 47L15,
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known that the elements of the subclass of Fourier integral operators associated
with graphs of symplectomorphisms have many good properties, which, in a sense,
make their calculus similar to the calculus of pseudodifferential operators, see L.
Ho¨rmander [11]. These similarities have been used to great advantage in [1]. In
particular, the phase functions φ(x, y, ξ) = ψ(x, ξ) − 〈y, ξ〉 of such operators have
a very special structure near the boundary, due to the fact that the boundary is
preserved. In order to ensure good mapping properties, we moreover made the
assumption that all components of the symplectomorphism χ˜ (that is, the first
derivatives of ψ), satisfy transmission property at the boundary.
We remark that the above assumptions are all natural. In a sense, they provide
one of the simplest extensions of the concept of Fourier integral operator from
the case of closed manifolds to the case of compact manifolds with boundary. In
fact, we obtain an extension of the calculus of pseudodifferential boundary value
problems defined by Boutet de Monvel [2], which in our setting corresponds to
X = Y and χ = id. In addition to being of interest in itself, our class of operators
provides an analytic framework which can be used to study two different problems.
The first is an index problem, analogous to the one considered by A. Weinstein
in [17]. The second is the problem of classifying – similarly as this was done by
J.J. Duistermaat and I. Singer in [6] for the case of closed manifolds – the order-
preserving isomorphisms between the Boutet de Monvel algebras on X and Y ,
using elements of our class of Fourier integral operators. We also note that our
framework can be considered complementary to that introduced by A. Hirschowitz
and A. Piriou in [9], who studied the transmission property for Fourier distributions
conormal to hypersurfaces in T ∗X \ 0.
Here we focus on one of the key features of the calculus, namely, showing how
the properties of the symplectomorphism χ reflect into those of the phase functions,
so that the local representations of the Fourier integral operators associated with
graph(χ˜) can be considered as operator-valued symbols. More precisely, let A+ be
as above and (A∗)+ = r+(Aχ)∗e+ with the formal L2 adjoint (Aχ)∗ of Aχ. Under
our hypotheses, it is possible to prove that
A+ : C∞(Y )→ C∞(X) and (A∗)+ : C∞(X)→ C∞(Y )(1)
continuously, in analogy with the corresponding results in the Boutet de Monvel cal-
culus. We will show that, for a symbol a ∈ Sm(Rn×Rn) satisfying the transmission
condition, the operator family
(2) Aχn = Op
ψ
n(a) : u 7→
∫
ei(ψ(x
′,xn,ξ
′,ξn)−ψ∂(x
′,ξ′))a(x′, xn, ξ
′, ξn)û(ξn) d¯ξn,
describing the action of Aχ in the normal direction, is an operator-valued sym-
bol acting from S (R) to itself and from S ′(R) to itself. We refer the reader to
E. Schrohe [15] and B.-W. Schulze [16] for the precise definitions of the involved
semigroup actions and of operator-valued symbols.
In (2), ψ is a phase function which locally represents χ˜ close to the boundaries,
and a is a symbol in Sm(Rn×Rn). Both a and ψ are required to satisfy the trans-
mission condition; more details will be given, below. The phase ψ∂ represents the
symplectomorphism χ∂ between the cotangent bundles of the boundaries induced
by χ, that is
ψ∂(x
′, ξ′) = ψ(x′, 0, ξ′, ξn).
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Our main results are the following Theorems 1.1 and 1.2. In the former, we prove
that the phase function in (xn, ξn) ∈ R
2 appearing in the operator-valued esti-
mates of Aχn is a regular SG phase function, in the sense of S. Coriasco [4], see also
[5]. In the latter, we prove that Aχn is indeed an operator-valued symbol belong-
ing to Sm(Rn−1,Rn−1,S (R),S (R)) and to Sm(Rn−1,Rn−1,S ′(R),S ′(R)), as a
corollary of Theorem 1.1.
We recall the following definition, streamlined to our purposes:
Definition 1.1. A smooth function Φ on R × R is a regular SG phase function,
provided it has the following three properties
(P1) Φ ∈ S1,1(R× R), i.e. for all a, α ∈ Z+ there exist Caα > 0 such that
|DatD
α
τ
∗Φ(t, τ)| ≤ Caα〈t〉
1−a〈τ〉1−α, t, τ ∈ R.
(P2) There exist c, C > 0 such that
c〈τ〉 ≤ 〈Φ′t(t, τ)〉 ≤ C〈τ〉, c〈t〉 ≤ 〈Φ
′
τ (t, τ)〉 ≤ C〈t〉, t, τ ∈ R.
(P3) There exists an ε > 0 such that
|Φ′′tτ (t, τ)| ≥ ε, t, τ ∈ R.
In the sequel we denote by ω ∈ C∞(R) an even function, non-increasing on R+,
with ω ≡ 1 on [0, 1/2] and ω(t) = 0 for t ≥ 1. We write ωk(t) = ω(t/k), k > 0.
Theorem 1.1. Let Ω′ be a connected open subset of Rn−1 and Ω = Ω′× ] − 1, 1[.
Write coordinates in Ω as x = (x′, xn) with x
′ ∈ Ω′ and xn ∈ ] − 1, 1[. By ξ =
(ξ′, ξn) ∈ R
n \ {0} we denote the corresponding covariable. We let
ϕ(x, ξ) = ψ(x, ξ)− ψ∂(x
′, ξ′)
and, for k,K > 0
Φx′,ξ′(xn, ξn) = Φ(x, ξ) = ωk(xn)ϕ(x, ξ) + (1− ωk(xn))K · xn · ξn.
Define1, for (t, τ) ∈ R2,
(3)
∗Φ(t, τ) = ∗Φx′,ξ′(t, τ) = Φ (x
′, t/〈ξ′〉, ξ′, τ〈ξ′〉)
= ωk
(
t
〈ξ′〉
)
ϕ
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
+
[
1− ωk
(
t
〈ξ′〉
)]
K · t · τ.
Then ∗Φ is a regular SG phase function, provided K is large enough and k is small
enough. Moreover, the constants Caα, a, α ∈ Z+, c, C, ε, appearing in the estimates
(P1), (P2), and (P3) above do not depend on (x′, ξ′) ∈ U ′ × (Rn−1 \ {0}) for
U ′ ⊂⊂ Ω′.
Theorem 1.2. Under the hypotheses of Theorem 1.1 the operator Aχn, defined in
(2), satisfies
(4)
Aχn ∈ S
m(Rn−1,Rn−1,S (R),S (R)) and Aχn ∈ S
m(Rn−1,Rn−1,S ′(R),S ′(R)),
for any a ∈ Sm(Rn × Rn) satisfying the transmission condition, supported in a
suitably small collar neighborhood of the boundary.
1Here we assume, as it is of course possible without loss of generality, that ψ is well-defined
for xn ∈ [−2k, 2k], k > 0 small enough, and extend the first summand in the second line of the
definition of ∗Φ identically equal to 0 when |t|/〈ξ′〉 ≥ 2k.
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We remark that the above theorems are essential to achieve the calculus for the
Fourier integral operators of Boutet de Monvel type that we consider in [1]. They
are needed, in particular, to show that the operator
(5)
A+n = r
+Opψn(a)e
+ : u 7→ r+
∫
ei[ψ(x
′,xn,ξ
′,ξn)−ψ∂(x
′,ξ′)]a(x′, xn, ξ
′, ξn)ê+u(ξn) d¯ξn
describing the action of A+ in the normal direction, is also an operator-valued
symbol, acting from S (R+) to itself and from S
′(R+) to itself. Here,
S (R+) = {h = g|R+ : g ∈ S (R)},
endowed with its natural topology, and S ′(R+) is the dual of S (R+).
While this result may be expected, its proof is rather delicate and requires a care-
ful analysis of the properties of the kernels of the operators involved. Note also that,
in strong contrast with the corresponding result for the Boutet de Monvel calculus,
it is by no means true that A+n belongs to S
m(Rn−1,Rn−1; Hs(R+), H
s−m(R+))
for each s ∈ R, see the counterexample in [1].
The paper is organized as follows. In Section 2 we recall the main properties
of the local phase functions associated with χ˜ near the boundaries. In Section 3
we describe the basic elements of the theory of the Fourier integral operators we
consider. The material in Sections 2 and 3 is taken from [1]. We refer the reader
to this paper for further details. Finally, in Section 4 we prove our main Theorems
1.1 and 1.2.
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und Physik, Gottfried Wilhelm Leibniz Universita¨t Hannover, during his stays as
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2. Generating Functions for a Class of
Boundary-preserving Symplectomorphisms
The following lemma, which is proven in [13], analyzes symplectomorphisms of
the type we consider.
Lemma 2.1. Let X, Y and χ be as above. Then χ induces a symplectomorphism
χ∂ : T
∗∂Y \ 0→ T ∗∂X \ 0, positively homogeneous of order one in the fibers, such
that the following diagram commutes:
T ∗∂Y Y \N
∗∂Y
 _
i∗Y

χ
// T ∗∂XX \N
∗∂X
 _
i∗X

T ∗∂Y \ 0
χ∂
// T ∗∂X \ 0.
Remark 2.1. In Lemma 2.1 we have considered the induced symplectomorphism
χ∂ outside the zero section. Actually, since χ is smooth on ∂T
∗Y \ 0, the induced
symplectomorphism χ∂ is also smooth on the zero section. Since χ∂ is positively
homogeneous of order one in the fibers, the smoothness at the zero section implies
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that χ∂ is trivial in the fibers. That is, χ∂ is the lift of a diffeomorphism of the
boundaries, cf. [3].
It is useful to study the Jacobian of the local representation of χ in a collar
neighborhood of the boundaries. We write
χ : T ∗Y \ 0→ T ∗X \ 0
(y′, yn, η
′, ηn)
7→(x′(y′, yn, η
′, ηn), xn(y
′, yn, η
′, ηn), ξ
′(y′, yn, η
′, ηn), ξn(y
′, yn, η
′, ηn)),
where the coordinates (y′, yn, η
′, ηn), (x
′, xn, ξ
′, ξn) determine a collar neighborhood
of the boundary, that is, yn, xn are (local) boundary defining functions on Y and X ,
respectively. Since the boundary is preserved, xn(y
′, 0, η′, ηn) = 0 for all (y
′, η′, ηn),
hence ∂y′xn, ∂η′xn, ∂ηnxn are identically zero at yn = 0. Moreover, Lemma 2.1
implies that x′ and ξ′ define a symplectomorphism on the cotangent bundle of the
boundary which is independent of the conormal direction, that is ∂ηnx
′ and ∂ηnξ
′
are identically zero at the boundary. Hence, the Jacobian of χ at the boundary has
the form
(6) J(χ)|yn=0 =


∂y′x
′
∂ ∂η′x
′
∂ ∂ynx
′|yn=0 0
∂y′ξ
′
∂ ∂η′ξ
′
∂ ∂ynξ
′|yn=0 0
0 0 ∂ynx
′
n|yn=0 0
∂y′ξ
′
n|yn=0 ∂η′ξ
′
n|yn=0 ∂ynξ
′
n|yn=0 ∂ηnξ
′
n|yn=0

 ,
where x′∂ , ξ
′
∂ are the functions x
′, ξ′ evaluated at yn = 0. From Lemma 2.1 we know
that χ induces a symplectomorphism χ∂ on the boundary. Therefore
(7) J(χ∂) =
(
∂y′x
′
∂ ∂η′x
′
∂
∂y′ξ
′
∂ ∂η′ξ
′
∂
)
is a symplectic matrix, hence it has determinant 1, with x′∂ , ξ
′
∂ interpreted as the
components of χ∂ in the local coordinates (y
′, η′) on the boundary. Clearly, also
J(χ)|yn=0 has determinant equal to 1, since χ is a symplectomorphism, and this
implies that ∂ynxn × ∂ηnξn = 1 for yn = 0. In particular ∂ynxn, ∂ηnξn can never
vanish at the boundary. Since the boundary is compact, these two functions are
actually bounded away from zero when yn = 0, and therefore also in a sufficiently
small collar neighborhood of the boundary.
We now recall a well known property of Lagrangian subspaces, which can be
extended to the case of manifolds with boundary. We denote by Z a manifold
without boundary.
Proposition 2.2. Let Λ ⊂ T ∗Z \ 0 be a conic Lagrangian submanifold. Then,
for all λ0 = (z0, η0) ∈ Λ, there exist a neighborhood Uz0 and a phase function φ
defined in a conic neighborhood Uz0 × Γ in Uz0 ×R
N , N large enough, such that φ
parametrizes Λ in a conic neighborhood of λ. That is,
Cφ = {(z, θ) | φ
′
θ(z, θ) = 0} → T
∗Z \ 0: (z, θ) 7→ (z, φ′z(z, θ))
induces a diffeomorphism in a small conic neighborhood UΛλ0 of λ0 in Λ.
Moreover, if Λ˜ ⊆ (T ∗Y˜ \ 0) × (T ∗X˜ \ 0) is locally defined by the graph of a
symplectomorphism
χ˜ : T ∗Y˜ \ 0→ T ∗X˜ \ 0,
the phase function can be written in the form
φ(x, y, θ) = ψ(x, θ) − 〈y, θ〉,
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with φ ∈ C∞(Ωx0 × Ωy0 × Γ), with Ωx0 and Ωy0 neighborhoods of x0 ∈ X˜ and
y0 ∈ Y˜ , respectively, and Γ a cone in R
n \ 0, 2n being the dimension of Λ.
Remark 2.2. In Remark 2.1, we noticed that χ induces a symplectomorphism χ∂ :
T ∗∂Y \0→ T ∗∂X \0 which is again positively homogeneous in the fibers. Applying
Proposition 2.2 to χ∂ we obtain a phase function φ∂(x
′, y′, θ′) = ψ∂(x
′, θ′)−〈y′, η′〉
which represents χ∂. Since χ∂ is the lift of a diffeomorphism, the phase function
ψ∂(x
′, θ′) is smooth at θ′ = 0, therefore it is linear.
For the sake of brevity, we do not recall the notion of Maslov bundle. For its
description, see, e.g., [10]. The proof of the next Lemma 2.3 can be found in [1].
Lemma 2.3. The Maslov bundle of
Λ = graph(χ)′ = {(x, ξ), (y,−η) | χ(y,−η) = (x, ξ)} ⊆ (T ∗X \ 0)× (T ∗Y \ 0)
is trivial in a neighborhood of ∂Λ = (∂T ∗Y × ∂T ∗X) ∩ Λ.
In order to define a suitable calculus for Fourier integral operators on manifolds
with boundary, we need to introduce the transmission condition, see, e.g., [2, 7, 8,
14, 15]. Consider the function spaces:
H+ = {F (e+u) | u ∈ S (R+)} and H
−
0 = {F (e
−u) | u ∈ S (R−)},
where S (R±) = r
±S (R) is the restriction of the Schwartz functions on R to the
right (left) half line, e± is the extension by zero to R of a function defined on R±.
It is easy to prove that H+ and H−0 are spaces of functions decaying of first order
at infinity. Moreover, we denote by H ′ the set of all polynomials in one variable.
Then we define
H = H+ ⊕H−0 ⊕H
′.
Definition 2.1. Let a ∈ Sm(Rn × Rn × Rn). Then a satisfies the transmission
condition at xn = yn = 0 when, for all k, l,
∂kyn∂
l
xn
a(x′, 0, y′, 0, ξ′, 〈ξ′〉ξn) ∈ S
m(Rn−1 × Rn−1 × Rn−1)⊗ˆpiHξn .
We denote by Smtr (R
n × Rn × Rn) the subset of symbols of order m satisfying the
transmission condition.
For symbols positively homogeneous of order m with respect to the ξ variable,
Definition 2.1 is equivalent to
(8) ∂kxn∂
l
yn
∂αξ′∂
β
x′a(x
′, 0, y′, 0, 0, 1) = (−1)m−|α|∂kxn∂
l
yn
∂αξ′∂
β
x′a(x
′, 0, y′, 0, 0,−1)
for all k, l ∈ N, α, β ∈ Nn−1. The above condition is often called symmetry condi-
tion; the proof of the equivalence can be found, e.g., in [10, Section 18.2].
Definition 2.2 (Admissible symplectomorphisms). We say that χ is admissible,
if all its components locally satisfy the transmission condition at the boundary.
A phase function ψ representing an admissible symplectomorphism will be called
admissible. The first derivatives of ψ are then homogeneous symbols, which satisfy
the transmission condition.
Remark 2.3. (a) Definition 2.2 has an invariant meaning: A change of coordinates
in the cotangent bundle, induced by a change of coordinates in the base manifold,
is linear with respect to the fibers. Hence, if the transmission condition is satisfied
in a local chart, it is also fulfilled after a change of coordinates.
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(b) When we refer to the phase function ψ as a symbol then this is only correct
after a modification near |ξ| = 0. Modulo operators with smooth kernel, the precise
form of this modification is irrelevant.
Lemma 2.1 and Definition 2.2 imply some useful properties of the phase function
ψ. First, ψ′ηn(x
′, 0, η′, ηn) is identically equal to zero for η
′ 6= 0, hence ψ(x′, 0, η′, ηn)
does not depend on ηn for η
′ 6= 0. We set
(9) ψ∂(x
′, η′) = ψ(x′, 0, η′, ηn).
Note that ψ∂ is a generating function of the symplectomorphism χ∂ : T
∗∂Y \ 0→
T ∗∂X \ 0 described in Remark 2.1. A further consequence of ψ being a local phase
function associated with a symplectomorphism which preserves the boundary is
that ψ∂(x
′, η′) is linear in η′, so that, in particular, ψ(x′, 0, 0, ηn) ≡ 0. Moreover,
since the phase function is regular up to boundary and ξn = ψ
′
xn
(x, η), by (6) and
the subsequent considerations,
(10) ∂ηnξn|yn=0 = ψ
′′
xnηn
(x′(y′, 0, η′, ηn), 0, η
′, ηn) 6= 0⇒ ψ
′′
xnηn
(x′, 0, η′, ηn) 6= 0.
By continuity and compactness, the property remains true in a sufficiently small
collar neighborhood of the boundary.
3. A Class of Fourier Integral Operators
on Manifolds with Boundary
In this section we introduce the Fourier integral operators we are interested in and
describe their mapping properties, cf. (1). Consider Aχ ∈ Imcomp(Y˜ , X˜, Λ˜), where
Λ˜ = graph(χ˜)′. The definition implies that for all (y0, x0, η0, ξ0) = λ0 ∈ Λ˜, A
χ is,
microlocally, a linear operator associated with a kernel which in local coordinates
(x, y) in the open set Ωx × Ωy parametrizing a neighborhood of (x0, y0) is of the
form
kAχ(x, y) =
∫
eiφ(x
′,xn,y
′,yn,ξ
′,ξn)a(x′, xn, y
′, yn, ξ
′, ξn) d¯ξ
′ d¯ξn.
We write x = (x′, xn), y = (y
′, yn) with boundary defining functions xn and yn,
respectively. The phase function φ is defined in Ωx×Ωy×Γ with Γ open and conic in
Rn\{0}, and the symbol a(x, y, ξ) has support contained in Ωx×Ωy×Γ ⊂ R
2n×Rn.
Proposition 2.2 implies that we can choose
φ(x′, xn, y
′, yn, ξ
′, ξn) = ψ(x
′, xn, ξ
′, ξn)− 〈y
′, ξ′〉 − 〈yn, ξn〉.
It is natural also to assume that a has the transmission property with respect
to xn = 0, yn = 0. In fact, this is necessary to ensure that we obtain a continuous
linear mapping Aχ : C∞(Y )→ C∞(X) even in the simpler case of pseudodifferen-
tial operators on X (i.e., Y = X and χ˜ = id). Note that, when computing the
derivatives of Aχu, u ∈ C∞(Y ), close to ∂X , one needs to study expressions∫∫
eiφ(x,y,ξ)c(x, y, ξ)u(y) d¯ξdy,
where c belongs to the span of symbols of the form
(11)

∏
j
(∂βjx ψ)(x, ξ)

 · (∂γxa)(x, y, ξ).
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As a consequence of the assumptions on χ and a, the symbols of this type have the
transmission property and Aχ maps C∞(Y ) continuously to C∞(X), see [1]. The
necessity of the conditions on χ and a for this continuity property will be discussed
elsewhere.
For simplicity, we will consider in the sequel ψ defined on Rn × Rn \ {0}. The
extension we choose is not relevant, since the symbol a vanishes outside Ωx×Ωy×Γ.
We can then focus on operators with kernel given by oscillatory integrals
(12)
∫
ei(ψ(x
′,xn,ξ
′,ξn)−y
′·ξ′−yn·ξn)a(x′, xn, y
′, yn, ξ
′, ξn) d¯ξn d¯ξn,
with ψ the generating function of an admissible symplectomorphism and a a symbol
of order m with the transmission property. We stress the fact that the operator
Aχ admits both a right and a left quantization, since the phase function represents
locally a symplectomorphism. In particular, the symbol a appearing in (12) can be
chosen independent of y, modulo a smoothing operator, see [11], Chapter 25.
For u ∈ C∞(Y ), supported close to ∂Y , Aχu is then given, close to the boundary
∂X , by a finite sum of microlocal terms of the form∫
eiψ(x,ξ)a(x, ξ)û(ξ) d¯ξ
=
∫
eiψ∂(x
′,ξ′)
[∫
ei(ψ(x
′,xn,ξ
′,ξn)−ψ∂(x
′,ξ′))a(x′, xn, ξ
′, ξn)û(ξ
′, ξn) d¯ξn
]
d¯ξ′,
modulo operators with smoothing kernel. This holds in view of the fact that the
Maslov bundle is here trivial and all phase functions are equivalent. Using for
example the results of [12], it is possible to find a global phase function in a small
neighborhood of xn = 0, so the sum can actually be reduced to a single term. We
can then interpret the operator Aχ as an operator-valued Fourier integral operator,
locally defined on the half-space Rn+, in analogy with [15, 16], and focus on the
operators of the form (2), that is, on the action in the normal direction Aχn.
This allowed us to introduce in [1] the class of Fourier integral operators of
Boutet de Monvel type, of which we now shortly recall the local definition. For
s = (s1, s2) ∈ R
2 we introduce the weighted Sobolev spaces
Hs(Rn) = Hs1,s2(Rn) = 〈x〉s2Hs1(Rn)
with the usual (unweighted) Sobolev space Hs1(Rn). The corresponding spaces on
Rn+ are obtained by restriction, and endowed with the natural topology. We set
∂+ = r
+∂xne
+ : Hs1,s2(R+)→ H
s1−1,s2(R+), s1 > −
1
2
.
One can consider the operator ∂+ as an operator-valued symbol belonging to
S1(Rn−1,Rn−1;Hs(R+), H
s−(1,0)(R+)). Let us now recall the definition of local
potential symbols, trace symbols, singular Green symbols :
i) A potential symbol of order m is an element of
Sm(Rn−1,Rn−1;C,S (R+)) = proj-limsS
m(Rn−1,Rn−1;C, Hs(R+)).
ii) A trace symbol of order m and type zero is an element of the set
Sm(Rn−1,Rn−1;S ′(R+),C) = proj-limsS
m(Rn−1,Rn−1;Hs0(R+),C).
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Clearly, a trace symbol of order m and type zero defines also a symbol in
Sm(Rn−1,Rn−1;Hs(R+),C), if s1 > −
1
2 . A trace symbol of type d is a sum
of the form
t =
d∑
j=0
tj∂
j
+, tj ∈ S
m−j(Rn−1,Rn−1;S ′(R+),C).
Then t is in Sm(Rn−1,Rn−1;Hs(R+),C) for s1 > d−
1
2 .
iii) A singular Green symbol of order m and type zero is an element of
Sm(Rn−1,Rn−1;S ′(R),S (R+)) = proj-limsS
m(Rn−1,Rn−1;Hs0(R+), H
s(R+)).
A singular Green symbol of order m and type zero gives a symbol in
Sm(Rn−1, Rn−1;Hs(R+),S (R+)), provided s1 > −
1
2 . A singular Green
symbol of order m and type d is a sum of the form
g =
d∑
j=0
gj∂
j
+, gj ∈ S
m−j(Rn−1,Rn−1;S ′(R+),S (R+)).
We find that g is in Sm(Rn−1,Rn−1;Hs(R+),S (R+)) for s1 > d−
1
2 .
Remark 3.1. It is well known that the trace operator γj, given by (γju)(y
′) =
(∂jynu)(y
′, 0), is a trace symbol of order j + 12 and type j + 1, see [15].
With the notation introduced above we can now define the relevant operator
class:
Definition 3.1. We denote by Bm,dχ (X,Y ) the class of all operators
A :=
(
r+Aχe+ +Gχ∂ Kχ∂
T χ∂ Sχ∂
)
:
C∞(Y )
⊕
C∞(∂Y )
→
C∞(X)
⊕
C∞(∂X)
.
Here Aχ ∈ Imcomp(X˜, Y˜ , Λ˜) is as defined above. Modulo operators with smooth
kernel in the interior, the other entries are described as follows: Gχ∂ is a Fourier
integral operator with Lagrangian submanifold defined by graph(χ∂)
′ and local
singular Green symbol g of order m and type d; Kχ∂ is a Fourier integral operator
with Lagrangian submanifold defined by graph(χ∂)
′ and local potential symbol k
of order m; T χ∂ is a Fourier integral operator with Lagrangian submanifold defined
by graph(χ∂)
′ and local trace symbol t of order m and type d; Sχ∂ is a Fourier
integral operator with Lagrangian submanifold defined by graph(χ∂)
′ and local
symbol s ∈ Sm(Rn−1,Rn−1).
4. Proof of Theorems 1.1 and 1.2
We now prove the main results of the paper, stated in the Introduction.
Proof of Theorem 1.1. Both ψ and ψ∂ are Ho¨rmander symbols belonging to S
1
1,0(Ω×
Rn) and S11,0(Ω
′×Rn−1), respectively. positively homogeneous of degree one in the
covariable (outside the zero-section). Moreover, since ψ is a (local) phase func-
tion associated with a symplectomorphism which preserves the boundary of the
underlying manifolds, we have ψ′ξn(x
′, 0, ξ′, ξn) = 0 for any (x
′, ξ′, ξn). In particu-
lar, then, as recalled in Section 2, ψ(x′, 0, ξ′, ξn) = ψ∂(x
′, ξ′) does not depend on
ξn. This implies, additionally, that not only ϕ(x
′, 0, ξ′, ξn) = 0 for any (x
′, ξ′, ξn),
but also that ∂αξnϕ(x
′, 0, ξ′, ξn) = ∂
α
ξn
ψ(x′, 0, ξ′, ξn) = 0 for any α ∈ Z+ \ {0} and
9
any (x′, ξ′, ξn). As a consequence, for any α ∈ Z+ and any (t, τ) ∈ R
2, t 6= 0,
(x′, ξ′) ∈ Ω′ × (Rn−1 \ {0}), there exists θ between 0 and t such that
ω
(
t
〈ξ′〉
) ∣∣∣∣∂ατ
[
ϕ
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)]∣∣∣∣
= ω
(
t
〈ξ′〉
)
〈ξ′〉α
∣∣∣∣(∂αξnϕ)
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
− (∂αξnϕ) (x
′, 0, ξ′, τ〈ξ′〉)
∣∣∣∣
= ω
(
t
〈ξ′〉
)
|t|
〈ξ′〉
· 〈ξ′〉α
∣∣∣∣(∂xn∂αξnϕ)
(
x′,
θ
〈ξ′〉
, ξ′, τ〈ξ′〉
)∣∣∣∣
. 〈t〉〈ξ′〉α−1〈(ξ′, τ〈ξ′〉)〉1−α ≤ 〈t〉〈τ〉1−α,
that is, for any (t, τ) ∈ R2,
(13) ω
(
t
〈ξ′〉
) ∣∣∣∣∂ατ
[
ϕ
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)]∣∣∣∣ . 〈t〉〈τ〉1−α,
with constants independent of (x′, ξ′) ∈ U ′ × (Rn \ {0}), U ′ ⊂⊂ Ω′.
Remember that, in view of the hypotheses and the properties of ψ deduced
in Section 2, ψ(x′, 0, ξ′, ξn) = ψ∂(x
′, ξ′) is linear in ξ′, so that, in particular,
ψ(x′, 0, 0, ξn) ≡ 0. Due to homogeneity, we have near the boundary
ψ(x′, xn, 0, ξn)
= xnψ
′
xn
(x′, 0, 0, ξn) + x
2
n
∫ 1
0
(1− s)ψ′′xnxn(x
′, sxn, 0, ξn)ds
=
[
±xnψ
′
xn
(x′, 0, 0,±1)± x2n
∫ 1
0
(1− s)ψ′′xnxn(x
′, sxn, 0,±1)ds
]
ξn, ξn ≷ 0.
Differentiating with respect to xn shows that
(14) ψ′xn (x
′, xn, 0, ξn) = [q
±(x′) + xnr
±(x)]ξn, ξn ≷ 0,
with q± ∈ C∞(Ω′), r± ∈ C∞(Ω). As ψ satisfies the transmission condition, (8)
implies that
q+(x′) = −q−(x′).
More is true: Since ψ is a regular phase function, we know from (10) that ψ′′xnξn(x, ξ) 6=
0 everywhere on Ω× (Rn \ {0}). Without loss of generality we can assume it to be
positive everywhere on Ω× (Rn \ {0}). As a consequence
q±(x′) = ±ψ′′xnξn(x
′, 0, 0, ξn) ≷ 0, ξn ≷ 0, x
′ ∈ Ω′.
Let U ′ ⊂⊂ Ω′. Then there exists a κ > 0 such that
|q±(x′)| ≥ 4κ for x′ ∈ U ′.
By continuity and the compactness of U ′, there exist k > 0 and ρ > 0 sufficiently
small such that
±ψ′xn (x
′, xn, ξ
′,±1) ≥ κ > 0 for x′ ∈ U ′, |xn| ≤ k, |ξ
′| ≤ ρ.
For convenience we will assume in the sequel that we can take k = 1 = ρ. For
(t, τ) ∈ R2 we then obtain
(15) ψ′xn
(
x′,
t
〈ξ′〉
,
ξ′
〈ξ′〉
, τ
)
= ±ψ′xn
(
x′,
t
〈ξ′〉
,
ξ′
|τ |〈ξ′〉
,±1
)
τ ≥ κ|τ | > 0
for x′ ∈ U ′, ξ′ ∈ Rn−1 \ {0}, |t|〈ξ′〉 ≤ 1, |τ | ≥ 1. We now fix the cut-off function ω,
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define ∗Φ as in (3) and check conditions (P1), (P2), and (P3) on a regular SG phase
function.
Ad (P1). For any choice of a, α ∈ Z+, ∂
a
t ∂
α
τ
∗Φ(t, τ) is a linear combination of
terms of the form
Sj = ω
(j)
(
t
〈ξ′〉
)
〈ξ′〉α−a · (∂a−jxn ∂
α
ξn
ϕ)
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
, and
Tj = K
[
1− ω
(
t
〈ξ′〉
)](j)
t
· ∂a−jt ∂
α
τ (t · τ),
j = 0, . . . , a. The summands Sj , j = 0, . . . , a, can be estimated as follows.
|Sj | =
∣∣∣∣ω(j)
(
t
〈ξ′〉
)∣∣∣∣ 〈ξ′〉α−a ·
∣∣∣∣(∂a−jxn ∂αξnϕ)
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)∣∣∣∣
.
∣∣∣∣ω(j)
(
t
〈ξ′〉
)∣∣∣∣ 〈ξ′〉α−a · 〈(ξ′, τ〈ξ′〉)〉1−α
=
∣∣∣∣ω(j)
(
t
〈ξ′〉
)∣∣∣∣ 〈ξ′〉1−a · 〈τ〉1−α.(16)
• For j > 0 we note that on suppω(j)(t/〈ξ′〉) we have 〈ξ′〉 ∼ 〈t〉, so that we
can estimate Sj by 〈t〉
1−a〈τ〉1−α, as asserted.
• For j = 0 and a = 0, the required estimate is given by (13).
• For j = 0 and a = 1, the estimate is trivial from (16).
• For j = 0 and a > 1 it suffices to show that
ω(t/〈ξ′〉) .
〈ξ′〉1−a
〈t〉1−a
.
This is clear for 〈ξ′〉 ≥ 〈t〉. As ω(t) vanishes for |t| ≥ 1, it remains to
consider the case, where
|t| ≤ 〈ξ′〉 ≤ 〈t〉.
But then 〈t〉 ≤ 1 + |t| ≤ 2〈ξ′〉 ≤ 2〈t〉, and the assertion also follows.
The summands Tj , j = 0, . . . , a, are given by linear combinations of terms of the
form
K ∂jt
(
1− ω
(
t
〈ξ′〉
))
∂a−jt t ∂
α
τ τ.
So it remains to check that
∂jt
(
1− ω
(
t
〈ξ′〉
))
∂a−jt t . 〈t〉
1−a.
• For j = 0 there is nothing to show.
• For j > 0, we note again that on suppω(j)(t/〈ξ′〉) we have 〈ξ′〉 ∼ 〈t〉, so
that we obtain the desired estimate.
Ad (P2). The estimates from above, with constant C > 0 independent of (x′, ξ′) ∈
U ′× (Rn−1 \ {0}), are special cases of the considerations for (P1) with a = 1, α = 0
and a = 0, α = 1, respectively. Let us prove that the two estimates from below
hold, provided we choose K large enough.
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i) From the homogeneity and the properties of ϕ and ψ explained above, we
obtain
∗Φ′τ (t, τ) = ω
(
t
〈ξ′〉
)
· ϕ′ξn
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
+
[
1− ω
(
t
〈ξ′〉
)]
K · t
= ω
(
t
〈ξ′〉
)
· ψ′ξn
(
x′,
t
〈ξ′〉
,
ξ′
〈ξ′〉
, τ
)
〈ξ′〉+
[
1− ω
(
t
〈ξ′〉
)]
K · t.
As ψ′ξn(x
′, 0, ξ) = 0 for all ξ 6= 0 this term vanishes for t = 0; for t 6= 0 we
find θ between 0 and t/〈ξ′〉 such that
∗Φ′τ (t, τ) =
{
ω
(
t
〈ξ′〉
)
· ψ′′xnξn
(
x′, θ,
ξ′
〈ξ′〉
, τ
)
+
[
1− ω
(
t
〈ξ′〉
)]
K
}
· t
We will now study the coefficient of t,
A = ω
(
t
〈ξ′〉
)
· ψ′′xnξn
(
x′, θ,
ξ′
〈ξ′〉
, τ
)
+
[
1− ω
(
t
〈ξ′〉
)]
K
and show that A ≥ c1 for some c1 > 0. For this, however, it is sufficient
to note that A is a convex combination of two positive quantities bounded
away from zero, namely ψ′′xnξn
(
x′, θ, ξ
′
〈ξ′〉 , τ
)
, cf. (15) and K.
ii) In view of the properties of ψ and ϕ,
∗Φ′t(t, τ) = ω
′
(
t
〈ξ′〉
)
〈ξ′〉−1
[
ϕ
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
−K · t · τ
]
+ ω
(
t
〈ξ′〉
)
· ψ′xn
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
〈ξ′〉−1 +
[
1− ω
(
t
〈ξ′〉
)]
K · τ
= ω′
(
t
〈ξ′〉
)[
ϕ
(
x′,
t
〈ξ′〉
,
ξ′
〈ξ′〉
, τ
)
−K ·
t
〈ξ′〉
· τ
]
+ ω
(
t
〈ξ′〉
)
· ψ′xn
(
x′,
t
〈ξ′〉
,
ξ′
〈ξ′〉
, τ
)
+
[
1− ω
(
t
〈ξ′〉
)]
K · τ.
It is enough to focus on the case |τ | ≥ 1, since, when |τ | ≤ 1, trivially,
〈∗Φ′t(t, τ)〉 ≥ 1 >
1
2
〈τ〉.
Then, writing, for |τ | ≥ 1,
∗Φ′t(t, τ) =
{
ω′
(
t
〈ξ′〉
)[
±ϕ
(
x′,
t
〈ξ′〉
,
ξ′
|τ |〈ξ′〉
,±1
)
−K ·
t
〈ξ′〉
]
±ω
(
t
〈ξ′〉
)
· ψ′xn
(
x′,
t
〈ξ′〉
,
ξ′
|τ |〈ξ′〉
,±1
)
+
[
1− ω
(
t
〈ξ′〉
)]
K
}
τ,
we analyze the coefficient of τ
B = ω′
(
t
〈ξ′〉
)[
±ϕ
(
x′,
t
〈ξ′〉
,
ξ′
|τ |〈ξ′〉
,±1
)
−K ·
t
〈ξ′〉
]
± ω
(
t
〈ξ′〉
)
· ψ′xn
(
x′,
t
〈ξ′〉
,
ξ′
|τ |〈ξ′〉
,±1
)
+
[
1− ω
(
t
〈ξ′〉
)]
K,
and show B ≥ c2 with a constant c2 > 0, provided that K > 0 is chosen
large enough.
For t/〈ξ′〉 ≥ 1 or t/〈ξ′〉 ≤ 1/2, B is uniformly bounded away from zero
in view of the positivity of K and (15). This positivity extends, with a
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uniform lower bound, to the case of slightly smaller and larger values of
t/〈ξ′〉. So it remains to consider the case where, for some ε > 0,
1
2
+ ε ≤
t
〈ξ′〉
≤ 1− ε.
On this set, ω(t/〈ξ′〉) ≤ 1 − ε1 for some ε1 > 0. We note that ω
′(s)s is
non-negative and rewrite
B = K
((
1− ω
(
t
〈ξ′〉
))
− ω′
(
t
〈ξ′〉
)
t
〈ξ′〉
)
+ r,
where the rest r is bounded and independent of K. By making K large, we
thus obtain the positivity of B.
Ad (P3). We have to estimate from below
(17)
∗Φ′′tτ (t, τ) = ω
′
(
t
〈ξ′〉
)
〈ξ′〉−1
[
ϕ′ξn
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
〈ξ′〉 −K · t
]
+ ω
(
t
〈ξ′〉
)
ϕ′′xnξn
(
x′,
t
〈ξ′〉
, ξ′, τ〈ξ′〉
)
+K
[
1− ω
(
t
〈ξ′〉
)]
= ω′
(
t
〈ξ′〉
)[
ϕ′ξn
(
x′,
t
〈ξ′〉
,
ξ′
〈ξ′〉
, τ
)
−K ·
t
〈ξ′〉
]
+ ω
(
t
〈ξ′〉
)
ϕ′′xnξn
(
x′,
t
〈ξ′〉
,
ξ′
〈ξ′〉
, τ
)
+K
[
1− ω
(
t
〈ξ′〉
)]
,
where we have used homogeneity in the last equality.
We now first note that ϕ′′xnξn
(
x′, t〈ξ′〉 , ξ
′, τ〈ξ′〉
)
> 0 is bounded away from zero
on U ′ × (Rn \ 0). Indeed, for |τ | ≤ 1 this follows from the positivity of ϕ′′xnξn and
the fact that the argument then varies over a bounded set. For |τ | ≥ 1 we use the
zero-homogeneity of ϕ′′xnξn . With this in mind, the sum of the last two terms on
the right hand side is seen to be bounded away from zero as a convex combination.
In view of the fact that s 7→ ω′(s)s is bounded and everywhere non-negative, the
first summand will be positive for large K. This shows the assertion.
The proof is complete. 
Before proving Theorem 1.2, we introduce a class of functions which will be
useful in the sequel.
Definition 4.1. A function a ∈ C∞(Rn−1x′ ×R
n−1
ξ′ ×Rxn ×Rξn) belongs to the set
BSm(Rn−1,Rn−1;Sl(R)) if, for all α, β ∈ Nn−1, and fixed (x′, ξ′)(
∂αξ′∂
β
x′a
)(
x′,
xn
〈ξ′〉
, ξ′, ξn〈ξ
′〉
)
∈ Sl(Rxn × Rξn)
and each seminorm can be estimated by 〈ξ′〉m−|α|. That is, for all γ, δ and compact
K ⊆ Rn there exists a constant Cγ,δ,K such that for all (x
′, xn) ∈ K
∣∣∣∣∂γξn∂δxn
((
∂αξ′∂
β
x′a
)(
x′,
xn
〈ξ′〉
, ξ′, ξn〈ξ
′〉
))∣∣∣∣ ≤ Cγ,δ,K〈ξn〉l−|γ|〈ξ′〉m−|α|.
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Remark 4.1. If a ∈ Sm(Rn,Rn), then a ∈ BSm(Rn−1, Rn−1, Sm(R)). This a
consequence of the fact that ∂αξ′∂
β
x′a ∈ S
m−|α|(Rn,Rn) and of the direct computation
(18)
∣∣∣∣∂γξn∂δxna
(
x′,
xn
〈ξ′〉
, ξ′, ξn〈ξ
′〉
)∣∣∣∣ ≤ C〈ξ′〉m〈ξn〉m−|γ|,
valid for any a ∈ Sm(Rn,Rn). Moreover, it is clear that BS-spaces satisfy a mul-
tiplicative property, that is
(19)
BSm(Rn−1,Rn−1;Sl(R))·BSm
′
(Rn−1,Rn−1;Sl
′
) ⊆
⊆BSm+m
′
(Rn−1,Rn−1, Sl+l
′
(R)).
Lemma 4.1. Let a ∈ Sm(Rn × Rn) be a symbol vanishing for |ξ′| = |ξn| = 0 and
ψ be a phase function which represents locally at xn = 0 an admissible symplecto-
morphism. Then
∂αξ′∂
β
x′
(
eiψ(x
′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)a(x′, xn, ξ
′, ξn)
)
= eiψ(x
′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)a˜(x′, xn, ξ
′, ξn),(20)
where a˜ (x′, xn, ξ
′, ξn) ∈ BS
m−|α|(Rn−1,Rn−1;Sm+|β|(R)).
Proof. The assertion is proven by induction. It is true if α = β = 0 by Remark 4.1.
Suppose now that (20) is true for |α| + |β| < t, t ∈ N. We show that it holds true
for |α|+ |β| = t. If α 6= 0 we can write, in view if the inductive hypothesis,
∂ξ′
j
(
∂
α−1j
ξ′ D
β
x′e
iψ(x′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)a(x′, xn, ξ
′, ξn)
)
= ∂ξ′j
(
eiψ(x
′,xn,ξ
′,ξn)−iψ∂ (x
′,ξ′)a˜(x′, xn, ξ
′, ξn)
)
= eiψ(x
′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)
(
∂ξ′j (iψ(x
′, xn, ξ
′, ξn)
−iψ∂(x
′, ξ′))a˜(x′, xn, ξ
′, ξn) + ∂ξ′j a˜(x
′, xn, ξ
′, ξn)
)
= eiψ(x
′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)
(
b(x′, xn, ξ
′, ξn)a˜(x
′, xn, ξ
′, ξn)(21)
+∂ξ′j a˜(x
′, xn, ξ
′, ξn)
)
,
where
(22) b(x′, xn, ξ
′, ξn) = xn
∫ 1
0
∂ξ′
j
∂xnψ(x
′, txn, ξ
′, ξn)dt.
In (21), we have used a Taylor expansion at xn = 0, with b in (22) the corresponding
integral remainder, and the fact that ψ(x′, 0, ξ′, ξn)− ψ∂(x
′, ξ′) = 0. Now, we have
to verify that
b(x′, xn, ξ
′, ξn)a˜ (x
′, xn, ξ
′, ξn) + (∂ξ′
j
a˜) (x′, xn, ξ
′, ξn)
belongs to BSm−|α|(Rn−1,Rn−1, S|β|(R)). By induction, a˜ (x′, xn, ξ
′, ξn) is an ele-
ment of BSm−|α|+1(Rn−1,Rn−1, S|β|(R)), xn is an element of BS
−1(Rn−1, Rn−1,
S0(R)), and
∫ 1
0
∂ξ′
j
∂xnψ(x
′, txn, ξ
′, ξn)dt is a symbol of order zero. So b in (22)
belongs to BS−1(Rn−1,Rn−1;S0(R)) by Remark 4.1. Then, we just apply the
multiplicative property (19).
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If α = 0, then we have
∂x′j
(
∂
β−1j
x′ e
iψ(x′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)a(x′, xn, ξ
′, ξn)
)
= ∂x′j
(
eiψ(x
′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)a˜(x′, xn, ξ
′, ξn)
)
= eiψ(x
′,xn,ξ
′,ξn)−iψ∂(x
′,ξ′)
(
c(x′, xn, ξ
′, ξn)a˜(x
′, xn, ξ
′, ξn) + ∂xj a˜(x
′, xn, ξ
′, ξn)
)
,
where
c(x′, xn, ξ
′, ξn) = xn
∫ 1
0
∂x′
j
∂xnψ(x
′, txn, ξ
′, ξn)dt
is the remainder in the Taylor expansion of ∂x′j ((ψ(x
′, xn, ξ
′, ξn) − ψ∂(x
′, ξ′)) at
xn = 0. Again, by the inductive hypothesis, a˜(x
′, xn, ξ
′, ξn) ∈ BS
m (Rn−1, Rn−1,
Sm+|β|−1(R)), while c ∈ BS0(Rn−1,Rn−1;S1(R)). Thus, applying the multiplica-
tive property (19), the assertion is proven. 
Proof of Theorem 1.2. We have to show that, for all α, β ∈ Nn−1 and l, s ∈ N,
there exist γ, δ ∈ N such that
(23) sup
∣∣∣xln∂sxn (κ〈ξ′〉−1∂αx′∂βξ′Aχnκ〈ξ′〉u)∣∣∣ ≤ Cβ,γpγ,δ(u)〈ξ′〉m−|α|,
pγ,δ being seminorms of S (R). As we have already pointed out, the hypotheses
imply that we can apply Theorem 1.1, that is the Fourier integral operator operator
in (23) has a regular SG phase function.
First, let us suppose s = 0. Lemma 4.1 implies that, for all α, β, the op-
erator in (23) is a Fourier integral operator with SG phase function and a sym-
bol a ∈ BSm−|α|(Rn−1,Rn−1;Sm+β(R)). Actually, since a has compact support
in the xn variable, we could write a ∈ BS
m+|α|(Rn−1,Rn−1, Sm+|β|,0(R)), where
Sm+|β|,0(R,R) is the class of SG symbols of order (m + |β|, 0), see [4]. Therefore,
the expression in (23) is equivalent to the evaluation of the S (R) continuity of an
SG Fourier integral operator with an SG symbol of order (m+ |β|, 0), such that all
its seminorms are bounded by a multiple of 〈ξ′〉m−|α|. Hence, the inequality (23)
is a consequence of the theory developed in [4].
If s > 0, then it is enough to notice that the derivative of the phase function
(3) is a symbol in BS0(Rn−1,Rn−1, S1,0(R)), while the derivatives of the symbol
are again of the same type as above. Therefore, also in this case we can use the
theory of SG Fourier integral operator developed in [4], recalling the multiplicative
property (19), extended to the case of SG symbols.
Note that, by a completely similar argument, the same result holds true for the
transpose operator (Aχn)
t. Hence we have, by duality, that Aχn can be extended as
an operator-valued symbol in Sm(Rn−1,Rn−1;S ′(R),S ′(R)), showing that also
the second part of (4) holds true, and completing the proof. 
Remark 4.2. Observe that i : L2(R)→ S ′(R) and e+ : L2(R+)→ L
2(R) can both
be interpreted as operator-valued symbols of order 0. This implies that
Aχne
+ ∈ Sm(Rn−1,Rn−1;L2(R+),S
′(R)).
Also r+ : L2(R)→ L2(R+) can be considered as an operator-valued symbol of order
0. Suppose the local symbol a ∈ S0 of Aχ is compactly supported with respect to the
x-variable. Then a can be interpreted as an SG-symbol of order 0, 0. Recalling that
15
SG Fourier integral operators with regular phase function and symbol of order 0, 0
are L2(R)-continuous, see [4], we conclude that in this case, for each (x′, ξ′),
A+n = r
+Aχne
+ ∈ L(L2(R+), L
2(R+)).
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