Abstract: Regard the stochastic differential delay equation dx(t)=[(A+Ā(t))x(t)+(B+B(t− τ )) x(t−τ )]dt+g(t,x(t),x(t−τ ))dw(t) as the result of the effects of uncertainty, stochastic perturbation and time lag to a linear ordinary differential equationẋ(t)=(A+B)x(t). Assume the linear system is exponentially stable. In this paper we shall characterize how much the uncertainty, stochastic perturbation and time lag the linear system can bear such that the stochastic delay system remains exponentially stable. The result will also be extended to non-linear systems.
Introduction
One of the aims of this paper is to investigate the exponential stability of a semilinear stochastic differential equation of the form
dx(t) = [(A +Ā(t))x(t) + (B +B(t − τ ))x(t − τ )]dt + g(t, x(t), x(t − τ ))dw(t). (1.1)
Here bothĀ(t) andB(t − τ ) represent the uncertainties, g(t, x(t), x(t − τ ))dw(t) the stochastic perturbation and τ the time lag. If there is not any uncertainty, stochastic perturbation and time lag, that isĀ(t) =B(t − τ ) = 0, g = 0 and τ = 0, then equation (1.1) becomes a linear ordinary differential equatioṅ x(t) = (A + B)x(t).
(1.2)
Suppose equation (1.2) is exponentially stable. It is reasonable to believe that the stochastic delay equation (1.1) will remain exponentially stable provided all of A(t), B(t), g and τ are small enough. This paper is devoted to proving this fact. In the deterministic case, i.e. when g = 0, such problem has been studied recently by several authors e.g. Hale [1] , Mori and Kokame [8, 9] , Su, Fong, Tseng [10] [11] [12] . This paper is to extend their results to the stochastic case but the mathematical techniques employed here are very much different from theirs. Besides, we shall also consider the exponential stability of a non-linear stochastic differential delay equation dx(t) = [f (t, x(t), x(t − τ )) +f (t, x(t), x(t − τ ))]dt + g(t, x(t), x(t − τ ))dw(t).
( 1.3)
It should be pointed out that the exponential stability of stochastic differential delay equations have been studied by many authors e.g. Kolmanovskii and Nosov [2] [3] [4] , Kushner [5] , Mao [6] and Mohammed [7] , but most of results are delay-independent. Obviously the criteria obtained in this present paper will be delay-dependent.
Exponential Stability of Semilinear Stochastic Differential Delay Equations
Throughout this paper unless specified we let w(t) = (w 1 (t), · · · , w m (t)) T be an m-dimensional Brownian motion defined on a complete probability space (Ω, F, P ) with a natural filtration {F t } t≥0 (i.e. F t = σ{w(s) : 0 ≤ s ≤ t}), and let τ > 0. Denote by | · | the Euclidean norm. If A is a vector or matrix, its transpose is denoted by A T . If A is a matrix, denote by ||A|| the operator norm of A, i.e. ||A|| = sup{|Ax| : |x| = 1}. Moreover, denote by L
is F 0 -measurable for every s and
In this section we shall consider an n-dimensional semilinear stochastic differential delay equation
on t ≥ 0 with initial data x(t) = ξ(t) for −τ ≤ t ≤ 0, where A, B are n × n matrices, A(t),B(t − τ ) are bounded n × n-matrix-valued functions, g :
which is locally Lipschitz continuous and satisfies the linear growth condition as well, and
It is well-known that equation (2.1) has a unique solution, denote by x(t; ξ), that is square integrable. Furthermore, we always assume g(t, 0, 0) ≡ 0 for the stability purpose of this paper. So equation (2.1) admits a trivial solution x(t; 0) ≡ 0.
Theorem 2.1 Assume that there exists a pair of symmetric positive definite n × n matrices G and Q such that
Assume also that there exist non-negative constants α i , 1 ≤ i ≤ 4 such that
then equation (2.1) is exponentially stable in mean square.
Before we prove the theorem, let us explain what it shows. It is well-known that λ min (Q) > 0 and (2.2) imply the exponential stability of equation (1.2) . Condition (2.5) controls the intensity of the uncertainties, i.e. the parameters α 1 -α 4 and the time delay τ should be small enough in order to have the stability of equation (2.1), which is regarded as the perturbed system of equation (1.2). In other words, the theorem shows that if equation (1.2) is exponential stable, so is its perturbed system (2.1) provided the intensity of perturbations is small enough.
Proof. Fix the initial data ξ arbitrarily and write x(t; ξ) = x(t) simply. By Itô's formula
But, by the assumptions,
where
Substituting these into (2.6) yields
By condition (2.5) one can choose ε > 0 such that
By Itô's formula once again we can show that for all t ≥ 0
where 
Now substituting (2.10) and (2.13) into (2.9) and recalling (2.8) we obtain that
14)
Since G is positive definite,
where λ min (G) > 0 is the smallest eigenvalue of G. Consequently it follows from (2.14) that
that is, equation (2.1) is exponentially stable in mean square. The proof is complete. In the proof we even shown that the second moment Lyapunov exponent should not be greater than −ε. In practice one can solve equation (2.8) for the unique root ε > 0 and hence obtain the estimate for the second moment Lyapunov exponent. Proof. We shall use the same notations as in the proof of Theorem 2.1. Let k = 2, 3, 4, · · ·. By Doob's martingale inequality and the assumptions one can derive that
Applying (2.15) one sees that
Letε ∈ (0, ε) be arbitrary. It follows from (2.16) that
In view of the well-known Borel-Cantelli lemma one sees that for almost all ω ∈ Ω,
holds for all but finitely many k. So there exists a k o (ω), for all ω ∈ Ω excluding a P -null set, for which (2.17) holds whenever k ≥ k o (ω). Therefore
Sinceε is arbitrary, we must have lim sup
In other words, equation (2.1) is almost surely exponentially stable. The proof is complete.
Again in the proof we gave the estimate for the sample Lyapunov exponent, i.e. it should not be greater than −ε/2.
Exponential Stability of Nonlinear Stochastic Differential Delay Equations
The theory in the previous section can be developed easily to cope with an ndimensional nonlinear stochastic differential delay equation
on t ≥ 0 with initial data x(t) = ξ(t) for −τ ≤ t ≤ 0. Here w(t), g(t, x, y), ξ(·) are the same as in the previous section while both f andf are locally Lipschitz continuous functions from R + × R n × R n to R n satisfying the linear growth condition. So equation (3.1) has a unique solution which is denoted by x(t; ξ) again. Assume also that f (t, 0, 0) =f (t, 0, 0) ≡ 0 and g(t, 0, 0) ≡ 0 so the equation admits a trivial solution x(t; 0) ≡ 0.
Theorem 3.1 Assume that there exists a symmetric positive definite n × n matrix G and a constant λ > 0 such that
Assume also that there exist non-negative constants θ j , 1 ≤ j ≤ 3 and
then equation (3.1) is exponentially stable in mean square, and is also almost surely exponentially stable.
This theorem can be proved in the same way as Theorems 2.1 and 2.2 so the details are left to the reader.
Exponential Stability of Deterministic Differential Delay Equations
As a by-product we shall obtain a number of useful corollaries on the exponential stability of deterministic differential delay equations.
First of all, if g(t, x, y) ≡ 0 then equation (2.1) reduces to a linear differential delay equationẋ (t) = (A +Ā(t))x(t) + (B +B(t − τ ))x(t − τ ) (4.1) on t ≥ 0. For any given initial data x(t) = ζ(t) for −τ ≤ t ≤ 0, which is assumed to be in C([−τ, 0]; R n ), there is a unique solution to equation (4.1) which is denoted by x(t; ζ). For this equation we have the following corollary that follows directly from Theorem 2.1.
Corollary 4.1 Assume that there exists a pair of symmetric positive definite n × n matrices G and Q such that
Assume also that there exist two non-negative constants α 1 and α 2 such that
Let λ min (Q) > 0 be the smallest eigenvalue of Q. If
then equation (4.1) is exponentially stable.
Let us further assume thatĀ(t) =B(t − τ ) ≡ 0 so equation (4.1) becomeṡ
on t ≥ 0. For this delay equation we now have the following result.
Corollary 4.2 Assume that there exists a pair of symmetric positive definite n × n matrices G and Q such that
then equation (4.2) is exponentially stable.
This corollary shows clearly that if the ordinary differential equationẋ(t) = (A + B)x(t) is exponentially stable (this is guaranteed by condition (4.3)), then the corresponding differential delay equation (4.2) is also exponentially stable provided the time lag τ small enough (bounded by (4.4) ). It would be useful to mention that this bound (4.4) can be improved slightly, that is (4.4) can be replaced by
This can be seen if one reads the proof of Theorem 2.1, especially (2.11), carefully bearing in mind thatĀ(t) =B(t − τ ) ≡ 0. It should also be pointed out that Su, Fong and Tseng [10] [11] [12] recently obtained several alternative criteria for the asymptotic stability of equations (4.1) and (4.2). For example, Su [10] obtained the following result: Equation (4.2) is asymptotic stability if
where β > 0 is a free parameter. Comparing with Su's result, we see our criterion (4.5) is much simpler and is independent of the choice of the free parameter β.
Let us now turn to consider nonlinear deterministic differential delay equations. If g(t, x, y) ≡ 0 equatoin (3.1) becomeṡ
on t ≥ 0 with initial data x(t) = ζ(t) for −τ ≤ t ≤ 0. Applying Theorem 3.1 to this equation we obtain the following useful result.
Corollary 4.3
Assume that there exists a symmetric positive definite n × n matrix G and a constant λ > 0 such that
Assume also that there exist non-negative constants θ j , 1 ≤ j ≤ 3 and α i , i = 1, 2 such that
then equation (4.6) is exponentially stable.
If furthermoref (t, x, y) ≡ 0, equation (4.6) becomeṡ
x(t) = f (t, x(t), x(t − τ )) (4.7)
on t ≥ 0. For this equation we have the following result.
Corollary 4.4 Assume that there exists a symmetric positive definite n × n matrix G and a constant λ > 0 such that 2x T Gf (t, x, x) ≤ −λ|x| 2 for all (t, x) ∈ R + × R n .
Assume also that there exist non-negative constants θ j , 1 ≤ j ≤ 3 such that |f (t, x, x) − f (t, x, y)| ≤ θ 1 |x − y|, |f (t, x, y)| ≤ θ 2 |x| + θ 3 |y| for all (t, x, y) ∈ R + × R n × R n . If 
Examples
In this section we shall discuss two examples in order to illustrate our theory. 
