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Abstract
Uncertainty Dispersion Analysis and Optimal Control of
Atmospheric Re-Entry
B.Sc. Maren Hülsmann
In this study, the atmospheric re-entry onto Earth and Mars is analysed with a focus on
explicit considerations of uncertainties and evolution thereof. These uncertainties arise in
the modelling and the initial entry angle and velocity during the re-entry leading to hazards
and malfunctions influencing the mission’s success. Therefore, the temporal evolution of
uncertainties throughout the re-entry, descent and landing is examined using the Stochastic
Liouville Equation.
This equation yields probability density functions depending on the states of the system
dynamics and the time. From this a most probable trajectory together with 1-σ and 3-σ
error bars are estimated giving an impression on the influence of uncertainties. Furthermore,
the covariance matrices are deduced from the probability density functions generating
landing dispersions at the end time of the re-entry.
Beside ballistic trajectories also optimal trajectories for manoeuvrable re-entry vehicles are
calculated including dispersion analysis. In this case, the re-entry vehicle is controllable in
its flight path angle and the trajectories are optimized concerning the descent time.
iii

Math. It’s just there ... You’re
either right or you’re wrong.
That’s what I like about it.
Katherine Johnson
Mathematician at NASA (1953 – 1986)
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Chapter 1
Introduction
1.1 Motivation
Atmospheric re-entry1 is the most challenging phase of space exploration missions in
consideration of the extremes the re-entry vehicle is exposed to. These extremes are
characterized by heating due to friction with the atmosphere and great loads due to the
hyper- and supersonic velocities during re-entry, descent and landing (EDL).
A safe and as accurate as possible re-entry is not only necessary when executing manned
missions but it is also conceivable to have unmanned sample return capsules from other
celestial bodies or the return of reusable spacecrafts which are becoming increasingly
common. When thinking of the exploration of other planets e.g. Mars, an accurate re-entry
is necessary to reach scientific interesting regions. To solve these re-entry problems and
ensure a successfull mission along with a safe landing, the requirements on the vehicle
need to be carefully balanced with respect to the mission objectives.
In figure 1.1 the re-entry, descent and landing procedure of the ExoMars Schiapirelli
mission is presented [61]. As it can be seen, the last approximately 10km are executed
by parachutes and descent thrusters. These mechanisms are not considered in this study.
Nevertheless the most accuracy is needed during the entry into the planet’s atmosphere
and the atmospheric deceleration phase, see first two sequences in figure 1.1. During these
phases, changes in the entry angle and the entry velocity have large influence on the
trajectory of the re-entry vehicle. Therefore, it is necessary to predict the performance of
the re-entry vehicle in presence of uncertainties. Before the actual mission the re-entry
is analysed considering uncertainties in the initial conditions entry angle, altitude and
velocity as well as uncertainties in the atmosphere model and the model of the vehicle to
find a reliable set of entry angle, altitude and velocity.
1here re-entry also stands for entry into planetary atmospheres even if the vehicle or spacecraft is not
returning to the planet (e.g. Earth)
1
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Figure 1.1: Re-entry, descent and landing of ExoMars Schiaparelli 2016 [61].
This can be done using a Monte-Carlo (MC) dispersion analysis. By this method, a large
number of trajectories is simulated using a random sampled set of initial conditions and
parameters. For high dimensional and nonlinear dynamics, as it is given by the re-entry
problem, these simulations are computationally expensive. It is necessary to calculate
uncertainties in a large number of states and parameters for each set of initial conditions
[1]. Additionally the probability density functions need to be reconstucted from the
resulting samples of the MC analysis.
An alternative approach analyses the time evolution of given dynamics with a given
distribution of initial conditions and parameters resulting directly in probability density
functions stating the proability over time of each state of the dynamics.
This method utilises the Stochastic Liouville Equation and is not only computa-
tionally attractive but also advantageous over the MC analysis, since from the directly
resulting probability density functions all statistical moments can be derived. For example
the covariance matrix, which in the specific case of atmospheric re-entry governs the
landing dispersion. This landing dispersion provides information about the range across
the landing site. In figure 1.2 estimated landing ellipses for the ExoMars 2018 and 2020
missions on one of the selected landing sites Mawrth Vallis are displayed [62].
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Figure 1.2: Landing ellipses of the ExoMars 2018 and 2020 missions on the possible land-
ing site Mawrth Vallis on Mars [62].
1.2 Thesis Objective
In this study, an alternative for the Monte-Carlo (MC) dispersion analysis is presented
which uses probability density functions to predict the temporal evolution of given re-
entry dynamics in presence of uncertainties. Whereof covariance matrices in every time
step during the re-entry can be estimated which for the last time step govern the landing
dispersion. In addition, most probable re-entry trajectories are generated from the results
of the uncertainty dispersion analysis.
Throughout this thesis, the re-entry onto Earth and Mars is considered for which ballistic
and controlled trajectories are generated and analysed concerning uncertainties in the
initial conditions.
1.3 Structure of this Thesis
In the first chapter the re-entry problem is laid out and explained in detail. Two models to
simulate the re-entry onto a planet are introduced and first solutions for Earth and Mars
are presented. The second chapter is dedicated to the uncertainty analysis which is based
on the propagation of probability density functions. Therefore, the necessary fundamen-
tals in stochastics are presented before the method to analyse the temporal evolution of
uncertainties is derived. This method is used to analyse the re-entry onto Earth and Mars.
Since usually a re-entry vehicle is manoeuvrable and can control for example its angle of
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attack2, a controlled re-entry is examined and optimal re-entry trajectories are generated
in the next chapter. First the theory of optimization and optimal control is laid out. After-
wards optimal trajectories for re-entry onto Earth and Mars are presented. In the end the
optimal control problem is analysed relating to uncertainty dispersion using the method
developed in the previous chapter.
The thesis completes with final conclusions and remarks about the results of the uncer-
tainty analysis. Additionally, possible future work is discussed.
2angle between the air flow and the body reference line
Chapter 2
The Re-Entry Problem
Atmospheric re-entry can be compared to the challenge of skipping stones on a lake. The
shape of the stone, the angle in which it hits the surface of the lake and the velocity it was
tossed with are important for a successful skip. Is the stone not flat enough and the impact
angle too steep or it is tossed to fast, it won’t skip of the surface and rather splash into
the lake. The same holds for atmospheric re-entry. Thinking of the stone as the manned
or unmanned re-entry vehicle the lake can be compared to the planet’s atmosphere. At
hypersonic velocities, the vehicle needs to hit the atmosphere at a precise angle and with
a defined speed to ensure a safe landing. If the angle is too steep, the occurring forces will
break the vehicle apart. On the contrary, a too shallow angle will make the vehicle skip
off the atmosphere and back into space. [11]
Figure 2.1: The re-entry scenario (adapted from [11]).
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In figure 2.1 the re-entry scenario is presented schematically. The flight path angle
γ (FPA) is the angle between the local horizon and the velocity vector. A negative angle
implies that the vehicle is pointing towards the planet.
The main forces acting on the vehicle are the drag ~FD, lift ~FL and gravity ~Fg. The
drag force acts in the opposite direction to the velocity and slows down the vehicle. The
lift force is perpendicular to drag and velocity. The vehicle shape sets the aerodynamic
attributes of the re-entry. These attributes are mainly described by the ballistic coefficient
BC and the lift-to-drag ratio CLCD .
The ballistic coefficient BC describes the ability of the vehicle to overcome air resistance.
The higher the BC the more streamlined the vehicle is. The lift-to-drag ratio CLCD estimates
the amount of lift the vehicle generates. A low ratio characterises a vehicle which produces
only a small amount of lift and a high value is given by vehicles producing a large amount
of lift, e.g. airplanes or other winged vehicles.
These parameters are explained and the setting of the re-entry problem is laid out
in more detail in the following sections. Starting with characteristic trajectories, the
re-entry environment and the vehicle aerodynamics are discussed. These sections are based
on [11, 12]. Afterwards the re-entry dynamics are summarised, which are taken from [3],
and some trajectories are simulated for Earth as well as Mars with initial conditions based
on [1, 2].
2.1 Trajectories
The trajectories a vehicle follows during entry into a planet’s atmosphere depends on the
vehicle’s shape, its entry velocity and entry angle as well as its aerodynamic behaviour.
The shapes of re-entry vehicles can be divided into two main types. The capsules, which
were for example used in the Apollo, Gemini and Mercury missions, and the winged
vehicles like the Space Shuttle. The first type is defined by its low lift-to-drag ratio
(CLCD < 1). On the contrary the winged vehicles have a high ratio (
CL
CD
> 1). Likewise the
trajectory types can be categorised by the vehicle attributes and entry conditions.
The most simple but most drastic type of re-entry is the ballistic entry (see a in
figure 2.2). It is defined by a short descent time and is performed by vehicles with a low
lift-to-drag ratio CLCD like re-entry capsules, which are semi-ballistic since they produce a
small amount of lift for aerodynamic controllability. During this entry, the vehicle enters
the atmosphere at a high velocity and a steep angle, which remains almost constant
throughout the entire descent. The drawback of this trajectory is the steep entry angle
causing the vehicle to reach denser layers of the atmosphere at a high velocity leading to
large gravitational forces and heating rates acting on the vehicle.
The second type of re-entry is the gliding entry (see b in figure 2.2) which is per-
formed by winged vehicles with a high lift-to-drag ratio such as the Space Shuttle. The
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vehicle enters at a constant shallow angle generating lift at thicker layers of the atmosphere
producing a much longer descent time. The shallow angle leads to lower forces and heating
rates due to a slower velocity in the denser atmosphere layers.
Figure 2.2: Schematic representation of the types of re-entry trajectories: a) ballistic
entry, b) gliding entry, c) skipping entry, d) lofting entry (adapted from [12]).
The skipping entry (see c and d in figure 2.2) can be performed by both types of
vehicles. This type is characterised by a not monotonically decreasing altitude. Therefore,
the vehicle skips within or off of the atmosphere without added propulsive force increasing
the descent range. Hereby the heating rate and acting forces are portioned into smaller
periods than during ballistic entry.
When remaining inside the atmosphere the skips are called lofts (see d in figure 2.2).
Since not all vehicles can stand the same loads the designed trajectory needs to
meet the mission requirements and constraints. Those requirements originate mainly from
the payload itself, as it can be manned or unmanned, as well as the structural integrity of
the vehicle defining the loads it can withstand. All these requirements and constraints can
be converted to trajectory constraints leading to the concept of the re-entry corridor
(see figure 2.3).
The corridor is defined by an overshoot and undershoot boundary. These bound-
aries set the limits where on the one hand the vehicle’s entry angle is too shallow and
it is deflected back into space (overshoot) or on the other hand the entry angle is too
steep inducing too high loads on the vehicle (undershoot). Overall the re-entry corridor is
described as the set of trajectories for which aerodynamic capture within the atmosphere
can be achieved and for which re-entry trajectories control can be accomplished without
violating either flight-crew or vehicle stress limits [12].
The size of this corridor depends on the constraints which stem from the vehicle
design. In other words, it depends on the loads and heating rates the vehicle can withstand
and directly reflects how sensitive the vehicle reacts to navigational errors. A narrow
corridor stands for a small error margin since in this case only a small number of
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trajectories lead to a successful re-entry. And correspondingly a wide re-entry corridor
leads to a larger error margin. Therefore, a wide re-entry corridor is prefered. The size
can be influenced by tackling the undershoot and overshoot boundaries. The boundaries
depend on the maximum and minimum deceleration of the vehicle respectively which
can be affected by the initial entry angle and entry velocity. But these parameters are
predefined by the mission settings. The only parameter that can be influenced here is the
ballistic coefficient BC which directly influences the maximum heating rate of the vehicle.
Thus, the corridor and consequently the error margin can only be enlarged by increasing
the maximum heating rate and loads the vehicle can withstand.
Figure 2.3: Re-Entry Corridor (adapted from [12, 11])
2.2 Environment Modelling
The environmental conditions are defining for a successful landing on celestial bodies since
the environment defines the loads the vehicle is subjected to. These loads are crucial for
the vehicles motion. Defining for the environment are the atmosphere, the gravitational
field and the shape of the body on which the landing takes place [12].
Here main focus is placed on the atmospheres and the gravitational fields of Earth
and Mars. Even if the shape of these planets is not a perfect sphere the specific shape is
neglected and assumed to be spherical.
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2.2.1 Gravity
Gravity is the force that draws the vehicle towards the planet during re-entry. According to
Newton’s law of gravitation two point masses separated by a distance r exert an attractive
force on each other
F (r) = G
mM
r2
, (2.1)
where G = 6.672591 · 10−11 m3 kg
s2
is the universal gravity constant,M andm are the masses
of the bodies.
To calculate the gravitational field and accordingly the acceleration due to gravity the
equation in (2.1) is set equal to the elementary formula of the weight force depending on
the gravitational acceleration g of the planet and the mass m of a body the force is acting
on. From this follows a formula for the gravitational field of a planet depending on the
gravitational constant denoted by GM (see table A.1 in appendix A.1) and the distance r
from the body.
F = mg = G
mM
r2
(2.2)
⇒ g = GM
r2
=
GM
(R0 + h)2
(2.3)
To calculate the gravitational acceleration depending on the altitude of the re-entry vehicle
r is replaced with r = R0 + h. In this case R0 represents the radius of the corresponding
planet and h the altitude above the planet.
In figure 2.4 the acceleration due to gravity of Earth and Mars is presented as a
function of the altitude h. The gravity on the surface of Mars is about one third of the
gravity on the surface of Earth.
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Figure 2.4: Gravitational field of Earth and Mars as a function of altitude h.
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2.2.2 Atmosphere
The difference between landing on an asteroid or comet and landing on a planet is the
presence of an atmosphere. Due to this thin layer of gas, the re-entry vehicle experiences
the aerodynamic forces lift and drag which cause it to decelerate or lift even higher as well
as aerodynamic heating caused by friction with the atmosphere. These aspects are critical
for a successful mission and need to be known over the whole trajectory. Therefore, an
atmospheric model is used to determine the aerodynamic forces acting on the vehicle.
The dependent properties of the atmosphere, temperature and pressure, change
over time and altitude due to solar activity throughout the day. These changes are difficult
to model. All atmosphere models regardless of which planet are very complex and only
approximations. For the re-entry dynamics in section 2.4 the density ρ in dependence
of the altitude h is taken into account since the density is influencing the aerodynamic
drag and correspondingly the deceleration of the vehicle. In figure 2.5 three different
atmosphere density profiles of Earth and Mars are shown respectively.
The models used in this thesis for Earth are the US Standard Atmosphere from 1976
(US76), the MSISE-00 empirical model and the Earth Atmospheric Model (EAM)
by NASA Glenn Research Centre given in A.2. For Mars the model established by
Noton in [19], the Mars Atmospheric Model (MAM) by NASA Glenn Research Cen-
tre and the Mars Global Reference Atmospheric Model (GRAM) also given in A.2 are used.
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Figure 2.5: Comparison of different Earth and Mars Atmosphere Models with a logarith-
mic x-axis
The atmosphere of Earth consists of nitrogen and oxygen and can be devided into
three layers (troposphere, stratosphere and mesosphere). In comparison, the atmosphere
of Mars is much thinner, consists mainly of carbon dioxide and can be seperated into two
layers [49]. This difference leads to a different number of aerodynamic loads whether the
vehicle is entering the atmosphere of Mars or Earth.
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2.3 Aerodynamics
In re-entry trajectory design the variable parameters besides the initial conditions are the
vehicle parameters: ballistic coefficient BC and lift-to-drag ratio CLCD . These aerodynamic
characteristics depend on the vehicles shape and size, the air conditions and the flight
velocity.
Ballistic Coefficient
The ballistic coefficient characterises the intensity of a vehicle’s deceleration due to drag
of the atmosphere. This property depends on the mass m and the cross-sectional area A
and the drag coefficient CD of the vehicle.
Bc =
m
CDA
(2.4)
The drag coefficient CD is a dimensionless measure for drag or flow resistance of objects
in fluid flow. It depends on the cross-sectional area A, the density ρ, the velocity v of the
fluid and the drag force FD.
CD =
FD
1
2ρAv
2
=
D
qA
, (2.5)
In most cases this value is measured in wind tunnels using a vehicle model or approximated
with numerical flow simulation.
Figure 2.6: Ballistic Coefficient (adapted from [11]).
The ballistic coefficient varies with the vehicle shape and the entry angle. A blunt vehicle
has a lower BC than a more streamlined vehicle (see figure 2.6). The streamlined vehicle
will reach the ground faster than the blunted one and it will experience its maximum
deceleration much lower in the atmosphere [11].
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Lift-to-Drag Ratio
The ratio between lift and drag is an indication for the aerodynamic efficiency of a vehicle.
The drag force is oriented along the flight path but contrary to the direction of motion
and the lift force is perpendicular to it [56], see figure 2.1.
The lift coefficient characterises the amount of lift a vehicle can generate in a fluid
medium. As well as the drag coefficient CD it depends on the cross-sectional area A, the
density ρ and the velocity v of the fluid. But in contrast to the drag coefficient CD the lift
coefficient depends on the lift force FL.
CL =
FL
1
2ρv
2A
=
FL
qA
(2.6)
Similar to the drag coefficient the lift coefficient is usually measured in wind tunnel exper-
iments or approximated from numerical flow simulations.
The lift coefficient divided by the drag coefficient is the lift-to-drag ratio. The higher the
ratio the greater the distance a vehicle can travel across the ground.
CL
CD
=
FL
FD
(2.7)
A ratio CLCD < 1 is characteristic for low lift vehicles like capsules while a ratio
CL
CD
> 1
is typical for high lift vehicles like planes or the Space Shuttle. As an overview some
examples for the aerodynamic coefficients accompanied by the corresponding missions are
given in the following table 2.1. For example, an airplane possesses a high amount of lift
but only a small amount of drag which results in a high lift-to-drag ratio. The higher the
amount of drag a vehicle produces the smaller the lift-to-drag ratio and vice-versa.
BC [kg/m2] CLCD
Capsules
Small unmanned 72.8 0.3
Apollo 280 0.3
Mercury 268.44 N/A
Winged
Space Shuttle (hypersonic phase) 432.1 1.0
Space Shuttle (approach) 432.1 4.5
Table 2.1: Mission examples for ballistic coefficient and lift-to-drag ratios (from [13, 19])
In figure 2.7 the correlation of the ballistic coefficient and the lift-to-drag ratio and the
shapes of the re-entry vehicles is shown.
Aside from lift and drag another load acting on the vehicle during re-entry is the
heating due to friction between the vehicle and the atmosphere. The heating is also critical
for the mission but this aspect is not part of the thesis work and is not dealt with further.
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Figure 2.7: Lift-to-drag ratio compared to the ballistic coefficient denoted with corre-
sponding vehicle shapes (adapted from [14]).
2.4 Re-Entry Dynamics
All the above discussed aspects of re-entry are modelled in the re-entry dynamics. The
dynamics used in this thesis are taken from [1, 3]. Two models will be presented: a three
state and a six state model. Main focus is placed on the three state model. For simulation
results of the six state model refer to appendix C.
The presented models govern the trajectory of the centre-of-mass of a non-thrusting, lifting
vehicle entering a planetary atmosphere and are solved using the ode23 solver of MATLAB.
2.4.1 Three State Model
The three state model presents the simplified scenario given in figure 2.1. In this case, the
vehicle’s trajectory is contained in the longitudinal plane and is described by the variables
altitude h, velocity v and flight path angle γ.
h˙ = v sin γ
v˙ = − ρ
2Bc
v2 − g sin γ
γ˙ =
ρ
2Bc
CL
CD
v + cos γ
(
v
R0 + h
− g
v
) (2.8)
where g as in (2.2) and ρ is the atmosphere model as described in 2.2.2. In this model, the
bank angle is set to zero and the rotation of the planet is neglected.
For a descent on celestial bodies without atmosphere the dynamics of the three
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state model can be reduced to
h˙ = v sin γ
v˙ = −g sin γ
γ˙ = cos γ
(
v
R0 + h
− g
v
) (2.9)
where ρ(h) = 0. In this case only the gravity is the operating force drawing the re-entry
vehicle towards the planet. In figure 2.8 the descent onto Earth and Mars without lift and
drag of the atmosphere is shown exemplarily. The initial values for the states were set as
h0 = 80km
v0 = 3.5
km
s
γ0 = − 2◦ = −0.0349rad
(2.10)
The radiuses of Earth and Mars are taken as stated in table A.1.
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Figure 2.8: Descent onto Earth and Mars without consideration of the atmospheres.
Due to the higher mass and planetary radius of Earth and thus the higher gravity
(see figure 2.4) compared to Mars, the vehicle hits the ground with a higher velocity and
after a shorter amount of time. The velocity of the vehicle increases since no aerodynamic
forces interfere and thus it is not decelerating.
This changes when the atmosphere is considered. In this case, the aerodynamic parameters
are set as
BC = 78.2
kg
m2
CL
CD
= 0.3
(2.11)
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The initial conditions for the entry altitude h0, the entry velocity v0 and the entry angle
γ0 are the same as given in (2.10). For modelling the atmosphere the models mentioned in
section 2.2.2 are used. In figure 2.9 the entry trajectories for each atmosphere model are
presented for Earth and Mars, respectively.
Compared to the descent without atmosphere the re-entry takes much longer due
to the aerodynamic loads. Also, the velocity is decreasing with time. In case of re-entry
onto Earth the vehicle is decelerating faster and earlier than the vehicle re-entering onto
Mars as a result of the much denser atmosphere. For Mars, it is noticeable that for every
state the trajectory utilising the atmosphere model by Noton is almost congruent with
the one using GRAM.
In figure 2.10 the re-entry into Earth and Mars atmosphere is shown respectively.
Additionally the initial velocity is varied for the values v0 ∈ {3.0kms , 3.5kms , 4.0kms }. In
this case for Mars the atmosphere model developed by Noton [19], see (A.5), and for Earth
the EAM from NASA Glenn Research Center, see (A.1), is used to model the atmosphere.
In case of re-entry onto Earth it is noticeable that for any of the three different
initial velocities the trajectories do not change much. In addition, the descent times tf
are also almost the same, see table 2.2. Regarding the entry into Mars’ atmosphere the
different initial velocities have a high impact on the trajectory. On the one hand the
descent time varies with the different velocities more recognisable than in case of Earth,
see table 2.2. But even more striking: at the entry velocity of v0 = 4.0kms the altitude is
first decreasing until about 72km and then increasing again. This means that the vehicle
bounces of off the atmosphere and travels back into space. With this entry velocity and
the aerodynamic parameters as in (2.11) the vehicle overshoots and violates the upper
boundary of the re-entry corridor.
v0 in km/s
3.0 3.5 4.0
Earth tf 612s 630s 648s
Mars tf 580s 824s -
Table 2.2: Descent times of re-entry onto Earth and Mars for different entry velocities.
When varying the entry velocity, it is also possible to vary the aerodynamic prop-
erties the lift-to-drag ratio and the ballistic coefficient. These coefficients have an even
larger impact on the re-entry trajectory. The initial values for h, v and γ are the same as
given in (2.10). The parameters are set as the combinations in table 2.3. Combinations
I, II and III, IV are typical for capsules and winged vehicles respectively. In cases I and
III the vehicles are unmanned and correspondingly in cases II and IV the vehicles are
manned. These values are taken from [19, 13].
This combination of initial values and parameters results in two different types of
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I II III IV
BC [kg/m2] 72.8 280 72.8 280
CL/CD 0.3 0.3 1.0 1.0
Table 2.3: Combinations of ballistic coefficient BC and lift-to-drag ratio CLCD for different
re-entry scenarios.
re-entry trajectories. Concerning a ratio CLCD = 1.0 the re-entry leads to skipping or lofting
trajectories in case of Mars as well as Earth, for CLCD = 0.3 the re-entry leads to ballistic
trajectories, where the altitude decreases over time. Consequently also the descent times
depend on the combination of parameters as stated in table 2.4. It can be recognised that
for Earth the descent times are wide spread. But for Mars the trajectories can be clearly
separated between the ones with CLCD = 1.0 and
CL
CD
= 0.3 depending on the descent time.
I II III IV
Earth tf 630s 399s 1154s 782s
Mars tf 824s 838s 2220s 2205s
Table 2.4: Descent times of re-entry onto Earth and Mars for different aerodynamic prop-
erties BC and CLCD .
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Figure 2.9: Re-Entry onto Earth (top) and Mars (bottom). For each three different at-
mosphere models are used with the initial conditions h0 = 80km, v0 = 3.5kms
and γ0 = −2◦. The parameters are set as BC = 72.8 kgm2 and CLCD = 0.3.
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Figure 2.10: Re-Entry onto Earth (top) and Mars (bottom) at different entry velocities.
For Earth the Earth Atmosphere Model (EAM) by NASA and for Mars the
model established by Noton is used. The remaining initial conditions are set
as h0 = 80km and γ0 = −2◦. The parameters are set as BC = 72.8 kgm2 and
CL
CD
= 0.3.
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Figure 2.11: Re-Entry onto Earth (top) and Mars (bottom) for different BC and CLCD
combinations. For Earth the Earth Atmosphere Model (EAM) by NASA
and for Mars the model established by Noton is used. Again the initial
conditions are set as h0 = 80km, v0 = 3.5kms and γ0 = −2◦.
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2.4.2 Six State Model
With the six state model the rotation of the planet and a possible bank angle of the vehicle
are considered. In addition to the states (h, v, γ) the longitude θ, latitude φ and velocity
azimuth angle (VAA) ψ of the vehicle are included in the differential equations, see figure
2.12.
Figure 2.12: The re-entry scenario of the six state model considering the planetary rota-
tion (adapted from [3]).
The flight path angle γ is measured positive when pointing upward from the local horizon
(see also figure 2.1). The azimuth angle ψ of the velocity is measured positive towards
North. The bank angle is taken such that the vehicle is turning to the left for a positive
angle [3].
h˙ = v sin γ,
θ˙ =
v cos γ cosψ
(R0 + h) cosφ
,
φ˙ =
v cos γ sinψ
(R0 + h)
,
v˙ = − ρ
2Bc
v2 − g sin γ + ω2(R0 + h) cosφ(sin γ cosφ− cos γ sinφ sinψ), (2.12)
γ˙ =
ρ
2Bc
CL
CD
v cos(α) + cos γ
(
v
R0 + h
− g
v
)
,
ψ˙ =
ρ
2Bc
CL
CD
v sinα
cos γ
− v cos γ
R0 + h
tanφ cosψ + 2ω(tan γ cosφ sinψ − sinφ)
− ω
2(R0 + h)
v cos γ
sinφ cosφ cosψ,
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where α is the bank angle and ω is the rotational angular velocity of the planet (see
table A.1). The first three equations describe the kinematic relations and the remaining
equations display the momentums [3]. The terms in connection with ω in the equations v˙
and ψ˙ model the planetary rotation.
At this point the six state model is not examined further. For simulation results of
the re-entry onto Earth and Mars in course of the six state model refer to appendix C.
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Chapter 3
Uncertainty Dispersion Analysis
To ensure a safe and reliable entry, descent and landing (EDL) of a re-entry vehicle one
must predict the system performance in presence of uncertainties. These uncertainties
thrive from navigational errors, inaccurately predicted aerodynamic parameters as well as
the approximated atmosphere model, which lead to off-nominal trajectories during the
mission. Instead of simulating thousands of trajectories with random initial conditions as it
is done for the Monte-Carlo (MC) analysis, this study outlines methods to investigate how
a given distribution of initial conditions and parameters evolve over time. An advantage
of this method is that all statistical moments can be derived from the probability density. [1]
First the necessary stochastical terms based on [22, 23, 24] are defined. Afterwards
the method to analyse the uncertainty dispersion of a dynamic system is deduced as
established in [1, 2, 6, 7]. In the end the three state model is analysed and the procedure
to derive the landing dispersion based on the covariance matrix [4, 5] is laid out.
3.1 Fundamentals of Stochastics
The following explanations and definitions shall give an overview and understanding of
the stochastical terms used in the upcoming sections.
Probability theory and statistics compose the mathematical domain of stochastics,
which main subjects are occasional events and stochastic processes. This domain en-
compasses the description of coincidental occasions and their modelling. These occasions
can arise discrete as in gambling like lottery or while tossing a dice. In contrast, the
continuous occasions can be found in the natural sciences, for example fluctuations of the
temperature in the course of a day in the lower atmosphere of Earth.
All stochastic processes are based on so-called random variables.
Definition 3.1 (Random Variable) Let Ω be a probability space, so that every mapping
X : Ω→ R is called a random variable on Ω.
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A random variable is a function that maps possible outcomes x to a specific value. Each
outcome has a specific probability by which it occurs.
Definition 3.2 (Probability) The probability of an outcome x ∈ Ω is a function on the
probability space Ω, denoted by P (x) and holds the conditions
(i) P (Ω) = 1,
(ii) 0 ≤ P (x) ≤ 1,
(iii) P (
∑n
i=1 xi) =
∑n
i=1 P (xi), if x1, . . . , xn pairwise disjoint, xi ∈ Ω.
For a random variableX the expected value states the average value of all possible outcomes
xi weighted with the associated probabilities P (xi).
Definition 3.3 (Expected Value) For a random variable X : Ω → R, Ω ⊂ R and the
probability P
E(X) :=
∑
i∈Ω
xi · P (xi) = µ (3.1)
is the expected value for a discrete random variable X.
Based on the expected value it is possible to calculate the variance of a random variable.
Definition 3.4 (Variance and Standard Deviation) The variance of a random vari-
able X : Ω→ R, Ω ⊂ R is calculated from the expected value (3.1)
Var(X) = V (X) := E(X − E(X))2, (3.2)
which can also be written as σ2(X).
The standard deviation is the positive square root of the variance
σ(X) :=
√
V (X). (3.3)
The variance is a measure of the intensity of the dispersion around the expected value of
a random variable. In case of two random variables X and Y the covariance is a measure
for the relation between these random variables.
Definition 3.5 (Covariance) The covariance of two random variables X and Y is given
as
Cov(X,Y ) := E((X − E(Y )) · (Y − E(Y ))) (3.4)
It states if a greater value for the random variable X goes along with greater values of Y
or on the contrary goes along with smaller values of Y .
The covariance of a random vector X = (X1, . . . , Xn)> can be written as a covariance
matrix.
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Definition 3.6 (Covariance Matrix) For a random vector X : Ω→ Rn the covariance
matrix is given as
C(X ) =

Cov(X1, X1) Cov(X1, X2) . . . Cov(X1, Xn)
Cov(X2, X1) Cov(X2, X3) . . . Cov(X2, Xn)
...
...
. . .
...
Cov(Xn, X1) Cov(Xn, X2) . . . Cov(Xn, Xn)
 , (3.5)
where Cov(Xi, Xi) = Var(Xi) for i = 1, . . . , n.
This matrix is positive definite and symmetrical.
On the main diagonal, the variances of each random variable are given.
All the above explanations hold for discrete random variables. With the probability
density function the probability dispersion of a continuous random variable is displayed.
Definition 3.7 (Probability Density Function (PDF)) The function f : R→ R is a
probability density function for a continuous random variable X if
(i) f is not negative, f ≥ 0 ∀x ∈ R
(ii) f is integrable
(iii) f is normalised, so that holds
∫∞
−∞ f(x) dx = 1 (normalization condition)
The probability density function is defined by the probability
P (X ∈ [a, b]) :=
∫ b
a
f(x) dx. (3.6)
For continuous random variables, the expected value and the variance can be estimated
from a PDF.
Definition 3.8 (Expected Value) For a continuous random variable X and a probabil-
ity density function f
E(X) =
∫ ∞
−∞
xf(x) dx = µ (3.7)
is the expected value.
Likewise, for a discrete random variable the variance follows from the expected value.
Definition 3.9 (Variance) For a continuous random variable X and a probability density
function f
Var(X) = E((X − µ)2) =
∫ ∞
−∞
(x− µ)2f(x) dx (3.8)
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or alternatively by displacement law
Var(X) = E(X2)− E(X)2 =
∫ ∞
−∞
x2f(x) dx− µ2 (3.9)
is the variance.
A common continuous probability distribution is the normal or gaussian distribution. In
statistics, this distribution is often used to model real-valued random variables with un-
known distributions in natural or social sciences. The probability density of the normal
distribution is given as
Definition 3.10 (Probability Density of the Normal Distribution) The random
variable X : Ω → R possesses the normal distribution with parameters µ and σ2, if x has
the density
ϕµ,σ(x) =
1
σ
√
2pi
· exp
(
−(x− µ)
2
2σ2
)
. (3.10)
It is denoted with X ∼ N (µ;σ2).
In figure 3.1 the normal distributions for different expected values and variances are
displayed. A larger value of the variance yields a wider spread normal distribution.
−5 −4 −3 −2 −1 0 1 2 3 4 5
µ = 0, σ = 0.2
µ = 0, σ = 0.5
µ = 0, σ = 1
µ = 0, σ = 5
µ = 2.5, σ = 1
Figure 3.1: Density function of the normal distribution N (µ;σ2) for different expected
values µ and standard deviations σ
The 1-, 2-, or 3-σ neighbourhood around the mean value µ denotes that the ran-
dom variable reaches a specific value with 68%, 95% or 99% probability, see figure 3.2,
this is also called the 3-sigma-rule.
In case of a n-dimensional random vector the normal distribution can be extended to a
multivariate normal distribution depending on the vectorial expected value and the n×n-
dimensional covariance matrix.
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Figure 3.2: Density function of the normal distribution and 1- and 2-σ neighbourhood
around the mean value µ.
Definition 3.11 (Probability Density of the Multivariate Normal Distribution)
A n-dimensional real random vector X : Ω → Rn is normal distributed with the expected
value µ ∈ Rn and the positive definite and symmetric covariance matrix C ∈ Rn×n, if the
variable holds a density function of the form
ϕµ,C(x) =
1√
(2pi)ndet(C)
exp
(
−1
2
(x− µ)>C−1(x− µ)
)
. (3.11)
This multivariate distribution is denoted with X ∼ Nn(µ;C).
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x2
ϕ
(x
1
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)
Figure 3.3: Probability density of a multivariate normal distribution for two random vari-
ables X1 and X2.
From this multidimensional probability distribution, also called joint probability distribu-
tion, the marginal probability distribution of each random variable xi can be derived by
integration. For two random variables X1 and X2 a possible joint probability distribution
is given in figure 3.3. The marginal probability distribution of the random variable X1
yields to
ϕµ,C(x1) =
∫ ∞
−∞
ϕµ,C(x1, x2) dx2.
Since for the uncertainty dispersion analysis the continuous case is of importance, only the
explanations and definitions for continuous random variables are of interest in the next
sections.
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3.2 Uncertainty Propagation
The uncertainty analysis method presented here is a direct method which aims to solve a
PDF transport equation directly. The temporal evolution of a joint PDF over the state
space, which changes with respect to the underlying dynamics, can be derived from the
general formulation of the continuity equation for probability - the Liouville Equation [6].
For the next considerations, a non-linear state space model is required, since it
governs specific system dynamics.
Definition 3.12 (State Space Model) Let f : Rnx × Rnp → Rnx be continuous differ-
entiable and partially differentiable related to the states x(t) ∈ Rnx and the parameters
p ∈ Rnp , for all t ∈ [t0, tf ]. The state x acts corresponding to the differential equation
x˙ = f(x, p). (3.12)
The system dynamics are governed by f , t0 ∈ R denotes the starting time and tf ∈ R the
ending or final time.
This state space model can be put in an augmented form
˙˜x = F (x˜), (3.13)
where x˜ = (x, p)> ∈ Rnx+np is the extended state space.
The equation that governs the temporal evolution of probabilistic uncertainty in the ini-
tial conditions and parameters is given by the Stochastic Liouville Equation (SLE) which
governs the probabilistic continuity equation.
∂ϕ(x˜, t)
∂t
+
nx∑
i=1
∂
∂x˜i
[ϕ(x˜, t)Fi(x˜)] = 0 (3.14)
This is a quasi linear partial differential equation (PDE) depending on the joint PDF
ϕ(x˜, t).
Using the Method of Characteristics (MOC) the PDE can be reduced along the trajectory
to an ordinary differential equation (ODE) (see [2])
dϕ(x˜, t)
dt
= −ϕ(x˜, t)Ψ(x˜) (3.15)
where Ψ(x˜) =
∑nx
i=1
∂Fi
∂x˜i
is the trace of the Jacobian of the dynamics (3.13) which evolves
with time. With the initial state and parametric uncertainties specified in terms of a joint
PDF ϕ0 = ϕ(x˜0, t0) the solution of (3.15) yields to
ϕ(x˜, t) = ϕ0 exp
(
−
∫ t
0
Ψ(τ) dτ
)
, (3.16)
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depending on the time t and the states x˜.
The marginal PDFs can be calculated by integrating out the states over the respective
domains
ϕ(x˜i, t) =
∫
D1
· · ·
∫
Di−1
∫
Di+1
· · ·
∫
Dnx
ϕ(x˜, t) dx˜1 . . . dx˜i−1dx˜i+1 . . . dx˜nx (3.17)
with Di domain of the ith state variable at time t, for i = 1, . . . , nx.
Analytical Formulation and Numerical Implementation
of a One Dimensional Example
As a first one-dimensional example consider
x˙ = −x2 , where x(0) = x0 (3.18)
which in this case can be solved analytically. The solution of this initial value problem is
given by
x(x0, t) =
x0
1 + tx0
. (3.19)
From this follows for the trace of the Jacobian
Ψ(x˙) = −2x(t) = − 2x0
1 + tx0
⇒ exp
(
−
∫ t
0
Ψ(x(τ)) dτ
)
= exp
(
2x0
∫ t
0
1
1 + τx0
dτ
)
= (1 + tx0)
2
and inserted into the solution of the Stochastic Liouville Equation (SLE) (3.16)
ϕ(x, t) = ϕ0(x0)(1 + tx0)
2. (3.20)
With the PDF the evolution of the initial conditions over time is described. Thus, the
solution x0 = x0(x, t) is needed. From (3.19) results
x0 =
x
1− tx, (3.21)
substituting to (3.20) yields
ϕ(x, t) = ϕ0
(
x
1− tx
)(
1 +
x
1− tx
)2
, (3.22)
where ϕ0 is chosen as N (0; 1) the standard normal distribution.
In figure 3.4 the evolution of ϕ(x, t) is presented. It is noticeable that for t → ∞
the PDF of this one-dimensional example becomes a dirac delta distribution. The unique
equilibrium (f(t, x) = 0, ∀t) of the dynamics in the asymptotic limit being the origin
explains this behaviour. All probability mass moves to the origin.[2]
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Figure 3.4: Evolution of the PDF of the one-dimensional example starting with the nor-
mal distribution N (0; 1) at t0 = 0. Over time the PDF tends towards the
asymptotic limit of the impulse function (see [2]).
According to theory the from the SLE resulting PDF satisfies the criteria for a
probability density function, see Definition 3.7. To ascertain this it is sufficient to check
the normalization condition for each time step ti, i = 0, . . . , n− 1.
εi =
∫ ∞
−∞
ϕ(x, ti) dx = 1 (3.23)
To get a better overview if the estimated PDF violates the condition above the absolute
error is observed
∆εi = |1− εi|. (3.24)
In figure 3.5 this error ∆ε is visualised for all time steps. The error fluctuates in an
acceptable range.
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Figure 3.5: Error of the PDF of the one-dimensional example
Not all ODE’s can be solved analytically. In this event, the ODE needs to be solved
numerically with a suitable method. Since the SLE estimates the temporal evolution of
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uncertainties in the initial conditions and a numerical solution depends on the chosen
initial conditions, the ODE needs to be solved backwards in time to find x0(x, t). For a
dispersion of the initial conditions the ODE is solved forward in time. The final values
of this set of solutions is then used as initial conditions for the backward integration.
The resulting x0(x, t) together with the analytically estimated trace of the Jacobian are
used to predict the temporal evolution of uncertainties in the initial conditions using the
solution of the Stochastic Liouville Equation. For a detailed view of this process see the
flow chart in figure 3.6.
State Space Model
x˙ = f(x, t)
Choose dispersion
of initial conditions
Solve ODE
(i) forward integration
(ii) backward
integration
Trace of Jacobian
Ψ(x˙) =
nx∑
i=1
∂fi
∂x˜i
Solution of SLE
ϕ(x, t) = ϕ0 exp
(
−
∫ t
0
Ψ(τ) dτ
)
Figure 3.6: Flow chart of the process to numerically estimate the temporal evolution of
a probability density function using the Stochastic Liouville Equation.
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3.3 Analysis of the Three State Model
With the uncertainty dispersion analysis method explained in theory, different cases of
the three state model are examined. In the following cases uncertainties in the states
x = (h, v, γ)> are considered. The used atmosphere models for Earth and Mars are the
EAM by NASA Glenn Research Centre and the model taken from Noton, as presented in
section 2.2.2.
3.3.1 Horizontal Flight
The first case examined at this point represents a horizontal movement of the re-entry
vehicle. This can be conducted by a constant zero flight path angle and a constant altitude.
For γ ≈ 0 and h = const. the three state model reduces to a one state model and only the
second equation of (2.8) remains
v˙ = −ρR0
2Bc
v2. (3.25)
This one state model can be solved analytically since it is similar to the one-dimensional
example mentioned before. Note that ρ is depending on h, but since h is constant the same
holds for ρ. This reduction leads to a horizontal movement at a constant altitude of the
re-entry vehicle. The solution of (3.25) is given by
⇒
∫ v
v0
1
v2
dv =
∫ t
0
−ρR0
2Bc
dt
⇒ v(t) = v0
1 + ρR02Bc v0t
(3.26)
The trace of the jacobian adds up to
Ψ(v˙) = −ρR0
Bc
v(t)
⇒ exp
(
−
∫ t
0
Ψ(v(τ)) dτ
)
=
(
1 +
ρR0
2Bc
v0t
)2
.
Inserting this into the solution of the Stochastic Liouville Equation (SLE) (3.16) results to
ϕ(v, t) = ϕ0(v0)
(
1 +
ρR0
2Bc
v0t
)2
. (3.27)
Solving (3.26) for v0 and inserting the result into (3.27) yields
v0 =
v
1− ρR02Bc vt
⇒ ϕ(v, t) = ϕ0
(
v
1− ρR02Bc vt
)
1(
1− ρR02Bc vt
)2 . (3.28)
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In this case hence, that given an initial PDF describing the initial uncertainties the PDF
can be estimated at any time and velocity.
For the specific case of horizontal flight on Earth and Mars the constant altitude is set at
h0 = 80km. For an initial velocity of v0 = 3.5kms the temporal evolution of the PDF in
(3.28) is displayed for Earth and Mars in figure 3.7 for an initial uniform dispersion of 5%
and 15% in v0.
In both cases of dispersions, it can be observed that for Mars the velocity remains
almost constant over time. In contrast for Earth the velocity decreases slightly over time
for both dispersions. As expected for a wider dispersion the range of the velocity is wider
as well.
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Figure 3.7: Temporal evolution of the PDF for horizontal flight of Earth (top) and Mars
(bottom) for 5% (left) and 15% (right) uniform dispersion in v0 at an altitude
h = 80km.
Again to make sure that the calculated PDF in (3.28) is a PDF as characterised in
Definition 3.7 the normalisation condition (iii) needs to be verified for every time step
(see also (3.23)). In figure 3.8 the absolute error as introduced in (3.24) is presented. For
both Earth and Mars the error rises monotonically with time for both dispersions. The
error for Earth is ten times greater compared to Mars. In both cases the error is in an
acceptable range.
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Figure 3.8: Absolute error of the violation of the normalisation condition of the PDF in
case of horizontal flight for Earth and Mars for 5% and 15% dispersion.
3.3.2 Vertical Flight
The next case to be examined illustrates a vertical descent of the re-entry vehicle. This is
ensured when the vehicles flight path angle points directly downwards (γ = −pi2 = −90◦)
and the vehicle produces no lift. For a constant flight path angle γ the three state model
reduces to a two state model
x˙ =
(
h˙
v˙
)
=
(
−v
− ρ2BC v2 + g
)
. (3.29)
In this case, the ODE system cannot be solved analytically and needs to be solved numer-
ically. With the trace of the Jacobian given as
Ψ(x˙) = − ρ
BC
v (3.30)
the temporal evolution of the PDF can be estimated. In figure 3.9 the numerically
calculated PDF for 5% and 15% uniform dispersion in the initial conditions h0 = 80km
and v0 = 3.5kms for Earth and Mars are displayed for the starting time t0, midway during
the descent tmid and the end time tf .
As expected the velocity and the altitude are decreasing over time. The same holds for
the dispersions. The more time passes the smaller is the range of the bivariate PDF for
altitude and velocity.
Likewise in the case before the estimated PDF for each time step is verified using
the absolute error mentioned in (3.24), see figure 3.10. For Earth the error remains
constant at about 0.06 and 0.12 for 5% and 15% dispersion. Also for Mars the error
remains almost constant in case of 5% dispersion and increases monotonically with 15%
dispersion in v0. In contrast to the error of the PDF of the horizontal flight the deviation
from the normalisation condition for Earth and Mars are of same order of magnitude.
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Figure 3.9: Temporal evolution of the PDF for vertical flight towards Earth and Mars
for 5% and 15% uniform dispersion in v0 and h0 respectively. The PDFs are
taken at time steps t0 = 0s, tf and midway tmid during the descent. These
times are tmid = 32.5s and tf = 65s for Earth and tmid = 12.5s and tf = 25s
for Mars.
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Figure 3.10: Absolute error of the violation of the normalisation condition of the PDF in
case of vertical flight for Earth and Mars for 5% and 15% dispersion.
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3.3.3 Re-Entry
In the last case the complete three state model is examined observing uncertainty disper-
sions in the initial states (h0, v0, γ0)>. For the use in the Stochastic Liouville Equation
the three state model is formulated as
x˙ =
h˙v˙
γ˙
 =
 v sin γ− ρ2BC v2 − g sin γ
ρ
2BC
CL
CD
v + cos γ
(
v
R0+h
− gv
)
 . (3.31)
The trace of the jacobian adds up to
Ψ(x˙) = − ρ
BC
v − sin γ
(
v
R0 + h
− g
v
)
. (3.32)
Likewise before, the complete three state model cannot be solved analytically. Therefore,
the PDF is estimated numerically. The temporal evolution of the estimated PDF for 5%
and 15% uniform dispersion in the inital conditions h0 = 80km, v0 = 3.5kms and γ0 = −2◦
is presented for Earth and Mars in figures 3.13 and 3.14 for three different time steps t0,
tmid and tf .
A dispersion in the initial conditions of 1% leads to a smaller over all range of the
PDFs over time compared to the PDFs for a dispersion of 5%. For all cases the altitude
and the velocity as well as the range of the dispersion is decreasing over time.
While descending onto Earth it is observable that the simulation stops at an altitude of
≈ 12km. Due to numerical instabilities, the ODE adapted for Earth cannot be integrated
further than tf = 350s. Nevertheless, the estimated PDFs give a good impression of
the temporal evolution of uncertainties in the initial conditions. In addition, the final
touchdown executed by parachutes or descent thrusters is not considered here.
In case of Mars it is striking that for a dispersion of 1% the re-entry vehicle hits
the ground, while for a dispersion of 5% the mean values of the PDFs remain at an
altitude of ≈ 65km to ≈ 70km after decreasing from h0 = 80km. The range of the
initial dispersion induces that the vehicle skips off of the atmosphere. This behaviour is
examined in more detail in section 3.4, when estimating a most probable trajectory from
the temporal evolution of the PDFs.
In figure 3.11 the absolute error for each time step of the violation of the normali-
sation condition is displayed. In comparison to the error of the PDF of vertical flight
towards Mars the error in this case increases monotonically in the same range of devia-
tion. This changes in case of Earth. The error increases dramatically due to numerical
instabilities. This problem already occurred during the numerical esaimation of the PDF.
The ODE system adapted for Earth could not be solved further than 350s. This becomes
more apparent when determining a most probable trajectory in section 3.4.
Doing further investigations it strikes that the magnitude of the absolute error depends on
the atmosphere model. The atmosphere of Earth is denser than the atmosphere of Mars.
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When scaling the atmosphere model of Earth down by a hundredth to match with the
magnitude of Mars the absolute error decreases to the same magnitude as in case of Mars.
In contrast, scaling the atmosphere model of Mars up by a hundredth the error increases
dramatically, see figure 3.12.
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Figure 3.11: Absolute error of the violation of the normalisation condition of the PDF of
the three state model for Earth and Mars for 1% and 5% uniform dispersion.
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Figure 3.12: Absolute error of the violation of the normalisation condition of the PDF of
the three state model for Earth and Mars for 5% uniform dispersion with
scaled atmosphere models.
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Figure 3.13: Temporal evolution of the PDF for re-entry onto Earth for 1% and 5%
uniform dispersions in h0, v0 and γ0. The PDFs are taken at time steps
t0 = 0s, tf = 350s and midway tmid = 175s during the descent.
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Figure 3.14: Temporal evolution of the PDF for re-entry onto Mars for 1% and 5% uni-
form dispersions in h0, v0 and γ0. For the 1% dispersion the PDFs are taken
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40 Chapter 3. Uncertainty Dispersion Analysis
3.4 Most Probable Trajectory
From the temporal evolution of the joint PDFs a most probable trajectory can be estimated.
For this purpose, the values of the states corresponding to the maxima of the marginal
PDFs in each time step are merged into a trajectory. Additionally, error bars for the 1-σ and
3-sigma neighbourhood around the most probable trajectory are added. This procedure is
done to analyse the three state model in the cases of vertical flight and re-entry further.
Vertical Flight
As explained in section 3.3.2 the trajectory depends only on altitude h and velocity v. The
most probable trajectory (MPT) surrounded by error bars for the 1-σ and 3-σ neighbour-
hood is shown in figure 3.15. As before it is noticeable that the dispersion shrinks in range
with proceeding time. The dispersion at the end of the simulations can be found in table
3.1.
hend in km
Disp. −3σ −1σ MPT +1σ +3σ
Erde
5% 14.22 15.89 16.72 17.56 19.22
15% 9.31 14.30 16.80 19.29 24.29
Mars
5% 1.35 1.51 1.59 1.67 1.83
15% 0.85 1.32 1.56 1.79 2.27
Table 3.1: Dispersion at end time tf for the altitude during vertical flight towards Earth
and Mars for 5% and 15% initial dispersion.
Re-Entry
The most probable trajectories for Earth as well as Mars for dispersions of 1% and 5%
are presented in figure 3.16 together with error bars for the 1-σ and 3-σ neighbourhood.
In case of 5% dispersion the re-entry vehicle does not hit the surface of Mars, but
remains at an altitude of h ≈ 60km. This thrives from the range of the dispersion. On
Mars, initial conditions of h0 ≥ 84km with v0 ≥ 3.675kms result into trajectories where the
vehicle bounces off of the atmosphere and wanders back into space leading to an altitude
which first decreases but increases again after some time. This behaviour generates a most
probable trajectory where the altitude remains almost constant and is not decreasing as
one would expect. This is not surprising since the PDF is estimated using the expected
value of the solution of the system dynamics in each time step. The expected value in each
state by each time step is calculated as presented in (3.1). Since at some point in each
trajectory with h0 ≥ 84km the altitude starts increasing again result in expected values
where the lower altitude compensates the higher altitudes producing a MPT which first
decreases and then remains almost constant at h ≈ 60km from the point where some of
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the trajectories started to bounce off of the planet’s atmosphere.
For Earth this problem does not occur. With a dispersion of 5% around h0 = 80km,
v0 = 3.5
km
s and γ0 = −2◦ the re-entry vehicle is able to land. This would change with
different initial conditions but is not analysed further.
The MPT is decreasing and the vehicle is descending onto Earth but is not hitting its
surface as seen in case of 1% dispersion for Mars. Due to numerical instabilities the
three state model adpated for re-entry onto Earth cannot be integrated further than 350s
with the set of initial conditions given by the 5% dispersion. Nevertheless, the analysis
shows useful results for Earth as well as Mars. In table 3.2 the variation at tf are gathered.
hend in km
Disp. −3σ −1σ MPT +1σ +3σ
Erde
1% 11.76 12.01 12.12 12.25 12.49
5% 10.36 11.58 12.19 12.81 14.02
Mars
1% 0.0521 0.0532 0.0537 0.0542 0.0553
5% 49.83 55.69 58.62 61.55 67.41
Table 3.2: Dispersion at end time tf for the altitude during re-entry onto Earth and Mars
for 1% and 5% initial dispersion.
As mentioned before, the final touchdown (last ≈ 10km in case of Earth and last
≈ 1.5km in case of Mars) is not considered here. In particular, the effects of parachutes or
descent thrusters are not included in the three state model.
Usually the vehicles are also controllable in their flight path angle to control the flight
direction but also altering the FPA leads to changes in the vehicle’s velocity. The controlled
re-entry is observed further in section 4.2.
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Figure 3.15: Most probable trajectory for vertical flight onto Earth (top) and Mars (bot-
tom) with 5% and 15% uniform dispersion in v0 and h0 respectively.
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Figure 3.16: Most probable trajectory for re-entry onto Earth (top) and Mars (bottom)
with 1% and 5% uniform dispersion in v0, h0 and γ0 respectively.
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3.5 Landing Dispersion from Covariance Matrix
The main focus when analysing uncertainties and their evolution throughout the entry,
descent and landing sequence is laid on landing dispersions and landing footprints. The
resulting landing dispersions influence the landing site selection and give an impression on
the range across the landing site and possible hazards.
To estimate the landing dispersion from the calculated PDFs the covariance matrix
is needed. This matrix as well as the expected value and the variance can be computed
from a PDF.
Definition 3.13 (Covariance Matrix from PDF) For a continuous random vector
X : Ω→ Rn and a probability density function ϕx(x, t) ∈ Rnx with x ∈ Rnx and t ∈ [t0, tf ]
C(X) = E((X − E(X)) · (X − E(X))>)
=
∫
(x− E(X)) · (x− E(X))>ϕx(x) dx (3.33)
=
∫
xx>ϕx(x) dx− E(X) · E(X)>
with the expected value
E(X, t) =
∫
xϕx(x, t) dx.
This gives a covariance matrix for the random vector X as in (3.5).
Theorem 3.14 A covariance matrix C of a random vector X has the properties
(i) C is symmetric
Cij = Cji.
(ii) C is definite non-negative for any x ∈ Rnx
x>C−1x ≥ 0.
(iii) If C is positive definite, then, for any x ∈ Rnx
‖x‖ = (x>C−1x) 12
has the properties of a norm.
with the notation Cij = C(xi, xj), for i, j = 1, . . . , nx.
Proof. A proof of this theorem can be found in [26]. 
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The variance, given on the diagonal of the covariance matrix C, and the covari-
ance, given by the non-diagonal entries of the covariance matrix C, define the spread and
the distribution of X. With this a covariance ellipse or covariance ellipsoid1 can be gen-
erated depending on the dimensions of the covariance matrix. In case of two-dimensional
data the covariance matrix gives an ellipse and for three-dimensional data it results in an
ellipsoid.
To deduce the covariance ellipse or ellipsoid from the covariance matrix the eigenvectors
and eigenvalues are necessary. The eigenvectors define the orientation in each dimen-
sion. The square root of the corresponding eigenvalues defines the semi-axis of the ellipsoid.
The uncertainty dispersion analysis of the three state re-entry dynamics propagates
probability densities ϕx(x, t) for each time step ti ∈ [t0, tf ], for i = 0, . . . ,m. For each
time step a covariance matrix C(x, ti) can be derived and with the procedure above a
covariance ellipsoid in the state space x = (h, v, γ)> can be generated. In figure 3.17 the
covariance ellipsoid at time step tf = 840s for the re-entry onto Mars with 1% dispersion
is displayed. Since the six state model is not analysed concerning the temporal evolution
of uncertainties a landing ellipse cannot be deduced here.
Figure 3.17: 1-σ Covariance ellipsoid for re-entry onto Mars estimated from the PDF
with 1% uniform dispersion at tf = 840s.
When analysing the six state model the covariance matrix of latitude and longitude at
time tf of the touch down can be deduced to a landing ellipse. In figure 3.18 a schematic
view of a landing ellipse is presented. The ellipse evolves around the nominal trajectory.
The maximum and minimum downrange trajectories mark the length and the maximum
and minimum cross range trajectories the width of the landing ellipse.
The range and orientation of the landing dispersion depends on different contributing
factors. These are navigation uncertainties, atmosphere model uncertainties, spacecraft
1also called error ellipse or error ellipsoid
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Figure 3.18: Schematic explanation of the landing dispersion when analysing the six state
model.
modelling uncertainties, winds and EDL margins. The main influence on the geometry of
the landing ellipse emerges from the atmosphere density uncertainties and the spacecraft
modelling uncertainties. The atmospheric uncertainties are caused by the atmosphere
measurements and the resulting model. For example low densities cause the vehicle to go
further down-track, while high densities cause the vehicle to move up-track of the mean
[45].
The spacecraft modelling uncertainties strive from the aerodynamic coefficients. Since the
aerodynamic behaviour of the re-entry vehicle is mainly measured or simulated and the
coefficients are then calculated from these measurements, the aerodynamic coefficients
the lift-to-drag ratio CLCD and the ballistic coefficient BC are subjected to a range of
inaccuracies. In figure 3.19 first estimations of landing ellipses for the Mars Exploration
Rover Spirit are given for each contributing factor [45].
Another possible method to estimate the landing dispersion is presented in [9].
Here the covariance matrix is directly derived from the system dynamics. In contrast
to the method presented in this thesis, this so called Linear Covariance Analysis uses
linearized system dynamics and utilises a beforehand calculated nominal trajectory to
develop covariance propagation and update equations. The covariance equations are used
to propagate statistics on navigation error, trajectory position as well as velocity and
attitude error. See [9, 10] for further details.
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Figure 3.19: First propagations of the landing dispersion and its contributors of the Mars
Exploration Rover Spirit [45]
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Chapter 4
Optimal Control of Re-Entry
Trajectories
Usually re-entry, descent and landing is executed by manoeuvrable vehicles which means
that the re-entry vehicle itself can control the trajectory it takes towards the planet.
In some cases, it is not only necessary to control the vehicle actively but it is also
advantageous since it enlarges the re-entry corridor and gives the possibility to reach a
predefined target from each entry point. One possible way to manoeuvre a re-entry vehicle
is to use flaps. With flaps the performances of the vehicle can be influenced directly since
the aerodynamic properties change. In figure 4.1 a concept of a manoeuvrable re-entry
vehicle with flaps is shown [63].
Figure 4.1: Concept of a controllable re-entry vehicle with flaps [63].
When examining controlled re-entry, it is of interest to find the optimal trajectory
concerning for example the descent time or the loads acting on the vehicle. And in order
to manoeuvre the vehicle along the optimal trajectory the angles of attack of the flaps
while descending need to be estimated.
The optimal controlled descent onto Earth and Mars is examined in this chapter.
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At first the necessary fundamentals in optimization and optimal control are presented.
Afterwards the three state model is optimized. At last the optimized trajectories are
analysed concerning the dispersion of uncertainties using the method presented in section
3.2.
4.1 Fundamentals in Optimization and Optimal Control
Optimization can be found in different fields of research in science, engineering and even in
economics. Typical examples are the minimization of costs or the maximization of profit
in trading, the minimization of emissions or the minimization of energy consumption in
automotive or aviation industry.
When optimising processes those are often exposed to certain system dynamics. Those
optimization problems are denoted as optimal control problems, since most often these
dynamics can be affected or controlled extraneous. Those processes could be for example
optimal ascent of a sounding rocket, optimal path-planning or other branches of aerospace.
But not just there, also in robotics or in the automotive industry those optimal control
problems are common.
First the fundamentals in nonlinear optimization are presented starting with the
standard optimization problem and the necessary and sufficient conditions for an opti-
mum. A numerical solution method and a solver which utilises this method is introduced
afterwards. These illustrations are based on [35, 40, 41].
Later the optimal control problem is laid out and a solution procedure is presented. These
fundamentals in optimal control are based on [31, 40, 42, 43].
4.1.1 Nonlinear Optimization
In optimization one strives to find an optimal solution of an objective function with regard
to specific constraints.
Definition 4.1 (Nonlinear Programm (NLP)) Let n,m ∈ N with m = m1 + m2,
0 ≤ m1 < m2, x ∈ Rnx , f : Rnx → R and g : Rnx → Rm be continuously differentiable,
then
min
x
f(x)
subject to gi(x) = 0, i = 1, . . . ,m1
gi(x) ≤ 0, i = m2, . . . ,m
(4.1)
is called a nonlinear optimization problem depending on the objective function f and con-
straints g. The constraints can occur as equality or inequality constraints.
Since a maximization problem can be easily converted to a minimization problem and vice
versa
max
x
f(x) = min
x
−f(x)
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only minimization problems are examined.
A solution of the objective function is only feasible, if it meets the constraints.
Definition 4.2 (Feasible Point) A x ∈ Rnx is called feasible, if
gi(x) = 0, i = 1, . . . ,m1,
gi(x) ≤ 0, i = m2, . . . ,m.
All feasible points are gathered in the active set.
Definition 4.3 (Active Set) The constraint gi(x) ≤ 0 is called active if gi(x) = 0 and
elsewise inactive. Therefore, equality constraints are always active. The set
A(x) := {i ∈ {1, . . . ,m}| gi(x) = 0}
is called the index set of active constraints.
The minimum of a constrained minimization problem is subjected to necessary and suf-
ficient conditions. To present these conditions in a more compact manner, the Lagrange
function is introduced.
Definition 4.4 (Lagrange Function) The Lagrange function is defined as
L(x, λ) := f(x) +
m∑
i=1
λigi(x) (4.2)
with L : Rnx×m → R and Lagrange multipliers λ ∈ Rm.
In order to guarantee the validity of the necessary conditions, the constraints g of the
optimization problem must hold the regularity conditions.
Definition 4.5 (Regularity Conditions) The constraints g satisfy the LICQ1 regular-
ity conditions in x ∈ Rnx , if ∇xgi(x) are linearly independent for i ∈ A(x).
The necessary conditions of first order are gathered in the KKT-conditions, named after
Karush, Kuhn and Tucker.
Theorem 4.6 (KKT-Conditions) Let x∗ ∈ Rnx be a local minimum of the nonlinear
optimization problem (4.1). Furthermore let f and g be continuously differentiable and let
g meet the LICQ-regularity conditions in x∗. Then there exist unique defined multipliers
λ∗ 6= 0, so that applies
(i) Optimality condition:
∇xL(x∗, λ∗) = ∇xf(x∗) +
m∑
i=1
λ∗i∇xgi(x∗) = 0
1LICQ: Linear Independence Constraint Qualification.
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(ii) Primal Feasibility:
gi(x
∗) = 0, i = 1, . . . ,m1
gi(x
∗) ≤ 0, i = m2, . . . ,m
(iii) Dual Feasibility:
λ∗i ≥ 0, i = m2, . . . ,m
(iv) Complementary Slackness:
λ∗i gi(x
∗) = 0, i = 1, . . . ,m (4.3)
The pair (x∗, λ∗) is called a KKT point.
Proof. A proof of this theorem can be found in [33]. 
With the strict complementarity condition, redundancy of the constraints with re-
gard to the objective function is postulated. If for one side condition holds gi(x) = λi = 0,
it has no influence on the objective function.
Definition 4.7 (Strict Complementary Slackness) A KKT-point (x∗, λ∗) satisfies
the strict complementary slackness condition if in addition to (4.3)
λi + gi(x
∗) 6= 0, i = m2, . . . ,m
holds. Which means that the Lagrange multipliers of active constraints do not vanish.
To decide if a KKT-point is an optimum sufficient conditions are necessary. First the search
directions can be restricted since a constrained optimality problem is examined here.
Definition 4.8 (Critical Cone) The critical cone is defined for a feasible point in (4.1)
as
K(x) := ker ∇ga(x) = {d ∈ Rn| ∇xgi(x)>d = 0,∀i ∈ A}.
Here ∇ga(x) denotes the Jacobian matrix of the active constraints.
With the second derivative also known as Hessian matrix of the Lagrange function the
sufficient optimality condition can be formulated.
Definition 4.9 (Sufficient Optimality Condition) Let (x∗, λ∗) be a KKT-point satis-
fying the LICQ regularity condition and the strict complementary slackness condition. Let
f and g be sufficiently often continuously differentiable. The point (x∗, λ∗) is a strict local
minimum of (4.1) if
d>∇2xxL(x∗, λ∗)d > 0, for all d ∈ K(x∗), d 6= 0.
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Proof. A proof of this theorem can be found in [33]. 
With all conditions for an optimal solution of nonlinear optimization problems pre-
sented the next step is to find such optimal solutions.
Since optimality problems in the form of 4.1 are challenging and extensive to solve ana-
lytically, the process to find an optimum analytically is not discussed here. Therefore, one
possible numerical method to find optimal solutions is presented. With the SQP-method2
one strives to approximate the optimal solution using a quadratic sub problem.
Definition 4.10 (Quadratic Optimization Problem (QP)) Let Q ∈ Rnx×nx , A ∈
Rm1×nx , B ∈ Rm−m1×nx , c ∈ Rnx , v ∈ Rm1, w ∈ Rm−m1 . With x ∈ Rnx the quadratic
problem is of the form
min
x
1
2
x>Qx+ c>x
subject to Ax− v = 0,
Bx− w ≤ 0.
(4.4)
The SQP-method attempts to iteratively generate a sequence x[0], x[1], . . . towards the
optimum x∗. The basic algorithm (taken from [41]) is presented below.
i. Check whether x[k] satisfies a termination criterion. If it does, terminate.
ii. Approximate the nonlinear problem by a quadratic sub problem in x[k] and use its
solution d[k] as the search direction.
iii. Determine a step size βk by applying a line search method to a merit function.
iv. Update the iterate x[k+1] = x[k] + βkd[k], increment k and go to 1.
The QP approximates the NLP using the Taylor-series expansion. The Lagrange function
L is approximated up to second order and the constraints g up to first order. This yields
the quadratic auxiliary problem.
Definition 4.11 (Quadratic Auxiliary Problem) Let L be the Lagrange function as
in (4.2), f and g as in (4.1). For d[k] ∈ Rn a quadratic sub problem is expressed as
min
d[k]
d[k]
>∇2xxL(x[k], λ[k])d[k] +∇F (x[k])>d[k]
subject to gi(x[k]) +∇gi(x[k])>d[k] = 0, i = 1, . . . ,m1,
gi(x
[k]) +∇gi(x[k])>d[k] ≤ 0, i = m2, . . . ,m.
(4.5)
A possible termination criterion could be illustrated by the optimality condition of the
KKT-conditions. But checking this is challenging when using a numerical method due to
inaccuracies. A more reasonable termination criterion could be
‖∇xL(x∗, λ∗)‖∞ < opt,
2SQP stands for Sequential Quadratic Programming
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with a specific bound opt > 0.
The SQP-method is used in the NLP-solver WORHP.
WORHP
The library WORHP (“We Optimize Really Huge Problems”) is developed by the Centre
of Industrial Mathematics of the University of Bremen and is designed to solve nonlinear
optimization problems. The SQP method together with the Interior-Point3 method is used
to find locally optimal points. The solver can handle problems with more than 106 opti-
mizations variables and exploits sparse structures of the objective function and constraints
for more computation efficiency.
4.1.2 Optimal Control
The problem (4.1) can be subjected to a system of differential equations which can be
controlled from the outside leading to the theory of optimal control.
Therefore, the dynamics introduced in Definition 3.12 are extended by the control
u(t) ∈ Rnu
x˙ = f(x, u, t) (4.6)
together with the states x(t) ∈ Rnx . Note that the parameters p are neglected here. As
well as in optimization the optimal control problem consists of an objective functional4 to
which an optimal trajectory has to be found.
Definition 4.12 (Objective Functional) Let Φ : Rnx×nx → R continuously differen-
tiable and f0 : Rnx×nu → R continuous and relating to x and u continuously partially
differentiable. The objective functional of an optimal control problem is then formulated as
I(x, u) = Φ(x(tf )) +
∫ tf
0
f0(x(t), u(t), t) dt
The introduced dynamics underlie initial and final conditions which are gathered in the
boundary constraints.
Definition 4.13 (Boundary Constraints) Let ξ : Rnx×nx → Rr be continuously differ-
entiable with 0 ≤ r ≤ 2nx. Then
ξ(x(t0), x(tf )) = 0
denotes the boundary constraints of the optimal control problem.
3for further details see [33] or [35].
4in some disciplines also called cost functional
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The optimal control problem is as well as the nonlinear optimization problem subjected to
constraints. This can be trivial box constraints or more complex conditions.
Definition 4.14 (Path Constraints) Let g : Rnx×nu → Rm be continuously differen-
tiable with m ≥ 0. Then
g(x(t), u(t)) ≤ 0, for all t ∈ [t0, tf ]
denotes the general path constraints of the optimal control problem.
All above explanations are merged into the optimal control problem.
Definition 4.15 (Optimal Control Problem (OCP)) From the previous definitions,
the standard optimal control problem follows as
min
x,u,p,tf
I(x, u) = Φ(x(tf )) +
∫ tf
0
f0(x(t), u(t), t) dt
subject to x˙ = f(x(t), u(t), t),
ξ(x(0), x(tf )) = 0,
g(x(t), u(t)) ≤ 0, t ∈ [0, tf ].
(4.7)
The solution of the optimal control problem consists of the optimal trajectory x∗(t), the
optimal control u∗(t).
Remark 4.16 Depending on the properties of f0 and Φ in the objective function, the
optimal control problem is classified as
(i) Bolza problem: f0 6= 0 and Φ 6= 0
(ii) Mayer problem: f0 ≡ 0
(iii) Lagrange problem: Φ ≡ 0
All these problems can be transferred into each other. For further details see [40].
There are two different methods to solve such problems: indirect and direct. On the one
hand, this problems can be solved using an indirect method where theoretical results of
the minimum principle of Pontryagin are used to convert the optimal control problem into
a boundary value problem, see [40] for further details.
Here, the focus is placed on the direct methods, since the solver used to solve the optimal
re-entry problem utilises this second class of possible solution procedures. But also, this
method does not need as good and precise initial estimates as in case of indirect methods.
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Direct Method
The direct method strives to determine approximate values for the integral and the
right-hand site of the differential equations at selective supporting points. By discretising
the control and state functions the infinite-dimensional optimal control problem is
converted into a finite optimization problem.
Therefore, the continuous time axis t ∈ [t0, tf ] is replaced by a set of discrete grid
points
t ∈ 0 = t1 < t2 < · · · < tl = tf , l ∈ N
which not necessarily have to be equidistant. Thus, instead of determining a state function
x(t) and a control function u(t), only vectors of discrete values u = (u1, . . . , ul)> and
x = (x1, . . . , xl)> remain, where ui ≈ u(ti) and xi ≈ x(ti).
A simple approach to approximate the integral of the objective function between
two grid points ti and ti+1 is given by∫ ti+1
ti
f0(x(t), u(t)) dt ≈ (ti+1 − ti)f0(xi, ui).
If the system of differential equations (4.6) is solved with the Euler’s method the OCP can
be be expressed in a discretised form.
Definition 4.17 (Discretised Optimal Control Problem) With hi := ti+1 − ti, i =
1, . . . , j−1 and free parameters (ui)i=1,...,l for the control as well as (xi)i=1,...,l for the states
the discretised optimal control problem is given as
min
x,u,p
Φ(xj) +
j−1∑
i=1
hif0(x
i, ui)
subject to xi+1 = xi + hif(xi, ui), i = 1, . . . , j − 1,
ξ(x1, xj) = 0,
g(xi, ui) ≤ 0, i = 1, . . . , j.
(4.8)
Grouping the discretised variables x and u as well as the parameters p as an optimization
variable z = (x, u) ∈ Rnx+nu yields an NLP problem as characterised in Definition 4.1
which can be solved with the previous described NLP solver WORHP.
The system dynamics can be integrated using common methods like the Euler’s
method, the Trapezoidal or the Hermite-Simpson method. For example, the Trapezoidal
method can be denoted as
0 = xi+1 − xi − hi
2
(fi + fi+1)
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with fi = f(xi, ui), i = 1, . . . , l.
If the objective functional is of form of the Bolza problem or the Lagrange prob-
lem as mentioned in remark 4.16, the Lagrange term f0 needs to be integrated. This can
also be done by the methods described previously. When using the Trapezoidal method,
the objective function is given by
I[x, u] = Φ(xl) +
l−1∑
i=1
hi
2
(f i0 + f
i+1
0 )
with f i0 := f0(xi, ui), i = 1, . . . , l.
By transforming the optimal control problem (4.7) to the discretised problem (4.8)
solutions are only available at the grid points. To estimate solutions between two grid
points, the solutions is interpolated. For further details refer to [40] or [43].
TransWORHP
The library TransWORHP (Transcription for WORHP) is designed and developed by the
Centre of Industrial Mathematics of the University of Bremen to solve optimal control
problems. It discretises the optimal control problem and provides the arising optimization
problem to WORHP (see section 4.1.1).
TransWORHP can work with optimal control problems in form of the Bolza problem
where the Lagrange term is then integrated seperately. As integration methods the Euler’s
method, Trapezoidal and Hermite-Simpson method is available. The optimization process
can be observed on a user interface.
This library is used to examine a controlled re-entry onto Earth and Mars.
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4.2 Optimal Control of the Three State Model
To model controlled re-entry the three state model is extended by a control function u(t) ∈
R. This extension is made in the flight path angle which leads to a controllable FPA γu of
the re-entry vehicle and influences altitude h and velocity v indirectly
γ˙u =
(
ρ(h)
2Bc
CL
CD
v + cos γu
(
v
R0 + h
− g
v
))
+ u. (4.9)
Hereby the optimal control problem of controlled re-entry optimising the descent time for
t ∈ [0, tf ] yields to
min
x,tf
tf
subject to x˙ =
 h˙v˙
γ˙u

h(0) = h0, h(tf ) = 0
v(0) = v0
γu(0) = γu,0
0 ≤ h ≤ h0
0 ≤ v ≤ v0
γu,min ≤ γu ≤ γu,max
umin ≤ u ≤ umax
(4.10)
The box constraints of the flight path angle γu are set as
−90◦ ≤ γu ≤ 90◦.
In contrast, the box constraints for the states h and v depend on the initial conditions,
which are chosen as
h0 = 80km,
v0 = 3.5
km
s
,
γu = −2◦.
Taken the manoeuvrability of the Space Shuttle into account the box constraints for the
control are chosen as u = ±0.1◦ and u = ±1.0◦.
The optimal control problem 4.10 is examined for Earth and Mars for lift-to-drag
ratios of CLCD = 0.3 and
CL
CD
= 1.0 with a ballistic coefficient BC = 72.8 kgm2 . In table 4.1 the
optimized end times of re-entry are gathered.
4.2. Optimal Control of the Three State Model 59
CL/CD = 0.3
CL/CD = 1.0
u = ±0.1◦ u = ±1.0◦ u = ±0.1◦ u = ±1.0◦
Erde 626.8s 598.4s 1140.9s 1039.9s
Mars 741.8s 358.7s 2044.6s 2167.7s
Table 4.1: Descent times for Earth and Mars with oscillating control.
At the top of figures 4.3 to 4.6 the optimized trajectories for the above mentioned
cases are displayed. Especially in figures 4.4 and 4.5 it is observable that the controlled
flight path angle is exposed to unrealistic changes. Hence, this oscillating control needs to
be smoothed. This is obtained by a regularization term
κ‖u(t)‖22 = κ
∫ tf
0
u2(t) dt, κ > 0 (4.11)
which is added to the objective function. With this term the discontinuous oscillating
control is smoothed and the optimal control problem in (4.10) becomes
min
x,tf
tf + κ
∫ tf
0
u2(t) dt. (4.12)
The dynamics, box constraints and boundary constraints remain unchanged.
The weighting factor κ influences the smoothness of the control u. The greater κ the
more importance is laid on the smoothness of the control and the less importance is laid
onto the minimization of the descent time tf . Figure 4.2 gives an idea of how to choose
the weighting factor κ, to find a balance between minimising the descent time tf and
smoothing the control u(t).
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Figure 4.2: Influence of the weighting factor κ on the control u(t).
With a suitable weighting factor κ the descent times of the re-entry onto Earth and
Mars change in comparison to the times obtained by the oscillating control, see table 4.2.
Compared to the descent times in case of the oscillating control it is conspicuous that
these are not as minimal and only somewhat lower than in the uncontrolled case. This is
due to the weighting factor.
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CL/CD = 0.3
CL/CD = 1.0
u = ±0.1◦ u = ±1.0◦ u = ±0.1◦ u = ±1.0◦
Erde 628.26s 628.36s 1152.88s 1152.83s
Mars 810.94s 809.62s 2190.07s 2200.29s
Table 4.2: Descent times for Earth and Mars with smoothed control.
At the bottom of figures 4.3 to 4.6 the optimized trajectories using the smoothed control
for re-entry onto Earth and Mars are presented.
The box constraints for the control u(t) can be varied even further. Examinations
for u = [±10◦,±45◦,±90◦] can be found in appendix B.1. Likewise, the optimization of
the six state model can be found in appendix C.2.
In table 4.3 all technical details of the optimization using TransWORHP can be
found for the case of re-entry onto Mars. All calculations were performed on a computer
with the operating system Linux Ubuntu 16.04 utilised with an i7 3.4GHz processor.
Number of
grid box path CPU
u(t) points variables constraints constraints iterations time
oscillating 101 405 801 300 91 38s
smoothed 101 405 801 300 504 211.1s
Table 4.3: Technical details of the optimization using TransWORHP for the case of re-
entry onto Mars with CLCD = 0.3.
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Figure 4.3: Controlled re-entry onto Earth with the aerodynamic parameters BC =
72.8 kg
m2
and CLCD = 0.3.
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Figure 4.4: Controlled re-entry onto Mars for the aerodynamic parameters BC = 72.8 kgm2
and CLCD = 0.3.
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Figure 4.5: Controlled re-entry onto Earth with the aerodynamic parameters BC =
72.8 kg
m2
and CLCD = 1.0.
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Figure 4.6: Controlled re-entry onto Mars for the aerodynamic parameters BC = 72.8 kgm2
and CLCD = 1.0.
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4.3 Uncertainty Dispersion Analysis of Optimized
Trajectories
To analyse the temporal evolution of uncertainties in case of controlled re-entry onto Earth
and Mars, trajectories are generated for 5% dispersion in the initial conditions. This set of
trajectories is used to estimate the temporal evolution of the PDFs. The PDFs are obtained
using the Stochastic Liouville Equation introduced in section 3.2. From the PDFs, a most
probable trajectory is derived afterwards.
4.3.1 Temporal Evolution of the PDF
In figure 4.9 the estimated PDFs for Earth and Mars with u = ±1.0 are presented for
three consecutive time steps t0, tmid and tf . To evaluate the PDFs the mean descent time
is estimated from the descent times of the set of optimized trajectories. The optimized
descent times for each set of initial conditions are shown table 4.4.
Initial conditions
h0 68km 72km 76km 80km 84km 88km 92km Mean
v0 2.975
km
s 3.1505
km
s 3.325
km
s 3.5
km
s 3.675
km
s 3.85
km
s 4.025
km
s end
γu,0 −2.3◦ −2.2◦ −2.1◦ −2.0◦ −1.9◦ −1.8◦ −1.7◦ time
Erde 663.73 555.22 574.81 628.36 638.02 605.36 659.32 612.59
Mars 482.89 566.80 612.89 809.62 1200.91 1592.21 1983.50 1011.83
Table 4.4: End times tf in seconds of the set of optimized trajectories for re-entry onto
Earth and Mars and mean end time.
Observing the temporal evolution of the PDFs in figure 3.13 and 3.14 compared to the
PDFs in figure 4.9 it stands out that in case of controlled re-entry all trajectories end at
h = 0km. This is due to the end condition h(tf ) = 0. When examining the most probable
trajectory in section 4.3.2 this behaviour becomes more apparent.
The absolute error of the PDFs concerning the normalisation condition is shown in
figure 4.7. Regarding Mars, the error is of same magnitude as for the PDFs of the re-entry
in section 3.3.3. The same holds for the error in case of Earth. Nevertheless, the error is
dramatically larger, which is caused by numerical instabilities in the dynamics, especially
in the atmosphere model, as pointed out before.
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Figure 4.7: Absolute error of the violation of the normalisation condition of the PDF of
the optimized trajectories for box constraints u = 1.0◦ for Earth and Mars.
4.3.2 Most Probable Trajectory
As introduced in section 3.4 a most probable trajectory can be estimated from the PDFs.
The most probable trajectory for the optimized re-entry onto Earth and Mars is displayed
in figure 4.8. As explained the descent times of each set of initial conditions is averaged
to find the most probable trajectory.
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Figure 4.8: Most probable trajectory of optimized trajectories with box constraints u =
±1.0◦ for re-entry onto Earth (top) and Mars (bottom) with 5% uniform
dispersion in v0, h0 and γ0 respectively.
Compared to the MPT of the uncontrolled re-entry onto Mars in figure 3.16 it oc-
cures that due to the controllability the vehicle reaches the ground and is not skipping
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off of the atmosphere. The same applies to the most probable trajectory of the controlled
re-entry onto Earth. In this case, it is also possible to reach the ground due to the end
condition h(tf ) = 0.
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Figure 4.9: Temporal evolution of the PDF for optimized re-entry trajectories of Earth
(top) and Mars (bottom) for 5% uniform dispersion in h0, v0 and γ0 with a
control u = ±1.0◦. The PDFs are taken at time steps t0 = 0s, tmid = 306s
and tf = 612s for Earth. For Mars the time steps are t0 = 0s, tmid = 506s
and tf = 1012s.
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Chapter 5
Conclusion
5.1 Summary
This thesis presented the numerical temporal evolution of the Stochastic Liouville
Equation as an alternative to the computationally expensive Monte-Carlo analysis for
the examination of the uncertainty dispersion of atmospheric re-entry onto Earth and
Mars. Therefore, the thesis started off with the re-entry problem itself. The environment
in which the re-entry takes place was modelled and the aerodynamic characteristics were
explained. Two re-entry models, the three state and the six state model, were introduced
and resulting trajectories for different aerodynamic properties of the re-entry vehicle and
different initial conditions were presented.
The next chapter was dedicated to the uncertainty analysis. This analysis was based on
the temporal evolution of probability density functions. Thus, the necessary fundamentals
in stochastics were sum up before the Stochastic Liouville Equation was derived. On the
basis of a first one-dimensional example the analytical and numerical implementation was
illustrated. Afterwards the uncertainty analysis was performed for different re-entry cases
increasing in complexity for Earth and Mars, which led to multidimensional probability
densities for each time step. From the maxima of the probability density functions
at each time step most probable trajectories and additionally 1-σ and 3-σ error bars
were generated giving an impression of the influence of the uncertainties in the initial
conditions.
Since the probability density functions govern all stochastical moments, it was possible to
deduce the covariance matrices as first-order approximations. Using these matrices, the
procedure to estimate error ellipses was demonstrated. These ellipses govern the landing
dispersions for the re-entry if evaluated at the end time of the descent. At every other
time step these matrices govern the dispersion during the descent.
After all, a re-entry vehicle is usually manoeuvrable and it was necessary to discuss
the case of controlled re-entry. When speaking of controllability of a re-entry vehicle one
aims for the optimal re-entry trajectory concerning the minimal descent time or if modelled
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the minimal heating of the vehicle. Accordingly, the fundamentals in optimization and
optimal control were laid out before the analysis of the controlled re-entry. The vehicle
in this case, was controllable in its flight path angle and the trajectories were optimized
subjected to the descent time. Using the libraries WORHP and TransWORHP a set
of optimal trajectories was generated, which was afterwards analysed using the before
introduced Stochastic Liouville Equation.
5.2 Evaluation of Results
Evaluating the results of the previous chapters show that the Stochastic Liouville Equation
is an efficient way to analyse not only re-entry dynamics concerning the influence of
uncertainties. This equation directly yields probability density functions for every time
step showing the temporal evolution of uncertainties.
The first examination of ballistic re-entry gave a good feeling for the influences of
the initial conditions and the aerodynamic coefficients on the re-entry trajectory. In
contrast, the controlled re-entry avoided skipping off of the atmosphere which was caused
by a poor choice of initial conditions. Regardless of which constellation of initial conditions
and aerodynamic coefficients the re-entry was successful when considering controlled
re-entry and optimizing the trajectory subject to the descent time.
Comparing the results of the uncertainty analysis of controlled and ballistic re-entry onto
Earth and Mars it is noticable that for both cases the range of the dispersions decrease
with time. The main difference between the controlled and ballistic re-entry is that for
controlled re-entry all trajectories end at h(tf ) = 0km due to the choice of the end
conditions. In table 5.1 the 1-σ neighbourhood of the uncontrolled re-entry onto Mars for
1% uniform dispersion on the initial conditions is displayed for the final time tf is shown
exemplarily.
−1σ MPT +1σ
h in km 0.0532 0.0537 0.0542
v in kms 0.262 0.265 0.268
γ in deg -45.98 -45.52 -45.07
Table 5.1: Resulting 1-σ neighbourhood of Mars for 1% uniform dispersion in the initial
conditions at the end time tf = 840s.
Altogether, the uncertainty analysis performed in this thesis is not only computationally
efficient but gives a good impression on the influences of uncertainties in the initial
conditions throughout the descent. A deeper insight would be given by analysing the
re-entry system dynamics regarding the influence of uncertainties in the atmosphere model
as well as the aerodynamics coefficients.
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5.3 Future Work
The re-entry dynamics examined in this thesis do not reproduce the complete re-entry,
descent and landing. The used dynamics modelled ballistic re-entry without the final
touchdown and were adapted to illustrate the controlled re-entry. For a real reproduction
of the overall re-entry, descent and landing further improvements would be necessary.
To model the re-entry more realistically it would be advantageous to include the
heating of the re-entry vehicle due to the friction with the atmosphere into the model.
In particular, during the controlled re-entry high heating loads which a re-entry vehicle
could not withstand would occur due to the minimization of the descent time. This
would necessitate the investigation of objective functions minimizing the heating loads in
addition to the descent time.
Besides the heating, the re-entry would also be more accurately modelled when in-
cluding the deceleration mechanisms, parachutes and descent thrusters, for the last
approximately 10km into the model. Even if the uncertainties have a main impact in the
initial conditions, modelling the whole sequence of re-entry, descent and landing would
give a complete impression of the final and most critical mission phase.
Further investigations in the controlled re-entry are possible especially concerning
the realization of the manoeuvrability of the re-entry vehicle. It could be conceivable that
the vehicle changes its aerodynamic properties during the descent resulting in changes in
the trajectory. For example the Hypersonic Inflatable Aerodynamic Decelerator (HIAD)
[60], see figure 5.1, is a flexible re-entry vehicle developed by NASA.
Figure 5.1: The Hypersonic Inflatable Aerodynamic Decelerator (HIAD) controls its tra-
jectory by changing its shape [60].
This vehicle controls its trajectory by changing its shape leading to changes in the
aerodynamic properties of the vehicle. It is an inflatable aeroshell designed to enable high
mass exploration missions and stowage in a compact space. Compared to rigid re-entry
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vehicles this inflatable and flexible design provides the needed decelerations at higher
altitude and velocities. See [59] and [60] for further details.
Summing up, the re-entry problem and the investigations of the influence of uncer-
tainties is not only highly relevant when returning to Earth but also for the exploration
of other planets and hence, is still a broad field of research.
Appendix A
Planetary Data
A.1 Orbital and Bulk Parameters
In the following table A.1, all in this thesis necessary planetary parameters are collected.
Unit Mars Earth
Mass [1024kg] 0.64171 5.9724
Radius [km] 3396.2 6378.1
GM [106km3/s2] 0.042828 0.39860
Siderial rotation period [h] 24.6229 23.9345
Rotational angular velocity1 [◦/s] 0.00406 0.0042
Table A.1: Needed planetary facts of Earth and Mars [47]
A.2 Atmosphere Models
The atmosphere models used in this thesis are presented and explained in detail below.
Earth
The first model which is used to model the atmosphere of Earth is the Earth Atmosphere
Model (EAM) developed by NASA Glenn Research Centre, see [52]. This model assumes
that the atmospheric pressure and temperature change only with altitude. The atmospheric
density ρ can then be calculated from temperature T and pressure P .
ρ =
P (T )
0.2869 · (T (h) + 273.1) (A.1)
1calculated from siderial rotation period as mentioned in [48]
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In this case the atmosphere is separated into three layers, with different relations of tem-
perature and pressure.
h <11000 m (Troposphere)
T (h) = 15.04− 6.49 · 10−3h
P (T ) = 101.29 ·
(
T (h) + 273.1
288.08
)5.256 (A.2)
11000 m < h < 25000 m (Lower Stratosphere)
T (h) = −56.46
P (T ) = 22.65 · e1.73−1.57·10−4h
(A.3)
h >25000 m (Upper Stratosphere)
T (h) = −131.21 + 2.99 · 10−3h
P (T ) = 2.488 ·
(
T (h) + 273.1
216.6
)−11.388 (A.4)
This equations were developed from a curve fit over averaged atmospheric measurements
representing an average day on Earth.
The atmosphere models US Standard Atmosphere 1976 (US76) and MSISE-00 by
the US Naval Research Laboratory are only given as data sets, see table A.2.
Mars
The first atmosphere model of Mars is given in [19]. It states that the atmospheres of Mars,
Venus and Titan can be approximated with the equation
ρ(h) = ρ0 exp
(
h2 − h
h1
)
. (A.5)
In case of Mars the parameters are set as h1 = 9.8km, h2 = 20km and ρ0 = 0.0019 kgm3 . In
this thesis this model is refered as the model by Noton.
The second model of Mars’ atmosphere is the Mars Atmosphere Model (MAM) de-
veloped by NASA Glenn Research Centre, see [49]. Likewise, this model depends on
atmospheric pressure and temperature which each depend on the altitude.
ρ =
P (T )
0.1921 · (T (h) + 273.1) (A.6)
(A.7)
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The Martian atmosphere can be separated into two layers which results in different equa-
tions for each layer.
h < 7000 m
T (h) = −31 + 9.98 · 10−4 · h
P (T ) = 0.699 · e−9·10−5h·
(A.8)
h > 7000 m
T (h) = −23.4− 2.22 · 10−3h
P (T ) = 0.699 · e−9·10−5h
(A.9)
These equations were developed from measurements made by the Mars Global Surveyor
from April 1996.
The Mars Global Reference Model (GRAM) is given as data sets, see table A.3.
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US76 MSISE-00
Altitude in km Density in kg
m3
Altitude in km Density in g
cm3
0 1.22500 0.0 1.293 · 10−3
1.000 1.11164 5.0 7.517 · 10−4
2.000 1.00649 10.0 3.984 · 10−4
3.000 9.09122 · 10−1 15.0 1.812 · 10−4
4.000 8.19129 · 10−1 20.0 8.273 · 10−5
5.000 7.36116 · 10−1 25.0 3.625 · 10−5
6.000 6.59697 · 10−1 30.0 1.555 · 10−5
7.000 5.89501 · 10−1 35.0 6.783 · 10−6
8.000 5.25168 · 10−1 40.0 3.149 · 10−6
9.000 4.66348 · 10−1 45.0 1.569 · 10−6
10.000 4.12707 · 10−1 50.0 8.284 · 10−7
12.000 3.10828 · 10−1 55.0 4.437 · 10−7
15.000 1.93674 · 10−1 60.0 2.329 · 10−7
20.000 8.80349 · 10−2 65.0 1.181 · 10−7
25.000 3.94658 · 10−2 70.0 5.765 · 10−8
30.000 1.80119 · 10−2 75.0 2.742 · 10−8
35.000 8.21392 · 10−3 80.0 1.303 · 10−8
40.000 3.85101 · 10−3 85.0 6.044 · 10−9
45.000 1.88129 · 10−3 90.0 2.682 · 10−9
50.000 9.77525 · 10−4 95.0 1.122 · 10−9
60.000 2.88321 · 10−4 100.0 4.339 · 10−10
70.000 7.42430 · 10−5
80.000 1.57005 · 10−5
84.852 6.95788 · 10−6
Table A.2: Atmosphere data of Earth [53, 54]
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Mars - GRAM
Altitude in km Density in kg
m3
2.172 1.1873 · 10−2
4.825 9.5093 · 10−3
7.408 7.6223 · 10−3
9.921 6.1133 · 10−3
12.365 4.9003 · 10−3
14.744 3.9253 · 10−3
17.062 3.1383 · 10−3
19.326 2.5043 · 10−3
21.540 1.9953 · 10−3
23.709 1.5863 · 10−3
25.838 1.2593 · 10−3
27.931 9.9823 · 10−4
29.992 7.8913 · 10−4
32.029 6.2183 · 10−4
34.048 4.8813 · 10−4
36.057 3.8223 · 10−4
38.061 2.9913 · 10−4
40.051 2.3443 · 10−4
42.039 1.8373 · 10−4
44.019 1.4393 · 10−4
45.987 1.1293 · 10−4
47.948 8.8513 · 10−5
49.888 6.9463 · 10−5
51.825 5.4463 · 10−5
53.720 4.2893 · 10−5
55.646 3.3603 · 10−5
57.546 2.6363 · 10−5
Table A.3: Atmosphere data of Mars GRAM [51]
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Appendix B
Further Investigations of the Three
State Model
B.1 Optimal Control with Larger Box Constraints
In figure B.1 optimized trajectories for controlled re-entry onto Earth and Mars are dis-
played utilising larger box constraints for the control u(t). The initial conditions and coef-
ficients are set as
h0 = 80km,
v0 = 3.5
km
s
,
γ0 = −2◦,
BC = 72.8
kg
m2
,
CL
CD
= 0.3.
In table B.1 the optimized descent times tf are gathered.
u = ±10◦ u = ±45◦ u = ±90◦
Erde 621.56s 621.62s 621.65s
Mars 813.13s 592.7s 232.7s
Table B.1: Optimized decent times tf for larger box constraints of the control u.
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Figure B.1: Controlled Descent onto Earth (top) and Mars (bottom) for larger box con-
traints for the control u.
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B.2 Uncertainty Dispersion Analysis of Optimized
Trajectories
In figure B.4 the temporal evolution of uncertainties in the initial conditions of optimized
trajectories of re-entry onto Earth and Mars is displayed. In this cases the control is
constrainted to u = ±0.1◦. The absolute error of the PDFs in each time step is displayed
in figure 4.7. From the PDFs a most probable trajectory is estimated, see figure B.3.
For further explanations see section 4.3.
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Figure B.2: Absolute error of the violation of the normalisation condition of the PDF of
the optimized trajectories for box constraints u = 0.1◦ for Earth and Mars.
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Figure B.3: Most probable trajectory of optimized trajectories with box constraints u =
±0.1◦ for re-entry onto Earth (top) and Mars (bottom) with 5% uniform
dispersion in v0, h0 and γ0 respectively.
82 Chapter B. Further Investigations of the Three State Model
0 2 4
0
20
40
60
80
v in km/s
h
in
k
m
−1.5 −1 −0.5 00
20
40
60
80
γ in rad
h
in
k
m
−1.5 −1 −0.5 00
1
2
3
4
γ in rad
v
in
k
m
/
s
0.08 0.09
14
16
0.035
0
−0.035
70
80
90
−1.4 −1.2
14
16
−1.4 −1.2
0
−0.035
3.5
4
−1.4 −1.2
0.08
0.09
−1.4 −1.2
0.03
0.04
Earth
0 2 4
0
20
40
60
80
v in km/s
h
in
k
m
−0.8 −0.4 00
20
40
60
80
γ in rad
h
in
k
m
−0.8 −0.4 00
1
2
3
4
γ in rad
v
in
k
m
/
s
0.19 0.24
0
−0.035
70
80
90
−0.026 −0.021
50
60
−0.9−0.8−0.7
0
−0.035
3
3.5
4
−0.03 −0.02
2.5
3
−0.9−0.8−0.7
0.18
0.2
0.22
0.24
Mars
Figure B.4: Temporal evolution of the PDF for optimized re-entry trajectories of Earth
(top) and Mars (bottom) for 5% uniform dispersion in h0, v0 and γ0 with a
control u = ±0.1◦. For Earth the PDFs are taken at the time steps t0 = 0s,
tmid = 317s and tend = 634s. For Mars these time steps are t0 = 0s,tmid =
510s and tend = 1021s
Appendix C
Six State Model
In this chapter the six state model as introduced in section 2.4.2 is investigated.
C.1 Re-Entry
For a descent on celestial bodies without atmosphere the dynamics of the six state model
can be reduced to
h˙ = v sin γ,
θ˙ =
v cos γ cosψ
(R0 + h) cosφ
,
φ˙ =
v cos γ sinψ
(R0 + h)
, (C.1)
v˙ = −g sin γ + ω2(R0 + h) cosφ(sin γ cosφ− cos γ sinφ sinψ),
γ˙ = cos γ
(
v
R0 + h
− g
v
)
,
ψ˙ = − v cos γ
R0 + h
tanφ cosψ + 2ω(tan γ cosφ sinψ − sinφ)− ω
2(R0 + h)
v cos γ
sinφ cosφ cosψ.
where ρ(h) = 0. In this case only the gravity is the operating force drawing the re-entry
vehicle towards the planet. In figure C.1 the descent onto Earth and Mars without lift and
drag of the atmosphere is shown exemplarily. The initial values for the states were set as
h = 80km,
θ = 341.03◦ = 5.9521rad,
φ = 24.01◦ = 0.4191rad,
v = 3.5
km
s
,
γ = − 2◦ = −0.0349rad,
ψ = 0.0573◦ = 0.0010rad,
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The radius of Earth and Mars are taken as stated in table A.1.
As seen in section 2.4.1, the vehicle landing on Earth hits the ground with a higher
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Figure C.1: Descent onto Earth and Mars without consideration of the atmospheres using
the six state model.
velocity and after a shorter amount of time than the vehicle landing on Mars. The velocity
of the vehicle increases since no aerodynamic forces interfere and thus it is not decelerating.
Again, this changes in the presence of drag and lift due to the atmosphere, see fig-
ure C.2. Varying the entry velocities shows, that for Mars the vehicle bounce off the
atmosphere with a velocity v0 = 4.0kms , see figure C.3. In figure C.4 the aerodynamic
parameters are varied. The descent times are the as mention in section 2.4.1 when
simulating the three state model.
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Figure C.2: Re-Entry onto Earth (top) and Mars (bottom) using the six state model. For
each three different atmosphere models are used with the initial conditions
h0 = 80km, θ0 = 341.03◦, φ0 = 24.01◦, v0 = 3.5kms , γ0 = −2◦ and ψ0 =
0.05◦. The parameters are set as BC = 72.8 kgm2 and
CL
CD
= 0.3.
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Figure C.3: Re-Entry onto Earth (top) and Mars (bottom) at different entry velocities
using the six state model. For Earth the Earth Atmosphere Model (EAM) by
NASA and for Mars the model established by Noton is used. The remaining
initial conditions are set as h0 = 80km, θ0 = 341.03◦, φ0 = 24.01◦, γ0 = −2◦
and ψ0 = 0.05◦. The parameters are set as BC = 72.8 kgm2 and
CL
CD
= 0.3.
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Figure C.4: Re-Entry onto Earth (top) and Mars (bottom) for different BC and CLCD
combinations of the six state model.For Earth the Earth Atmosphere Model
(EAM) by NASA and for Mars the model established by Noton is used.
Again the initial conditions are set as h0 = 80km, θ0 = 341.03◦, φ0 = 24.01◦,
v0 = 3.5
km
s , γ0 = −2◦ and ψ0 = 0.05◦.
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C.2 Optimal Control Problem
In dependence of the controlled three state model in (4.10) the optimal controlled six state
for t ∈ [0, tf ] yields to
min
x,tf
tf + κ
∫ tf
0
u2(t) dt
subject to x˙ =

h˙
θ˙
φ˙
v˙
γ˙u
ψ˙

h(0) = h0, h(tf ) = 0,
θ(0) = θ0,
φ(0) = φ0,
v(0) = v0,
γ(0) = γ0,
ψ(0) = ψ0,
0 ≤ x1 ≤ h0
θmin ≤ x2 ≤ θmax
φmin ≤ x3 ≤ φmax
0 ≤ x4 ≤ v0
γmin ≤ x5 ≤ γmax
ψmin ≤ x6 ≤ ψmax
umin ≤ u ≤ umax
The FPA γu is influenced directly by the control u(t).
γ˙u =
(
ρ
2Bc
CL
CD
v cos(α) + cos γ
(
v
R0 + h
− g
v
))
+ u
The second term in the objective function is a regularisation term and smoothes the control
u(t) as explained in section 4.2. The box constraints for the latitude, longitude, FPA and
VAA are set as
0 ≤ θ ≤ 360◦,
0 ≤ φ ≤ 180◦,
−90◦ ≤ γu ≤ 90◦,
−180◦ ≤ ψ ≤ 180◦.
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The initial conditions for re-entry onto Earth and Mars are set as
h0 =80km,
θ0 =341.03
◦,
φ0 =24.01
◦,
v0 =3.5
km
s
,
γ0 =− 2◦,
ψ0 =0.0573
◦.
In figures C.5 to C.8 optimized trajectories for re-entry onto Earth and Mars are displayed
for two different lift-to-drag ratios CLCD . As atmosphere model the EAM is used for Earth,
the model derived by Noton is used for Mars.
In table C.1 all technical details of the optimization using TransWORHP can be
found for the case of re-entry onto Mars. All calculations were performed on a computer
with the operating system Linux Ubuntu 16.04 utilised with an i7 3.4GHz processor.
Number of
grid box path CPU
u(t) points variables constraints constraints iterations time
oscillating 101 708 1401 600 38 69.3s
smoothed 101 708 1401 600 23 79.3s
Table C.1: Technical details of the optimization of the six state model using Trans-
WORHP for the case of re-entry onto Mars with CLCD = 0.3.
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Figure C.5: Controlled re-entry onto Earth with aerodynamic parameters BC = 72.8 kgm2
and CLCD = 0.3. As atmosphere model the Earth Atmosphere Model (EAM)
by NASA is used.
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Figure C.6: Controlled re-entry onto Mars with aerodynamic parameters BC = 72.8 kgm2
and CLCD = 0.3. As atmosphere model the one established by Noton is used.
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Figure C.7: Controlled re-entry onto Earth with aerodynamic parameters BC = 72.8 kgm2
and CLCD = 1.0. As atmosphere model the Earth Atmosphere Model (EAM)
by NASA is used.
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Figure C.8: Controlled re-entry onto Mars with aerodynamic parameters BC = 72.8 kgm2
and CLCD = 1.0. As atmosphere model the one established by Noton is used.
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