Abstract -E-Learning environments which merge traditional classroom instruction with teleconference capabilities are found to overlook the importance of correct localisation of both stationary and mobile sound sources for all audience members with the video data on a teleconference screen. Research into conventional sound reinforcement solutions shows how systems based on stereophonic principles fail in this regard. A solution to this localisation problem is presented as a 5 loudspeaker frontal line-array and physical implementation of the system is presented for subjective evaluation.
I Introduction
Developments in digital media technologies and web access have promoted new ideas and approaches to classroom based learning which exploit the high level of interactivity made available by computer based networks. One area where this is obvious is in the evolution of e-Learning formats which couple the interactivity capabilities presented by web-based new media technologies with teleconferencing capabilities [1] . Such formats call for the requirement of large bandwidth full duplex internet connections as well as video screens and cameras that cover the entire audience area as shown in Fig. 1 . However the impor-
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Remote Classroom tance of the audio in such presentations is overlooked, with conventional teleconferencing systems only concentrating on echo-cancellation techniques to improve speech intelligibility [2] . These systems do not consider the correct localisation of the sound source to the video on the screen, in particular for multiple sources, and do not cater for sound reinforcement for distributed audiences. If localisation is not achieved then the naturalness of the instruction will be lost and learning objectives will be harder to accomplish. Futhermore, if the video fails, then the dependence on the visual cue is lost, leaving only auditory cues, which can lead to confusion when more than one person is talking. Most conventional teleconferencing systems utilise monophonic and stereophonic approaches. In the case of mono, consider the teleconference setup shown in Fig. 2 . Here the audience is par- ticipating with another classroom via the teleconference. Each member of the audience receives an auditory cue from the loudspeaker, located at the top of the screen. Although the loudspeaker allows the attention to be in the general direction of the screen, it does not provide correct localisation information. This removes any feeling of conversing naturally with the remote counterparts and leads to confusion when there is more than one person talking. This system is also useless if a remote lecturer freely moves about the screen, since the auditory cue is always at the loudspeaker, and not following the movements of the lecturer. Stereophonic reproduction attempts to overcome this by changing the intensity level of the source between two loudspeakers. The effect of this is to introduce an interaural time difference (ITD) and interaural level difference (ILD) [3] . These are binaural cues which determine the direction of localisation within the sound field generated [4] . This does not work for a distributed audience however, as position of participant 2 at the centre of the screen is reinforced by the same sound intensity from both loudspeakers. Audience member B, who is located at the room's acoustical 'sweet spot', perceives the correct location of the sound to be at the centre of the screen. However, member A, who is closer to the left loudspeaker, incorrectly perceives the sound to be off-centre, and hears it coming from the direction of participant 1. Likewise, audience member C, who is closer to the right loudspeaker, incorrectly perceives the sound to come from the direction of participant 3. In this case the localisation of the sound source will be different at each position in the classroom. Thus, we can conclude that conventional stereophonic reproduction methods are not suitable for sound reinforcement and localisation issues with a distributed audience, as would pertain in most e-Learning class situations. Moreover, any system based on stereophonic principles (in the general sense) is suitable only for a single listener position located at the stereophonic 'sweet spot'. For example, Dolby Surround, with its centre channel, reinforces the centre stage images, but again, still fails to provide accurate localisation information for anything other than the frontal stage for the centrally seated listener [5] . Ambisonic decoding, also derived from the stereophonic approach, gives rise to anti-phase components from diametrically opposite loudspeaker pairs in an array [6] . Although this is desirable for the centre listening position, it is less than ideal for a distributed audience, since the summation of the loudspeaker signals at off-centre listener positions will lead to inaccurate localisation of the source. Higher order Ambisonics can be used to minimize these anti-phase components, but it is extremely difficult to design microphones to produce the desired polar patterns [7] . Overall, these systems fail to give accurate localisation due to the simple fact that it is the first arriving wavefront at each listener location which determines the direction of localisation. This is known as the 'Precedence Effect', or 'Law of the First Wavefront' [8] . Unfortunately, conventional sound systems which prioritise delivering the correct 'direct sound' are impractical solutions for classroom based e-Learning. For example, Wave Front Synthesis reconstructs the wavefronts of the source using a linear loudspeaker array [9] . This requires a large number of loudspeakers to maintain the correct wavefronts over a large bandwidth, as well as real-time processing, a signal routing matrix, and multichannel echo cancellation [10] . Such technological demands lead to an expensive implementation. Thus we will present a more practical and economically viable solution to the localisation issues facing a distributed audience.
II A Practical Solution to Sound Localisation in E-Learning Classrooms
In order that the correct auditory cue for sucessful localisation is heard at all listener positions in a distributed audience, we must employ the 'Law of the First Wavefront.' The operating principle of the system is illustrated in Fig. 4 . Here, both loudspeakers are in an anechoic environment, with the same source stimulus. Loudspeaker A, however, is delayed by τ ph seconds. Thus, we can consider this a simplified model of a direct sound (loudspeaker B) with a single reflection (loudspeaker A). When the lag time τ ph is zero, the perceived location of the source of the sound is at 0 • in the azimuthal plane. As the lag time is increased the perceived sound moves towards loudspeaker B, reaching its location between 630µSec and 1mSec. For delays between 1 and 5mSec, it seems as if only one sound occurs, not two, and it is located in the direction of the leading loudspeaker (between 0
• and +45
• in this case). This is known as 'summing locali- sation', as the two sounds are effectively summed together to give the localised sound in the direction of the first wavefront. It defines the lower boundary of the range of delay times for which the 'Law of the First Wavefront' is applicable [11] . For the case in Fig. 4 , the sound coming from loudspeaker A must not be more than 30dB higher than that of the sound from loudspeaker B. Otherwise 'backward masking' will occur and the first arriving wavefront will be suppressed localising the sound at loudspeaker A. Using this principle, it is possible to arrange a linear array of loudspeakers where the auditory cue comes from the leading loudspeaker, with the remainder dedicated to sound reinforcement. The delay times of the reinforcement loudspeakers are determined by loudspeaker locations and the size of the audience area.
A proposed design incorporating five loudspeakers in a linear array is shown in Fig. 5 . Let t 0j be the propagation time of sound from loudspeaker 0 (the leading loudspeaker on this case) to listener position j. t ij is the propagation time of loudspeaker i to listener position j. The precedence effect requirement for localisation at loudspeaker 0 by a listener at position j is that (t 0j + α) ≤ t ij , where α is a constant (≥ 0.001 Sec) which is included to ensure that the reflection arrival time delay exceeds that of the cross head delay. This constant ensures that the initial ITD due to the first arriving wavefront from loudspeaker 0 is not interfered with by secondary loudspeakers.
If (t 0j + α) > t ij , then an electrical delay for loudspeaker i is imposed, given by
The precedence effect also determines the maximum sound pressure level (SPL) for loudspeakers in the proposed delay based system. If ρ 0j is the SPL at seat j due to loudspeaker 0 in dB, ρ ij is the SPL at seat j due to loudspeaker i in dB, and β is the threshold above which suppression of the primary sound will occur, then in order for the level of the signal from loudspeaker 0 to exceed that of any other signal from loudspeaker i, we must ensure that ρ 0j + β ≥ ρ ij .
If this condition is not met then the power, P i , from loudspeaker i is given by
where d ij is the distance from loudspeaker j to seat i. Using these design equations, it becomes possible to organise a delay based localisation system which will provide robust directional cues to a distributed audience. However it is also desireable to provide a low cost sound reinforcement solution and it is important that the design be adaptable to current economic technology. The system shown in Fig. 5 incorporates a Dolby Surround Sound amplifier 1 (or equivalent 5 channel amplifier) in the design and utilises monopole loudspeakers. The system is entirely PC-based for easy storage and recall of system parameters. Furthermore, a signal router is used to route audio signals to the amplifier. Typically, such signal routers (such as the MOTU 896) use the IEE 1394 firewire interface or USB 2.0 to communicate with the PC. The PC would also control the high speed data connection to the other classroom(s), and the corresponding multi-channel echo-cancellation. We will now examine the performance of the system through physical implementation.
III Physical Implementation of Delay Based Sound System
The system was implemented in a medium sized classroom in the Department of Electronics and Electrical Engineering in Trinity College Dublin, The purpose of this study was to gain real experience of the system operation at its extreme parameters, and to assess the effectiveness of delivery of various audio signals. The sound system, shown in Fig. 6 , employed the use of a personal computer, a MOTU 896 firewire audio interface, and Genelec 8030A loudspeakers, labelled 1 to 5 as shown. Four types of audio samples were chosen for these tests: white noise, a male speech signal, a female speech signal, and a popular music sample. Each of these samples was first played from the primary radiators on their own (no reinforcement loudspeakers used). After 5 iterations, the full sound system was switched on, with a different random primary radiator for another 5 iterations. As each sample was played, each of the 16 listeners were asked to identify the direction of localisation. The results of these initial tests showed that most audience members had a good sense of the direction of localisation, but could not pinpoint the exact loudspeaker due to large apparent source width (ASW). This is effectively the broadening of the source caused by the delay times of the reinforcement loudspeakers, resulting in the equivalent of large reflections at each listener position. As an example, Fig. 7(a) shows the localisation results for the listener at position 6 for each of the samples used. We see that this listener is never more than 1 loudspeaker out of localising the source. This was found to be the case for most of the audience members. The exception to this was found at listener positions 1 and 4. These represent the worst case scenario positions in the configuration, located at the front sides.
The perceived localisation for each test for lis- tener position 1 is shown in Fig. 8(a) . Here we see that the listener does not locate any source at loudspeaker 5 for two reasons. The first is due to the directivity of the Genelec loudspeaker, causing calculated SPL values at the listener position to differ from real results. Thus, from the perspective of listener position 1, loudspeaker 4 contributes more than any other loudspeaker since it is of the same intensity as loudspeaker 5 (in this particular configuration of delays and loudspeaker SPL values), but closer to position 1. In other words, we see a partial suppression of the sound from loudspeaker 5 at listener position 1. From this, we attribute the second reason for localisation failure to the staggered delays, which increase the ASW of a phantom image located near loudspeaker 4 (not 5 as originally intended).
These results are essentially due to the fact that equations 1 and 2 represent the minimum delay and maximum SPL values respectively that can be used. Furthermore, loudspeaker directivity is not factored into these equations. Experience of these system parameters shows that the staggered delays must be increased further and the SPL values of the reinforcement loudspeakers reduced so as to decrease the ASW. Theoretically, the system delays can be pushed to a maximum of 30mSec before reaching the echo threshold [8] . In practice, it was found that with added delays of over 10mSec to each reinforcement loudspeaker, the lag became detectable, in particular in the case of female speech. Instead, each of the reinforcement delays were increased by only 7mSec, and the SPL levels brought down by 5dB. The results of such changes led to the excellent localisation of the sound sources for all listener positions in a reiteration of the tests. Examples of this are shown in Figures 7(b) and 8(b) . Furthermore, the sound at each listener position appeared both louder and fuller in comparison to single sources.
IV Conclusions
The importance of audio in full-duplex teleconference style lectures was shown to be a significantly overlooked factor. In particular, the issue of localisation of a person talking on the video screen not just visually, but also acoustically for all audience members was exposed. It was found that there are currently no provisions for sound localisation for a distributed audience in classroom based e-Learning environments. It was suggested that the accurate localisation of sound sources be paramount in the design of sound systems in such e-Learning contexts.
In light of this, an investigation to identify existing technologies which could be adapted to classroom based e-Learning was undertaken. It was found that any system based on stereophonic principles is unsuitable for application to a distributed audience, since stereophonic systems are designed for an acoustic 'sweet spot' located on the symmetrical axis in front of the sound system.
A more practical solution to the localisation issues in classroom based e-Learning was presented, ensuring the accurate delivery of the first arriving wavefront to all listener positions. This system consists of a 5 loudspeaker frontal array. An advantage of this is that the technology for its implementation is readily available in the form of surround sound amplifiers and loudspeakers, coupled with PC technology.
Finally, the system was physically implemented in a real medium sized classroom. Localisation performance was tested using different source stimuli. It was found that the contribution of the reinforcement loudspeakers led to large ASW. Because of this, the reinforcement delay was increased within the limits of the 'Law of the First Wavefront', and the corresponding SPL of the supporting radiators recalculated to -5dB below the original values. Thus, the perceived direction of localisation using the sound system was found to match well with that of the individual sources. Furthermore, the SPL increased at each listener position and subjectively, the individual sources appeared weak in comparison with the system enhancement of the direct sound.
In conclusion, the requirement for an effective sound system for e-Learning in classroom environments shows several aspects of sound reinforcement and localisation that are not considered in conventional sound systems. Of these, the importance of accurate localisation of sound sources for distributed audiences is underestimated. The sound system proposed offers a viable and economic solution to this problem, and as such can be seen as an enhancement of the learning process.
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