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Abstract
Artificial gauge fields are currently realized in a wide range of physical settings. This includes solid-state devices
but also engineered systems, such as photonic crystals, ultracold gases and mechanical setups. It is the aim of this
review to offer, for the first time, a unified view on these various forms of artificial electromagnetic fields and spin-
orbit couplings for matter and light. This topical review provides a general introduction to the universal concept of
engineered gauge fields, in a form which is accessible to young researchers entering the field. Moreover, this work aims
to connect different communities, by revealing explicit links between the diverse forms and realizations of artificial
gauge fields.
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1. Introduction
Gauge fields represent one of the most ubiquitous concepts in physics, offering surprising links between
distinct research fields, ranging from high-energy physics and cosmology to quantum optics and condensed-
matter physics. While gauge potentials were initially introduced as a mathematical object in the context of
classical electrodynamics, their essence was fully revealed through the development of quantum mechanics
and quantum field theory [1,2]. Exploring the physical consequences of gauge fields, as first evidenced by
the seminal Aharonov-Bohm effect [1], has led to remarkable theoretical and conceptual progress, which has
culminated in our modern formulation of gauge theories in terms of fibre bundles [2,3,4]. Interestingly, this
mathematical notion of fibre bundles also played a central role in non-relativistic quantum mechanics, where
it constitutes the roots of the geometric (Berry) phase [5,6,7] and topological states of matter [3,8,9,10].
While gauge potentials naturally emerge from “real" electromagnetic fields, a wide family of gauge fields
can also be created and finely tuned by acting on a physical system in a proper manner. This can be real-
ized in solid-state devises, but also in engineered systems, e.g. ultracold atomic gases [11,12,13,14,15] and
photonic crystals [16,17]. It is the aim of this review to depict an overall view on this quantum-simulation
approach to gauge fields, as we now explain in the next paragraph. Before doing so, let us emphasize that
interesting gauge structures can also be emulated in genuinely classical settings [18], e.g. arrays of coupled
pendula, as will be also clarified and illustrated in this review.
This review aims to cover a wide and fast-growing field in a rather concise manner. We therefore invite
the interested reader to consult the following reviews and progress articles for more detailed discussions: on
artificial gauge fields in solids [19], ultracold atoms [11,12,13,14,15], photonics [16,17], and mechanical sys-
tems [18].
1.1. Scope of the review
In this review, we discuss how a variety of physical platforms can realize artificial gauge fields. Specifically,
we are interested in situations where the spectral properties and dynamics of a physical system are well
captured by a designed Hamiltonian of the form
H(p−A), A = A(x, σ, t). (1)
where p is the momentum operator, and where A(x, σ, t) represents a general gauge potential; the latter
can potentially depend on the position operator x, but also on a “spin" (internal) degree of freedom σ, or
even on time t. Formally, the Hamiltonian in Eq. (1) describes a physical system that is associated with a
Hamiltonian H(p), and which is coupled to a gauge field A through the minimal coupling prescription.
Importantly, in the following, the engineered gauge potential A will always be treated as a classical
and external field: in particular, this gauge field will be non-dynamical, in the sense that the motion of
particles will not affect the gauge field in return; in other words, the schemes described in this review do not
reproduce a complete gauge theory (e.g. Maxwell’s equations of electromagnetism). The quantum simulation
of dynamical gauge fields is discussed in the reviews [20,21,22].
The engineered Hamiltonians presented in this review [Eq. (1)] are often inspired by solid-state physics.
A concrete example of such target Hamiltonians is that describing the motion of a charged particle (e.g. an
electron) in an external, static and uniform magnetic field B,
H =
1
2M
(p− qAB(x))2 , B = ∇×AB(x), (2)
where q and M denote the particle’s charge and mass, respectively. Another type of model Hamiltonian,
which also plays an important role in condensed-matter physics, is that describing the motion of a spin-1/2
particle subjected to spin-orbit coupling [23,24,25]
H =
1
2M
(p−ASOC)2 , ASOC = (αxσx, αyσy, αzσz), (3)
2
where σx,y,z represent the Pauli matrices. In two-dimensions, and when αx = −αy = α is constant, the
Hamiltonian in Eq. (3) features a non-trivial term of the form α(pxσx − pyσy), which corresponds to the
so-called Rashba spin-orbit-coupling effect [23,24,25]. While the Hamiltonian in Eq. (2) plays a central role in
the physics of the quantum Hall effects [26,27,25], systems exhibiting spin-orbit coupling [Eq. (3)] have been
recently investigated in the context of spintronics [23], the anomalous Hall effect [24], topological insulators
and superconductors [25].
Besides, Hamiltonians of the form (1) with a time-dependent gauge potential A=A(t) emulate the effects
of an external electric field. An intriguing example of such model Hamiltonians, which will be explicitly
considered below, is that describing electronic systems subjected to circularly polarized light [28,29], where
A(t)=λ (sin(ωt)1x + cos(ωt)1y), and where ω denotes the frequency of the applied radiation. Such config-
urations currently play an important role in the context of Floquet engineering (e.g. Floquet topological
insulators [29,30,31,32,33,34]), and were also recently envisaged as probes for topological matter [35,36].
The main sections of this review article (Sections 3-5) will be dedicated to a wide variety of schemes that
realize Hamiltonians of the form discussed above [Eqs. (1)-(3)], both in the continuum and in lattice config-
urations. While many schemes have been proposed in the literature, the focus will be set on those schemes
that were actually implemented in experiments. Before presenting these different methods and physical set-
tings, we first present a series of “universal theoretical notions" (Section 2), which play a central role in the
realization of effective Hamiltonians displaying synthetic gauge fields.
2. Universal theoretical notions
Artificial gauge fields generally appear in the effective dynamics of engineered quantum systems [37,11,12,13].
In this Section, we review general theoretical concepts that are strongly connected to the origin and the
description of these artificial gauge structures. We first introduce the geometric (Berry) phase and recall
how it relates to the notion of gauge fields. We then discuss how these concepts generalize to lattice sys-
tems. We conclude this section by analyzing another promising route towards the realization of gauge fields,
namely methods based on shaking (Floquet engineering). Alternative strategies based on rotation or strain
are introduced in Sects 3.1 and 4.3, respectively.
2.1. The geometric phase and its gauge structure
The discovery of the geometric phase, through the successive works of Pancharatnam [5], Aharonov-
Bohm [1], Wu-Yang [2], Mead-Truhlar [6] and Berry [7], revealed a deep connection between gauge structures
and geometry. Today, this connection is largely exploited to engineer gauge structures in quantum systems,
as we further describe below. For a review on the effects of the geometric phase in condensed-matter physics,
see Ref. [38].
2.1.1. General introduction to the geometric phase
Let us start by considering a general quantum systems, which is described by the time-dependent Hamil-
tonian,
H = H(R), R = R(t), (4)
where R describes a set of parameters that depend on time (e.g. some control parameters that are varied
externally). In this general setting, geometric effects potentially emerge when the state of the system per-
forms an adiabatic evolution under a slow change of the parameters R(t). To see this, one introduces the
instantaneous eigenstates and eigenenergies
H(R)|n(R)〉 = εn(R)|n(R)〉. (5)
If the system is initially prepared in the mth eigenstates, e.g. |ψ(t= 0)〉= |m[R(t= 0)]〉, and if the energy
manifold εm(R) is well isolated by a gap along the entire path R(t), then the adiabatic theorem guarantees
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that the system will remain in the instantaneous eigenstate |m[R(t)]〉 at all times. Importantly, the states
{|n(R)〉} in Eq. (5) are defined up to a complex phase factor, i.e. the quantum system possesses a U(1),
or gauge, degree of freedom. Formally, a geometric structure is then introduced by assuming that these
phases are smoothly and uniquely defined over the path; mathematically, this corresponds to building a
U(1) fibre bundle on top of the parameter space [2,3,4]. Based on these few assumptions (i.e. the validity
of the adiabatic approximation and the unicity of the phase associated with the instantaneous eigenstates),
one solves the Schrödinger equation
i∂t|ψ(t)〉 = H[R(t)]|ψ(t)〉, (6)
by imposing that the state remains in the mth manifold at all times, namely, by writing the solution as
|ψ(t)〉 = φm(t)|m[R(t)]〉 = eiγm(t)e−i
∫ t
0
εm[R(τ)]dτ |m[R(t)]〉, (7)
where we explicitly factorized the phase factor of the evolving state in terms of two fundamentally different
contributions. While the phase involving the instantaneous energies εm[R(t)] is directly analogous to the
standard dynamical phase of static systems, the phase γm(t) is found to only depend on the path R(t)
performed by the system in parameter space. Indeed, inserting Eq. (7) into Eq. (6), yields the explicit form
of the geometric phase [37,38]
γm =
∫
path
dR ·Ageom, Ageom = i〈m(R)|∂R|m(R)〉. (8)
Interestingly, the geometric phase acquired by the evolving state is associated with a gauge structure.
Indeed, under a local gauge transformation, the result in Eq. (8) imposes that
|m(R)〉 → eiχ(R)|m(R)〉, Ageom → Ageom − ∂Rχ(R), (9)
which reveals that the Berry connection Ageom transforms like the usual gauge vector of electromagnetism
under a gauge transformation. Importantly, the geometric phase can be related to a gauge-invariant quantity,
whenever the path forms a closed loop in parameters space [1,2,7], i.e. when R(tfinal) =R(0). In that case,
the geometric phase can be expressed as
γm =
∮
loop
dR ·Ageom =
∫
Σ
dS ·Ωgeom, Ωgeom = ∇R ×Ageom, (10)
where Σ denotes the surface enclosed by the loop in parameters space, and where we introduced the Berry
curvature Ωgeom. As apparent from Eq. (10), the Berry curvature is gauge invariant, and it takes the form of
a fictitious “magnetic field" in parameters space. In fact, the geometric (Berry) phase in Eq. (10) generalizes
the Aharonov-Bohm phase [1], which is acquired by a charged particle moving in (real) space and encircling
a region penetrated by a non-zero magnetic flux. The general and important result in Eq. (10) indicates how
artificial gauge structures (e.g. synthetic magnetic fields) can be engineered in quantum systems, through
the design of non-trivial Berry curvature in parameters space.
2.1.2. Non-Abelian structures
The discussion above can be straightforwardly generalized to the case where the system populates a family
of instantaneous eigenstates during the evolution [39,37], i.e. if one replaces the unique manifold m →
{m1,m2, . . . ,mq} in the formalism above; this can occur if the corresponding energies {εm1 [R], . . . , εmq [R]}
undergo gap-closing events at singular points of the path R(t). In this case, the Berry phase is replaced by
a q× q matrix acting on the relevant family of states; the corresponding Berry connection is then defined as
the q × q matrix Aabgeom = i〈ma(R)|∂R|mb(R)〉, where a, b= 1, . . . , q. This matrix-valued Berry connection
acts as an effective “spin-orbit coupling" in parameters space, i.e. a non-Abelian gauge potential [37,38]. This
constitutes a simple route for realizing synthetic spin-orbit coupling in quantum-engineered systems [12,14].
2.1.3. The Berry connection and the effective-Hamiltonian approach
In the previous paragraph 2.1.1, we obtained that the Berry connectionAgeom acts as an effective gauge po-
tential in the adiabatic evolution of a quantum system; in particular, its associated gauge-invariant quantity,
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the Berry curvature Ωgeom, can lead to observable effects [37,38]. We now discuss how the Berry connection
explicitly appears in an effective-Hamiltonian analysis of the adiabatic evolution [6,37,12,13]. To do so, let
us analyse a slightly more concrete situation: the motion of a particle of mass M whose internal degrees of
freedom are addressed by an external field [11,12,13]. We now write the Hamiltonian in Eq. (4) in the more
specific form
H =
p2
2M
+ Vext(x, t) =
p2
2M
+
N∑
m,n=1
|n〉Vnm(x, t)〈m|, (11)
where the first term describes the kinetic energy, and where the operator Vext captures the effects of the
external field on the internal degrees of freedom of the particle; the corresponding internal states are denoted
{|n〉} in Eq. (11), with n=1, . . . , N . A concrete example, which will be further discussed below, is that of an
atom immersed in a laser field, which resonantly couples a set of atomic internal states [11,12,13]. In direct
analogy with the treatment above, let us introduce the instantaneous eigenstates (or “dressed states" [11,12])
associated with the coupling term,
Vext(x, t)|ηm(x, t)〉 = εm(x, t)|ηm(x, t)〉. (12)
We are interested in studying the adiabatic evolution of the driven particle, when the latter is initially
prepared in a given dressed state |ηm(x, t=0)〉; thus, the initial state is written as [13]
|Ψ(x, t=0)〉 = φm(x, t=0)|ηm(x, t=0)〉,
where φm(x, t= 0) reflects the probability amplitude to initially detect the particle at the point x, being
in the internal state |ηm(x, t = 0)〉. We suppose that the velocity of the particle is sufficiently weak and
that the “band" εm(x, t) is well isolated by a gap along the path undergone by the particle, such that the
adiabatic approximation indeed holds during the time-evolution. Under this assumption, one can solve for
the Schrödinger equation [12,13]
i∂t|Ψ(x, t)〉 = H|Ψ(x, t)〉, with |Ψ(x, t)〉=φm(x, t)|ηm(x, t)〉, (13)
where the simplified form of the solution |Ψ(x, t)〉 reflects the adiabatic approximation [37,12,13]. Impor-
tantly, this projection of the dynamics unto the subspace spanned by the unique (non-degenerate) dressed
state |ηm(x, t)〉 yields an effective Schrödinger equation for the unknown coefficient φm(x, t). Indeed, using
Eqs. (11), (12) and (13) yields the effective Schrödinger equation [6,37,12,13]
i∂tφm(x, t) = Heff φm(x, t), Heff =
1
2M
(p−Ageom)2 + Veff, (14)
where the Berry connection Ageom(x, t) = i〈ηm(x, t)|∇ηm(x, t)〉 explicitly appears as a gauge potential.
In addition to this effective gauge field, the particle also feels an effective scalar potential Veff = εm −
i〈ηm|∂tηm〉 + (1/2M)
∑
n 6=m |〈∇ηm|ηn〉|2. From this approach, one directly obtains that the gauge struc-
ture associated with the geometric phase naturally emerges through a projection procedure [37], which is
motivated and justified by the adiabatic approximation [Eq. (13)]. In particular, let us point out that the
effective Hamiltonian in Eq. (14) indeed has the appealing form discussed in Section 1.1 [see Eqs. (1) and (2)].
The same analysis can be performed in the non-Abelian case [Section 2.1.2]. When the particle occupies a
family of dressed-states during its time-evolution, the truncation in Eq. (13) should be relaxed according to
|Ψ(x, t)〉=∑qa=1 φma(x, t)|ηma(x, t)〉, where {|ηma〉} denotes the family of q relevant dressed states [12,13].
The resulting equations of motion take the form of Eq. (14), but now with the non-Abelian Berry connection
Aabgeom = i〈ηma(x, t)|∇ηmb(x, t)〉, as already introduced in Section 2.1.2. Specifically, the effective Hamilto-
nian is now of the form introduced in Eq. (3), indicating that the non-Abelian Berry connection can be
designed so as to engineer artificial spin-orbit coupling [12,13,14].
2.2. Gauge potentials in lattices
The Hamiltonians in Eqs. (2) and (3) capture the effects of an external gauge field on a particle that
moves in the continuum (i.e. x is a continuous space variable). In both cases, these Hamiltonians are
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obtained through the “minimal coupling" between matter and the gauge field, which is formally described
by the substitution H(p)→ H(p−A) leading to Eq. (1), where H(p) is a Hamiltonian in the absence of the
gauge field. In fact, this substitution also appears in lattice systems (i.e. in a discretized space), as we now
discuss in this Section. Let us emphasize that the interplay between lattice structures and external gauge
fields plays an important role in solid-state physics [40,41,23,38,25,27], but also in cold atoms [42,11,12] and
photonics [16,43], where both the lattice structure and the gauge fields can be engineered. From a theoretical
point of view, the introduction of gauge fields within lattice structures has been formalized in the context
of lattice gauge theories, with direct implications in high-energy physics [44,45].
Let us start by considering the motion of a particle moving in a 2D space-periodic potential,
H =
p2
2M
+ Vlattice(x), Vlattice(x+ ax1x) = Vlattice(x) = Vlattice(x+ ay1y), (15)
where ax,y denote the lattice spacings. For deep enough lattice potentials, one can solve the Schrödinger
equation using the so-called tight-binding approximation [46,47],
H|Ψ〉=E|Ψ〉, |Ψ〉 =
∑
n,m
φ(n,m)|n,m〉, (16)
where we have expanded the solution state |Ψ〉 over the lowest-energy (vibrational) eigenstates {|n,m〉}
associated with the potential wells located at x = (nax,may), and (n,m) are integers. Considering the
simplest case of a square lattice (ax = ay = a), the coefficients φ(n,m) satisfy an effective Schrödinger
equation [47]
Eφ(n,m) = −J [φ(n+ 1,m) + φ(n− 1,m) + φ(n,m+ 1) + φ(n,m− 1)] + εφ(n,m), (17)
where J describes hopping between nearest-neighboring sites, where ε is an onsite energy, and where we
neglected higher-order hopping processes (e.g. next-nearest-neighbor tunneling). One can rewrite Eq. (17)
in terms of an effective Hamiltonian Heffφ(n,m)=(E − ε)φ(n,m),
Heff = −J
[
Tx + T
†
x + Ty + T
†
y
]
, Tx = e
−iapx , Ty = e−iapy , (18)
which explicitly involves translation operators Tx,y over the lattice.
In this tight-binding picture, where the motion translates into hopping between discrete lattice sites, the
effects of a gauge field A = (Ax, Ay) can be directly incorporated at the level of the effective Hamiltonian
in Eq. (18),
Heff = −J
[
Txe
iaqAx + T †xe
−iaqAx + TyeiaqAy + T †y e
−iaqAy] . (19)
Here, we performed the substitution Heff(p) → Heff(p − qA), which is generally called Peierls substitution
in this lattice context; q denotes a general coupling charge. In the context of lattice gauge theories [44], the
quantities acting on each link, Uµ = eiaqAµ , are called link variables. These gauge-dependent quantities are
related to a gauge-invariant quantity (the field-strength tensor) through loop products, namely, by evaluating
the cumulative action of the link variables upon performing a closed loop on the lattice [44]; see below for
an illustration.
A simple example of this Peierls substitution can be found in the study of a charged particle moving on
a 2D square lattice, and which is subjected to a uniform magnetic field B perpendicular to the plane; see
Refs. [40,41]. This problem can be treated using the Landau gauge, Ax=0 and Ay =Bx=Φn/a, where we
introduced the magnetic flux Φ =Ba2 penetrating each cell of the 2D lattice, as illustrated in Fig. 1a. In
this gauge, the effective Hamiltonian in Eq. (19) takes the form
Heff = −J
[
Tx + T
†
x + Tye
i2piαn + T †y e
−i2piαn] ,
= −J
∑
n,m
|n,m〉〈n+ 1,m|+ |n,m〉〈n,m+ 1|ei2piαn + h.c., (20)
where we introduced the number of magnetic flux quanta per plaquette α=Φ/Φ0, and where Φ0 =2pi is the
quantum of flux (in units where ~=e=1). The Hamiltonian in Eq. (20) is the emblematic Harper-Hofstadter
Hamiltonian, whose spectrum displays a fractal structure (Fig. 1b) known as the Hofstadter butterfly [41].
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Figure 1. Harper-Hofstadter Hamiltonian (a) Schematic drawing of an effective 2D-lattice model of a charged particle in
the presence of a magnetic flux Φ per lattice unit cell; a is the lattice constant and |J | the nearest-neighbor coupling strength.
In the Landau gauge hopping along x is accompanied by the Peierls phases 2piαn, with α = Φ/2pi and n the site-index along
y. (b) Single-particle energy spectrum of the Harper-Hofstadter Hamiltonian as a function of the dimensionless magnetic flux
per lattice unit cell α, also known as Hofstadter butterfly [41].
This model plays an important role in the physics of topological states of matter [27,25], as it exhibits
a wide family of quantum Hall states [8], and offers a natural platform for the realization of fractional
Chern insulators [48]; see Section 4.1.1 for more details. We point out that while the Peierls phase factors,
i.e. the phase factors e±i2piαn in Eq. (20), are gauge dependent, their product around a closed loop is gauge
invariant; for instance, the product of Peierls phase factors around a unit cell of the lattice yields eiΦ, which
is the Aharonov-Bohm phase [1] acquired by a particle encircling a region penetrated by the flux Φ (i.e. a
gauge-invariant quantity).
Finally, we point out that the general effective Hamiltonian in Eq. (19) can also be used to describe the
effects of spin-orbit coupling on a lattice, in which case the gauge potential A = ASOC = (αxσx, αyσy, αzσz)
is matrix valued with respect to spin-space; see Eq. (3).
2.3. Floquet engineering
An alternative route towards artificial gauge fields is offered by Floquet engineering, where effective
Hamiltonians can be finely built through proper time-periodic modulations [29,49,31,30,32,50,51,52]. To
understand this strategy, let us introduce a static Hamiltonian H0, which describes a quantum system in the
absence of external drive. When subjecting this system to a time-periodic modulation, V (t+ T )=V (t), the
time-evolution operator U(t, t0) typically takes a complicated form as soon as [H0, V (t)] 6= 0; formally, this
can be written as a time-ordered integral, U(t, t0)=T exp
(
−i ∫ t
t0
dτH(τ)
)
, where H(t)=H0+V (t) denotes
the total time-dependent Hamiltonian. However, by exploiting the time-periodicity H(t) = H(t + T ), the
time-evolution operator U(t, t0) can be rewritten in a more suggestive form [53,50]
U(t, 0) = e−iKkick(t)e−itHeff eiKkick(0), (21)
where Heff is a time-independent operator, where Kkick(t + T )=Kkick(t) has zero average over a period of
the drive, and where we set the initial time t0 =0. This observation [Eq. (21)] indicates that the long-time-
evolution of a periodically-driven system is essentially governed by an effective Hamiltonian, i.e. Heff . This
is even more apparent when probing the system at stroboscopic times, tN =NT , where N is an integer: in
this case, the stroboscopic time-evolution is generated by the operator [U(T )]N = e−itNHeff , up to a gauge
transformation [50] involving the operator Kkick(0). This highlights the fact that a driven system behaves
as an effective static system (described by Heff), as far as stroboscopic evolution is concerned. At arbitrary
times, i.e. within each period of the drive T , the system undergoes a micro-motion, which is captured by
the operator Kkick(t) in Eq. (21).
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The effective Hamiltonian Heff can be computed from the operators H0 and V (t), using an inverse-
frequency perturbative expansion [50,54,51,55,56], namely, assuming a high-frequency limit ω = 2pi/T →
∞. Up to second order O(1/ω2), this reads [50,55,56]
Heff = H0 +
1
ω
∞∑
j=1
1
j
[V (j), V (−j)] +
1
2ω2
∞∑
j=1
1
j2
(
[[V (j), H0], V
(−j)] + H.c.
)
(22)
+
1
3ω2
∞∑
j,l=1
1
jl
(
[V (j), [V (l), V (−j−l)]]− [V (j), [V (−l), V (l−j)]] + H.c.
)
,
where we set V (t)=
∑∞
j=1 V
(j)eijωt+V (−j)e−ijωt. This shows how the effective Hamiltonian originates from
a rich interplay between the static Hamiltonian H0 and the drive V (t).
Importantly, by exploiting the non-trivial terms that appear in the expression (22) for the effective Hamil-
tonian Heff, one can engineer artificial gauge potentials that are not present in the initial static Hamiltonian
H0; this has been considered in view of generating artificial magnetic fields [57,58,59,60,61,34,62,63,64] and
spin-orbit coupling [65,66,67,50]. We point out that this Floquet-engineering approach is particularly useful
when working on a lattice, where both the static Hamiltonian H0 and the drive V (t) can be finely tuned.
Examples of how Floquet engineering can lead to non-trivial gauge structures on a lattice [e.g. as in the
Harper-Hofstadter Hamiltonian displayed in Eq. (20)] will be presented in the following sections.
3. Artificial magnetism in the continuum
We first consider the simulation of orbital magnetic fields in continuous systems. The production of effective
magnetic fields for ultracold atoms quickly followed the first realizations of Bose-Einstein condensates, by
setting the gases into rotation or dressing the atoms in laser fields. Recent works also demonstrated the
simulation of magnetic fields in systems of cavity photons and polaritons, as we now discuss in this Section.
3.1. Rotating atomic gases
By setting atomic gases in rotation, an artificial magnetic field is induced in the rotating frame of ref-
erence, based on the similitude of the mathematical structures of the Lorentz and Coriolis forces [68,69].
Let us consider an atom held in an isotropic harmonic trap in the xy plane, of oscillation frequency ω. The
Hamiltonian describing the particle motion in the frame rotating around the z axis at the angular frequency
Ω reads
H =
p2
2m
+
1
2
mω2r2 − ΩLz,
=
(p−A)2
2m
+
1
2
m(ω2 − Ω2)r2, (23)
where we introduced the angular momentum projection Lz = m (r × p) · zˆ and the effective gauge field
A = mΩ zˆ × r; see Eq. (2). The Hamiltonian (23) is formally equivalent to the one of a particle of charge
1, placed in a uniform magnetic field B = 2mΩ zˆ and confined in a harmonic trap of frequency
√
ω2 − Ω2.
Note that when the centrifugal force exceeds the bare trapping force, i.e. Ω > ω, the gas becomes unstable.
By analogy with superfluid liquid He [70] or type-II superconductors [71], rotating Bose-Einstein con-
densates accomodate the effective magnetic field via the formation of quantized vortices, arranged in an
Abrikosov lattice [72,73] (see figure 2a). This behavior, considered as a smoking gun of superfluidity, also
occurs in strongly-interacting Fermi gases in the superfluid phase, i.e. a condensed phase of atomic fermion
pairs [74]. Complex vortex structures are expected to occur in the presence of long-range electric or magnetic
dipole forces [75,76] or in the case of a spinor internal structure [77,78], for which unconventional Abrikosov
lattices were observed [79].
In the rapid rotation limit Ω − ω  Ω, the vortex density becomes high enough for the vortex cores to
significantly overlap [80,81]. In this regime – which was reached in experiments [82,83] – the gas effectively
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(a) (b)
Figure 2. Rotation-induced versus laser-induced magnetic fields (a) Abrikosov vortex lattices formed in rotating
Bose-Einstein condensates (from [86]). (b) Dispersion relation induced by the optical dressing used in reference [87], and
observation of quantized vortices in Bose-Einstein condensates subjected to this optical dressing and an additional magnetic
field gradient (from [87]). Here kL and EL denote the wave-vector and the recoil energy associated with the Raman beams [87].
occupies a subset of quantum states formally equivalent to the lowest Landau level. For vortex numbers
comparable to the number of trapped atoms, one expects the atomic gases to form strongly correlated states
[84,81], analogs to the ones observed in the fractional quantum Hall effect [85]. This regime has not yet been
reached in experiments, due to the very strong requirements on the trapping potential control required close
to the centrifugal limit [42].
3.2. Berry phase induced by laser dressing
As an alternative to rotation, another class of protocols were developped to produce orbital magnetic
fields for atomic gases, based on the dressing of atoms with suitable laser fields [11,12]. As we described
in Section 2.1.3, by coupling the atom’s motion to its internal spin, one induces position-dependent energy
landscapes. An atom that adiabatically moves along a closed contour then acquires a geometrical Berry’s
phase [7], which can formally be viewed as the Aharonov-Bohm phase acquired by a charged particle evolving
in the presence of a magnetic field [1]; see Section 2.
The physical mechanism for generating light-induced gauge fields can be illustrated assuming an atomic
internal spin F = 1/2. Two-photon optical transitions couple the quantum states |mF = −1/2,k−K} and
|mF = 1/2,k + K}, where 2K is the momentum imparted to the atoms upon a laser-induced spin-flip.
Here, mF denotes the spin projection on the z axis and k is the atom momentum. The quasi-momentum
q = k + Kσz is a conserved quantity, which allows writing the single-particle Hamiltonian as
H =
∑
q
Hq, (24)
Hq =
~2(q−Kσz)2
2m
+
1
2
~ΩRσx +
1
2
~δσz, (25)
where ΩR is the two-photon Rabi frequency and δ is the detuning from resonance. The ground state dispersion
relation features a minimum at q = qmin, which can be written as
qmin ' δ√
δ2 + Ω2R
K,
in the large coupling regime ~ΩR  ~2K2/2m. Around the minimum, the dispersion relation expands as
Eq = Eqmin + ~2(q − qmin)2/2m, allowing one to interpret qmin as an effective vector potential A/~ (see
figure 2b).
Using a gradient of the Raman laser intensity [88], or by applying an additional magnetic field gradient [89],
the vector potential can be made position-dependent, hence inducing an effective magnetic field B = ∇×A.
The generation of such a light-induced magnetic field was experimentally demonstrated in reference [87], via
the observation of quantized vortices piercing the Bose-Einstein condensate (see figure 2b).
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For optical fields of wavelength λ, the expected order of magnitude for the vector potential is A ∼ h/λ.
Hence, the magnetic flux Nφ experienced by an ultracold gas of extent L, given by the contour integral
around the area of interest Nφ =
∮
A · dl, scales as L/λ. This moderate value limits the potential of this
technique to reach the fractional quantum Hall regime, corresponding to an atom number N ' Nφ. A
promising approach to increase the magnetic flux density was proposed in reference [90], which introduces
the concept of optical flux lattices, in which spin-dependent optical lattices are used to imprint a periodic
magnetic flux density of large mean density nφ ∼ λ−2.
3.3. Synthetic magnetic fields for photons
Recent progress on the engineering of continuum fluids of light [91] allowed for the simulation of orbital
magnetic fields, thus opening new perspectives in the photonic framework.
Photons trapped in a multimode optical cavity behave as a two-dimensional system of bosonic massive
particles [91]. The realization of Bose-Einstein condensation of photons in such physical systems [92] brings
novel perspectives in quantum simulation with optical photons. For instance, by using a non-planar optical
resonator, the optical mode can undergo a rotation on each round trip, leading to an effective magnetic
field [93,94] (see figures 3a,b). Furthermore the motion of photons can be restricted to a cone, which allows
exploring magnetic field effects in an effectively curved space [94]. The dynamics of resonator optical modes
can be understood using the Floquet formalism described in section 2.3, where the time periodicity corre-
sponds to the cavity round trip duration; in this prescription, the effective magnetic field can be readily
estimated by calculating the effective Hamiltonian (see Ref. [93,94] and also Section 3.4 below). Other pro-
posals for creating artificial magnetic fields involve anamorphic optical elements [95] or the combination of
optical non-linearity with pump fields carrying orbital angular momentum [96]. The realization of photonic
analogs of fractional quantum Hall states will require combining these techniques with the implementation
of strong effective photon-photon interactions, e.g. using Rydberg electromagnetically induced transparency
[97,98,99,100].
In the last decade, the progress in the control over exciton-polariton gases led to the observation of their
Bose-Einstein condensation [101,102,103], opening new perspectives in the study of bosonic superfluidity
[104,91,105]. Exciton-polaritons consist of the superposition of an exciton and a photon located inside semi-
conductor microcavities. They behave as bosonic quasi-particles that can arrange under appropriate pumping
into a Bose-Einstein condensate [101,102,103] exhibiting superfluid behavior [106,107] and solitonic/vortex
excitations [108,109,110,111,112,113]. Several methods were developed to provide static or dynamically con-
trolled in-plane potentials [105]. Recently, the perspectives of polariton fluids for quantum simulation were
enlarged by the realization of artificial gauge fields induced by the magnetoelectric Stark effect occuring
under perpendicular electric and magnetic fields [114] (see figures 3c,d). Other types of hybrid light-matter
quantum systems, such as stationnary light polaritons [115,116], could also be coupled to artificial gauge
fields [117].
3.4. A Floquet realization of uniform magnetic fields
Let us conclude this section by analyzing how effective magnetic fields naturally emerge through a Floquet-
engineering approach (see Section 2.3). Our discussion is based on a direct application of Eq. (22), in the
case where a quantum system is time-modulated according to a repeated four-step sequence of the form
{H0 +A,H0 +B,H0 −A,H0 −B}. (26)
Here, the Hamiltonian H0 describes the system in the absence of the modulation, and A and B are arbitrary
(Hermitian) operators. Following Ref. [50], the effective Hamiltonian Heff of such a “quantum walk" can be
approximated by
Heff=H0+
ipi
8ω
[A,B]+
pi2
48ω2
([[A,H0], A]+[[B,H0], B])+O(1/ω3), (27)
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Figure 3. Synthetic magnetic fields for photons (a) Scheme of the non-planar optical cavity used to engineer optical
Landau levels. The effective magnetic field is induced by the rotation of the cavity modes around the optical axis upon every
round trip. (b) Example of optical mode in the photonic Landau level, implying a large number of angular momentum modes
(from [94]). (c) Scheme of the quantum well structure used to create cavity polariton gases with an artificial gauge field arising
from the magnetoelectric Stark effect occuring under perpendicular electric and magnetic fields. (d) Dispersion relation of
the polariton modes as a function of the gate potential VG, taken for two values of momenta ky . The shift between the two
parabolas corresponds to an effective vector potential controlled by the external magnetic field (from [114]).
in the high-frequency limit. Based on this result, one can readily identify specific protocols leading to effective
magnetic fields; as suggested in Ref. [50], a possible scheme is provided by the following set of operators:
H0 = (p
2
x + p
2
y)/2m, A = (p2x− p2y)/2m and B = κxy. Inserting these operators in Eq. (27) indeed results in
the effective Hamiltonian
Heff =
1
2m
(
(px −Ax)2 + (py −Ay)2
)
+
1
2
mω2h(x
2 + y2)
A = (−mΩy,mΩx), Ω = piκ
8mω
, ωh =
√
5
3
Ω, (28)
which describes the motion of a charged particle in the 2D plane, in the presence of a perpendicular magnetic
field B = 2mΩ1z = piκ4ω1z. Note that this scheme simultaneously realizes a trapping potential in Eq. (28).
Physically, the four-step sequence introduced above reads{
p2x
m
,
p2x + p
2
y
2m
+ κxy ,
p2y
m
,
p2x + p
2
y
2m
− κxy
}
, (29)
which corresponds to restricting the direction of motion and applying pulsed quadrupole fields in a sequential
manner. We point out that a similar scheme was originally proposed in an optical-lattice context [57], to
generate fractional Chern insulators [48]. Besides, schemes based on pulsed magnetic fields were also proposed
to generate spin-orbit coupling [66,67,50], as was recently implemented in Ref. [118].
4. Artificial magnetic fields in lattices
4.1. Physical realizations of uniform magnetic fluxes and the Harper-Hofstadter model
4.1.1. The Harper-Hofstadter model: From the butterfly to topology
In the continuum, the energy spectrum of a 2D electron gas in a magnetic field consists of highly degenerate
Landau levels. At the same time electrons moving in a periodic potential develop a quantized energy spectrum
consisting of discrete Bloch bands. As a consequence, the interplay between the two characteristic length
scales, the lattice constant a of the periodic potential and the magnetic length lB =
√
~/eB, leads to the
emergence of a complex fractal energy spectrum know as Hofstadter’s butterfly [119,120,41]; see Fig. 1b.
It has been predicted more than 60 years ago [41] but was only realized very recently, as we now explain.
The challenge of exploring this “Hofstadter butterfly physics" experimentally lies in the reconciliation of
the two lengthscales. To have the magnetic length on the same order as the lattice constant, which is
typically a few ångströms large, unfeasibly large magnetic fields of several thousands Tesla would be required.
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One possibility to overcome this limitation is to lithographically design artificial superlattices with lattice
constants up to 100 nm, a technique that has proven to be technically challenging mainly because of disorder
[121,122,123,124,125,126,127]. A related strategy is based on heterostructures, consisting of atomically thin
materials, which can be used to engineer artificial superlattice structures; this can effectively increase the
lattice unit cell, and therefore the lattice constant, depending on the relative alignment between the different
layers. Three independent groups have succeeded to study the electronic properties of graphene placed on
a substrate of hexagonal boron nitride [128,129,130], which exhibits a so-called moiré pattern; the latter
acts as a superlattice with a lattice constant on the order of 10 nm and facilitated first studies of the fractal
structure of the Hofstadter’s butterfly in electronic systems.
More generally, the Harper-Hofstadter model [Eq. (20)] describes the dynamics of a charged particle
in a 2D space-periodic system subjected to a constant external magnetic field (see Sect. 2.2). The model
explicitly breaks time-reversal symmetry, through the Peierls phase factors in Eq. (20), which leads to the
appearance of topologically non-trivial energy bands [8,10]. The important parameter characterizing the
electronic properties is the number of magnetic flux quanta per unit cell α. The corresponding fractal single-
particle energy spectrum (Fig. 1b) emerges due to the broken translational symmetry of the lattice in the
presence of the vector potential. The magnetic field effectively enlarges the unit cell [41,131] and one can
show that for rational values α = p/q, with p and q integers, the effective unit cell is q times larger and the
lowest tight-binding band of the periodic potential splits into q subbands.
The general concept of geometric phases introduced in Sect. 2.1 naturally translates to crystalline poten-
tials [38]. Using Bloch’s theorem, the Hamiltonian can be written in the momentum representation H(k),
whose eigenvectors are the cell-periodic Bloch functions |u(k)〉µ, where µ is the band index and where the
parameter space is determined by the quasi-momentum k defined within the first Brillouin zone (FBZ).
Adiabatic motion within a given Bloch band Eµ is associated with a geometric phase, which is characterized
by the Berry curvature Ωµgeom(k); see Eq. (10) and Ref. [38]. As previously discussed, this geometric phase
can be seen as an Aharonov-Bohm phase associated with the fictitious “magnetic" field Ωµ(k) defined in
quasi-momentum space. Beyond these geometric effects, energy bands also display topological properties,
which are characterized by a topological invariant known as the Chern number [8,10]
νµ =
1
2pi
∫
FBZ
d2k Ωµgeom(k). (30)
The latter can be interpreted as the number of monopole charges associated with the fictitious field Ωµ(k)
within the FBZ [2]. Hence, the Chern number νµ only takes integer values and the energy band Eµ is
topologically non-trivial if νµ 6= 0. This situation can give rise to intriguing physical effects. The most
prominent example is the quantization of the Hall conductance in the integer quantum Hall effect [132,26,8],
σH =
e2
h
∑
Eµ<EF
νµ, where the summation runs over all occupied energy bands below the Fermi energy
Eµ < EF . Indeed, one can show that the number of chiral edge modes, which contribute to transport
in quantum-Hall experiments, is directly linked to the Chern numbers characterizing the occupied single-
particle energy bands; this is the so-called “bulk-edge correspondence" [133,134,135]. In fact, as will be
illustrated below, the appearance of these chiral edge modes offers alternative experimental possibilities to
reveal and study the topological properties of a system.
Even though it seems natural to study the physics of the Hofstadter model with charged particles (e.g. elec-
trons) in square lattices subjected to a magnetic field, there has been a number of proposals and experiments
for charge-neutral particles in different physical settings. In the following of this Section, we briefly introduce
different platforms, where the physics of the Harper-Hofstadter model has been studied or is within reach.
These include photonics [16,43], phonons [18] and cold atoms [12,15]. In some of these platforms, first steps
have been undertaken to realize topological insulators, which are topological states that do not break time-
reversal symmetry [27]; the simplest realization of such topological insulators are two independent copies of
a quantum-Hall system, whose magnetic fields point in opposite directions [136,137].
4.1.2. Microwave (MW) and radiofrequency (RF) circuits
Inspired by the topological interpretation of the integer quantum Hall effect [8], it was realized that
similar phenomena could be realized and studied in photonic systems. The key idea was built on periodic
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Figure 4. Topological microwave waveguide supporting chiral edge states (a) Illustration of the 2D magneto-optic
photonic crystal that consists of an array of ferrite rods in air (blue). The two parallel copper plates (yellow) confine the
radiation in the z-direction. Chiral edge states (CES) exist at the interface between the topologically trivial metal wall and the
photonic crystal. The two antennas (orange) are used for emission and detection of the MW radiation. (b) Calculated field
distribution Ez of the CES. The signal propagates along the direction of the black arrow although the antenna (star) emits
omnidirectional. (c) In the presence of a large metal obstacle the signal is expected to propagate around the obstacle because
backscattering is completely suppressed. (Figure from Ref. [141])
metamaterials that explicitly include time-reversal symmetry breaking elements. First, this was proposed via
the use of Faraday-effect media [138,139]. In these structures, the emergent photonic bands are characterized
by non-zero Chern numbers, as in the electronic case; similarly, at the interface between two materials with
different topological orders, unidirectional (chiral) edge modes are expected to appear [27]. In their original
proposal, Haldane and Raghu considered a hexagonal array of dielectric rods, where an additional Faraday
term leads to a splitting of the Dirac points, hence creating non-degenerate bands with non-zero Chern
numbers [138]. Soon after, several experiments reported on the observation of chiral edge states (CES) in
gyromagnetic photonic crystals based on square lattice geometries [140,141,142,143], as illustrated in Fig. 4.
CESs are remarkably robust to disorder, which may be introduced during the fabrication process. Therefore,
topological systems are very promising candidates for technological developments such as the engineering
of extremely robust waveguides (Fig. 4c). Recently, these ideas have been extended in order to enable the
realization of topological photonic bands with Chern numbers that are larger than one |ν| > 1 [144]; this
permits the generation of multi-mode channels, as recently demonstrated by Skirlo et al. [145].
It is well-known that characteristics of the 2D Harper-Hofstadter model can also be studied in suitably
tailored 1D geometries; formally, this results from the dimensional reduction of the 2D Harper-Hofstadter
model, which leads to the 1D Harper equation [41]. This idea has indeed been used in pioneering experiments
to study the fractal structure of the Hofstadter butterfly in a 1D geometry, where the transmission of a
microwave signal through a waveguide with a variable periodic arrangement of scatterers was measured
[146]. One can show that the transmission of the signal through an array of scatterers is formally described
by the Harper equation [119].
An elegant way to implement the Harper-Hofstadter model in a RF-network was demonstrated in Ref. [147].
In this setup each lattice site consists of two inductors A = (1, 0) and B = (0, 1); the state on each lattice site
is defined as the voltages across the inductors (VA, VB). Neighboring lattice sites are capacitively coupled via
permuted couplings to introduce a phase shift of pi/2 for each round trip around one unit cell, which effec-
tively implements the Harper-Hofstadter model for α = 1/4 (see Sect. 2.2). The two inductors further encode
two different spin states, which results in an effective model that is time-reversal symmetric and supports
edge modes with opposite chirality for the two spin states. Through site- and spin-resolved measurements
the authors were able to study the dynamics of edge states and reveal the bulk energy bandgap [147].
Alternatively, time-reversal symmetry can be broken without the need of non-reciprocal elements, but
using Floquet engineering (Sect. 2.3). The basic theoretical concept relies on modulation-induced interband
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Figure 5. Microwave cavity array. (a) Schematic drawing and photograph of the microwave cavity array simulating the
Hofstadter model with flux α = 1/4. (top-left panel) The white circles represent cavities that do not introduce a phase shift,
while the colored ones with an arrow introduce a phase shift of pi/2 per lattice unit cell. (top-right panel) Top-view of a
5 × 5 lattice with a lattice constant of 1.96 cm. (bottom panel) Side-view of the cavity array. The 2nd and 4th cavities are
phase-shifting cavities. (b) Transmission spectrum (left) and energy bands (right) of the Hofstadter model for α = 1/4. The
bulk response is shown in purple and blue, while the one from the edges is shown in orange and red. The four bulk bands
originate from the increased magnetic Brillouin zone in the presence of the flux. (from Ref. [148])
photonic transitions. In the work by Fang et al. [149], the authors consider two photonic modes with fre-
quencies ωA and ωB that are spatially separated and arranged in a square lattice geometry with sublattices
A and B. The key ingredient is a time-dependent coupling between them, which can be described by the
following Hamiltonian
H(t) = ωA
∑
i
a†iai + ωB
∑
j
b†jbj +
∑
<ij>
V cos(ωt+ φij)(a
†
i bj + b
†
jai ), (31)
where a†i and b
†
j are the creation operators in the two sublattices on site i and j respectively. The coupling
strength V is resonantly modulated with frequency ω = ωA−ωB and φij is the phase of the modulation. In
the rotating-wave approximation, namely following the formalism discussed in Sect. 2.3, the evolution of the
system can be described in the high-frequency limit by an effective time-independent Hamiltonian Heff with
coupling matrix elements V eiφij/2; therefore, this enables a direct engineering of effective Aharonov-Bohm
phases in real space. Conceptually this technique is very general and can be realized in various photonic
systems, ranging from the RF to the visible spectrum. In fact, there are different physical settings that make
use of the same “resonant-shaking" technique in order to engineer artificial magnetic fields, for instance,
with cold atoms [54], ions [59] or superconducting circuits [150]. A first experiment on the engineering of
artificial Aharonov-Bohm phases in the RF regime, based on this method, was reported in Ref. [151].
In photonic setups, a major challenge consists in mediating interactions between photons. Recently, a
promising platform was developed based on microwave cavities where interactions can be introduced via
Josephson junctions, which might enable future studies of topological many-body physics [148,152,153]. The
platform consists of an array of 3D microwave cavities, as illustrated in Fig. 5a, which are evanescently
coupled. In this scheme a time-reversal symmetry breaking flux is engineered on-site by manipulating the
mode structure of individual cavities [153]. This is in contrast with respect to other implementations, which
are mainly based on the engineering of Peierls phases (see Sect. 2.2). Here, one cavity within each unit cell
is engineered in such a way that a single mode with definite angular momentum is energetically isolated.
By evanescently coupling the cavities, the angular momentum passively introduces an artificial flux in the
photonic lattice (Fig. 5a). This technique has been demonstrated for the Hofstadter model with flux α =
1/4 [148]. Using spectroscopic measurements, the authors revealed four bulk topological energy bands and
topologically protected edge states (Fig. 5b). The large potential of this platform relies in the fact that the
cavities can be coupled to superconducting qubits in order to introduce strong photon-photon interactions
[153]. This could offer a promising platform to study fractional Chern insulators [48].
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Figure 6. Laser-induced tunneling in an optical lattice. (a) Schematic drawing of a 2D spin-dependent optical lattice;
|g〉 atoms are trapped between |e〉. Along y tunneling is determined by the hopping matrix element J and along x it is induced
via additional laser beams. It is generally complex K(R) and depends on the position R in the lattice. (b) Illustration of
Raman-assisted tunneling, where two internal states |g〉 and |e〉 are trapped in different lattice potentials Vg,e(x) and are
coupled with near-resonant lasers to realize K(R). (c) Laser-assisted tunneling in a superlattice potential with sublattices A
and B. Tunneling is inhibited by a potential energy offset ∆ and can be resonantly restored by far-detuned laser beams to
engineer complex hoppings K(R).
4.1.3. Ultracold atoms in optical square lattices
In cold atoms, artificial magnetic fields have been first realized within harmonic traps. As explained in
Sect. 3.1, by setting a cold gas into rotation one can exploit the formal equivalence between the Coriolis force
and the Lorentz force, which has been demonstrated successfully through the observation of quantized vor-
tices in a BEC [72,73,82,83]. These ideas have been extended to rotating optical lattices [154,155,156,157,158]
and to even more exotic settings; e.g. a rotating BEC was predicted to induce an effective magnetic field for
impurity atoms trapped in an optical lattice [159].
Later, alternative methods have been developed on possible ways to generate magnetic field effects for
neutral particles in periodic potentials [160,161,162,57,163]. For cold atoms, tunneling in an optical lattice
is typically determined by a hopping matrix element J , which is real [Eq. (18)]. The proposal by Jaksch and
Zoller [160] considers a 2D optical lattice, where tunneling along one axis (x-axis) is inhibited by the use
of a state-dependent optical lattice; moreover, atoms in different internal states |g〉 and |e〉 are trapped in
different columns of the optical lattice; see Fig. 6a. Tunneling can then be resonantly restored using Raman
lasers, that couple the two internal states and introduces a spatially dependent optical coupling (Fig. 6b).
The latter is in general complex and can be written in the following form
K(R)|g〉→|e〉 =
∫
dr w∗(r−R) ΩR eik·r w(r−R− dx) = K0eik·R. (32)
Here R is the position in the lattice, ΩR is the amplitude of the coupling field, w(r) is the localized Wannier
function on site R and dx is the lattice unit vector along the x-axis. The phase terms in the induced
hopping matrix elements lead to a phase accumulation when a particle hops around a close loop that leads
to an effective magnetic field of the following strength α = kya/(2pi), where ky is the projection of the
Raman wavevector along the perpendicular direction. Since the induced tunneling is accompanied with a
spin-flip or change of the internal state, the technique is also known as Raman-assisted tunneling. Without
additional potentials this scheme would lead to the generation of a staggered effective magnetic field because
K(R)|g〉→|e〉 = K∗(R)|e〉→|g〉 and therefore it would result in a magnetic field with zero mean. In order to
rectify the field an additional linear potential [160] or a superlattice potential [163] could be used. Both
proposal thereby rely on the idea that an additional potential is needed in order to split the degeneracy in
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Figure 7. Effective magnetic fields in ring resonator arrays. (a) Schematic drawing of the resonator array consisting
of Link and Site resonators, which are resonant at different frequencies due to the length difference 2η. Two Link resonators
(1,2) and (3,4) are placed asymmetrically, i.e. |x34− x12| > 0, which leads to an overall phase shift 2piα for a photon hopping
around the plaquette (blue arrow). (b) Topological protection of the edge state. A resonator was intentionally removed from
the array (left). The light is propagating around the missing resonator or defect, which indicates topological protection of the
edge state. (Image from Ref. [184])
the resonance condition for the induced tunnel couplings |g〉 → |e〉 and |e〉 → |g〉 so as to control the sign of
the induced phase.
Alternatively the scheme can be implemented with a single internal state if potential energy offsets between
neighboring sites ∆R in the lattice are introduced (Fig. 6c). If this energy offset is large compared to the
tunneling ∆R  J the dynamics along the corresponding lattice axis will be frozen. Resonant tunneling can
then be restored with an additional pair of laser beams whose frequency difference matches the energy offset
between neighboring sites [58,164]. The resulting flux is then computed in a similar manner α = δkya/(2pi),
where δk is the wavevector difference between the two driving laser beams. In this scheme the relevant
energy scales can be on the same order of magnitude ∆ ∼ J and it may be advantageous to describe
the explicitly time-dependent system in the Floquet formalism (see Sect. 2.3 and Ref. [54]). Since only
one internal state of the atom is involved in this scheme it is typically referred to as photon-assisted or
laser-assisted tunneling. Depending on the spatial profile of the additional potential energy used to inhibit
tunneling different flux patterns can be realized. An alternating energy offset ∆R = (−1)m∆, where m labels
the lattice site R = mdx (Fig. 6c), leads to a staggered flux pattern with zero mean [165]. Instead a linear
potential gradient ∆R = m∆ results in homogeneous effective magnetic fields [61,60,166,167,64]. This led
to the observation of chiral Meissner-like currents in bosonic flux ladders [166], but also to the first cold-
atom measurement of the topologically-invariant Chern number [62], which was achieved by loading bosonic
atoms into the lowest Hofstadter band for α=1/4; this topological transport experiment was performed by
measuring the center-of-mass displacement of the atomic cloud in response to an applied force [168,169,170].
In both schemes the strength of the effective magnetic fields depends only on the term kya, which can be
tuned easily by changing the angle between the Raman laser and the underlying lattice potential or by
changing the ratio between the wavevector of the Raman laser and the lattice constant. Therefore it is fully
tunable by changing the geometry of the configuration. Similar theoretical proposals have been put forward
for trapped ions, where the complex coupling is engineered via induced coupling of phonon modes [59,171].
The topological properties of the 2D Harper-Hofstadter model can be further studied in a dynamical way,
through the implementation of topological pumps in 1D [172,173,174]. These ideas have been successfully
realized in photonic systems [175,176,177] and ultracold atoms [178,179,180,181], and recently enabled studies
of 4D quantum Hall physics based on 2D topological pumping [182,183].
4.1.4. Ring-resonator arrays
The Harper-Hofstadter model can also be realized in photonic systems that consist of a network of ring
resonators [185]. In this setting, one lattice site consists of a ring resonator and the spin is encoded in
the propagation direction in the ring. Using waveguides these ring resonators can be coupled to neighboring
resonators as discussed in Ref. [186]. Restricting the discussion to a single spin component and neglecting spin
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mixing, the network can be described with a transfer matrix formalism which relates the wave amplitudes
between neighboring resonators. The couplings are treated in a more abstract way through reflection and
transmission coefficients, which is more general than a tight-binding description and works also in the
strong-coupling regime. Interestingly, when applying this formalism one finds that the network hosts a
topological insulating phase even without the usual addition of a tight-binding flux. While in the tight-
binding description this zero-field case corresponds to a topologically trivial phase [186], there exists a
topological insulator in the strong-coupling regime [185]. A nice advantage of the transfer matrix formalism
is that it is relatively easy to include gain and loss in the system. This topological regime of a network
without additional tight-binding flux was explored recently in a MW network [187] via the implementation
of a topological pump.
An experimental implementation of the ring resonator network with tunable tight-binding flux was re-
ported by Hafezi et al. [184] based on silicon technology. In this setup the effective magnetic field is realized
via asymmetric placements of site and link resonators such that a photon that is propagating clockwise
around one plaquette will pick up a phase 2piα or −2piα if it is propagating anticlockwise. A schematic
drawing of such a resonator plaquette is shown in Fig. 7a. The system can be formally described by photons
hopping on a lattice with non-zero Peierls phases, as in Eq. (20). The phase a photon acquires is determined
by the optical length, for instance, φ12 = 4pinx12/λ, where x12 is the relative shift of the link resonator, λ
is the wavelength and n the index of refraction. Since two of the link resonators are placed asymmetrically
the photons acquire a non-zero phase shift when hopping around the plaquette, where α = 2n(x34−x12)/λ,
which can be interpreted as an effective magnetic flux piercing the unit cell. Hence, the spectrum is equiv-
alent to that of the Hofstadter model and the system supports topological edge states, which have been
observed experimentally [184] as shown in Fig. 7b. Moreover this setting facilitated the first Chern-number
measurement in a truly 2D photonic system, exploiting the bulk-edge correspondence [188].
4.1.5. Mechanical systems
At first sight, there is no obvious connection between mechanical systems and topological quantum matter.
However, the universality of geometrical and topological concepts revealed new possibilities in designing
mechanical systems that are well suited to study certain aspects of topological insulators [189,18,190]. The
field of topological mechanics has experienced an impressively fast development during a short period of time.
Within the scope of this review, we present a brief intuitive link between classical mechanics and topological
electronic systems followed by a list of important advances in the field. The easiest way to understand the
connection is to map the mechanical problem onto an equation that formally resembles the Schrödinger
equation. A set of coupled undamped linear mechanical oscillators can be described by the equations of
motion
x¨i(t) =
N∑
j=1
[−Dijxj(t) + Γij x˙j(t)], (33)
where t denotes time, xi(t) describes the displacement of the i-th oscillator, i ∈ N and Dij are related
to spring constants coupling different degrees of freedom [191,192]. The terms Γij arise from velocity-
dependent forces and formally make the connection to the Lorentz force acting on charged particles in a
magnetic field. These terms can be exploited to engineer models that break time-reversal symmetry (e.g. the
Harper-Hofstadter model), in metamaterials with non-reciprocal elements. Equation (33) can be recast into
a Hermitian eigenvalue problem for the frequencies ω
i
∂
∂t
√DTx
ix˙
 =
 0 √DT√
D iΓ
√DTx
ix˙
 , (34)
which resembles the Schrödinger equation [18]. There are different routes to engineer topological mechanical
systems. The first one builds on the intrinsic particle-hole symmetry of the system [193]. For each frequency
ω, there exists also a solution at −ω and topological modes can appear close to zero frequency. Kane and
Lubensky [193] studied the appearance of topological boundary modes in mechanical systems near collapse,
for instance granular materials close to the jamming transition [194,195]. These are systems close to collapse,
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Figure 8. Array of coupled pendula exhibiting topological helical edge modes. (a) One lattice site consists of
two pendula x and y (left). Along the r-axis the pendula are coupled in a non-trivial manner via lever arms, whose number
determines the sign of the coupling: cross-coupling between x and y (magenta and brown); x− x and y− y couplings (red and
green). Along s the pendula are simply coupled by the blue springs. For |α| = 1/3 the unit cell consists of three lattice sites.
Here f denote the hopping matrix elements, with amplitude f0 [191]. (b) Observed steady states at a bulk (2.380Hz) and edge
excitation frequency (2.114Hz). The system is excited with left circular polarization at the site that is excluded from the bottom
row. The size of the circle illustrates the strength of the measured deflection. (Image from Ref. [191])
where the number of degrees of freedom is equal to the number of constraints. Interestingly, there exist zero-
frequency modes, where parts of the system can move freely. Topological modes in isostatic lattices have been
observed in deformed kagome lattices [196] and in a 1D mechanical system of rigid links and rotors [197],
which resembles the topological Su-Schrieffer-Heeger (SSH) model [198] and might open new possibilities to
study effects beyond electronic systems [199]. A different kind of zero-frequency modes has been observed as
localized buckling regions under external stress [200]. Indeed, topological concepts may lead to novel design
mechanisms for tailored mechanical properties of materials [201]. Recently, these ideas have been extended
to static non-reciprocal metamaterials [202] and transformable topological metamaterials [203].
A second class of topological metamaterials displays topological properties at finite frequencies. This was
recently demonstrated in a mechanical system of dimers, each consisting of two rigidly connected brass balls,
which are coupled by springs [204]. A classification scheme for topological phononic crystals is presented
in Ref. [190]. All the above examples are discrete realizations of topological metamaterials. For practical
applications it will be interesting to extend these studies to continuous media. First steps along these
lines have been demonstrated in a 1D continuous periodic acoustic system [205] and in 2D based on an
array of metallic rods [206]. In general the construction of finite-frequency topological modes is challenging
because the conceptually simplest way requires time-reversal symmetry breaking terms, which are not readily
available in acoustic systems. However, if such terms could be realized, for instance, with acoustic structures
that contain a circulating fluid [207,208], unidirectional topological edge states are expected to exist [209].
The realization of these ideas is very challenging experimentally. One the other hand working directly with
topological time-reversal symmetric systems is not straightforward because phononic systems lack a complete
classification. Recently, there has been progress regarding both possibilities. It has been demonstrated that
a system of coupled gyroscopes in a honeycomb configuration is intrinsically time-reversal symmetry broken
and supports unidirectional topological edge states [192,210]. Models associated with topological Bloch bands
have been studied with an array of coupled mechanical pendula [191] and in a honeycomb lattice of metallic
cylinders [206]; see also the proposal [189].
Specifically, the system of Ref. [191], which is illustrated in Fig. 8a realizes two independent copies of the
Harper-Hofstadter model with α = ±1/3, where the sign depends on a pseudospin (see below). The system
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Figure 9. Effective magnetic fields in superconducting circuits (a) Illustration of a lattice of superconducting qubits
Qj , where j labels the lattice site. The unit cell consists of three coupled qubits. (b) Optical image of a superconducting circuit
with three qubits, which are coupled via adjustable couplers CPjk. (c) Illustration of the modulation induced complex coupling
between neighboring qubits. The frequency difference between the two qubits is ∆. Via periodic modulation with frequency ∆,
phase φ and amplitude g and effective complex coupling geiφ/2 can be engineered. (Image from Ref. [150])
consists of a 2D array of coupled pendula, where each site itself is composed of two pendula x and y (Fig. 8a).
The pseudo-spin is encoded in left and right circularly polarized motion, which is determined by the relative
phase between the oscillation of x and y pendula. In analogy to the Harper-Hofstadter model expressed
in the Landau gauge (Eq.20) one may understand the basic working principle of the coupled pendula as
follows. Along the s-axis the pendula are simply coupled by the blue springs, which corresponds to the axis
with real hopping matrix elements in the Harper-Hofstadter model. The non-trivial direction with complex
hopping matrix elements (r-axis) requires x− x, y − y as well as x− y cross-couplings and gives rise to the
Peierls phase factors in the Harper-Hofstadter model [Eq. (20)]. For the configuration realized in Ref. [191],
the system is characterized by three well-separated bulk bands and helical edge modes in the band gaps.
This can be seen in the response of the system, when it is excited at frequencies that correspond to bulk
or edge frequency modes respectively (Fig. 8b). The topological robustness of the observed phononic helical
edge states paves the way for future applications, for instance, the realization of phonon waveguides [211].
4.1.6. Superconducting circuits
Superconducting circuits promise large progress in simulating interacting quantum systems with photons.
In these settings interactions between photons arise due to the nonlinearity of the qubits. There have been
a number of proposals for realizing topological systems with superconducting circuits [212], however, it took
until the year 2016 to successfully demonstrate this strategy experimentally, using a system made of three
coupled qubits [150]. Interestingly, despite the differences between the physical platforms discussed so far, the
conceptual ideas are very similar. In this setting each lattice site consists of a single qubit and the hopping
rate of MW photons between neighboring qubits can be adjusted via the properties of an additional coupling
loop (Fig. 9). If the on-site energies between two lattice sites differ by an amount ∆, a sinusoidal modulation
of the tunneling term with frequency ∆ (here: ~ = 1), phase φ and amplitude g can restore resonant
coupling between the sites. Using the formalism introduced in Sect. 2.3, the dynamics can be described in
terms of an effective Hamiltonian, which shares similarities with the Harper-Hofstadter model: the engineered
hopping matrix elements become complex (Fig. 9 c), as briefly discussed below Eq. (31), and the photon’s
wavefunction picks up a phase; as explained in previous chapters, this acquired phase is analogous to the
Peierls phases inherent to the Harper-Hofstadter model [Eq. (20)].
Besides, in the experiment of Ref. [213], a single qubit was used to simulate the topological properties of
the Haldane model (see the following section Sect. 4.2) via a formal but simple mapping.
Very recently, Ref. [214] reported on the realization of the 1D Harper Hamiltonian (i.e. the dimensional
reduction of the 2D Harper-Hofstadter Hamiltonian) using nine superconducting qubits; this platform was
used to reveal signatures of the Hofstadter butterfly through time-domain spectroscopy, but also to study
many-body localization using two interacting photons.
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Figure 10. Synthetic Dimensions (a) Schematic illustration of a synthetic dimension, which consists of different internal
states of an atom, here illustrated with different colors. Coupling between these states can be realized, for instance, with Raman
beams, which are naturally complex ΩReiφm and whose phase depends on position, here labeled by the index m. (b) 2D synthetic
lattice, where one dimension is a normal optical lattice in real space, where the sites are labeled by the index m and the second
dimension is realized with internal states as in (a). This setting mimics an effective magnetic field with flux α = φ/(2pi).
4.1.7. Synthetic dimensions: cold atoms and photonics
A conceptually different approach has been put forward in the cold-atoms and photonics communities,
which is based on so-called synthetic dimensions. Here the spatial direction of a physical lattice is replaced
by more abstract degrees of freedom, for instance by coupling different internal states of an atom (Fig. 10a).
The first proposal considered the use of additional degrees of freedom to realize 4D quantum systems, either
via spin-dependent lattices or an on-site dressed lattice [215]. The latter scheme was worked out in more
detail in Ref. [216], and was eventually realized almost simultaneously by two experimental groups with
bosonic [217] and fermionic [218] atoms; these works were then followed by realizations based on optical
clock transitions [219,220,221].
As illustrated in Fig. 10b, the system proposed in Ref. [216] consists of a 1D lattice with ordinary tunnel
coupling between neighboring sites along the spatial dimension x. The synthetic direction consists of different
internal states of the atom, for instance, the Zeeman levels in the lower hyperfine manifold. These states can
be interpreted as synthetic lattice sites. Initially the states are separated in energy by applying a magnetic
field EZ = gFµBB, where gF is the Landé g factor, µB is the Bohr magneton and B is the strength of the
magnetic field. Coupling between the states is then introduced using a pair of Raman lasers whose frequency
difference ~ω = EZ is resonant with the Zeeman splitting. The Raman transition imparts the momentum
2kR · 1x = 2kxR onto the atoms along the lattice direction, where kR is the wavevector of the Raman beams
and 1x is the unit vector along the lattice axis. The system can be described by the following Hamiltonian
H =
∑
n,m
(
−Ja†n,m+1an,m + ΩReiφma†n+1,man,m
)
+ h.c., (35)
here m labels the lattice sites, n the internal states, ΩR is the Raman coupling and a†n,m is the creation oper-
ator in the extended lattice. The Hamiltonian is characterized by the Peierls phases φ = 2kxRa that give rise
to a magnetic flux α = kxRa/pi per plaquette, thus enabling a realization of the Hofstadter model using syn-
thetic dimensions. Synthetic dimensions can be further realized by coupling momentum states with resonant
two-photon Bragg transitions [222,223,224,225,226] or by coupling different harmonic oscillator states [227].
The former has been realized experimentally to study the SSH [224] and the Hofstadter model [225]. The
concept of synthetic dimensions was also introduced for photonic systems using orbital angular momentum
states [228], higher modes in an optical ring-resonator array [229,230] and optomechanical systems [231].
4.2. Physical realizations of local magnetic fluxes, the Haldane model and Chern insulators
In the previous Section, we presented possible realizations of the Harper-Hofstadter model [41], which
describes the motion of a charged particle on a square lattice penetrated by a uniform magnetic flux.
As we discussed, the corresponding band structure exhibits Bloch bands with non-trivial topology (Chern
numbers [8,9]). In this sense, the Harper-Hofstadter model is the simplest lattice model that captures the
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quantum Hall effect [8,9], as discovered in two-dimensional electronic systems subjected to large magnetic
fields [26].
As realized by Haldane [232], Bloch bands with non-zero Chern numbers can also be found in lattice
systems that do not feature uniform magnetic fields; filling such “Chern bands" with electrons leads to
a quantized Hall conductivity [8]: this is the “quantum anomalous Hall effect" (anomalous since it is not
due to an external and uniform magnetic field [24]). In order to understand the origin of these anomalous
Chern bands, let us analyze the general definition of the Chern number of a given band, as in Eq. (30). If a
system is invariant under time-reversal, then one can verify that the Berry curvature satisfies the symmetry
Ωµgeom(−k) = −Ωµgeom(k), which then indicates that all Chern numbers (30) are necessarily trivial, νµ=0; see
Ref [10]. As a corollary, Chern bands can be found in models that explicitly break time-reversal symmetry.
This is the case for the Harper-Hofstadter model, through the presence of the Peierls phases (associated
with the uniform magnetic flux); see Section 4.1.1. However, time-reversal symmetry can be broken by other
means in a lattice model, for instance, by inserting local fluxes [232], as we explain in the next paragraph.
4.2.1. Introducing the model: from local fluxes to Chern bands
Historically, it is Haldane who first constructed a simple 2-band lattice model that exhibits Chern
bands [232]. This model is defined on a 2D honeycomb lattice with nearest-neighbor tunneling, i.e. the tight-
binding model usually used to describe graphene [233]. The corresponding spectrum exhibits two bands,
which touch at singular points in the Brillouin zones (the well-known Dirac points of graphene). The latter
singularities are due to the invariance of the model under time-reversal and inversion symmetries, hence,
breaking one of these symmetries can open a gap in the spectrum [232]. Haldane proposed to break time-
reversal by introducing local and staggered magnetic fluxes within each unit cell of the honeycomb lattice (the
total flux penetrating each honeycomb cell being zero); formally, this is realized by adding second-neighbor
tunneling terms to the graphene tight-binding model, with complex phase factors (i.e. Peierls phase factors).
In its simplest form, the Haldane-model Hamiltonian can be written as
H = −J1
∑
〈j,k〉
|j〉〈k|+ J2
∑
〈〈m,n〉〉
i|m〉〈n|, (36)
where the first term describes the standard nearest-neighbor hopping term of the graphene-tight-binding
model, and where the second term corresponds to the second-nearest-neighbor hopping term introduced
by Haldane to break time-reversal symmetry; this term has complex matrix elements i =±i, whose sign
depends on the orientation of the hopping; see Fig. 11 (a). One readily verifies that this second term indeed
generates (staggered) local fluxes within each honeycomb unit cell, and that this opens a gap at the Dirac
points, leading to two isolated bands with non-zero Chern numbers; see Ref. [232] for details.
In fact, given a two-band lattice model, it is easy to estimate whether the latter can exhibit Chern bands
with non-zero Chern numbers. This is due to an elegant relation that connects the Chern number in Eq. (30)
to a simple (integer) winding number, which can be directly evaluated from the Hamiltonian [234,235], as
we now recall. For a two-band model, the Hamiltonian can be expressed in momentum-representation as
H(k) = ε(k)12×2 + dx(k)σx + dy(k)σy + dz(k)σz, (37)
where d(k) defines a vector field over the Brillouin zone, and where σx,y,z are Pauli matrices. Applying the
expression for the Chern number (30) to this 2-band case [Eq. (37)] leads to the compact expression [see
Ref. [236] for a simple derivation]
νch = (1/4pi)
∫
FBZ
n(k) · (∂kxn(k)× ∂kyn(k)) d2k, (38)
where n(k)=d(k)/|d(k)| is a map from the FBZ (i.e. a torus T2) to the sphere (S2). In this picture, the Chern
number in Eq. (38) simply counts the number of times the map n(k) : T2 → S2 covers the sphere, which
indeed defines a topological winding number [234,235]. A variety of two-band models exhibiting non-zero
winding numbers have been proposed, [235,25], including the Haldane model [232] and lattices subjected to
Rashba spin-orbit coupling [237,238,239]. In the literature, such 2-band systems realizing non-trivial winding
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Figure 11. The Haldane model and its realizations (a) Illustration of the Haldane model; the orientation-dependent
second-neighbor hopping processes are represented in a unit cell. Note that the complex nature of the related tunneling matrix
elements induces local (staggered) fluxes within sub-regions of the honeycomb unit cell [232]. (b) The Haldane model can be
engineered by circularly shaking a honeycomb-lattice structure [29,49,33,34]. (c) Photonic realization of the Haldane model,
using helical waveguides; image from Ref. [33].
numbers (Chern bands) are loosely referred to as “Chern insulators". A solid-state realization of these Chern
insulators has been reported in 2013 in Ref. [240].
Besides, if a Hamiltonian H(k) associated with non-zero winding numbers [Eq. (38)] is realized as an
effective Hamiltonian of a periodically-driven lattice system [Section 2.3], one generally uses the terminology
“Floquet Chern insulators" [29,49,31,32]. This Floquet-engineering approach to realize Chern bands was
experimentally demonstrated in 2013 in photonics, using helical optical wave-guides [33], and in 2014 in
ultracold atoms trapped in shaken optical lattices [34], as we further discuss below.
4.2.2. Graphene with circularly polarized light
In solid-state physics, a simple route to “Floquet Chern insulators" consists in subjecting a material
to circularly-polarized light [29,30,31]; see Ref. [32] for a review. In the case of irradiated graphene, this
naturally leads to an effective Haldane-like Hamiltonian [Eq. (36)]. To see this, recall that the effect of
circularly-polarized light on graphene can be modeled by the modified graphene-tight-binding Hamiltonian
H = −J1
∑
〈j,k〉
|j〉〈k|eiAjk(t), Ajk(t) = A(t) · (rk − rj), (39)
which describes hopping between the nearest-neighboring sites of the honeycomb lattice; here rj is the
position of the jth site, the electron charge is e = 1, and the time-dependent gauge potential is given by
A(t)=E (sin(ωt)1x + cos(ωt)1y); see Section 1.1. Note that the electric field associated with the irradiation
is given by E(t) = ∂tA and that it enters the graphene-tight-binding Hamiltonian through the Peierls
substitution [Eq. (19)].
The time-dependent Hamiltonian in Eq. (39) can be treated using the effective-Hamiltonian approach
introduced in Section 2.3. In particular, in the high-frequency limit (ω  J1), a simple calculation [30,55]
shows that the effective Hamiltonian Heff, as obtained from Eq. (22), reproduces the Haldane Hamiltonian
in Eq. (36) up to second-order corrections O(1/ω2). Specifically, in this Floquet-engineering context, the
tunneling matrix elements J1 and iJ2 of the original Haldane model (36) are explicitly given by the effective
tunneling matrix elements
Jeff1 =J1J0(E), Jeff2 = i[
√
3(J1)
2/ω] [J1(E)]2 , (40)
which parametrically depend on the driving field strength E and frequency ω; here J0,1 denote Bessel
functions of the first kind. Note that the time-reversal-breaking nature of this Floquet-engineered Haldane
model is due to the chirality of the driving field (whose circular polarization indeed imposes a privileged
orientation to the system); indeed, reversing the orientation of the circular field changes the sign of the local
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fluxes penetrating the honeycomb lattice (i → −i). In particular, it is this feature of the driven model
that leads to (effective) Bloch bands with non-zero Chern numbers [29,30,31].
4.2.3. Helical photonic waveguides
Interestingly, Floquet Chern insulators were first realized in the field of photonics and reported in Ref. [33].
Here, the strategy was to design a photonic crystal that exactly reproduces the irradiated-graphene Hamil-
tonian in Eq. (39), by exploiting the paraxial propagation of light in 2D arrays of photonic waveguides (as
created by femto-second-laser-writing techniques [241]). Specifically, this method builds on the similarity
between the Schrödinger equation and the optical paraxial Helmholtz equation for the evolution of the
electrical field envelope [241]
i∂zE(x) = − 1
2k0
∇2E(x)− k0 δn(x)
n0
E(x), (41)
where E(x) is the electric field envelope, where k0 (resp. n0) is the wavenumber (resp. bare refractive index) in
the medium, and where δn(x) describes local deviations from the bulk refractive index n0; see Ref. [241,242]
for details. Note that here, the propagating direction z plays the role of a fictitious “time" direction. Using
femto-second-laser-writing techniques, the effective potential δn(x) can be tuned so as to create arrays of
waveguides in the x − y plane, which are directed along z [33,242]. In the regime of evanescently-coupled
waveguides, the amplitude in the j-th wave-guide satisfies a “tight-binding" Schrödinger equation [241,242]
i∂zEj(z) =
∑
〈k〉
CjkEk(z), (42)
where the sum is taken over nearest-neighboring sites and where Cjk ≈ C is some coupling constant. Hence,
in the case of a honeycomb-shaped array of waveguides, Eq. (42) is equivalent to the equations of motion of
an electron propagating in graphene (in the tight-binding approximation); see Ref. [243].
Inspired by Ref. [138,29,30,31], Rechtsman et al. designed a method to turn their photonic graphene-like
crystal into a Floquet Chern insulator [33]. To understand this method, let us return to the time-dependent
Hamiltonian in Eq. (39); performing a gauge transformation, this Hamiltonian can be re-written in a more
suggestive form,
H = −J1
∑
〈j,k〉
|j〉〈k| −
∑
j
E(t) · rj |j〉〈j|, (43)
where E(t) = Eω (cos(ωt)1x − sin(ωt)1y) is the electric field associated with the gauge potential A(t) in
Eq. (39). The form (43) allows for a simple interpretation: the particle hops on a 2D honeycomb lattice
that is circularly shaken, with a shaking amplitude Eω and a frequency ω; indeed, the second term in
Eq. (43) reflects the (time-dependent) inertial force felt by the particle in the frame that moves with the
circularly-driven lattice. As a technical note, we point out that the effective Hamiltonian associated with
the time-dependent Hamiltonian in Eq. (43) is also equivalent to the Haldane model [Eq. (40)], up to the
above gauge transformation.
The latter observation has an important corollary for honeycomb-shaped photonic crystals discussed
above: “shaking" a honeycomb array of photonic waveguides, circularly along the “time" direction (z),
effectively produces a Floquet Chern insulator for light; this assumes that the shaking operates in the
high-frequency regime, ωJ1, where J1 is the nearest-neighbor coupling constant for evanescently-coupled
waveguides. This was realized in the experiment of Ref. [33], where helical waveguides were finely designed,
using the femto-second-laser-writing technique [241]. The underlying topological band structure (i.e. the ef-
fective bands with non-zero Chern numbers) was then probed through the observation of chiral edge modes,
at the boundaries of the 2D photonic crystal [33]. Similar photonic crystals were recently produced to engi-
neer “anomalous Floquet topological bands" for light [244,245], whose topological classification goes beyond
that of static systems [49,246,247].
4.2.4. The Haldane model with ultracold atoms
The previous discussion highlighted the important fact that Floquet Chern insulators can be realized
by shaking a 2D honeycomb lattice in a circular manner [Eq. (43)]; indeed, we saw that the underlying
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dynamics are well captured by an effective Hamiltonian that is reminiscent of the Haldane model (36). This
strategy was first demonstrated for light propagation in Ref. [33], but was then also implemented in the
context of ultracold matter. In Ref. [34], Jotzu et al. reported on the first realization of a circularly-shaken
honeycomb optical lattice producing Chern bands for ultracold atoms, as we now explain. Before doing so,
let us emphasize that cold-atom experiments based on shaken triangular optical lattices were pioneered in
Hamburg [248,249], where the generation of local fluxes was exploited to study frustrated magnetism [250].
The experiment of Ref. [34] first consists in loading a Fermi gas of ultracold 40K atoms into the lowest
band of a honeycomb optical lattice; see Ref. [251] for the laser configuration that produces this tunable
optical potential. Then, a circular shaking of the lattice is produced through piezo-electric actuators, which
sinusoidally modulate two mirrors that are responsible for the creation of the (initially static) optical lattice.
The time-dependent Hamiltonian that describes the motion of atoms within this shaken optical lattice is
then precisely of the form (43), in the frame that moves with the lattice (see also Refs. [252,55]). Hence, in the
high-frequency regime, this cold-atom system realizes the Haldane model (up to corrections discussed above).
The non-trivial Berry curvature associated with the resulting (effective) Bloch bands was then demonstrated
by evaluating the anomalous velocity [253,38] of the cloud in response to an external and static force [34].
More recently, a similar cold-atom setting was realized in Hamburg to investigate topological signatures
of quench dynamics in Chern bands [254,255]. As was predicted by Wang et al. [256], quenching a two-band
system from a trivial to a non-trivial region of its topological phase diagram generates complex dynamics,
which involve the creation and annihilation of vortices in momentum-space; the topological nature of the
post-quenched Hamiltonian can then be determined by measuring a winding number associated with the
trajectories of the vortices. Such a phenomenon was observed and reported in Ref. [255], where the trajec-
tories of the emerging momentum-space vortices were fully reconstructed through state tomography [257],
demonstrating clear evidence for the dynamical generation of non-trivial winding numbers.
4.3. Gauge fields from topological defects and strain
4.3.1. Graphene
Since the first successful electrical measurements on a single layer of carbon, i.e. graphene [258,259,260],
there has been a growing interest of related physics in particular because it has a deep relation to quantum
electrodynamics [261,262,263,233,264]. Here we want to briefly review the connection between the physics of
graphene on the one hand and gauge fields on the other. There are several different scenarios that give rise
to perturbations that are mathematically equivalent to gauge fields [19]. Generally speaking it appears due
to a change in the hopping between the two sublattices. On the one hand, they may occur in the presence
of topological defects or dislocations, which change the structure of the lattice itself. These types of gauge
fields do not depend on any material parameters but only on general topological features of the real space
potential. The second type arises through modifications of the hopping amplitudes, which might be caused
by changes in the distance between the orbitals or a change of symmetry. This situation indeed depends on
the microscopic details of the material.
4.3.1.1. Topological defects Using high-resolution Transmission Electron Microscopy topological defects
consisting of pentagon-heptagon pairs have been directly observed in single wall carbon nanotubes [265].
These are known as Stone-Wales defects [266]. An intuitive way to understand the emergence of gauge
fields due to dislocations in the lattice structure may be achieved in the following way: In the presence of a
dislocation an electron that encircles the defect will experience a phase mismatch, which can be interpreted
as an effective magnetic field that is present at the position of the defect. The general strategy in describing
the defects consists in determining the geometric phase around a defect, which in turn determines the gauge
field [267,268,269]. In fact, following this approach, one realizes that the Stone-Wales defects are rather
associated with gauge fields that emerge due to deviations from a perfectly flat graphene sheet, such as
ripples [270]. In a general situation, it is difficult to disentangle the different effects that lead to an effective
gauge field.
24
Figure 12. Strain-induced gauge fields Microscope images of the coupled waveguide array for increasing strain. (a) Regular
lattice without strain. (b) Strained lattice with q = 0.014a−1, where a is the lattice constant. (Image from Ref. [282])
4.3.1.2. Strain Field Gauge fields may also arise in defect-free graphene due to elastic deformations in the
presence of inhomogeneous external stress. This was already realized more than 20 years ago by Kane and
Mele [271] but the relation between a particular designed strain and the corresponding pseudo-magnetic
field is not straightforward and motived multiple studies, that were using strain-engineering to generate
homogeneous magnetic fields [272,273,274,275]. In general the coupling matrix elements in the tight-binding
model of a deformed graphene lattice are all nonequivalent and one can show that the Dirac Hamiltonian,
that describes the low-energy dynamics of the system, with non equal hopping parameters results in the
following effective Hamiltonian:
H = −i~vFσ · (∇− iA) , Ax =
√
3
2
(t3 − t2), Ay = 1
2
(t2 + t3 − 2t1), (44)
where the effective gauge field A depends on the values of the different tunnel couplings ti, i ∈ {1, 2, 3}
[272]. Such systems can support topological edge states even in the absence of time-reversal symmetry
breaking. Indeed strain-induced effective magnetic fields larger than 300Tesla have been observed in graphene
nanobubbles, where the appearance of Landau levels has been observed in the electronic spectrum using
scanning tunneling microscopy [276]. The existence of helical edge state in strained honeycomb lattices
depends strongly on the type of strain and on the termination of the edges. A systematic study has been
presented recently [277], which also applies to artificial graphene systems [278], some of them are briefly
discussed below. In particular using strain engineering large pseudo-magnetic fields have been demonstrated
in molecular graphene that was assembled using individual CO molecules, which are places on a Cu surface
[279].
Theoretically, the effects of strain-induced electromagnetic fields can also be analyzed through a semi-
classical (wave-packet) approach, which takes the geometric effects captured by the Berry curvature into
account [280]. Such an approach was recently exploited to identify schemes realizing strain-induced gauge
fields in cold-atom realizations of 3D Weyl semimetals [280]; see also Ref. [281] on the generalization of
strain-induced gauge fields in three-dimensional systems.
4.3.2. Photonics
It has been proposed and demonstrated that strain-induced gauge fields can also be engineered in coupled
waveguide arrays, hence leading to the appearance of photonic Landau levels in the spectrum [282,283]. The
system consists of an array of evanescently coupled waveguides (see also Sect. 4.2.3), which are arranged
in a honeycomb configuration in the x-y plane and are invariant along the propagation direction. The
coupling strength c(r) between the modes depends on the distance between neighboring waveguides c(r) =
c0e
−(r−a)/l0 , here a is the lattice constant (a = 14µm in Ref. [282]), c0 is the coupling constant at distance
r = a and l0 characterizes the decay of the coupling strength with distance. For a uniform lattice c(r) would
be constant, while in the presence of strain c(r) becomes non-uniform and can give rise to a pseudomagnetic
field. As already presented in Eq. (42), the photonic graphene lattice can be described in a tight-binding
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picture. For a fixed frequency the band-structure resembles that of graphene, i.e. it displays two bands
which are connected by two inequivalent Dirac-cones in the Brillouin zone. In order to generate the strain-
induced pseudo-magnetic field, waveguides are created at transverse positions that correspond to a certain
configuration of c(r), as displayed in Fig. 12. In the case of Ref. [282] this should correspond to fields on the
order of 5500T. The nature of the gauge field was then studied via the dynamics of edge modes, which can
be excited with a tightly focused laser beam.
4.3.3. Cold atoms
To the best of our knowledge there are no cold-atom realizations of strain-induced gauge fields. The reason
being that strain is not easily generated in optical lattice potentials. One possibility for an implementation
similar to the one discussed above, relies on the generation of spatially inhomogeneous tunnel couplings
[284]. In a hexagonal optical lattice the standard laser-beam configuration consists of three beams that are
intersecting at 120◦. Now one can show that by simply displacing the beams a pseudo magnetic field can
be generated that is nearly homogeneous in real space and leads to the appearance of Landau levels in the
spectrum. This proposal is particularly appealing because it solely relies on static optical lattices and might
be a way to overcome the heating rates observed in other cold-atom realizations that implement artificial
magnetic fields based on Floquet engineering or Raman transitions (see Sect. 4.1.3 for Refs). Simple schemes
to create strain-induced gauge fields in optical-lattice realizations of 3D Weyl semimetals were also proposed
in Ref. [280].
4.3.4. Acoustics
Very recently, the concepts of strain-engineering have been translated to lattice vibrations in mechanical
metamaterials [285] and to 2D acoustic honeycomb lattices [286]. The first setting consists of a honeycomb
lattice of nodes connected by rods, where uniform gauge fields can be engineered for acoustic vibrations
by smoothly varying, for instance, the thickness of the rods, which influences the effective spring constant
[285]. The second proposal considers a honeycomb lattice of acoustic resonators that are coupled with thin
cylindrical waveguides [286]. The coupling strength between the resonators decays exponentially with the
distance between them and, similarly to the photonic system described above, strain can be generated by
displacing the resonators from their original position. This leads to the appearance of Landau levels in the
spectrum.
5. Spin-orbit coupling
Spin-orbit coupling, referring to the interaction between the motion of a particle and its internal spin,
plays a prominent role in emerging fields of condensed matter physics [287], from the observation of the
spin Hall effect [288,289] to the development of spintronic semiconductor devices [290,291] and topological
insulators [292,293,294]. A spin-orbit coupling naturally occurs for electrons moving in ionic lattice structures
with proper symmetry properties. It can also be engineered in quantum well structures, as well as in two-
dimensional atomic crystal layers such as graphene. The concept of spin-orbit coupling was also extended
to various analog physical systems, from ultracold atomic gases to photonic and mechanical systems, as the
interaction between the motion of a particle or a wave propagation mode and an internal degree of freedom.
5.1. Spin-orbit coupling in condensed matter systems
Spin-orbit coupling usually refers to the interaction between the motion and the spin of an electron orbiting
around an atomic core, that gives rise in particular to the fine-structure splitting of electronic quantum levels.
In a non-relativistic picture of the Dirac equation, the spin-orbit coupling is described by a term
HSO =
~
4m2ec
2
σ · [∇V × p],
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where V is the Coulomb potential of the atomic core, σ is the vector of Pauli matrices, me is the electron
mass and p refers to its momentum.
By analogy, a spin-orbit coupling occurs for electrons in solid-state materials, where the Coulomb potential
takes its origin in the electric field of the ionic crystal [295,287]. The crystal structure of mostly used
semiconductors, such as diamond-like Si and Ge, obeys spatial inversion symmetry. This symmetry, combined
with time-reversal invariance at zero magnetic field, guarantees a double spin degeneracy of the Bloch bands
[296]. This degeneracy is lifted, even at zero magnetic field, for bulk 3D crystals lacking inversion symmetry
[297], such as semiconductors with a zinc blende structure, e.g. GaAs and InSb (see figure 13a). Such
band structures can be understood as a result of an effective spin-orbit coupling. Considering for simplicity
electron motion restricted to x and y directions, the spin-orbit coupling can be written in the ‘Dresselhaus’
form HD = −β(σxqy + σyqx). A different type of spin-orbit coupling can arise as a result of strong electron
confinement, e.g. at the surface of semi-conductors [298] or in two-dimensional electron gases confined in
quantum well structures [299,300,301]. There, in a simplified picture, the materials from both sides of the
electronic plane produce a perpendicular electric field, leading to a ‘Rashba’-type spin-orbit coupling HR =
α(σxqy − σyqx) (see figure 13b). A more precise description of spin-orbit coupling in quantum wells requires
taking into account the band structures of the different layer materials, see for example reference [287].
Altogether, the generic form of the spin-orbit coupling occurring in 2D electron systems is given by the sum
of Rashba and Dresselhaus couplings, as
HSO = α(σxqy − σyqx)− β(σxqy + σyqx),
where the weights α and β can be independently measured [302,303], and their ratio can be tuned using
additional gate control over the electron confinement [304,305] and density [306,307]. Mastering of the spin-
orbit coupling structure is a prerequisite in order to precisely control spin dynamics/transport and implement
semiconductor spintronics devices, such as a spin field-effect-transistor [308,309,310].
Spin-orbit coupling can also be engineered in two-dimensional materials, including graphene, graphene-like
materials such as silicene and germanene, or other monolayer materials such as transition-metal dichalco-
genides [311,312,313]. In graphene, the intrinsic spin-orbit coupling due to Coulomb interaction with the
ionic crystal is too small to be accessible experimentally [314]. Several schemes were developed to artificially
produce a coupling between the electron motion and its spin, or the effective spin 1/2 formed by the val-
ley degree of freedom. The malleability of graphene sheets allows for the application of strong stress and
deformations, leading to important modifications of the band structure [315,316] and to a quantum spin
Hall insulator phase [274,276]. Other techniques are based on depositing adatoms on the graphene layer
[317,318,319], on the hybridization with a different atomic layer [320,321], the application of an external
magnetic field [322], the proximity effect with semiconducting materials [323].
Graphene-like materials, such as silicene [324,325,326], germanene [327] or stanene [328,329] are expected
to exhibit intrinsic spin-orbit coupling of much larger strength than for graphene, which could allow direct
observation of the quantum spin Hall effect. More complex two-dimensional materials, such as transition-
metal dichalcogenides [330], are also promising alternatives to explore spin-orbit coupling effects and create
topological phases of matter [331,332,313].
5.2. Spin-orbit coupling in cold atomic gases
In cold atom systems, a coupling between the motion of an atom and its spin can be simulated e.g. by
coupling spin states with laser light. Its consequences on the single-atom dynamics was extensively studied in
experiments. In many-body quantum gases, the interplay between spin-orbit coupling, interactions between
atoms and their quantum statistics leads to novel states of matter with strong fundamental interest [14].
5.2.1. Simulating a spin-orbit coupling for atoms
As proposed in [333] and first implemented in [334], a spin-orbit interaction can be produced by coherently
coupling two spin states of an atom with a resonant two-photon optical transition (see figure 14a). The
modeling of the atom dynamics is identical to the one introduced for the simulation of an orbital magnetic
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Figure 13. Spin-orbit coupling in solids (a) Scheme of the zinc-blende crystallographic structure corresponding to several
semi-conductors such as GaAs, GaP, InAs. The lack of inversion symmetry leads to a Dresselhaus spin-orbit coupling, with a
spin polarization at the Fermi surface corresponding to the red arrows. (b) Simplified scheme of a In0.53Ga0.47As/In0.52Al0.48As
heterostructure. At the interface between the two materials one expects an electric field (blue arrows), as calculated in the
conduction band diagram [304]. The resulting Rashba spin-orbit coupling leads to a spin polarization at the Fermi surface
corresponding to the red arrows.
field via laser dressing (see Section 3.2 and Section 2.1.2). Assuming a resonant coupling δ = 0, equations
(24) and (25) can be recast as
H =
∑
q
~2q2
2m
− 2λ qxσz + 1
2
~Ωσx, λ =
~2K
2m
, (45)
where we dropped the irrelevant constant ~2K2/2m for simplicity, and we assumed K = K1x. This single-
particle Hamiltonian corresponds to a spin-orbit coupling (5.1) with equal Rashba and Dresselhaus ampli-
tudes α = β = λ (after redefining the spin directions x → y → z → x), and a Zeeman field of amplitude
∝ Ω oriented along x. Such a spin-orbit coupling has been realized for bosonic 87Rb atoms [334], as well
as for fermionic 6Li, 40K, 161Dy and 173Yb atoms [335,336,337,338]. Additional control over the spin-orbit
amplitude can be provided by a suitable time-modulation of the Raman laser coupling [339].
A generic issue encountered with the laser dressing method is the residual incoherent Rayleigh scattering of
the dressing laser light by the atoms, which leads to heating of the atomic samples. In the case of alkali atoms,
different Zeeman sublevels share the same electronic orbital. As light fields only couple different electronic
orbitals, the light-spin coupling only occurs indirectly, via the intrinsic electronic spin-orbit coupling in
the excited electronic state – the one leading to fine-structure splitting. As a result, large heating rates are
observed for atoms with small fine-structure splitting, such as Li or K [335,336]; using alkali atoms with large
fine-structure splitting, such as Rb of Cs [334], or atoms with more complex electronic structure, such as
Lanthanides [340,341,337], is required to reach low-temperature phases of matter. An interesting alternative
consists in encoding a pseudo-spin in external degrees of freedom, e.g. between the two lowest orbitals of
a double-well potential [342,166,343]. Ultracold atoms also grant the ability to explore spin-orbit coupling
involving more than two spin levels [344,345,346], as recently demonstrated in F = 1 Rb BECs [347].
Extending the laser dressing scheme to a two-dimensional spin-orbit coupling, e.g. of the Rashba form,
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Figure 14. Spin-orbit coupling in cold atoms (a) Scheme of atom-laser couplings used to simulate a 1D spin-orbit coupling.
(b) Dispersion relation for a spin-orbit coupled atom, calculated for various values of the effective Zeeman field amplitude Ω. (c)
Location of the minima of the dispersion relation measured from the momentum distribution of spin-orbit coupled Bose-Einstein
condensates (from [334]). (d) Dispersion relation and spin polarization measured using a spin-injection spectroscopy technique
(from [335]).
requires implementing more complex laser configurations, as proposed in [348,349,350,351] and realized
with ultracold Fermi gases [352,353] and Bose-Einstein condensates [354]. We emphasize that the spin-orbit
coupling configuration of Ref. [354], which was implemented in an optical lattice, led to topological Bloch
bands with non-zero Chern numbers (see Section 4.2.1); these non-trivial topological invariants were revealed
through spin-polarization measurements, as originally proposed in Ref. [355]. Three-dimensional spin-orbit
coupling ∝ σxqx + σyqy + σzqz could be implemented using similar techniques, which would lead to the
occurrence of 3D topological states [356,357,358,359].
Another approach to create artificial spin-orbit coupling is to periodically drive the atoms with suitable
magnetic field gradient pulses, as proposed in [66,67,360,50] and implemented in [118]. Spin-orbit coupling
can also be simulated using a combination of laser couplings and magnetic field gradients [361,61]. These
methods avoid the heating from spontaneous emission discussed for the laser dressing scheme. However,
the time modulation introduces another source of incoherent relaxation, involving the absorption of energy
quanta at the modulation frequency [362,363,364,365,52].
A further approach is to use a clock transition to coherently couple two different electronic states of very
long lifetimes [366,220,221], which naturally leads to long coherence times compared to the laser dressing
scheme with alkali atoms.
5.2.2. Dynamics of spin-orbit coupled atoms
We first consider the case of the 1D spin-orbit coupling corresponding to equation (45). The dispersion
relation associated with the motion along x – directly measured in reference [335] (see figure 14d) – is
represented in figure 14b. It corresponds to parabolic dispersion relations shifted in opposite momentum
directions for each spin due to the spin-orbit coupling. The Zeeman coupling further leads to an avoided
crossing around qx = 0. The most important features of this dispersion relation are (i) the single-particle
degeneracy occurring for λK > ~Ω/4 [334] (see figure 14c), (ii) the spin-momentum locking for an atom
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Figure 15. Phases of spin-orbit coupled atomic gases (a) Consequence of spin-orbit coupling on the scattering between
atoms, which no longer corresponds to an isotropic s-wave scattering (from [379]). (b)Low-temperature phase diagram of
spin-orbit coupled Bose-Einstein condensates. For weak effective Zeeman fields Ω the two spin states are mixed, while they
separate for ~Ω > 0.2Er (from [334]). (c) Finite-temperature phase diagram measured from the magnetization of spin-orbit
coupled Bose-Einstein condensates (from [385]).
adiabatically following the lowest energy branch (see figure 14d). The structure of the dispersion relation was
probed via studies of collective oscillation modes in trapped Bose-Einstein condensates [367]. Zitterbewegung
oscillations between the two energy branches were observed, following a sudden quench of the spin-orbit
coupling [368,369]. Using a spatial variation of the Raman coupling lasers, it was possible to demonstrate
a spin Hall effect, corresponding to spin-dependent effective Lorentz forces, leading to the realization of an
atomtronic spin field-effect transistor [370,308,371]. Landau-Zener transitions across the avoided crossing at
zero momentum were investigated in [372], providing insight on the robustness of spin-momentum locking.
The lack of Galilean invariance in spin-orbit coupled systems was probed via the response of an atomic gas
to a moving optical lattice [373,374].
For the 2D Rashba spin-orbit coupling, the dispersion relation is expected to feature a largely degenerate
ground state, occurring on a circle in the (qx, qy) plane. The low-energy dispersion relation was investigated
with Bose-Einstein condensates in the presence of a Rashba-type spin-orbit coupling induced by an optical
Raman lattice [354]. In this scheme, higher-order spin-orbit coupling terms break the continuous symmetry,
leaving a four-fold degeneracy. The dispersion relation also exhibits a Dirac point that was probed using
radio frequency spectroscopy in reference [352].
5.2.3. Interactions between spin-orbit coupled atoms and quantum phases of matter
Spin-orbit coupling also leads to a profound modification of two-body interaction and pairing properties
in ultracold atomic samples [375,376,377,378].
In particular, it leads to scattering between atoms in higher-order partial waves [379] (see figure 15a),
and to interactions between spin-polarized fermions occupying the lowest energy branch of the dispersion
relation [380,381]. Spin-orbit coupling also modifies the binding of atom pairs into molecular states [382,381].
The specific dispersion relation and the modification of interaction properties lead to a rich landscape of
quantum phases of matter expected for spin-orbit coupled gases in the quantum degenerate regime [344,383,384].
Most of the experimental studies investigated the phase diagram of Bose-Einstein condensates under a one-
dimensional spin-orbit coupling. There, the competition between the two single-particle ground states of
opposite momenta leads to condensation in either a single momentum state or in a quantum superposition
between two momenta, depending on the strength of the spin-orbit coupling, the interaction properties of
the atom, and the sample temperature (see figure 15b,c) [334,385,386,387,347,388].
Original phases of matter could be realized in future experiments with spin-orbit coupled gases, includ-
ing topological superfluids (with the associated Majorana bound states) [389,375,390,391,392] and Weyl
semi-metals [393,394,359,395,396]. We refer the interested reader to several existing reviews on the subject
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Figure 16. Spin-orbit coupling for light (a) Scheme of the experiment demonstrating the spin-Hall effect of light passing
through the air-glass interfaces of a prism (b) Measurement of the light beam displacement as a function of the prism angle,
for horizontal and vertical incident polarizations (from [414]).
[397,398,399,12,14].
5.3. Spin-orbit coupling in photonic systems
5.3.1. Spin-orbit coupling of light
A light beam conveys both spin and orbital angular momentum, encoded in its polarization and spatial
mode, respectively. While these two degrees of freedom remain decoupled for plane waves, an effective spin-
orbit coupling arises in inhomogeneous media, of particular importance in the case of materials structured
at sub-wavelength scales.
Spin-orbit coupling already affects the propagation of paraxial light beams in inhomogeneous media
[400,401,402]. While in geometrical optics light propagation does not depend on polarization, its first cor-
rection introduces polarization-dependent effects. In a semi-classical framework, the trajectory of light,
described by its mean momentum k(s), position r(s) and polarization e(s), where s is the trajectory arc
length, is governed by the set of equations
dkˆ
ds
= ∇ log n− (kˆ · ∇ log n)kˆ, (46)
dr
ds
= kˆ− σ
k
kˆ×∇ log n, (47)
de
ds
= −(eˆ · ∇ log n)kˆ, (48)
where kˆ = k/k and σ = i(e×e∗)·kˆ refers to the polarization helicity [400]. This light beam dynamics features
a spin-orbit interaction that manifests in two ways. First, equation (48) describes the Rytov-Vladimirsky
rotation of the light polarization for a bent light beam required to ensure the transverse nature of elec-
tromagnetic waves [403,404]. This effect can be clearly illustrated from the optical activity of a helical
optical fiber [405,406]. Second, equation (47) includes the so-called optical Magnus effect, corresponding
to a spin-dependent deflexion of the light beam [400,401]. Further spin-dependent beam displacements are
predicted for light beams passing through or reflected by an interface between two homogeneous media
[407,408], a particular case being the Goos-Hänchen and Fedorov-Imbert effects for total internal reflexion
[409,410,411,412].
Such a spin-orbit interaction of light typically produces very small beam displacements for index variations
occuring on lengthscale above the light wavelength. Spin-dependent sub-wavelength shifts were observed
using light beams passing through or reflected by an air-glass interface [413,414,415] (see figure 16) or
propagating in a helical mode at the grazing angle inside a glass cylinder [416], as well as other types of
interfaces [417,418,419,420,421,422].
A strong enhancement of spin-orbit coupling effects can be achieved using tighly focused light or using
light field structures at the sub-wavelength scale, including nano-optic, photonic or plasmonic systems [402].
Light beams strongly focused by a microscope objective or scattered by small objects exhibit a spontaneous
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Figure 17. Spin-orbit coupling in polaritons (a) Observation of the optical spin Hall effect in microcavity exciton-polariton
systems. Due to a splitting of different microcavity polarization modes, a coupling between the pump laser and the polariton
spin occurs, leading to a correlation between the emitted light direction (in the kx−ky plane) and polarization helicity (adapted
from [449]) (b) Observation of spin-orbit coupling in a chain of six coupled micropillars. The spin-orbit coupling, arising from
the polarization-dependent confinement and tunneling of photons between adjacent micropillars, leads to polariton eignstates
with characteristic polarization patterns (adapted from [453]).
conversion of spin to orbital angular momentum [423,424,425,426,427], as well as large spin-dependent beam
shifts and deflections [428,429,430,431,432,433,434]. Spin-orbit effects are also magnified inside anisotropic
structures such as metasurfaces [430,427,422,435,436,437,438,439] or liquid crystals [440,441,442,443].
5.3.2. Spin-orbit coupling of exciton-polariton systems
Spin-orbit coupling play an important role for light confined in optical cavities or waveguides, due to the
splitting of TE- and TM-polarization modes. While in vacuum all polarizations are degenerate, the TE and
TM modes experience different phase shifts upon internal reflection, leading to a lift of degeneracy. The
splitting of the polarization components can be written as
H(k) = H0(k)I + Ω(k) · σ,
where k is the in-plane momentum, I and σ are the identity and vector of Pauli matrices associated to
the light polarization. The variation of the splitting Ω with momentum comes from the dependence of the
reflection phase shifts on the incoming angle [444]. It can be viewed as an effective momentum-dependent
Zeeman field, leading to an optical spin Hall effect.
In exciton-polariton systems, the pseudospin is inherited from both the spin of the quantum well exciton
and the cavity photon, and its dynamics is governed by the polarization of the exciting light. In addition
to the TE-TM splitting, more complex mechanisms such as electron and hole spin-relaxation significantly
contribute to the effective spin-orbit coupling [445,446,447,448,449,450]. In such systems, a polariton spin
current could be generated under linearly polarized light excitation, resulting in the development of circular
polarizations in different directions, and a spatial spin separation [449] (see figure 17a).
A higher degree of control over the polariton spin is achieved using in-plane micro-structures, such as
a chain or a lattice of micro-pillars [451]. The tunneling of photons between two adjacent micro-pillars
depends on the relative angle between the link between pillars and the photon polarization. Combined with
the TE-TM splitting discussed above, it leads to the emergence of a spin-orbit coupling for polaritons [452],
as demonstrated in a chain of six coupled pillars [453] (see figure 17b). Extending to two-dimensional lattice
structures [454] would grant access e.g. to a Rashba spin-orbit coupling [452]. Non-abelian gauge fields could
also be produced using incident light under oblique incidence on the polariton plane [455].
5.3.3. Photonic topological insulators
The structure of quantum Bloch states of electrons in ion crystals, including the ones forming topological
insulator phases, can be mimicked using light modes in photonic crystals [456,141,16,457]. The organization
of light modes can be controlled by tailoring the crystal symmetry and the elementary cell properties; in
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Figure 18. Photonic topological insulators (a) Anisotropic metamaterial crystal allowing to engineer photonic topological
insulators. The structure of electromagnetic propagation modes can form photonic ordinary or topological insulators (POI and
PTI, respectively), depending on the geometry of the unit cell. (b) Topologically protected edge transport was probed at the
interface between POI and PTI regions (from [460]).
particular an effective spin can be defined either from the light polarization or the structure of the lattice
elementary cell. The coupling between this spin and the light propagation modes may lead to an arrangement
of modes analog to a topological insulator.
Arrays of coupled ring resonators [186,184,458] and evanescently coupled waveguides [33,245,244] can be
engineered to exhibit a structure of modes analog to a topological insulator. These systems can be viewed
as two copies of quantum Hall systems, where the motion of each spin evolves under an effective magnetic
field. We described their physical behavior in sections 4.1.4 and 4.2.3.
Bianisotropic metamaterials were also used to engineer photonic topological insulators [459]. These systems
are characterized by tailored periodic modulations of the permeability, permitivity and bianisotropic coupling
between the electric and magnetic fields. Such a modulation induces a spin-orbit coupling on the effective spin
1/2 defined from the transverse electric/magnetic modes, resulting in topologically protected spin-polarized
edge transport [460,461,462] (see figure 18).
We also mention that tailored photonic crystal structures allows exploring other types of topological
systems, for example with dispersion bands exhibiting topological Weyl points [463,464,465].
5.4. Spin-orbit coupling in mechanical systems
Topological effects can also be induced in classical mechanical systems [191,208,466,467,192,210], based
on the recent development of various types of acoustic meta-materials [468]. Similarly to their electronic
counterpart, topological acoustic systems exhibit topological surface modes whose propagation is protected
from environment perturbations, which could be used in various applications such as acoustic cloaking or
vibration isolation.
In these systems a spin-orbit coupling can be engineered by encoding an effective spin in two acoustic
modes brought close to degeneracy. The experimental systems studied so far consist in discrete lattices of
simple elementary mechanical systems, such as pendula [191,469] or gyroscopes [192], as well as acoustic
crystals, made of a continuous fluid flowing in an engineered lattice geometry [206,470,471,472,473].
We illustrate the simulation of a spin-orbit coupling in discrete lattice systems with the example of a chain
of coupled pendula, as recently realized in [469]. A set of six pendula is arranged in a hexagonal geometry
as shown in figure 19a. Each pendulum is connected to its neighbours using springs, and may evolve in the
xy plane. An effective spin 1/2 can be defined from the transverse and longitudinal oscillation modes. The
spin-orbit coupling naturally arises from the different spring coupling amplitudes associated with the two
modes. This system consitutes the mechanical counterpart of the micropillar chain hosting polariton modes
with an effective spin-orbit coupling (see section 5.3.2).
Acoustic crystals also feature spin-orbit coupling effects. We discuss here the experiment described in
[206], which consists in a study of sound propagation across an array of solid rods arranged in a hexagonal
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Figure 19. Spin-orbit coupling and topology in mechanical systems (a) Scheme of the chain of coupled pendula. An
effective spin 1/2 can be encoded in the transverse (blue arrow) and longitudinal (red arrow) oscillation modes. An effective
spin-orbit coupling naturally occurs, being induced by the difference in the spring couplings for the two modes (from [469]) (b)
Picture of the acoustic lattice structure, made of a hexagonal array of steel rods. Two different values of the rod radii are used
in different regions, leading to areas with different topological character. Edge sound sound waves are emitted from the edge 1
and may exit from 2, 3 and 4. (c) Evidence for the spin-Hall effect, via the observation of edge propagation along the 12 and
14 paths only, the 13 path corresponding to a different spin orientation (from [206]).
lattice geometry (see figure 19b). The sound dispersion features a topological transition when varying the
rod filling, with a acoustic topological insulator phase for small rod radii. This behavior can be related
to an effective spin-orbit coupling occuring between different dispersion bands. In a structure with regions
of different rod fillings corresponding to different topological phases, it was possible to exhibit edge sound
modes with spin-dependent propagation, analogous to the quantum spin Hall effect (see figure 19c).
6. Conclusions and outlook
This review proposed a general overview on the current efforts and progress related to the realization
and tunability of a wide range of gauge potentials, which effectively reproduce the effects of electromagnetic
fields or spin-orbit couplings in solids and engineered systems; while the quantum simulation of condensed-
matter phenomena typically require quantum-engineered systems (e.g. ultracold atomic gases, ion traps,
superconducting devices), we have also put the emphasis on classical realizations of gauge fields, such as
those created through arrays of photonic wave-guides and mechanical oscillators.
Today, applications of engineered gauge fields mainly concern solid-state-oriented phenomena, such as
topological states of matter (topological insulators and superconductors), topological defects (e.g. vortex
physics), and frustrated magnetism. However, it is worth pointing out that such engineered gauge fields
also open the door for the exploration of physical effects that stem from other fields of research, such as
high-energy physics (e.g. particle physics and cosmology); examples include the study of axion electro-
dynamics [474], the physics of Weyl fermions [475] and their related quantum anomalies [476], Majorana
fermions [477], and non-Abelian monopoles [4], just to name a few. It is worth pointing out that all these
exotic concepts and phenomena are in fact strongly related to the physics of topological quantum mat-
ter [27,25]. While many of these effects can therefore be approached through the engineering of static,
external and classical gauge fields (i.e. classical gauge potentials), great efforts are currently devoted to the
realization of dynamical gauge fields in quantum-engineered systems [20,21,22]. This outstanding goal would
open the possibility of simulating lattice gauge theories and studying elementary aspects of QCD in a highly
controllable environment; see Ref. [478] for a recent experimental realization of such dynamical gauge fields
and Refs. [20,21,22] for reviews on this exciting topic.
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