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Optimal Control of Quantum Measurement
D. J. Egger and F. K. Wilhelm
Theoretical Physics, Universita¨t des Saarlandes, D-66123 Saarbru¨cken, Germany
Pulses to steer the time evolution of quantum systems can be designed with optimal control theory.
In most cases it is the coherent processes that can be controlled and one optimizes the time evolution
towards a target unitary process, sometimes also in the presence of non-controllable incoherent
processes. Here we show how to extend the GRAPE algorithm in the case where the incoherent
processes are controllable and the target time evolution is a non-unitary quantum channel. We
perform a gradient search on a fidelity measure based on Choi matrices. We illustrate our algorithm
by optimizing a phase qubit measurement pulse. We show how this technique can lead to large
measurement contrast close to 99%. We also show, within the validity of our model, that this
algorithm can produce short 1.4 ns pulses with 98.2% contrast.
PACS numbers: 02.30.Yy, 03.67.-a
I. INTRODUCTION
Quantum optimal control theory is the science of shap-
ing control pulses to manipulate quantum systems in a
useful way [1, 2]. In many quantum control systems,
the time evolution is optimized under unitary time evo-
lution. Examples of this include the evolution of many
electron systems under Hamiltonian dynamics [3] as well
as time evolution under a non-linear Schro¨dinger equa-
tion [4] or also quantum gates for quantum computing in
solid state systems [5–8]. Additionally, optimization to-
wards a target unitary time evolution can also be done in
the presence of non-unitary dynamics [9, 10]. However,
some desired quantum processes are inherently incoher-
ent, such as cooling [11]. A central application of incoher-
ent processes is measurement within the field of circuit
QED. Unlike many other detection processes in quantum
physics, object and detector are made out of the same
technology and act on similar time scales making careful
design possible and necessary. Similar statements can
be made about readout of quantum states in semicon-
ductor quantum dots [12–14]. The read out mechanism
depends on the type of superconducting qubit [15, 16]
being used. For instance transmon qubits are typically
read out through a resonator [17, 18] whilst phase qubit
readout is based on tunneling out of a metastable well
[19, 20]. Additionally, this tunneling mechanism can also
be used to create a microwave photon counter named the
Josephson photomultiplier (JPM) [21]. It is usually de-
sirable to have a high measurement contrast and in some
cases high speed. The latter is particularly crucial for
quantum computing which can involve many measure-
ments [22].
In this paper we expand the gradient ascent pulse en-
gineering (GRAPE) optimal control algorithm to the op-
timization of non-unitary quantum channels using Choi
matrices. The algorithm is presented in section II. We
illustrate it in section III with the optimization of a read-
out pulse for the phase qubit. Conclusions are drawn in
section IV.
II. OPTIMAL CONTROL ALGORITHM
An open quantum system with Markovian dynamics
follows the time evolution given by a Lindblad master
equation [23]. The time evolved density matrix can be
found by vectorizing the master equation using the iden-
tity col(ABC) = (CT ⊗ A)col(B). Here col(X) = ~X
denotes column stacking of the matrix X . The result
is a first order differential equation ~˙ρ = S(t) ~ρ for the
vectorized density matrix ~ρ [10]. This equation is sim-
ilar to the Schro¨dinger equation and can be solved by
exponentiating the generator S(t). The time evolution,
of duration T , of a general initial density matrix is thus
given by ~ρ(T ) = T (T )~ρ(0) with the time propagator T
given by the time ordered exponential of the integral of
the generator. For a column stacked vectorized master
equation the generator is
S(t) = i
(
HˆT ⊗ 1− 1⊗ Hˆ
)
(1)
+
∑
l
γl
(
Lˆ∗l ⊗ Lˆl −
1
2
LˆTl Lˆ
∗
l ⊗ 1−
1
2
1⊗ Lˆ†l Lˆl
)
where Hˆ is the Hamiltonian and Lˆl is the Lindblad op-
erator associated to the incoherent process with rate γl.
Note that having the rates be positive for all times en-
sures that the resulting dynamics is completely positive
and trace preserving [24]. Within this generator are hid-
den the control fields u(t). They can be located in the
Hamiltonian Hˆ which, as in the GRAPE algorithm [25],
is separated into drift Hˆd and controls Hˆk. However they
can also control some of the rates such that the set of
rates can be split into controllable rates and drift rates
{γl} = {γl,d, γl,c(u(t))}. This suggests a drift-control de-
composition for the generator
S(t) = Sd +
∑
k
fk(u(t))Sk .
The drift term Sd is the part of Eq. (1) containing the
drift Hamiltonian Hˆd and the Lindblad operators corre-
sponding to the drift rates γl,d. The control part is the
2remainder of Eq. (1). It contains terms dependent on
u(t). The functions fk account for possible non linear
behaviors with respect to u(t). However, these functions
fk are known and assumed to be differentiable allowing
us to use the chain rule when computing gradients with
respect to the controls. When dealing with actual ex-
periments, fine tunning of the control pulses can be done
with adaptive hybrid optimal control (Ad-HOC) if these
functions are not properly characterized [26].
Similarly to the GRAPE algorithm, the controls are
discretized in time into N piecewise constant control pix-
els of duration ∆T and the time propagator T (T ) is ap-
proximated by
T (T ) =
0∏
j=N−1
eS(j∆T )∆T .
Note that in the product early times go to the right to sat-
isfy time ordering and the product counts down. S(j∆T )
is the generator evaluated at pixels u(j∆T ). This time
evolution corresponds to a quantum channel which we
wish to optimize. To do so a fidelity measure based on
Choi matrices [27, 28] is constructed. The Choi matrix C
is related to the time propagator T by reorganizing the
elements according to
Cdα+β,dα′+β′ = Tdβ′+β,dα′+α , (2)
where d is the dimension of the Hilbert space and
α, α′, β, β′ ∈ {1, ..., d}. This can be shown by noticing
that the vectorized matrix |i〉〈j| is the unit vector eˆdj+i
with 1 on entry dj+ i and zero elsewhere. Therefore with
[E(|i〉〈j|)]β,β′ = Tdβ′+β,dj+i and C =
∑
ij |i〉〈j| ⊗ E(|i〉〈j|)
which defines the Choi matrix, the above identity ensues.
A natural way to measure how close the realized quan-
tum channel is to a target channel, described by a Choi
matrix Ct, is through the channel fidelity [29]
Φch =
1
d2
(
Tr
{√√
CtC[u]
√
Ct
})2
.
This fidelity was constructed from the fidelity between
two states ρ and σ given by F = Tr√√ρσ√ρ [23] by
using the Choi-Jamiolkwoski isomorphism which, loosely
speaking, relates quantum channels to states in a higher
dimension. The channel fidelity Φch reduces to, in the
case when both processes are unitary, to the gate overlap
fidelity ΦQPT = |Tr{Uˆ †t Uˆ [u]}|2/d2 where Uˆt is the tar-
get unitary matrix. However it is not suitable for a pulse
optimisation algorithm due to the square root which pre-
vents an analytical expression for the gradient. Instead
we define a fidelity starting from the square of the Frobe-
nius norm
‖Ct − C[u]‖2 = Tr
{
C2t
}
+ Tr
{
C[u]2
}
− 2ReTr
{
C†tC[u]
}
.
The equality follows from the definition of the Frobenius
norm. As the realized channel approaches the target one,
the error ‖Ct − C[u]‖2 is reduced. This prompts the
following definition for the fidelity
Φ′ch =
ReTr
{
C†tC[u]
}
ReTr
{
C†tCt
} . (3)
The factor in the denominator has been included to upper
bound the fidelity by one. Its presence is called for by
the fact that, contrary to density matrices, Choi matrices
do not have unit trace. Note that this expression is not
sensitive to global phases contrary to its counterpart for
unitary matrices [25]. The gradient with respect to the
control pixels is
∇kjΦ′ch =
ReTr
{
C†t
∂C[u]
∂ukj
}
ReTr
{
C†tCt
} . (4)
The gradient of the Choi matrix is found by computing
the gradient of the time propagator and rearranging the
terms according to Eq. (2). The procedure to compute
the gradient of T follows the same idea as for the unitary
case. However, since in a generic open system S is not
necessarily normal [30], the procedure of computing the
gradient of a single pixel using eigenvalues does not work.
Instead the identity
d
dx
eA+xB
∣∣∣∣
x=0
= eA
∫ 1
0
e−AτBeAτdτ (5)
is used. The latter can be evaluated exactly using aug-
mented matrix exponentials [9]
exp
(
A B
0 A
)
=
(
eA
∫ 1
0
eA(1−τ)BeAτdτ
0 eA
)
. (6)
Thus for computing ∂T /∂ukj one sets A = S(j∆T )∆T
and B = Sk∆T . Given that the augmented matrix can
be defective, its exponential is computed with Ward’s
Pade´ approximation [31, 32]. Finally all elements are in
place to successfully optimize the pulse of a non-unitary
process towards a target non-unitary channel using the
GRAPE and BFGS algorithms [33, 34]. The fidelity is
given by Eq. (3) whilst its gradient is found from Eqs.
(4) through (6).
III. OPTIMIZATION OF A PHASE QUBIT
MEASUREMENT PULSE
The flux biased phase qubit is a superconducting cir-
cuit made of a large area Josephson junction (JJ) shunted
by an inductor. Threading an external flux through this
loop makes the energy levels tunable and also allows for
easy readout [19, 20]. This type of qubit can be biased
in a regime where the potential is made of a shallow and
a deep well. The qubit logical |0〉 and |1〉 basis is formed
in the shallow well. When the qubit is read out, a flux
3pulse makes the shallow well shallower; the |1〉 state tun-
nels into the deeper well whilst tunneling of |0〉 is expo-
nentially smaller. A tunneling event creates a flux change
that can be picked-up by a nearby SQUID [35]. JPMs al-
low single photon detection in the microwave regime and
are also based on a phase qubit like device [21, 36]. Here
we will show how to optimize a measurement pulse for a
phase qubit using the methods described in the previous
section.
A. Phase Qubit Model
The phase qubit [35, 37], flux biased by ϕb but without
current bias, is described by the Hamiltonian
Hˆ = EcNˆ
2 + EJ
(
1
2β
(ϕˆ− ϕb)2 − cos ϕˆ
)
. (7)
The charging energy is Ec = 2e
2/C and the Josephson
coupling energy is EJ = I0~/2e. The qubit is coupled to
the external bias flux Φ0ϕb by the constant β = 2eLI0/~.
The critical current of the JJ is I0 and its associated
capacitance is C whilst the shunt inductance is L.
1. The Three Level Model
When biased a little below ϕb = 2π the potential has a
shallow and a deep well. The qubit states |0〉 and |1〉 are
formed out of the two lowest states of the shallow well.
By raising the bias closer to 2π, the shallow well becomes
shallower allowing the |1〉 and |0〉 states to tunnel into the
deeper well, see Fig. 1. Furthermore, at these bias values,
the deep well is much deeper than the shallow well. Thus,
the potential can be approximated by a cubic function
where the deep well is treated as a continuum. This
prompts a three state description of the qubit formed by
the basis {|0〉 , |1〉 , |m〉}. |m〉 is a combination of all the
states that |0〉 and |1〉 can incoherently tunnel into.
The bias flux changes the shape of the potential, thus
for different ϕb the logical |0〉 and |1〉 states have differ-
ent wave functions. For an arbitrary bias flux the three
level model Hamiltonian is expressed with respect to a
reference bias ϕref
Hˆ = PHˆrefP
−1 with P =

 η
√
1− η2 0√
1− η2 −η 0
0 0 1

 .
Hˆref = ~ωref |1〉〈1| is the Hamiltonian at the reference
bias where ωref is the corresponding 0↔ 1 transition fre-
quency. Since we neglect higher excitation states in the
shallow well, P has one parameter η. Furthermore, P ’s
form results from unitarity and it induces Landau-Zener
type physics between |0〉 and |1〉 [38, 39]. Indeed, if the
pulse is non-adiabatic, i.e. it contains rapid changes in
flux bias, state transitions can occur. They result from
Vmax
Vmin
ϕmin Phase ϕ
Potential
|0〉
|1〉 γ1
γ0
T1ω01
FIG. 1. Sketch of the phase qubit’s potential focusing on
the shallow well. The wavy line indicates the 0 ↔ 1 transi-
tion frequency which is a coherent process and enters in the
Hamiltonian. Controllable incoherent processes are indicated
by solid straight lines whereas the uncontrollable T1 relax-
ation process is constant.
the non-orthogonality between the wave functions of the
new excited state and old ground state; There exists a
matrix element connecting the two states. On the other
hand, if the change is slow, i.e. adiabatic, then the state
cannot jump between eigenstates and remains in its ini-
tial state. The matrix element connecting ground and
excited state is negligibly small at all points in time. This
effect is modeled by choosing η to be the overlap between
the wave function ψ0 of |0〉 at the reference bias and itself
at a different bias
η(ϕb) =
∫
ψ∗0(ϕ, ϕb)ψ0(ϕ, ϕref) dϕ .
The wave functions are found with a discrete variable
representation (DVR) [40]. This consists of diagonalizing
the phase qubit Hamiltonian (7) in a discretized eigenba-
sis of ϕˆ for different flux biases. The resulting eigenvalues
are the energy levels and the associated eigenvectors are
the wave-functions as function of phase ϕ. This yields η
which is then fitted to a third order polynomial, see Fig.
2. The fit to a polynomial preserves the analytical aspect
of the gradient computation.
The Lindblad operators of the incoherent processes
that we include in our model are
Lˆ0→m =
√
γ0 |m〉〈0|
Lˆ1→m =
√
γ1 |m〉〈1|
Lˆ1→0 =
√
γ1→0 |0〉〈1|
Note that we do not include pure dephasing between
|0〉 and |1〉 since the coherences between these states do
not matter when it comes to the measurement process.
Whilst the relaxation rate γ1→0 = T
−1
1 is constant, the
tunneling rates to the continuum γ0 and γ1 depend on
the bias flux. They are found by approximating the po-
tential well by a third order polynomial [19] and using
40.95
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FIG. 2. |0〉 ↔ |1〉 state mixing parameter η as function
of the bias phase. The solid line indicates numerical DVR
data whilst the dashed line is a third order polynomial fit to
preserve analyticity when performing the gradient search.
the WKB approximation [41, 42]
γ0(α) ≃ 6ω
√
α
π
e−
6
5
α ,
γ1(α) ≃ 432ω
√
α3
π
e−
6
5
α .
ω is the 0 ↔ 1 transition frequency in the harmonic ap-
proximation. This frequency is obtained from the second
order term of the third order approximation employed by
Martinis et al. [43] by building on work done by Caldeira
and Leggett [44]. We improve this approximation for ω
by using the DVR of the potential and then finding the
eigenenergies for |0〉 and |1〉 in the shallow well at dif-
ferent bias values. The DVR data for ω is fitted to the
five parameter function a(b+ cϕb)
d+e so that analytical
gradients can be computed. This methodology, shown in
Fig. 3, allows for a good fit to the DVR data and shows
that the harmonic approximation deviates a little from it.
This is expected since by diagonalizing the Hamiltonian
in a phase basis, DVR takes all orders of the potential
into account.
The dimensionless parameter α also depends on the
bias flux. In the cubic potential model it is given by
α(ϕb) = 6
Vmax − Vmin√
2EJEc(β−1 + cosϕmin)
. (8)
The potential extrema Vmax/min are defined in Fig. 1.
The phase value corresponding to the minimum is ϕmin.
These quantities all depend on the bias flux. The deriva-
tion of this formula is based on the expression of α found
from the WKB approximation and the parameters enter-
ing the third order approximation of the qubit’s poten-
tial. Some additional details are given in appendix A.
Although not explicitly indicated, the potential extrema
Vmin/max and the location of the minimum ϕmin depend
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FIG. 3. Frequency of the |0〉 ↔ |1〉 transition for the Har-
monic approximation and for the DVR data which takes all
orders into account. The dashed line is the fit to the five
parameter function a(b + cϕb)
d + e showing excellent agree-
ment for the range of bias flux of concern. Note that beyond
ϕb = 0.945 ·2pi DVR no longer finds two states in the shallow
well. This is in excellent agreement with the three level model
validity condition shown in Fig. 4.
on the bias flux. α is found numerically by solving for
the different terms in Eq. (8) for different values of ϕb.
The result is shown in Fig. 4 the numerical data is then
fitted to a second order polynomial to preserve analytic-
ity when computing gradients for the pulse optimization.
In summary, the drift generator of the time propagator
is
Sd = γ1→0
(
|0〉〈1|⊗|0〉〈1| − 1
2
(|1〉〈1|⊗1+ 1⊗|1〉〈1|)
)
.
The control generator is
Sc = i
(
(PHˆrefP
−1)T ⊗ 1− 1⊗ PHˆrefP−1
)
+
1∑
j=0
γj(ϕb)
(
|m〉〈j|⊗|m〉〈j| − 1
2
(|j〉〈j|⊗1+ 1⊗|j〉〈j|)
)
.
In the first term, the dependence on the bias flux is lo-
cated in the η parameter in the unitary matrix P . The
non-linearity of this expression in the control ϕb can eas-
ily be taken into account in the optimization using the
chain rule.
2. Optimal Control Problem
The control problem is to optimize a measurement
pulse ϕb(t) of duration Tmeas that maximizes the con-
trast ξ = Pbright(1−Pdark) [21]. Pbright is the probability
that the initial state |1〉 tunneled to |m〉 whilst Pdark is
the probability that the state |0〉 tunneled to |m〉. This
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target can be shaped into a Choi matrix given by
Ct = |1〉〈1| ⊗ |m〉〈m|+
∑
i,j∈{0,m}
|i〉〈j| ⊗ |i〉〈j| .
Since the tunneling is incoherent the coherences between
|1〉 and |m〉 are not preserved as the ideal quantum chan-
nel maps |1〉〈1| to |m〉〈m|. This gives the first part of Ct.
The second states that the elements |0〉〈0|, |m〉〈0|, |0〉〈m|
and |m〉〈m| should be left untouched.
Before and after the measurement pulse, the qubit is
at a reference bias ϕref chosen such that tunneling out
of |1〉 is suppressed. Indeed it is expected that coherent
operations are done between |0〉 and |1〉 before the mea-
surement pulse. Therefore the states should not tunnel
out of the shallow well. However the shape of the wave-
functions ψi(ϕ, ϕb) = 〈ϕ|i〉 for i = 0, 1 change with bias
flux. Thus changing ϕb can induce |0〉 ↔ |1〉 transitions
if it is non-adiabatic, similar to the Landau-Zener sce-
nario. This, as well as tunneling from |0〉 to |m〉, creates
dark counts. To avoid such effects an adiabatic pulse,
with the appropriate area to minimize |0〉 → |m〉, should
be used since slow changes in the potential will keep the
system in |0〉 if it started in |0〉. However, |1〉 → |0〉 re-
laxation, graphically illustrated in Fig. 1, causes missed
counts. This degradation in contrast can be mitigated
by using a fast pulse. This interplay between Landau-
Zener like behavior and energy relaxation prompts the
use of optimal control theory to shape the measurement
pulse. The optimal pulse should reduce dark and missed
counts. The former are reduced by the optimal shape
whilst that latter are mitigated by forcing |1〉 to tunnel
before relaxation happens.
TABLE I. Values used in the phase qubit model.
Name Symbol Value unit
Critical Current I0 2 µA
Junction Capacitance C 1 pF
Flux coupling β 4.375 -
Energy Relaxation T1 500 ns
3. Baseline
State measurement with phase qubits was originally
limited by the high amount of two level fluctuators pol-
luting the qubit [35]. This has been overcome and phase
qubit measurement visibilities around 90% have been re-
ported [20, 45]. Single photon measurement contrasts
with JPMs approach 80% [21]. Within the framework
of the simplified model presented here the following sec-
tion shows that these numbers could be increased. The
limitations of a three level model could be overcome us-
ing Ad-HOC [26], a closed-loop fine-tuning approach for
pulses. The optimized pulses presented in the following
section should thus be understood as a starting point for
a closed-loop algorithm.
B. Optimization Results
The parameters used in the optimization correspond to
typical phase qubit values [19]. These are shown in Tab.
I. Sharp jumps in the bias flux can introduce unwanted
|0〉 ↔ |1〉 jumps and cause Stu¨ckelberg oscillations, i.e.
oscillations typical for finite-amplitude parameter sweeps
[46]. To prevent this, the pulses are convoluted with a
Gaussian. This also results in pulses that are feasible
with modern electronics. The optimization of several
pulses of variable time is shown in Fig. 5. The initial
guess for the gradient search is a square pulse convo-
luted by a Gaussian. The first and last two ns are held
constant and only change through the convolution due
to variations in the optimization pixels. The height of
the initial pulse is too low to allow full tunneling out of
|1〉 yet sufficiently high for small changes in the ampli-
tude to produce appreciable changes in fidelity. This is
best seen in Fig. 6 where the time evolution resulting
from a 10 ns pulse is shown. The initial pulse fails to let
the |1〉 state tunnel out. The initial channel fidelity and
contrast are respectively Φ′ch,i = 87.0% and ξi = 37.8%.
After optimization these numbers are Φ′ch,f = 98.8% and
ξf = 97.9% and show that the optimization has success-
fully increased the contrast, as desired.
The optimization adds a bump on the initial rise of
the pulse to kick out the |1〉 state. This bump has to
be added at the beginning of the pulse before T1 relaxes
|1〉 to |0〉 which should be kept in the shallow well. The
optimization carefully choses the area under the pulse.
6Φ
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FIG. 5. Optimal pulses for different gate durations with their
corresponding fidelities. The dashed lines show the initial
guess. As can be seen the fidelity of the optimal pulses is
higher for the fast pulses. This is due to the fact that faster
pulses allow |1〉 to tunnel into |m〉 before T1 relaxes it to |0〉.
Indeed, allowing the bias flux to be held too high for too
long diminishes the contrast since |0〉 starts to tunnel into
|m〉. The rate at peak is pushed close to the maximum
allowed by the three level model. This limitation is fur-
ther discussed below. The slow hold value at the end of
the longer pulses in Fig. 5 is an artifact of the simulation
resulting from the initial guess. For shorter pulses no
hold value subsists. In the longer pulses it remains since
it does not affect fidelity. Indeed, after the kick forcing
|1〉 to tunnel, there can be no fidelity deterioration due
to T1. Furthermore this artificial hold level is too low to
allow any significan tunneling of |0〉 into |m〉.
Faster pulses than those in Fig. 5 were optimized. A
1.4 ns pulse is shown in Fig. 7 the initial fidelity and
contrast were Φ′ch,i = 87.0% and ξi = 37.8%, whilst the
optimized pulse has Φ′ch,f = 98.8% and ξf = 97.9%. How-
ever, faster pulses cannot be made in this model since it
relies upon having at least two states in the meta sta-
ble well. This imposes a restriction on the maximum
bias flux. Approximating the potential with a third or-
der polynomial and asking for at least two levels in the
well leads to the approximate condition α > 9 (details
are in appendix A). This threshold value is shown by the
horizontal line in Fig. 4 and corresponds to a flux bias of
0.9454 · 2π. Also note that this value matches very well
the maximum bias for which DVR can still find at least
two states in the shallow well, see Fig. 3. In the pulse
optimization, the flux bias is constrained to be below this
value. Thus, upon examining the optimal pulse in Fig.
7 it can be seen that the pulse has reached this limit.
Therefore the tunneling rate out of |1〉 has reached its
maximum within the validity of the three level model. It
may thus be possible to extend contrast even further by
biasing so that the excited state falls into the continuum.
However theoretical description of this regime falls way
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of Fig. 5 starting from the |1〉〈1| state. As can be seen the ini-
tial pulse (corresponding to the thin lines) has a non-optimal
pulse that fails to transfer population to |m〉 which would re-
sult in missed counts. Its channel fidelity and contrast are
respectively Φ′ch,i = 87.0% and ξi = 37.8%. The optimal
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and ξf = 97.9%.
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FIG. 7. Optimization of a fast readout pulse. (a) initial
pulse sequence with fidelity Φ′ch,i = 83.8% and contrast ξi =
19.8%. (b) Optimized pulse shape. (c) Initial time evolution
of populations. Again, the unoptimized pulse fails to let |1〉
tunnel into |m〉. (d) Time evolution of populations after pulse
optimization resulting in a high contrast of ξf = 98.2% and
final fidelity Φ′ch,f = 99.2%.
beyond the scope of this paper.
IV. OUTLOOK AND CONCLUSIONS
Optimal control in the presence of non-unitary dynam-
ics towards a target unitary time evolution has already
7been implemented. In this work we have taken this a
step further and presented a methodology to optimize
a non-unitary time evolution towards a non-unitary tar-
get channel using a gradient search on a fidelity measure
based on the Choi matrix. The algorithm was illustrated
within the framework of optimizing a measurement pulse
for a phase qubit where the measurement process relies on
incoherent tunneling processes. The simple model shows
a rich interplay between Landau-Zener type physics and
the incoherent dynamics. The three level model discussed
here is a good starting point for creating a measurement
pulse. Going beyond this model could be done in the
experiments by using the methodology developed in [26].
Measurement is important for superconducting qubits.
Optimizing pulses for different systems, such as disper-
sive readout through a resonator, will require additional
developments in OCT and could be the topic of future
research.
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Appendix A: Phase Qubit Potential
The Hamiltonian of the flux biased phase qubit is
Hˆ = EcNˆ
2 + EJ
(
1
2β
(ϕˆ− ϕb)2 − cos ϕˆ
)
︸ ︷︷ ︸
VJ qubit potential
.
This Hamiltonian can be approximated by a third order
potential Vˆ3 with three parameters m, ω and ϕ˜. The
approximate Hamiltonian is given by
Hˆ ′ =
~
2
2m
Nˆ2 +
1
2
mω2∆ϕ2
(
1− 2
3
∆ϕ
ϕ˜
)
.
The phase variable is ∆ϕ = ϕ − ϕmin where ϕmin is the
local minimum of the shallow well. By comparing Hˆ and
Hˆ ′ it is straight forward to identify the effective mass
as m = ~2/2Ec. Note that this parameter has units
of energy instead of mass. In this approximation the
constant term in the potential has been dropped so that
V3(∆ϕ = 0) = 0. The frequency ω in the third order
potential is chosen such that the harmonic term matches
the second derivative of the actual phase qubit potential
1
2
V ′′J (ϕmin) =
1
2
mω2 (A1)
=⇒ ~ω =
√
2EcEJ (β−1 + cosϕmin) .
Lastly, ϕ˜ is determined so that the potential barrier has
the right hight. This imposes V3(∆ϕ = ϕ˜) = Vmax−Vmin
where Vmin/max are the local minima/maxima close to
the shallow well, see Fig. 1. This leads to the following
expression
mω2ϕ˜ = 6(Vmax − Vmin) . (A2)
The tunneling rates given in chapter 12 of Weiss [41]
for the potential V3 involve the term mω
2ϕ˜2/~ω which,
for brevity, was labeled α in the main text. Therefore,
combining Eqs. (A1) and (A2) yields
α = 6
Vmax − Vmin√
2EJEc(β−1 + cosϕmin)
.
The tree level model is valid if the shallow well contains
at least two states. This imposes that the barrier height
V3(ϕ˜) be greater than 3~ω/2. Using the definition of α
results in the condition α > 9 for the three level model
to be valid.
[1] S. Rice and M. Zhao, Optical Control of Molecular Dy-
namics (Wiley, 2000).
[2] P. Brumer and M. Shapiro, Principles of the Quantum
Control of Molecular Processes (Wiley, 2003).
[3] A. Castro, J. Werschnik, and E. Gross, Phys. Rev. Lett.
109, 153603 (2012).
[4] S. E. Sklarz and D. J. Tannor, Phys. Rev. A 66, 053619
(2002).
[5] D. J. Egger and F. K. Wilhelm, Superconductor Science
and Technologie 27, 014001 (2014).
[6] P. Cerfontaine, T. Botzem, D. P. DiVincenzo, and
H. Bluhm, “High-fidelity single-qubit gates for two-
electron spin qubits in gaas,” ArXiv:1404.1712.
[7] R. Schutjens, F. A. Dagga, D. J. Egger, and F. K. Wil-
helm, Phys. Rev. A 88, 052330 (2013).
[8] V. Vesterinen, O.-P. Saira, A. Bruno, and L. DiCarlo,
“Mitigating information leakage in a crowded spectrum
of weakly anharmonic qubits,” ArXiv:1405.0450.
[9] F. F. Floether, P. de Fouquieres, and S. G. Schirmer,
New Journal of Physics 14, 073023 (2012).
8[10] T. Schulte-Herbru¨ggen, A. Spo¨rl, N. Khaneja, and S. J.
Glaser, J. Phys. B: At. Mol. Opt. Phys. 44, 154013
(2011).
[11] D. M. Reich and C. P. Koch, New J. Phys. 15, 125028
(2013).
[12] J. M. Elzerman, R. Hanson, L. H. W. van Beveren,
B. Witkamp, L. M. K. Vandersypen, and L. P. Kouwen-
hoven, Nature 430, 431 (2004).
[13] T. Gilad and S. A. Gurvitz, Phys. Rev. Lett. 97, 116806
(2006).
[14] M. Elzerman, R. Hanson, J. S. Greidanus, L. H. W.
van Beveren, S. D. Franceschi, L. M. K. Vandersypen,
S. Tarucha, and L. P. Kouwenhoven, Phys. Rev. B 67,
161308(R) (2003).
[15] J. Clarke and F. K. Wilhelm, Nature 453, 1031 (2008).
[16] M. Devoret and R. Schoelkopf, Science 339, 1169 (2013).
[17] J. Koch, T. M. Yu, J. M. Gambetta, A. A. Houck, D. I.
Schuster, J. Majer, A. Blais, M. H. Devoret, S. M. Girvin,
and R. J. Schoelkopf, Phys. Rev. A 76, 042319 (2007).
[18] E. Jeffrey, D. Sank, J. Mutus, T. White, J. Kelly,
R. Barends, Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth,
A. Megrant, P. O’Malley, C. Neill, P. Roushan, A. Vain-
sencher, J. Wenner, A. N. Cleland, and J. M. Martinis,
Phys. Rev. Lett. 112, 190504 (2014).
[19] M. Neeley, M. Ansmann, R. C. Bialczak, M. Hofheinz,
N. Katz, E. Lucero, A. O’Connell, H. Wang, A. N. Cle-
land, and J. M. Martinis, Nat. Phys. 4, 523 (2008).
[20] Y. Chen, D. Sank, P. O’Malley, T. White, R. Barends,
B. Chiaro, J. Kelly, E. Lucero, M. Mariantoni, A. Me-
grant, C. Neill, A. Vainsencher, J. W. Y. Yin, A. N.
Cleland, and J. M. Martinis, Appl. Phys. Lett. 101,
182601 (2012).
[21] Y.-F. Chen, D. Hover, S. Sendelbach, L. Maurer, S. T.
Merkel, E. J. Pritchett, F. K. Wilhelm, and R. McDer-
mott, Phys. Rev. Lett. 107, 217401 (2011).
[22] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A. N.
Cleland, Phys. Rev. A 86, 032324 (2012).
[23] M. A. Nielsen and I. L. Chuang, Quantum Computing
and Quantum Information (Cambridge University Press,
2000).
[24] H.-P. Breuer, J. Phys. B: At. Mol. Opt. Phys. 45, 154001
(2012).
[25] N. Khaneja, T. Reiss, C. Kehlet, T. Schulte-Herbru¨ggen,
and S. J. Glaser, J. Magn. Reson. 172, 296 (2005).
[26] D. J. Egger and F. K. Wilhelm, Phys. Rev. Lett. 112,
240503 (2014).
[27] M. Choi, Linear Algebra and its applications 10, 285
(1975).
[28] E. Størmer, Springer Monographs in Mathematics , 49
(2013).
[29] M. Raginsky, Physics Letters A 290, 11 (2001).
[30] S. Machnes, U. Sander, S. J. Glaser, P. de Fouquie`res,
A. Gruslys, S. Schirmer, and T. Schulte-Herbru¨ggen,
Phys. Rev. A 84, 022305 (2011).
[31] R. C. Ward, J. Numer. Anal. 14, 600 (1977).
[32] C. Moler and C. V. Loan, Society for Industrial and Ap-
plied Mathematics 45, 3 (2003).
[33] P. de Fouquieres, S. Schirmer, S. Glaser, and I. Kuprovc,
J. Magn. Reson. 212, 412 (2011).
[34] J. Nocedal and S. W. Stephen, Numerical Optimization
(Springer, New York, 2006).
[35] K. B. Cooper, M. Steffen, R. McDermott, R. Simmonds,
S. Oh, D. A. Hite, D. P. Pappas, and J. M. Martinis,
Phys. Rev. Lett. 93, 180401 (2004).
[36] L. C. G. Govia, E. J. Pritchett, S. T. Merkel, D. Pineau,
and F. K. Wilhelm, Phys. Rev. A 86, 032311 (2012).
[37] R. Simmonds, K. Lang, D. A. Hite, S. Nam, D. P. Pappas,
and J. M. Martinis, Phys. Rev. Lett. 93, 077003 (2004).
[38] L. Landau, Phys. Z Sowjetunion 2, 46 (1932).
[39] C. Zener, Proc. R. Soc. A 137, 696 (1932).
[40] D. T. Colbert and W. H. Miller, Journal of Chemical
Physics 96, 1982 (1991).
[41] U. Weiss, Quantum Dissipative Systems (World Scien-
tific, 1999).
[42] U. Weiss and W. Haeffner, Phys. Rev. D 27, 2916 (1983).
[43] J. M. Martinis, M. H. Devoret, and J. Clarke, Phys. Rev.
Lett. 55, 1543 (1985).
[44] A. . Caldeira and A. J. Leggett, Ann. Phys. 149, 374
(1983).
[45] M. Steffen, M. Ansmann, R. McDermott, N. Katz, R. C.
Bialczak, E. Lucero, M. Neeley, E. Weig, A. Cleland, and
J. M. Martinis, Phys. Rev. Lett. 97, 050502 (2006).
[46] E. C. G. Stu¨ckelberg, Helv. Phys. Acta 5, 369 (1932).
