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a b s t r a c t
This paper is to investigate the asymptotic behavior of solutions for a time-delayed
Lotka–Volterra N-species mutualism reaction–diffusion system with homogeneous
Neumann boundary condition. It is shown, under a simple condition on the reaction
rates, that the system has a unique bounded time-dependent solution and a unique
constant positive steady-state solution, and for any nontrivial nonnegative initial function
the corresponding time-dependent solution converges to the constant positive steady-
state solution as time tends to infinity. This convergence result implies that the trivial
steady-state solution and all forms of semitrivial steady-state solutions are unstable, and
moreover, the system has no nonconstant positive steady-state solution. A condition
ensuring the convergence of the time-dependent solution to one of nonnegative semitrivial
steady-state solutions is also given.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In the field of population dynamics, Lotka–Volterra reaction–diffusion system is an extensively studied class of systems.
For the study of such systems, a most important concern is the asymptotic behavior of the time-dependent solution in
relation to the steady-state solutions as time tends to infinity. Of particular interest is the determination of the exact limit of
the time-dependent solution since many such systems possess multiple steady-state solutions. In this paper, we investigate
the asymptotic behavior problem for a Lotka–Volterra N-species mutualism reaction–diffusion system with time delays.
The system is given in the form
∂ui/∂t − Liui = ui
(
ai − biui +
N∑
j=1,j6=i
cijuj +
N∑
j=1,j6=i
c ′ij(uj)τj
)
(x ∈ Ω, t > 0),
∂ui/∂ν = 0 (x ∈ ∂Ω, t > 0),
ui(x, t) = ηi(x, t) (x ∈ Ω, t ∈ Ii), i = 1, 2, . . . ,N,
(1.1)
where Ω is a bounded domain in Rn with smooth boundary ∂Ω and ∂/∂ν denotes the outward normal derivative on ∂Ω .
For each i = 1, 2, . . . ,N , (ui)τi = ui(x, t− τi)with time delay τi > 0, Ii = [−τi, 0], and Li is a diffusion–convection operator
given by
Liui = Di(x)∆ui + bi(x) · ∇ui (1.2)
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where∆ and∇ are the Laplace and gradient operators, and Di(x) and bi(x) are the diffusion and convection coefficients. It is
assumed that for each i = 1, 2, . . . ,N , Di(x), bi(x) and ηi(x, t) are Cα-functions in their respective domains with Di(x) > 0
onΩ = Ω ∪ ∂Ω , ηi(x, t) ≥ 0 onΩ × Ii, and ∂ηi/∂ν = 0 at t = 0. It is also assumed that for each i, j = 1, 2, . . . ,N , ai, bi,
cij and c ′ij are some constants where bi is positive, cij and c
′
ij are nonnegative with cij + c ′ij > 0, whereas ai may be positive or
nonpositive. In this system we allow Li = 0 (without the corresponding boundary condition) for some or all i. This means
that problem (1.1) may be a coupled system of parabolic and ordinary differential equations.
Since cij and c ′ij are nonnegativewith cij+c ′ij > 0, system (1.1) is usually calledmutualistic or cooperative. In the ecological
sense, it describes a cooperative interaction of N-species that benefits each other in a spatialΩ . The unknown ui represents
the population density of the ith species, ai is the natural growth rate, bi denotes the respective intraspecific competition,
and cij and c ′ij are the interspecific cooperations among species. The boundary condition in (1.1) implies that the population
densities do not move across the boundary ∂Ω .
The investigation of the Lotka–Volterra mutualism models in the framework of ordinary differential systems with or
without time delays is extensive, and various aspects of the problem, such as the existence of positive solutions and
global asymptotic stability of positive periodic solutions, have been discussed (see [1–5] and the references therein). There
is also extensive investigation for the present problem (1.1) and various similar problems (see [6–13]), but most of the
investigations are devoted to the oneswithN = 2 andwithout time delays. In particular, theworks in [14–17] are concerned
with the coexistence and permanence problems for certain two-species mutualistic models without time delays under
Dirichlet boundary condition, and those in [6,7,11,13,18] are for the asymptotic behavior of the solution with Neumann
or Robin boundary condition, including the finite time blow-up property. The similar coexistence and asymptotic behavior
problems were treated in [19] for a two-species mutualism model with a saturating interaction. Some other studies for
two-species mutualism models without time delays can be found in [8,20], where the existence of traveling wave front
solutions and time-periodic solutionswere discussed. Of recent papers for three-speciesmodels, let usmention [9] and [10].
These papers deal with a three-species mutualismmodel without time delays, and themain concerns there are the blow-up
property and the blow-up estimate.
The earlier discussions for the asymptotic behavior problem of reaction–diffusion systems were mostly devoted to
coupled systems of two equations with Dirichlet or Robin boundary condition (see [18,21–23]). In recent years, attention
has been given to reaction–diffusion systems with three or N population species and with Neumann boundary condition
(see [24–28]). In [25], Pao investigated the asymptotic behavior of the time-dependent solution for three 3-species
Lotka–Volterra reaction–diffusion systems (two prey–predator systems and one food-chain system), and obtained some
simple conditions to ensure the asymptotic convergence of the time-dependent solution to a unique positive steady-
state solution for each of the three systems. The same asymptotic convergence problem was discussed by Pao in [26]
for a reaction–diffusion system of N-competing species and in [27] for a 3-species competitor–competitor-mutualist
reaction–diffusion system. In all these works, possible time delays are taken into consideration in the reaction mechanism
and the boundary condition is of Neumann type. Motivated by the above works of Pao, we investigate in this paper the
asymptotic behavior of the time-dependent solution for the general N-species mutualism system (1.1). Compared with the
solutions of the systems considered in theworks of Pao, there is a quite different behavior of solutions in the system (1.1). The
solution of (1.1) may blow up in a finite time due to the quasimonotone nondecreasing property of the reaction functions
in (1.1) (see [9,10]). Here, we are mainly interested in determining when a bounded solution of (1.1) exists and when it
converges to a steady-state solution as time tends to infinity.
Specifically, we show that if the reaction rates bi, cij and c ′ij form anM-matrix (see (2.1)) then system (1.1) has a unique
bounded solution (u1, u2, . . . , uN), and under an additional simple condition on the reaction rates (see (2.3)), system (1.1)
has a unique constant positive steady-state solution (c∗1 , c
∗
2 , . . . , c
∗
N) and for any nontrivial nonnegative initial function
(η1, η2, . . . , ηN) the corresponding time-dependent solution (u1, u2, . . . , uN) converges to (c∗1 , c
∗
2 , . . . , c
∗
N) as time tends
to infinity. This convergence result implies that the trivial steady-state solution and all forms of semitrivial steady-state
solutions are unstable, and moreover, the system (1.1) has no nonconstant positive steady-state solution. In addition, we
also give a condition (see (2.7)) so that the time-dependent solution (u1, u2, . . . , uN) of (1.1) converges to one of nonnegative
semitrivial steady-state solutions. In terms of ecological dynamics, the above convergence property gives some coexistence,
permanence and extinction results for system (1.1). To obtain these conclusions we use the method of upper and lower
solutions which has been widely applied to both continuous and discrete systems (cf. [18,29–32]). Since our conditions
depend only on the reaction rates, the same conclusions are directly applicable to the system (1.1) without time delays and
to the corresponding ordinary differential system with or without time delays.
The outline of the paper is as follows. In Section 2, we state our main results. Proofs of the results are given in Section 3.
2. The main results
For the sake of presentation, we define somematrices and vectors in terms of the reaction rates. Let A = (aij) be anN×N
matrix defined by the reaction rates bi, cij and c ′ij (but not by ai) in the form
aii = bi, aij = −(cij + c ′ij), i, j = 1, 2, . . . ,N, (2.1)
and let r = (a1, a2, . . . , aN)T, where (·)T denotes the transpose of a row vector. For each k = 1, 2, . . . ,N , we denote by Ak
the k × k leading principal submatrix of A and define the vector rk = (a1, a2, . . . , ak)T. In particular, we have AN = A and
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rN = r. For the convenience of discussion we make no distinction between row and column vectors. We recall that A is said
to be anM-matrix if the inverse A−1 exists and is nonnegative (see [33,34]).
Our first result is for the existence of a bounded solution of (1.1).
Theorem 2.1. Assume that thematrix A is anM-matrix. Then, for any given nonnegative initial function (η1, η2, . . . , ηN), system
(1.1) has a unique global solution (u1, u2, . . . , uN) and there exist positive constants M∗i such that
(0, 0, . . . , 0) ≤ (u1(x, t), u2(x, t), . . . , uN(x, t)) ≤ (M∗1 ,M∗2 , . . . ,M∗N) (x ∈ Ω, t > 0). (2.2)
Moreover, the solution (u1(x, t), u2(x, t), . . . , uN(x, t)) is positive for all x ∈ Ω , t > 0 if ηi(x, 0) 6≡ 0 inΩ for i = 1, 2, . . . ,N.
To give our results on the asymptotic behavior of the solution we assume that the initial function (η1, η2, . . . , ηN) is
nontrivial nonnegative in the sense that ηi(x, 0) 6≡ 0 inΩ for i = 1, 2, . . . ,N .
We first consider the case where ai > 0 for some i, say, i = 1, 2, . . . ,N0, and ai ≤ 0 for i = N0 + 1, . . . ,N .
Theorem 2.2. Assume that A is an M-matrix. If, in addition,
ai +
N0∑
j=1
(cij + c ′ij)aj/bj > 0, i = N0 + 1, . . . ,N, (2.3)
then
(i) system (1.1) has a unique positive steady-state solution c∗ = (c∗1 , c∗2 , . . . , c∗N) governed by the algebraic system
Ac∗ = r; (2.4)
(ii) for any nontrivial nonnegative initial function (η1, η2, . . . , ηN) the corresponding solution (u1(x, t), u2(x, t), . . . , uN(x, t))
of (1.1) converges uniformly to c∗ = (c∗1 , c∗2 , . . . , c∗N) as t →∞.
Remark 2.1. We now give some comments on our conditions in the above theorems. (a) A lot of sufficient (and necessary)
conditions ensuring that A is an M-matrix can be found in [33,34]. In particular, a simple and easily verified sufficient
condition is that for a certain i,
N∑
j=1
(cij + c ′ij) < bi. (2.5)
(b) In fact, the condition (2.3) is trivially satisfied if ai = 0 for all i = N0 + 1, . . . ,N . Hence it is needed only for the case of
ai < 0 for some i.
It is obvious that system (1.1) has the trivial steady-state solution (0, 0, . . . , 0) and various forms of semitrivial steady-
state solutions in the sense that each solution has at least one component zero. Since the convergence of the solution
(u1(x, t), u2(x, t), . . . , uN(x, t)) to (c∗1 , c
∗
2 , . . . , c
∗
N) in Theorem 2.2 is for every nontrivial nonnegative initial function, the
trivial steady-state solution and all forms of semitrivial steady-state solutions of (1.1) are unstable (with respect to nontrivial
nonnegative initial perturbations). Moreover, the uniqueness of positive steady-state solution (c∗1 , c
∗
2 , . . . , c
∗
N) implies that
system (1.1) has no nonconstant positive steady-state solution.We summarize these observations in the following corollary.
Corollary 2.1. Under the conditions in Theorem 2.2, the trivial steady-state solution and all forms of semitrivial steady-state
solutions of (1.1) are unstable, and system (1.1) has no nonconstant positive steady-state solution.
Theorem 2.2 implies that under condition (2.3), the constant steady-state solution c∗ = (c∗1 , c∗2 , . . . , c∗N) is a global
attractor. In case this condition is not satisfied, then one of the semitrivial steady-state solutions may become a global
attractor. To give such a sufficient condition we observe from Theorem 2.2 that if A is anM-matrix then the algebraic system
Ad′ = r′ (2.6)
has a unique positive solution d′ = (d′1, d′2, . . . , d′N)T, where r′ = (a1, a2, . . . , aN0 , 0, . . . , 0)T. In view of this positive
solution we have the following global attraction property of the semitrivial steady-state solutions.
Theorem 2.3. Assume that A is an M-matrix. If, in addition,
ai +
N0∑
j=1
(cij + c ′ij)d′j +
N∑
j=i+1
(cij + c ′ij)d′j < 0, i = N0 + 1, . . . ,N, (2.7)
where d′ = (d′1, d′2, . . . , d′N)T is the positive solution of (2.6), then
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(i) system (1.1) has a semitrivial nonnegative steady-state solution c∗ = (c∗1 , . . . , c∗N0 , 0, . . . , 0), where c∗0 = (c∗1 , c∗2 , . . . , c∗N0)T
is the unique positive solution of the algebraic system AN0c
∗
0 = rN0 ;
(ii) for any nontrivial nonnegative initial function (η1, η2, . . . , ηN) the corresponding solution (u1(x, t), u2(x, t), . . . , uN(x, t))
of (1.1) converges uniformly to the semitrivial steady-state solution c∗ = (c∗1 , c∗2 , . . . , c∗N0 , 0, 0, . . . , 0) as t →∞.
As a limit situation of Theorem 2.2 we have the following asymptotic behavior result for the case of all ai ≤ 0.
Theorem 2.4. Assume that A is an M-matrix and ai ≤ 0 for all i = 1, 2, . . . ,N. Then
(i) trivial solution (0, 0, . . . , 0) is a unique nonnegative steady-state solution of system (1.1);
(ii) for any nontrivial nonnegative initial function (η1, η2, . . . , ηN) the corresponding solution (u1(x, t), u2(x, t), . . . , uN(x, t))
of (1.1) converges uniformly to trivial solution (0, 0, . . . , 0) as t →∞.
Finally, we consider the special case of two species (i.e., N = 2). For this case, the condition (2.7) can be weakened so
that there is no gap between the conditions (2.3) and (2.7).
Theorem 2.5. Assume N = 2 and b1b2 > (c12 + c ′12)(c21 + c ′21). We have
(i) for any given nonnegative initial function (η1, η2), system (1.1) has a unique bounded nonnegative global solution (u1, u2);
(ii) if either
a1 > 0, a2b1 + a1(c21 + c ′21) > 0 or a2 > 0, a1b2 + a2(c12 + c ′12) > 0, (2.8)
then for any nontrivial nonnegative initial function (η1, η2) the corresponding solution (u1(x, t), u2(x, t)) of (1.1) converges
uniformly to (c∗1 , c
∗
2 ) as t →∞, where (c∗1 , c∗2 ) is a unique positive steady-state solution of (1.1) and is given by
c∗1 =
a1b2 + a2(c12 + c ′12)
b1b2 − (c12 + c ′12)(c21 + c ′21)
, c∗2 =
a2b1 + a1(c21 + c ′21)
b1b2 − (c12 + c ′12)(c21 + c ′21)
; (2.9)
(iii) if
a1 > 0, a2b1 + a1(c21 + c ′21) ≤ 0, (2.10)
then for any nontrivial nonnegative initial function (η1, η2) the corresponding solution (u1(x, t), u2(x, t)) of (1.1) converges
uniformly to (a1/b1, 0) as t →∞;
(iv) if
a2 > 0, a1b2 + a2(c12 + c ′12) ≤ 0, (2.11)
then for any nontrivial nonnegative initial function (η1, η2) the corresponding solution (u1(x, t), u2(x, t)) of (1.1) converges
uniformly to (0, a2/b2) as t →∞;
(v) if a1 ≤ 0 and a2 ≤ 0 then for any nontrivial nonnegative initial function (η1, η2) the corresponding solution
(u1(x, t), u2(x, t)) of (1.1) converges uniformly to (0, 0) as t →∞, and the trivial solution (0, 0) is a unique nonnegative
steady-state solution of (1.1).
Remark 2.2. The results in Theorem 2.5 for the case without time delays have also been obtained in [13]. In the case with
a1 > 0, a2 > 0 and without time delays, Theorem 2.5 is similar to Theorems 6.1–6.5 in Section 12.6 of [18], where very
general boundary conditions are considered.
Remark 2.3. (a) In the above theorems we have assumed that ηi(x, 0) 6≡ 0 in Ω for all i = 1, 2, . . . ,N . If ηi(x, 0) ≡ 0 for
some i (say, i = 1, 2, . . . ,N1) and ηi(x, 0) 6≡ 0 for i = N1 + 1, . . . ,N then ui(x, t) ≡ 0 inΩ × [0,∞) for i = 1, 2, . . . ,N1
and ui(x, t) > 0 inΩ×(0,∞) for i = N1+1, . . . ,N . In this situation, system (1.1) is reduced to an (N−N1)-subsystem and
all the conclusions in the above theorems are applicable to the (N − N1)-subsystem. (b) Since the conditions in the above
theorems are independent of time delays and the effect of diffusion–convection, all the above conclusions hold true for the
system (1.1) without time delays and for its corresponding ordinary differential system with or without time delays.
3. Proofs of the main results
To prove the main results in Section 2 we use the method of upper and lower solutions developed in [24–27] and some
comparisons of scalar reaction–diffusion equations.
Given any domain Dwe denote by C(D) the set of continuous functions in D, and by C2,1(D) the set of functions that are
twice continuously differentiable in x and once continuously differentiable in t for all (x, t) ∈ D. For each i = 1, 2, . . . ,N , we
let Q i = Ω × [−τi,+∞) and Qi = Ω × [−τi,+∞). Define the product spacesQ =
∏N
i=1 C(Q i) andQ2,1 =
∏N
i=1 C2,1(Qi).
We call two functions u˜ = (˜u1, u˜2, . . . , u˜N) and û = (̂u1, û2, . . . , ûN) inQ∩Q2,1 a pair of ordered upper and lower solutions
of (1.1) if they satisfy u˜ ≥ û and the relations in (1.1) where the equality sign = is replaced by the inequality signs ≥ and
≤, respectively. Here and in what follows, the inequality between vectors is to be understood componentwise.
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For convenience, we denote the reaction functions in (1.1) by fi(u, v), i.e.,
fi(u, v) = ui
(
ai − biui +
N∑
j=1,j6=i
cijuj +
N∑
j=1,j6=i
c ′ijvj
)
, i = 1, 2, . . . ,N, (3.1)
where u = (u1, u2, . . . , uN) and v = (v1, v2, . . . , vN). Let c˜ = (˜c1, c˜2, . . . , c˜N) and ĉ = (̂c1, ĉ2, . . . , ĉN) be a pair of constant
vectors such that c˜ ≥ ĉ ≥ 0 and
fi(˜c, c˜) ≤ 0 ≤ fi(̂c, ĉ), i = 1, 2, . . . ,N. (3.2)
Then the pair c˜ and ĉ form a pair of ordered upper and lower solutions of (1.1) if and only if ĉi ≤ ηi(x, t) ≤ c˜i for x ∈ Ω and
t ∈ Ii (i = 1, 2, . . . ,N). Define the sector S by
S = {c ∈ RN; ĉ ≤ c ≤ c˜}. (3.3)
Let Ki be any positive constant satisfying
Ki ≥ max
{
− ∂ fi
∂ui
(u, v);u, v ∈ S
}
, i = 1, 2, . . . ,N. (3.4)
Starting from c˜or ĉweconstruct a sequence of constant vectors {c(m)} = {(c(m)1 , c(m)2 , . . . , c(m)N )} from the following recursion
relation
c(m)i = c(m−1)i + fi(c(m−1), c(m−1))/Ki, i = 1, 2, . . . ,N. (3.5)
Denote {c(m)} by {c(m)} if c(0) = c˜ and by {c(m)} if c(0) = ĉ.
We now review some known results from [19,24] for the present problem (1.1).
Theorem 3.1. Let c˜ and ĉ be a pair of constant vectors satisfying c˜ ≥ ĉ ≥ 0 and the relation (3.2). We have the following results.
(i) If c˜ and ĉ are a pair of ordered upper and lower solutions of (1.1) then system (1.1) has a unique solution u =
(u1, u2, . . . , uN) in S.
(ii) The sequences {c(m)} and {c(m)} from (3.5) converge to respective limits c and c that satisfy
ĉ ≤ c ≤ c ≤ c˜, fi(c, c) = 0, fi(c, c) = 0, i = 1, 2, . . . ,N. (3.6)
(iii) If c = c(≡ c∗) and there exists a finite t∗ ≥ 0 such that
ĉ ≤ u(x, t∗) ≤ c˜, x ∈ Ω, (3.7)
then for any nonnegative initial function (η1, η2, . . . , ηN) the corresponding solution u = (u1, u2, . . . , uN) of (1.1)
converges uniformly to c∗ as t →∞.
Theorem 3.2. Let u(x, t) be a function in C(Ω × [t0,∞)) ∩ C2,1(Ω × (t0,∞)) such that{
∂u/∂t − Liu ≥ au(b− u) (x ∈ Ω, t > t0),
∂u/∂ν ≥ 0 (x ∈ ∂Ω, t > t0),
u(x, t0) ≥ 0, 6≡ 0 (x ∈ Ω),
(3.8)
where a and b are two positive constants. Then for arbitrary positive constant ε, there exists a finite t∗ > t0 such that
u(x, t) ≥ b− ε (x ∈ Ω, t ≥ t∗). (3.9)
Theorem 3.3. Let u(x, t) be a function in C(Ω × [t0,∞)) ∩ C2,1(Ω × (t0,∞)) such that{
∂u/∂t − Liu ≤ −au (x ∈ Ω, t > t0),
∂u/∂ν ≤ 0 (x ∈ ∂Ω, t > t0),
u(x, t0) ≥ 0, 6≡ 0 (x ∈ Ω),
(3.10)
where the constant a is positive. Then for arbitrary positive constant ε, there exists a finite t∗ > t0 such that
u(x, t) ≤ ε (x ∈ Ω, t ≥ t∗). (3.11)
We now prove the main results in Section 2 using the above theorems.
Proof of Theorem 2.1. Weknow from thematrix theory that thematrix A is anM-matrix if and only if there exists a positive
vector M = (M1,M2, . . . ,MN)T such that AM > 0 (see [33,34]). Choose a sufficiently large positive constant δ such that
602 Y.-M. Wang / Computers and Mathematics with Applications 58 (2009) 597–604
δAM ≥ r and δMi ≥ ηi(x, t) for x ∈ Ω and t ∈ Ii (i = 1, 2, . . . ,N). Then the pair c˜ = δM and ĉ = 0 satisfy relation (3.2),
and moreover, they are ordered upper and lower solutions of (1.1). Since δ can be chosen arbitrarily large, we conclude
from Theorem 3.1(i) that there exist positive constantsM∗i such that system (1.1) has a unique nonnegative global solution
(u1, u2, . . . , uN)which satisfies relation (2.2). When ηi(x, 0) 6≡ 0 inΩ for i = 1, 2, . . . ,N , the positivity of (u1, u2, . . . , uN)
follows from the maximum principle. 
Proof of Theorem 2.2. We divide the proof into four parts as follows.
Part I: Finding a pair of constant vectors c˜ and ĉ satisfying c˜ ≥ ĉ ≥ 0 and (3.2). For convenience, we let
ei =
N0∑
j=1
(cij + c ′ij)aj/bj, e′i =
N0∑
j=1
(cij + c ′ij), i = N0 + 1, . . . ,N. (3.12)
Then the condition (2.3) implies that ai + ei > 0 for i = N0 + 1, . . . ,N . For a given positive constant ε satisfying ε < ai/bi
for i = 1, 2, . . . ,N0 and ε < (ai + ei)/(e′i + bi) for i = N0 + 1, . . . ,N , we define the positive vector ĉ = (̂c1, ĉ2, . . . , ĉN) by
ĉi = ai/bi − ε for i = 1, 2, . . . ,N0 and ĉi =
(
ai + ei − (e′i + bi)ε
)
/bi for i = N0 + 1, . . . ,N . Let M be the positive vector
satisfying AM > 0, and let c˜ = δMwhere δ is sufficiently large such that A˜c ≥ r and c˜ ≥ ĉ. A simple calculation shows that
c˜ and ĉ satisfy relation (3.2).
Part II: Showing the limits c and c of the sequences {c(m)} and {c(m)} from (3.5) coincide. By Theorem 3.1(ii), the sequences
{c(m)} and {c(m)} from (3.5) with c(0) = c˜ and c(0) = ĉ converge to the limits c and c that satisfy c ≥ c ≥ ĉ > 0 and
fi(c, c) = 0, fi(c, c) = 0, i = 1, 2, . . . ,N. (3.13)
Since c ≥ c > 0, the above equations, in terms of the matrix A, are equivalent to the algebraic systems Ac = r and Ac = r.
The nonsingular property of A ensures c = c(≡ c∗).
Part III:Verifying the convergence of the solutionu(x, t) = (u1(x, t), u2(x, t), . . . , uN(x, t)) to c∗ as t →∞. By Theorem2.1,
for any given nontrivial nonnegative initial function (η1, η2, . . . , ηN), the solution u(x, t) = (u1(x, t), u2(x, t), . . . , uN(x, t))
is bounded and nonnegative, and thus we have from (1.1) that for i = 1, 2, . . . ,N0,{
∂ui/∂t − Liui ≥ ui(ai − biui) (x ∈ Ω, t > 0),
∂ui/∂ν = 0 (x ∈ ∂Ω, t > 0),
ui(x, 0) ≥ 0, 6≡ 0 (x ∈ Ω).
(3.14)
An application of Theorem 3.2 to the above relation shows that there exists a finite t1 > 0 so that ui(x, t) ≥ ai/bi − ε for all
x ∈ Ω , t ≥ t1 and every i = 1, 2, . . . ,N0, where ε is the given positive constant in Part I. Using this estimate we have again
from (1.1) that for i = N0 + 1, . . . ,N ,
∂ui/∂t − Liui ≥ ui(ai + ei − e′iε − biui) (x ∈ Ω, t > t1 +maxi τi),
∂ui/∂ν = 0 (x ∈ ∂Ω, t > t1 +max
i
τi),
u(x, t1 +max
i
τi) > 0 (x ∈ Ω).
(3.15)
By Theorem 3.2, there exists a finite t2 > t1 + maxi τi such that ui(x, t) ≥ (ai + ei − (e′i + bi)ε)/bi for all x ∈ Ω ,
t ≥ t2 and i = N0 + 1, . . . ,N . Define t∗ = t2 and take a sufficiently large δ in the definition of c˜. We conclude
ĉ ≤ u(x, t∗) ≤ c˜ for all x ∈ Ω . This proves the property (3.7). It follows from Theorem 3.1(iii) that the solution
u(x, t) = (u1(x, t), u2(x, t), . . . , uN(x, t)) converges uniformly to c∗ as t →∞.
Part IV: Proving the uniqueness of the steady-state solution c∗. Since c∗ is governed by the algebraic system (2.4), it
is obvious that c∗ is a constant positive steady-state solution of (1.1). To prove the uniqueness of c∗, we assume that
us(x) = (us,1(x), us,2(x), . . . , us,N(x)) is another positive steady-state solution of (1.1). Define ui(x, t) = us,i(x) for all
(x, t) ∈ Q i and all i = 1, 2, . . . ,N . Then u(x, t) = (u1(x, t), u2(x, t), . . . , uN(x, t)) is the solution of (1.1) with the initial
function (η1, η2, . . . , ηN) = (us,1, us,2, . . . , us,N). By the convergence result proved in Part III, the solution u(x, t) converges
uniformly to c∗ as t →∞. This implies us ≡ c∗, and thus the uniqueness of c∗. 
Proof of Theorem 2.3. The proof follows from the similar argument as that in the proof of Theorem 2.2, and we give a
sketch. Define
si =
N∑
j=1,j6=i
(cij + c ′ij), i = 1, 2, . . . ,N,
s′i =

N0∑
j=1,j6=i
(cij + c ′ij)d′j, i = 1, 2, . . . ,N0,
N0∑
j=1
(cij + c ′ij)d′j +
N∑
j=i+1
(cij + c ′ij)d′j, i = N0 + 1, . . . ,N.
(3.16)
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Then by (2.6)
bid′i − ai − s′i =
N∑
j=N0+1
(cij + c ′ij)d′j > 0, i = 1, 2, . . . ,N0, (3.17)
and by (2.7)
− ai − s′i > 0, i = N0 + 1, . . . ,N. (3.18)
Let ε be a positive constant such that
ε < min
1≤i≤N0
{(bid′i − ai − s′i)/si, ai/bi}, ε < minN0+1≤i≤N{(−ai − s
′
i)/si}. (3.19)
Define c˜ = (˜c1, c˜2, . . . , c˜N) and ĉ = (̂c1, ĉ2, . . . , ĉN) by c˜i = d′i + ε, ĉi = ai/bi − ε for i = 1, 2, . . . ,N0 and c˜i = ε, ĉi = 0 for
i = N0 + 1, . . . ,N . Then the pair c˜ and ĉ satisfy the relation (3.2) and c˜ ≥ ĉ (Notice that d′i ≥ ai/bi for all i = 1, 2, . . . ,N).
By Theorem 3.1(ii), the sequences {c(m)} and {c(m)} from (3.5) with c(0) = c˜ and c(0) = ĉ converge to the limits
c = (c1, c2, . . . , cN) and c = (c1, c2, . . . , cN) satisfying c˜ ≥ c ≥ c ≥ ĉ and relation (3.13). Since ĉi > 0 for i = 1, 2, . . . ,N0
and ĉi = 0 for i = N0 + 1, . . . ,N , we have that c i = 0 for i = N0 + 1, . . . ,N and c0 = (c1, c2, . . . , cN0)T is governed by
AN0c0 = rN0 . On the other hand, the limits c i satisfy
ai − bic i +
N∑
j=1,j6=i
(cij + c ′ij)c j = 0, i = 1, 2, . . . ,N0, (3.20)
and
c i
(
ai − bic i +
N∑
j=1,j6=i
(cij + c ′ij)c j
)
= 0, i = N0 + 1, . . . ,N. (3.21)
It follows from c i ≤ d′i + ε for i = 1, 2, . . . ,N0 and c i ≤ ε for i = N0 + 1, . . . ,N that
ai − bic i +
N∑
j=1,j6=i
(cij + c ′ij)c j ≤ ai + s′i + siε < 0, i = N0 + 1, . . . ,N. (3.22)
By this relation and (3.21), we conclude c i = 0 for i = N0 + 1, . . . ,N and thus by (3.20), c0 = (c1, c2, . . . , cN0)T
is also governed by AN0c0 = rN0 . The nonsingular property of AN0 implies c0 = c0. This proves that the limits c =
c(≡ c∗ = (c∗1 , c∗2 , . . . , c∗N0 , 0, 0, . . . , 0)) and c∗0 = (c∗1 , c∗2 , . . . , c∗N0)T is the unique positive solution of AN0c∗0 = rN0 .
Therefore by Theorem 3.1(iii), the solution u(x, t) = (u1(x, t), u2(x, t), . . . , uN(x, t)) of (1.1) converges uniformly to
c∗ = (c∗1 , c∗2 , . . . , c∗N0 , 0, 0, . . . , 0) as t →∞, provided for all x ∈ Ω and some t∗ > 0,
ai/bi − ε ≤ ui(x, t∗) ≤ d′i + ε, i = 1, 2, . . . ,N0, (3.23)
and
0 ≤ ui(x, t∗) ≤ ε, i = N0 + 1, . . . ,N. (3.24)
The first inequality in (3.23) has been proved in the proof of Theorem 2.2 while the first inequality in (3.24) is obvious due
to the nonnegative property of the solution. To prove the second inequalities in (3.23) and (3.24), we consider system (1.1)
where ai > 0 for i = 1, 2, . . . ,N0 and ai = 0 for i = N0 + 1, . . . ,N . By Theorem 2.1, this system has a unique bounded
solution, denoted by v(x, t), and by Theorem 2.2, it converges uniformly to the positive solution d′ = (d′1, d′2, . . . , d′N)T of
(2.6) as t → ∞. A comparison between v(x, t) and u(x, t) shows that u(x, t) ≤ v(x, t) for x ∈ Ω and t > 0. This implies
that there exists t1 > 0 such that ui(x, t) ≤ d′i+ ε (i = 1, 2, . . . ,N) for x ∈ Ω and all t ≥ t1. Using this upper bound in (1.1)
leads to that for i = N0 + 1,
ui
(
ai − biui +
N∑
j=1,j6=i
cijuj +
N∑
j=1,j6=i
c ′ij(uj)τj
)
≤ (ai + s′i + siε)ui (x ∈ Ω, t > t1 + τi).
Since aN0+1+ s′N0+1+ sN0+1ε < 0, an application of Theorem 3.3 to the above relation yields that there exists a finite t2 > 0
such that uN0+1(x, t) ≤ ε for x ∈ Ω and all t ≥ t2. A similar argument gives ui(x, t) ≤ ε (i = N0 + 2, . . . ,N) for x ∈ Ω and
all t ≥ t2 (with possibly a different t2). This proves the second inequalities in (3.23) and (3.24). 
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Proof of Theorem 2.4. Let η be an arbitrary positive constant. Since ai ≤ 0, we have from a comparison that u(x, t) ≤
uη(x, t), where uη(x, t) denotes the solution of (1.1) with a1 = η and ai = 0 for i = 2, 3, . . . ,N . By Theorem 2.2, uη(x, t)
converges uniformly to the positive solution c∗η of (2.4) where r = (η, 0, . . . , 0)T, as t → ∞. Consequently, for any given
positive constant ε, there exists a finite t∗ such that u(x, t) ≤ c∗η + 12ε for x ∈ Ω and t ≥ t∗, where ε = (ε, ε, . . . , ε)T.
It is easily shown that c∗η converges to 0 = (0, 0, . . . , 0)T as η → 0. This implies that c∗η ≤ 12ε for some small η, and
thus 0 ≤ u(x, t) ≤ ε for x ∈ Ω and t ≥ t∗. This proves that the solution u(x, t) converges uniformly to trivial solution
(0, 0, . . . , 0) as t →∞.
Assume that us(x) = (us,1(x), us,2(x), . . . , us,N(x)) is a nonnegative steady-state solution of (1.1). Let ui(x, t) = us,i(x)
for (x, t) ∈ Q i and all i = 1, 2, . . . ,N . Then u(x, t) = (u1(x, t), u2(x, t), . . . , uN(x, t)) is the solution of (1.1) with the initial
function ηi(x, t) = us,i(x) (i = 1, 2, . . . ,N). By the convergence result proved above and Remark 2.3(a), u(x, t) converges
uniformly to (0, 0, . . . , 0) as t →∞. This implies us(x) ≡ (0, 0, . . . , 0), and thus the uniqueness of trivial solution. 
Proof of Theorem 2.5. For the case N = 2, A is an M-matrix if and only if b1b2 > (c12 + c ′12)(c21 + c ′21) (see [33]). The
conclusions in (i), (ii) and (v) follow directly from Theorems 2.1, 2.2 and 2.4, respectively.
We now prove the conclusion in (iii). For any positive constant ε < a1/b1, we define ĉ = (̂c1, ĉ2) by ĉ1 = a1/b1 − ε and
ĉ2 = 0. Let M be the positive vector satisfying AM > 0, and define c˜ = δM where δ is sufficiently large such that A˜c ≥ r
and c˜ ≥ ĉ. It is easily verified that c˜ and ĉ satisfy relation (3.2). Therefore by Theorem 3.1(ii), the sequences {c(m)} and {c(m)}
from (3.5) with c(0) = c˜ and c(0) = ĉ converge to the limits c = (c1, c2) and c = (c1, c2) which satisfy c˜ ≥ c ≥ c ≥ ĉ and
relation (3.13) (with N = 2). Since ĉ1 = a1/b1 − ε > 0 and ĉ2 = 0, the relation (3.13) is reduced to
a1 − b1c1 + (c12 + c ′12)c2 = 0, c2(a2 − b2c2 + (c21 + c ′21)c1) = 0,
a1 − b1c1 = 0, c2 = 0.
(3.25)
By solving the above equations and by condition (2.10) we have c1 = c1 = a1/b1 and c2 = c2 = 0. This proves
c = c = (a1/b1, 0). A similar argument as that in the proof of Theorem 2.2 shows that the property (3.7) holds for the above
pair ĉ and c˜. By Theorem 3.1(iii), the solution u(x, t) = (u1(x, t), u2(x, t)) converges uniformly to (a1/b1, 0) as t →∞. The
conclusion in (iii) is proved. The proof of the conclusion in (iv) is similar. 
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