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over 3-groups of maximal nilpotency class.
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A fusion system F on a finite group S is a category whose objects are subgroups of S, and whose
morphisms are injective group homomorphisms, which satisfy a number of other properties [1,
Definition 2.1]. A saturated fusion system is a fusion system which satisfies a further set of
axioms [1, Definition 2.2]. The definitions are modelled on what we call fusion categories,
FS(G), where G is a finite group containing S. We do not assume, in our definition of fusion
categories, that S is a Sylow-p-subgroup of G. It is well known that fusion categories are
indeed fusion systems. In [7], Sejong Park showed that every saturated fusion systems over a
finite p-group can be realized as a fusion category. Later, Park showed in [10], that this result
holds for general fusion systems. To comment on this further, we start with some definitions.
Let S be a finite group, and write U(S) or simply U to denote the universal fusion system on
S. Let φ and ψ be two morphisms in U. Write Dφ and Dψ to denote the domains of φ and
ψ respectively. We define
∆φDφ = {(p, pφ) | p ∈ Dφ},
to be a diagonal subgroup of S×S and write Oφ to denote the right coset space (S×S)/∆φDφ
in S× S. This is an S× S-orbit under right multiplication, and any union of these orbits
constructed from a variety of morphisms gives us an S×S-set. We also define
O
ψ
φ = ((S×S)/∆φDφ )
∆ψDψ ,
1
to be the set of points in Oφ fixed by ∆
ψ
Dψ under right multiplication. For any union of these
orbits, Ω, constructed from a variety of morphisms, Ωψ is defined similarly.
Let F be a fusion system on S. An S× S-set Ω is called a (right) semicharacteristic biset
for F, if and only if, it satisfies the following two properties:
1. Every orbit in Ω is of the form Oφ for some φ in F, and
2. |Ωψ |= |ΩId|Dψ | for all ψ in F.





for some integers C(φ) ≥ 0. Evidently, not every value of C(φ) determines that we have a
(right) semicharacteristic biset. The value of the constants C(φ) come from part (2) of the
definition. The key point in part (2) is that the definition has to hold for all morphisms in F.
Usually there will be too many morphisms in any given fusion system, and therefore too many
equations to deal with. In order to circumvent this problem, Park introduced a definition.
Let φ ,φ1 ∈ U(S). We say that φ and φ1 are S-S-equivalent, and write φ ∼ φ1, if there exists
x,y ∈ S such that
(Dφ1)
x = Dφ and cx|Dφ1 ◦φ ◦ cy = φ1.
The relation is an equivalence relation, and the size of the fixed point set |Oψφ | is independent
of the representatives of the S-S-equivalence classes. In other words, if φ ,φ1,ψ,ψ1 ∈ U(S), so





where Γ denotes a set of S-S-equivalence class representatives in F. Moreover we only need
to satisfy part (2) of the definition of (right) semicharacteristic biset for S-S-equivalent class
2
representatives. This will leave us with far fewer calculations to deal with.
Park showed that a finite group G realizing a fusion system F over a finite group S is construc-
ted as the group of all permutations over a (right) semicharacteristic biset Ω, which preserves
the left S-action. That is,
G= {pi ∈ Sym(Ω) | (x◦ (s1,s1))pi = ((x◦ (1,s2))pi)◦ (s1,1) for all x ∈Ω,s1,s2 ∈ S}.
This group G is equal to CSym(Ω)(S), when S is identified as a subgroup of G in the following
way:
ι : S ↪→ G : (x 7→ x◦ (1,s)).
Equivalently, G∼= S oSym(|Ω|/|S|) (See Lemma 4.3.10). A fusion system F on a finite p-group
S is called exotic if it is not equal to FS(G) for any finite G with S ∈ Sylp(G). In [7], Park
introduced the concept of the exoticity index, e(F), of a fusion system F on a finite p-group
S as
min{logp|T : S| | S≤ T ∈ Sylp(G) for some finite G with F = FS(G)}.
By definition, a fusion system F on a finite p group S is exotic if and only if e(F) > 0. The
group G that realizes a fusion system F over a finite p-group S using (right) semicharacteristic







This is likely to give us a very large upper bound, and may not necessarily be anywhere near
the actual value.
In [9], Park explicitly constructed a minimal right characteristic biset for saturated fusion
systems F on extraspecial groups S of odd order p3 and exponent p, with the property that
3
every subgroup of S of order p2 is F-radical. Among these saturated fusion system are the
Ruiz-Viruel exotic fusion systems, [13]. The upper bound on the exoticity index turns out to
be quite large. For example, for the smallest of the three exotic fusion systems, that is when
|OutF(S)|= 48, the upper bound for the exoticity index is given as 425744.
Our thesis is essentially comparable to [9] in the sense that our main aim is to eventually
construct fusion category realizations for a set of infinite families of saturated fusion systems
over 3-groups of maximal nilpotency class, many of which are exotic. The fusion systems,
which we shall call DRV-fusion systems, are described in [5, Theorem 5.9, Table 6]. We ana-
lyse these families quite thoroughly, and construct minimal right characteristic bisets for each
member of these families. The following theorem is the result we obtain for what we call the
DRV-9 fusion system:
Theorem. Let S be a rank two 3-group of maximal nilpotency class, of order 3r, r= 2k+1≥ 5,
and generated by s and s1, with the presentation
S= 〈s,s1,s2, ..,sr−1 | si = [si−1,s], [si,s1] = s3js3j+1s j+2 = s3 = 1〉,
where 2 ≤ i ≤ r− 1 and 1 ≤ j ≤ r− 1, assuming that sr = sr+1 = 1. Write t = s3k−11 and
z= s3
k−1
2 . Define the following morphisms:
ω : S→ S : s 7→ s−1,s1 7→ s21s2 (an involution of S)
η : S→ S : s 7→ s,s1 7→ s−11 (an involution of S)
θ0 : 〈s, t〉 → 〈s, t〉 : s 7→ t, t 7→ s−1 (an automorphism of an extraspecial subgroup)
α0 : 〈s, t〉 → 〈s, t〉 : s 7→ t, t 7→ s (an automorphism of an extraspecial subgroup)
β0 : 〈s, t〉 → 〈s, t〉 : s 7→ t−1, t 7→ s−1 (an automorphism of an extraspecial subgroup)
Define
F = 〈AutF(〈s, t〉),AutF(S)〉,
4
to be a fusion system1 over S, such that OutF(〈s, t〉)∼= GL2(3) and OutF(S)∼= 〈ω¯, η¯〉. There
exists a minimal right characteristic biset Ω for F given by:
Ω∼= (OIdS unionsqOω unionsqOη unionsqOω◦η)unionsq (Oθ0 unionsqOθ−10 unionsqOα0 unionsqOβ0)unionsqnk(OId|〈s,z〉 unionsqOω|〈s,z〉 unionsqOη |〈s,z〉 unionsqOω◦η |〈s,z〉),
where nk = 32k−3− 1 denotes the number of copies of the corresponding orbits. Moreover,
|Ω|/|S|= 4(mk−1)2, for mk = 32k−2, and the upper bound of e(F), the exoticity index over
F, given by this construction is 2[(4k+3)m2k− (8k−6)mk+(2k+3)].
From [5, Table 6, Theorem 5.9] we know that the DRV-9 fusion system is not exotic. This
means that its exoticity index is actually zero, and hence the upper bound given by the theorem
is not very precise. This pattern is prevalent throughout all the DRV-fusion systems.
We now summarize each chapter:
• In Chapter 2 we introduce basic ideas in group theory relating to group actions, auto-
morphisms of certain extraspecial groups and some basic definitions and results in the
theory of fusion systems.
• In Chapter 3 we define S-S-equivalence over morphisms of a given fusion system. The
significance of this chapter is to help us later apply results in order to reduce the number
of morphisms in the construction of right characteristic bisets.
• In Chapter 4 our aim is to demonstrate a significant result of Park which shows that fusion
systems over finite groups can be realized as fusion categories of certain permutation
groups. We start by defining bisets, introduce characteristic bisets and finally take a
look at the exoticity index of a fusion system.
• In Chapter 5 we study an infinite family of 3-groups of maximal nilpotency class, whose
members we shall call S. It is this infinite family of groups upon which we shall write
down, what we shall call DRV-fusion systems.
1As discussed in [5, Table 6, Theorem 5.9], the fusion system is in fact saturated.
5
• In Chapter 6 we study the automorphisms of S, and the automorphisms of certain
subgroups of S. Here we also fix notation for a key set of morphisms which will be used
throughout Chapters 7, 8, and Appendices A,B.
• In Chapter 7, which is perhaps the most important chapter in this thesis, the idea is to
introduce, what we call, DRV-fusion systems, over infinite families of groups. Here we
use results from Chapter 3 to reduce the number of morphisms used in the construction
of right characteristic bisets corresponding to DRV-fusion systems. By the end of this
chapter we will have a general construction of right characteristic bisets for each of the
DRV-fusion systems.
• In Chapter 8 we focus on the Main Theorem of our thesis which essentially lists minimal
right characteristic bisets for each of the DRV-fusion systems. We also demonstrate the
proof of one of the DRV-9 fusion system in detail which then can be used as a basis for
understanding the rest of the proofs found in Appendix A.
• In Appendix A we list the remaining proofs of the Main Theorem, from DRV-1 to DRV-16
(except DRV-9).
• In Appendix B we determine the fixed point sizes |Oψ|Qφ |P | for all relevant φ ,ψ and Q ≤
Dψ ,P≤ Dφ that are needed for the proofs of the Main Theorem.
6
1.1 Notation
Here we list some of the most common notation used in this thesis. Much of the notation
listed here is related to the group S defined in Chapter 5. Most of them are either elements
of S, subgroup of S, or morphism defined over subgroups of S. Sometimes, it may be the case
that some of the notation identified below is used differently in different contexts. If that is
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Groups:
S The group that we are concerned with in this thesis, with the presentation
〈s,s1,s2, ...,sr−1 | si = [si−1,s], [si,s1] = s3js3j+1s j+2 = s3 = 1〉, where 2≤
i≤ r−1, 1≤ j ≤ r−1, assuming that sr = sr+1 = 1, r ≥ 5 and odd.
58
Vλ 〈ssλ1 ,z〉 85
Eλ 〈ssλ1 , t〉 85
A0 〈t,z〉 64
A 〈s1,s2〉 58
Ωn(G) 〈g ∈ G | gpn = 1〉 for any finite group G 25
Morphisms:
ω automorphism of S, defined by s 7→ s−1,s1 7→ s21s2 73
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η automorphism of S, defined by s 7→ s,s1 7→ s−11 73
θT automorphism of T , defined by xT 7→ yT ,yT 7→ x−1T , for T =Vλ ,Eλ ,A 85
θ−1T automorphism of T , defined by xT 7→ y−1T ,yT 7→ xT , for T =Vλ ,Eλ ,A 85
αT automorphism of T , defined by xT 7→ yT ,yT 7→ xT , for T =Vλ ,Eλ ,A 85
βT automorphism of T , defined by xT 7→ y−1T ,yT 7→ x−1T , for T =Vλ ,Eλ ,A 85
θˆT automorphism of T , defined by xT 7→ xT ,yT 7→ y−1T , for T =Vλ ,Eλ ,A 86
θˆ−1T automorphism of T , defined by xT 7→ x−1T ,yT 7→ yT , for T =Vλ ,Eλ ,A 86
αˆ−1T automorphism of T , defined by xT 7→ xT ,yT 7→ yT , for T =Vλ ,Eλ ,A 86
βˆ−1T automorphism of T , defined by xT 7→ x−1T ,yT 7→ y−1T , for T =Vλ ,Eλ ,A 86
Θ1,ν morphism from Vν to A0, defined by ssν1 7→ z,z 7→ t−1 87
Θ2,ν morphism from Vν to A0, defined by ssν1 7→ z−1,z 7→ t 87
Θ3,ν morphism from Vν to A0, defined by ssν1 7→ z,z 7→ t 87
Θ4,ν morphism from Vν to A0, defined by ssν1 7→ z−1,z 7→ t−1 87
ϑ1,ν morphism from Vν to V−ν , defined by ssν1 7→ z−1,z 7→ (ss−ν1 )−1 87
ϑ2,ν morphism from Vν to V−ν , defined by ssν1 7→ z,z 7→ ss−ν1 87
ϑ3,ν morphism from Vν to V−ν , defined by ssν1 7→ z−1,z 7→ ss−ν1 87
ϑ4,ν morphism from Vν to V−ν , defined by ssν1 7→ z,z 7→ (ss−ν1 )−1 87
ϑˆ1,ν morphism from Vν to V−ν , defined by ssν1 7→ ss−ν1 ,z 7→ z 88
ϑˆ2,ν morphism from Vν to V−ν , defined by ssν1 7→ (ss−ν1 )−1,z 7→ z−1 88
ϑˆ3,ν morphism from Vν to V−ν , defined by ssν1 7→ ss−ν1 ,z 7→ z−1 88
ϑˆ4,ν morphism from Vν to V−ν , defined by ssν1 7→ (ss−ν1 )−1,z 7→ z 88
ξ1,ν morphism from Vν to V0, defined by ssν1 7→ s−1,z 7→ z−1 88
ξ2,ν morphism from Vν to V0, defined by ssν1 7→ s,z 7→ z 88
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ξ3,ν morphism from Vν to V0, defined by ssν1 7→ s−1,z 7→ z 88
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We start this section by introducing the theory of fusion systems. For reference we have
used [1] by Aschbacher, Kessar & Oliver; and [8] by Park. Let G be a finite group. For
any g ∈ G, denote by cg : G→ G, the conjugation map given by (x)cg = g−1xg for x ∈ G.
For any H,K ≤ G, such that Hg ≤ K, we define cg,H,K to be the restricted conjugation map
cg : H → K. When the meaning is clear, we may just write cg to denote the conjugation
between the subgroups. We define
HomG(H,K) = {cg,H,K | Hg ≤ K,g ∈ G}
to be the set of group homomorphisms (which are necessarily injective) given by conjugation by
an element in G. We define IsoG(H,K) to be the set of maps in HomG(H,K) that are isomorph-
isms of groups. Since G is finite, note that either IsoG(H,K) =HomG(H,K) or IsoG(H,K) = /0.
We denote AutG(H) =HomG(H,H). We know that AutG(H)∼=NG(H)/CG(H), where NG(H)
and CG(H) denote the normaliser and centraliser of H in G respectively.
We write Aut(H) for the full automorphism group. Note that AutG(H) is a subgroup of
Aut(H). The inner automorphism group is defined as Inn(H) = AutH(H) and the outer
automorphism group is the quotient group Out(H) = Aut(H)/Inn(H). Now, we introduce
fusion systems:
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Definition 2.1.1. Given a finite group S, define a fusion system F on S to be a category whose
objects are the subgroups of S and whose morphisms HomF(P,Q) for P,Q ≤ S are injective
group homomorphisms such that:
(i) HomF(P,Q)⊇ HomS(P,Q).
(ii) If φ ∈HomF(P,Q), then the isomorphism φ¯ :P→Pφ , defined by q 7→ qφ , is in HomF(P,Pφ).
(iii) If φ ∈ HomF(P,Q), then the isomorphism φ¯−1 : Pφ → P, defined by q 7→ qφ−1, is in
HomF(Pφ ,P).
Definition 2.1.2. Let G be a finite group and S≤G. Define a fusion category FS(G) of G on
S to be the category whose objects are subgroups of S and whose morphisms HomFS(G)(P,Q) =
HomG(P,Q) for all P,Q≤ S.
With the additional requirement that S ∈ Sylp(G), with p prime, FS(G) is usually the most
common motivational example of a fusion system stated in the literature. Let F be a fusion
system on a finite group S. We write φ ∈ F, if φ ∈HomF(P,S) for some P≤ S. Recall that all
morphisms in F are injective. Therefore, if |P|= |Q|, for some P,Q≤ S, then every homorph-
ism in HomF(P,Q) is a group isomorphism. Thus, in such cases, we write IsoF(P,Q) in place
of HomF(P,Q). In particular, HomF(P,Pφ)=IsoF(P,Pφ). We also write AutF(P) in place of
HomF(P,P).
By property (i) of the definition of fusion systems, the fusion category FS(S) is contained
in F. Moreover, for every P≤Q pair of subgroups of S, the category F contains the inclusion
maps P ↪→Q. By properties (i) and (ii) every morphism in F is a composition of an isomorph-
ism in F followed by an inclusion map.
Let U(S), or simply, U, be the category whose objects are subgroups of S and whose morphisms
are all injective group homomorphisms between subgroups of S. Then U is indeed a fusion
system, called the Universal Fusion System. Note that it is unique for a given finite group S.
Let V ⊂ U denote a subset of morphisms inside U = U(S). Then, we write 〈V〉 to denote
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the fusion system generated by V. Explicitly, the morphisms in 〈V 〉, are the compositions
of restrictions of morphisms and their inverses in V∪ Inn(S). It can be expressed as the
intersection of all fusion systems over S that contains V.
Definition 2.1.3. Suppose F1 and F2 are fusion systems over finite groups S1 and S2 re-
spectively. Then we define F1×F2 to be the fusion system on S1×S2, generated by the set
of morphisms (φ1,φ2) ∈ Hom(P1×P2,Q1×Q2) such that φi ∈ HomFi(Pi,Qi).
Set F = F1×F2 and S = S1×S2. For P,Q ≤ S let Pi and Qi be the projections into Si of P
and Q respectively. Denote by E the category whose objects are the subgroups of S and whose
morphisms are given by:
HomE(P,Q) = {φ |P | φ = (φ1,φ2) where φi ∈ HomFi(Pi,Qi) and Pφ ≤ Q}
For every g = (g1,g2) ∈ S with Pg ≤ Q, we necessarily have cgi ∈ HomFi(Pi,Qi). Thus cg =
(cg1,cg2)|P ∈MorE(P,Q). It follows that HomS(P,Q)⊆MorE(P,Q). Moreover, every morphism
is an isomorphism followed by an inclusion. Thus E is a fusion system on S. Every morphism in
E is a restriction of some morphism in HomF1(P1,Q1)×HomF2(P2,Q2). It follows that E= F.
Definition 2.1.4. [1, Definition 2.2 & 2.4] Let F be a fusion system on a finite group S.
Then
1. P,Q ≤ S are called F-conjugate if they are isomorphic as objects of the category F.
Denote by PF, the set of all subgroups of P that are F-conjugate to P.
2. P≤ S is called fully F-normalized if |NS(Q)| ≤ |NS(P)| for all Q ∈ PF.
3. P≤ S is called fully F-centralized if |CS(Q)| ≤ |CS(P)| for all Q ∈ PF.
4. P≤ S is called fully F-automized if AutS(P) ∈ Sylp(AutF(P)).
5. P ≤ S is called F-receptive if for each Q ∈ PF and φ ∈ IsoF(Q,P), φ extends to φ¯ ∈
HomF(Nφ ,S) where
Nφ = {g ∈ NS(Q) | (cg|Q)φ ∈ AutS(P)}.
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By definition, QCS(Q) ≤ Nφ ≤ NS(Q). It can be checked [8, page 4] that Nφ is the largest
subgroup of NS(Q) to which φ can extend, that is, if there exists Q ≤ R ≤ NS(Q) with
ψ ∈ Hom(R,S) such that ψ |Q= φ , then R≤ Nφ .
We finally define saturated fusion systems:
Definition 2.1.5. [1, Definition 2.2 & Proposition 2.5] Let F be a fusion system on a p-group
S. We say that F is saturated if one of the two equivalent conditions hold:
1. Every F-conjugacy class has a subgroup of S that is F-receptive and fully F-automized.
2. (a) Sylow axiom: If P≤ S is fully F- normalized, then P is fully F-centralized and fully
F-automized.
(b) Extension axiom: If P≤ S is fully F-centralized, then P is F-receptive.
Definition 2.1.6. Let F be a fusion system on a finite group S. Then we say P is F-centric
if CS(Q) = Z(Q) for all Q ∈ PF.
We shall shortly see that all saturated fusion systems are generated by the F-automorphisms
of certain specified subgroups called F-essential subgroups. To be more precise, we introduce
a number of definitions:
Definition 2.1.7. Let F be a fusion system on a finite group S. Then we say P is F-radical
if the largest normal p-subgroup of OutF(P) is trivial, that is, Op(OutF(P)) = 1.
Definition 2.1.8. Let F be a fusion system on a finite p-group S. We say that a subgroup P
is F-essential if P is fully normalized, F-centric and there exists finite QOutF(P) such that
p | |Q|, but for all φ ∈ OutF(P)\Q, p - |Q∩Qφ |.
Theorem 2.1.9. [1, Theorem 3.5](Alperin) Let F be a saturated fusion system on a finite
p-group S. Then
F = 〈AutF(P) | P= S or P is F-essential〉
As a direct consequence, we have the following theorem:
Theorem 2.1.10. [1, Theorem 3.6](Alperin-Goldschmidt) Let F be a saturated fusion system
on a finite p-group S. Let φ ∈ HomF(P,Q). Then there exists F-essential subgroups Pi
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(including the possibility that Pi = S), for 1 ≤ i ≤ n, and automorphisms φi ∈ AutF(Pi), such
that
φ = (φ1|Q0)◦ ...◦ (φn|Qn−1),
where, Pi ≥ 〈Qi−1,Qi〉 with Q0 = P and Qn = Q.
2.2 Group actions
We start this section by defining a group action:
Definition 2.2.1. Let G be a group. A (right) action of G on a set Ω is a map Ω×G→Ω,
given by (α,g) 7→ α ·g, such that α ·1= α and (α ·g) ·h= α ·(gh), for all g,h∈G and α ∈Ω.
By a group action of a group G on Ω we will mean a right group action on Ω. Let α ∈ Ω.
We write Gα = StabG(α), the subgroup of elements in G which fix α under the action
on Ω. Similarly we write αG = OrbG(α), the orbit containing α . For any K ≤ G, write
ΩK = {α ∈Ω | α · k = α for all k ∈ K}, the set of points in Ω fixed by every element of K.
Lemma 2.2.2. Let G be a finite group with an action on Ω. Then for any α ∈Ω and g ∈G,
we have Gα·g = Ggα .
Proof. Note that h ∈ Gα·g if and only if (α ·g) ·h = α ·g if and only if α ·ghg−1 = α if and
only if h ∈ Ggα .
Lemma 2.2.3. Let Ω be a transitive G-set and H = Gα for some α ∈ Ω. Then for K ≤ G
we have ΩK 6= /0 if and only if K is a subgroup of a G-conjugate to H.
Proof. Let θ ∈Ω. Write θ = α ·g, for some g ∈ G. Note that
α ·g ∈ΩK ⇔ α ·gx= α ·g for all x ∈ K
⇔ α ·gxg−1 = α for all x ∈ K
⇔ gxg−1 ∈ H for all x ∈ K
⇔ K ≤ Hg
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This completes the proof.
Lemma 2.2.4. Let Ω=G/H, the set of right cosets of H in G. Under the action defined by
right multiplication, ΩK 6= /0 if and only if K is a subgroup of a G-conjugate to H.
Proof. Note that in the case Ω=G/H, the set of right cosets of H in G, is a transitive G-set
and H = StabG(H). By Lemma 2.2.3, for K ≤ G, we have (G/H)K 6= /0 if and only if K is a
subgroup of a G-conjugate to H.
Lemma 2.2.5. Let Ω be a transitive G-set and H =Gα for some α ∈Ω. Then |NG(H)/H|=
|ΩH |.
Proof. Let θ ∈Ω. Write θ = α ·g for some g ∈G. Applying the same argument as in Lemma
2.2.3, we have
α ·g ∈ΩH ⇔ α ·gh= α ·g for all h ∈ H
⇔ α ·ghg−1 = α for all h ∈ H
⇔ H ≤ Hg⇔ g ∈ NG(H).
Note also that α · g = α · h, for some g,h ∈ G, if and only if Hg = Hh. That is, we have a
bijection: NG(H)/H→ΩH , given by Hg 7→ α ·g. It follows that |NG(H)/H|= |ΩH |.
Lemma 2.2.6. Let Ω be a G-set. Let H,K ≤G. If K is G-conjugate to H, then |ΩK|= |ΩH |.
Proof. For all g ∈ G, we have a bijection ΩH →ΩHg , given by α 7→ α ·g





G/Gα →Ω : Gαg 7→ α ·g
where [Ω] is a fixed set of representatives of G-orbits in Ω. In particular, the orbit containing
α is isomorphic to G/Gα as G-sets.
Proof. It is easily seen that pi is well-defined and is an equivariant map. To see that pi is
an injection, suppose (Gαg)pi = (Gβh)pi with α,β ∈ [Ω]. Then α · gh−1 = β . But then
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β ∈Orb(α) and thus α = β . It follows gh−1 ∈Gα from which we conclude that Gαg=Gβh.
To see that pi is a surjection, note that for any β ∈Ω, there exists g ∈ G such that α ·g= β
for some α ∈ [Ω].
Corollary 2.2.8. Let G be a finite group with a G-action on the set Ω. Then for all α ∈ Ω




nK · (G/K) as G-sets,
where nK ≥ 0 denotes the number of orbits in Ω which corresponds to the coset space (G/K),
and where [G] is any set of representatives of conjugacy classes of subgroups of G.
Proof. Note that by Lemma 2.2.7 and 2.2.2 we have G/Ggα = G/Gα·g ∼= OrbG(α · g) =
OrbG(α)∼= G/Gα . The second claim follows from Lemma 2.2.7.
Theorem 2.2.9. [3, Theorem 2.4.5] Let G be a finite group which acts on the sets Ω and Θ.
Then the G-sets Ω and Θ are isomorphic if and only if for all H ≤ G we have |ΩH |= |ΘH |.
Proof. If φ : Ω→Θ is an isomorphism of G-sets, then φ induces a bijection
ΩH →ΘH given by α 7→ (α)φ .
Now we prove the converse. Let [G] be some fixed set of representatives of conjugacy classes of
subgroups of G. Let |[G]|= r. Order the representatives K1, ...,K|[G]| in [G] so that |Ki| ≤ |K j|









for some nKi and mKi copies of (G/Ki). Suppose that for all H ≤ G we have |ΩH | = |ΘH |.




(nKi−mKi)|(G/Ki)K j |= 0.
In this way we obtain an r× r matrix M and a 1× r vector N with entries Mi j = |(G/Ki)K j |
and Ni j = (mKi − nKi) respectively. This implies NM = 0, the 1× r zero vector. By Lemma
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2.2.3, |(G/Ki)K j | 6= /0 if and only if K j is a subgroup of a G-conjugate of Ki. So |(G/Ki)K j | 6= /0
implies j ≤ i. Also note that for all i ∈ {1, ..,r} we have |(G/Ki)Ki| = |NG(Ki)/Ki| ≥ 1, by
Lemma 2.2.5. Thus M is an lower triangular matrix with all diagonal entries nonzero. It
follows that M is a non-singular matrix, and therefore NMM−1 = 0M−1, that is, N = 0. This
gives us the required solutions nKi = mKi for all i ∈ {1, ...,r}. Thus the G-sets Ω and Θ are
isomorphic.
Lemma 2.2.10. Assume G is a finite group which acts on sets Ω and Θ. Let H be a set of









Proof. First note that ΩH ∩ΩK = Ω〈H,K〉 clearly holds for any two subgroups H,K of G.


































This proves the lemma.
Let G be a group which acts on Ω. We say that the action on Ω is free if for any α ∈ Ω,
α ·g= α implies g= 1. Otherwise we call the action non-free.
Corollary 2.2.11. Assume G is a finite group which acts on sets Ω and Θ. Assume that
|ΩH | = |ΘH | for all 1 6= H ≤ G. Then the number of elements in the non-free orbits in Ω is
equal to the number of elements in non-free orbits in Θ.
Proof. Take H = {H ≤ G | H 6= 1} and apply Lemma 2.2.10.
Definition 2.2.12. Let H be a finite group. Let Ω be a (right) H-set. We say that the action
of H on Ω is fixed point free (or semiregular) if for any g,h ∈H,ω ∈Ω, such that ω ·g=ω ·h
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then we have g= h. We say that it is transitive, if for any ω1,ω2 ∈Ω, there exists g ∈H such
that ω2 = ω1 ·g. We say that it is regular if it is both fixed point free and transitive.
For the rest of this subsection, let H be any finite group, and suppose Ω is a (right) H-set.
Suppose that H acts semiregularly on Ω. Define
G= {pi ∈ Sym(Ω) | (ω · x)pi = (ωpi) · x for all ω ∈Ω,x ∈ H}.
Identify H as a subgroup of Sym(Ω), in the following way:
ι : H ↪→ Sym(Ω) : x 7→ (ω 7→ ω · x).
Note that
pi ∈ G⇔ (ω · x)pi = (ωpi) · x (for all ω ∈Ω,x ∈ H)
⇔ (ω(xι))pi = (ωpi)(xι) (for all ω ∈Ω,x ∈ H)
⇔ (xι)pi = pi(xι) (for all x ∈ H)
⇔ pi ∈CSym(Ω)((Hι)).
Thus G = CSym(Ω)((H)ι). We will write CSym(Ω)(H) to denote the centralizer of (H)ι in
Sym(Ω). Suppose that Ω is semiregular. Let O be a orbit of Ω, and fix a ω0 ∈O. Let ω ∈O.
Then there exists a unique xω ∈ H such that ω = ω0 · xω . Note that xω is dependent on the
choice of ω0.
Lemma 2.2.13. Suppose that H acts regularly on Ω. Fix ω0 ∈Ω and let ω ∈Ω. For some
y ∈ H, define the following map:
piy : Ω→Ω, given by, ω 7→ (ω0 · y) · xω ,
where ω = ω0 · xω . Then piy ∈CSym(Ω)(H).
Proof. We first show that piy is indeed a permutation. To show that piy is an injection, let
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ω,ω ′ ∈Ω. Then ω = ω · xω and ω ′ = ω0 · xω ′ , for some xω ,xω ′ ∈ H. Note that
ωpiy = ω ′piy⇔ (ω0 · y) · xω = (ω0 · y) · xω ′
⇔ xω = xω ′ ⇔ ω = ω ′.
To show that piy is a surjection, let ω ∈ Ω. Then ω = ω0 · xω for some xω ∈ H. Define
xω ′ = y−1xω . Then
ω ′piy = (ω0 · y) · xω ′ = (ω0 · y) · (y−1 · xω)
= ω0 · xω = ω.
It follows that piy is a permutation. To show that piy centralizes H, note that for any x ∈ H,
we have
(ω · x)piy = ((ω0 · xω) · x)piy = (ω0 · (xωx))piy
= (ω0 · y) · (xωx) = ((ω0 · y) · xω) · x
= ((ω0 · xω)piy) · x= (ωpiy) · x.
Hence piy ∈CSym(Ω)(H). This completes the proof.
Lemma 2.2.14. If H acts regularly on Ω, then the map
φ : H→CSym(Ω)(H), defined by, y 7→ piy−1
is a group isomorphism.
Proof. Fix ω0 ∈Ω, and recall that for any ω ∈Ω, we can write ω = ω0 ·xω for some xω ∈H.
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By recalling the definition of piy, note that for any y,y′ ∈ H, we have
ω(piypiy′) = (ωpiy)piy′ = ((ω0 · y) · xω)piy′
= (ω0 · (yxω))piy′ = (ω0 · y′) · (yxω)
= ω0 · (y′y) · xω .
Thus, piypiy′ = piy′y. Using this property, we see that
(yy′)φ = pi(yy′)−1 = piy′−1y−1
= piy−1piy′−1 = (yφ)(y
′φ).
Thus, φ is a group homomorphism. Moreover,
ker(φ) = {y ∈ H | yφ = IdΩ}
= {y ∈ H | piy−1 = IdΩ}
= {y ∈ H | ω = ω0 · xω = (ω0 · y−1) · xω for all ω ∈Ω}
= {y ∈ H | ω0 = ω0 · y−1}
= {1H}.
Thus, φ is an injection. Let pi ∈CSym(Ω)(H). Then, by regularity, there exists a unique xpi ∈H
such that ω0pi = ω0 · xpi .
ωpi = (ω0 · xω)pi = (ω0pi) · xω = (ω0 · xpi) · xω = ωpixpi .
Thus, pi = pixpi . This shows that φ is a bijection and completes the proof.
Lemma 2.2.15. Suppose H acts semiregularly on Ω. Then CSym(Ω)(H)∼=H oSym(I), where
I is the set of orbits of Ω under the action of H.
Proof. Write Ω = unionsqi∈IOi, as the union of its orbits. Fix ωi ∈ Oi for all i ∈ I. Let ω ∈ Ω.
Then there exists i ∈ I such that ω = ωi · xω , for some xω ∈ H. Let σ ∈ Sym(I). Define the
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following maps:
pii,y : Ω→Ω, given by,

ω 7→ (ωi · y) · xω if ω ∈ Oi
ω 7→ ω otherwise
piσ : Ω→Ω, given by, ω 7→ ω(iσ) · xω .
Define
Bi = {pii,y | y ∈ H}, and K = {piσ | σ ∈ Sym(I)}.
Then, by definition, note that Bi∩B j = 1 for i 6= j, Bi∩K = 1, and Bpiσi = B(iσ). If
B=∏
i∈I
Bi, then we have BoK ∼= H oSym(I).
It suffices to show that BoK =CSym(Ω)(H).
Claim 1: BoK ≤CSym(Ω)(H).
We show that pii,y,piσ ∈CSym(Ω)(H) for all i ∈ I,y ∈ H and σ ∈ Sym(Ω). The map defined
by pii,y is the same map as the one in Lemma 2.2.13, when restricted to the action of H to
Oi. By Lemma 2.2.13, it follows that pii,y is indeed a permutation and centralizes H, that is,
pii,y ∈CSym(Ω)(H).
Let ω,ω ′ ∈ Ω. Then ω = ωi · xω and ω ′ = ω j · xω ′ for some xω ,xω ′ ∈ Ω and i, j ∈ I. Let
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σ ∈ Sym(I). Then
ωpiσ = ω ′piσ ⇔ (ωi · xω)piσ = (ω j · xω ′)piσ
⇔ ω(iσ) · xω = ω( jσ) · xω ′
⇔ ω( jσ) ∈ O(iσ)
⇔ iσ = jσ
⇔ i= j.
Since H acts semiregularly on Ω, ω(iσ) · xω = ω( jσ) · xω ′ , if and only if, xω = xω ′ . Thus
ωpiσ = ω ′piσ , if and only if, ω = ω ′. It follows that piσ is a permutation. Moreover, for any
x ∈ H, we have
(ω · x)piσ = ((ωi · xω) · x)piσ = (ωi · (xωx))piσ
= ω(iσ) · (xωx) = (ω(iσ) · xω) · x
= (ωpiσ ) · x.
Thus piσ ∈ CSym(Ω)(H). We have shown that pii,y,piσ ∈ CSym(Ω)(H) for all i ∈ I,y ∈ H and
σ ∈ Sym(I). Thus BoK ≤CSym(Ω)(H).
Claim 2: CSym(Ω)(H)≤ BoK.
Let pi ∈ CSym(Ω)(H). For any ω ∈ Ω, we have ω = ωi · xω for some i ∈ I and xω ∈ H, in
which case we may write ωipi = ω(iσ) · xi for some σ ∈ Sym(I) and xi ∈ H. Thus
ωpi = (ωi · xω)pi = (ωipi) · xω
= (ω(iσ) · xi) · xω = (ω(iσ) · (xixω))






pii,xi] ·piσ ∈ BoK.
This completes the proof of the claim, and hence the proof of the Lemma.
2.3 Homocyclic p-groups
For any group G, we define
rank(G) = min{|X | | 〈X〉= G,X ⊂ G},
the cardinality of the smallest generating set of a group G.
Let p be a prime. A homocyclic p-group P of rank r, is defined to be a finite direct product of r
cyclic groups of order pk. That is, P is isomorphic to the additive group Z/pkZ× ...×Z/pkZ.
When k= 1, P is called elementary abelian. In that case, Z/pZ is a finite field of p elements,
and the group P itself can be considered as the r-dimensional vector space over Z/pZ. It
follows that Aut(P) is isomorphic to GLr(Z/pZ). For general k, Z/pkZ is the ring of in-
tegers, modulo pk. Therefore, Aut(P) is isomorphic to GLr(Z/pkZ), the group of invertible
r× r matrices over the ring Z/pkZ. Write P= 〈g1, ...,gr〉. Explicitly, automorphisms can be
represented by

g1 7→ ga111 · .. ·ga1rr
...
gr 7→ gar11 · .. ·garrr
 7→

a11 . . . a1,r
...
...
ar1 . . . arr

Note that we have an automorphism if and only if the determinant is invertible in Z/pkZ.
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Let G be a finite p-group. For n ∈ N, we define
Ωn(G) = 〈g ∈ G | gpn = 1〉.
We also define Φ(G), the Frattini subgroup of G, to be the intersection of all maximal sub-
groups in G. We say that g ∈G is a non-generator if whenever I is a generating set of G such
that g ∈ I, then I\{g} is also a generating set of G. By [6, Chapter 5, Theorem 1.1], Φ(G)
is the set of all non-generators of G.
Lemma 2.3.1. Let P be a finite group. Then
1. Φ(P) is characteristic, and therefore, a normal subgroup of G.
2. If P is a p-group, then Φ(P) contains the commutator subgroup [P,P], and is the smallest
normal subgroup of P such that P/Φ(P) is elementary abelian.
Proof. Let M be a maximal subgroup of P and let φ ∈ Aut(M). Then (M)φ is also a maximal
subgroup. Thus, (Φ(P))α = (∩M maximalM)α = ∩M maximal(Mα) = Φ(P), that is, Φ(P) is
characteristic, and therefore, normal in P. By [6, Chapter 6, Theorem 1.6], we also have
[P,P]≤Φ(P).
For any finite group G, we define exponent of G to be the least common multiple of the orders
of elements of G.
Lemma 2.3.2. Let P be a homocyclic group. Define Q=CAut(P)(P/Φ(P)). Then
1. P/Φ(P)∼=Ω1(P).
2. The map Aut(P)→ Aut(Ω1(P)), defined by ψ 7→ ψ|Ω1(P), is a homomorphism with
kernel Q. In particular, Q is normal in Aut(P).
3. Q is a p-group.
Proof. P is a p-group of some rank r and exponent pk. Say, P= 〈g1, ...,gr〉.




r 〉. Consider the map: φ : P → Ω1(P),g 7→ gpk−1 .
This is a surjective homomorphism, with kernel, ker(φ) = {g ∈ P | gpk−1 = 1}. We
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show ker(φ) = Φ(P). Write Pi = 〈g1, ..,gpi , ..,gr〉. Then Pi is maximal. Thus, Φ(P) ≤⋂
i=1,..,rPi = 〈gp1 , ..,gpr 〉. Suppose Φ(P)  〈gp1 , ..,gpr 〉. Then gpi /∈M, for some maximal
M < P. Thus, M〈gpi 〉= P. This means gi = gai gbpi for some gai ∈M and p - a. But then
gi ∈ M, a contradiction. It follows that ker(φ) = Φ(P), and by the first isomorphism
theorem, the map φ¯ : P/Φ(P)→Ω1(P), defined by gΦ(P) 7→ gpk−1 is an isomorphism.
2. Define the map: γ : Aut(P)→ Aut(Ω1(P)) by ψ 7→ ψ|Ω1(P). Since Ω1(P) is a char-
acteristic subgroup, the map is well-defined. It is clearly a homomorphism. We show
ker(γ) = Q. Suppose ψ ∈ Q. Let g ∈ Ω1(P). Then g = hp
k−1
1 for some h1 ∈ P. Now,
gψ = (hp
k−1
1 )ψ = (h1ψ)





1 = g, that is, ψ ∈ ker(γ). Now suppose ψ /∈ Q. This means
there exists h ∈ P such that (hΦ(P))ψ 6= hΦ(P). Under the isomorphism φ¯ , we have
(h(Φ(P))ψ)φ¯ = ((hψ)Φ(P))φ¯ = (hψ)pk−1 = (hpk−1)ψ and (hΦ(P))φ¯ = hpk−1 . It follows
that (hp
k−1
)ψ 6= hpk−1 , and since hpk−1 ∈Ω1(P), we have, ψ /∈ ker(γ). Thus, ker(γ) =Q.
3. By a Theorem of Burnside [6, Chapter 5, Theorem 1.4] no p′-automorphism of P, other
than the identity map, acts trivially on P/Φ(P). It follows that Q is a p-group.
Lemma 2.3.3. Let F be a saturated fusion system on a finite p-group S. Define Q =
CAut(P)(P/Φ(P)). If P≤ S is homocyclic and F-essential, then
1. AutF(P)∩Q= Inn(P) = 1.
2. AutF(P) is isomorphic to a subgroup of Aut(P/Φ(P)).
Proof. We show AutF(P)∩Q = Inn(P): Let g ∈ P. Then, by Lemma 2.3.1, for all hΦ(P) ∈
P/Φ(P), we have (hφ(P))g = hgΦ(P) = h[h,g]Φ(P) = hΦ(P). Hence cg ∈ Q. This shows us
Inn(P) ≤ AutF(P)∩Q. By Lemma 2.3.2, Q is a normal p-subgroup of Aut(P). This means
AutF(P)∩Q ≤ Op(AutF(P)). Since P is F-essential, P is F-radical, that is, Op(AutF(P)) =
Inn(P). It follows that AutF(P)∩Q= Inn(P). Since P is abelian, Inn(P) = 1, proving part 1.
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Using the second isomorphism theorem, we have
AutF(P) = AutF(P)/AutF(P)∩Q∼= AutF(P)Q/Q≤ Aut(P)/Q.
By Lemma 2.3.2, Aut(P)/Q is isomorphic to a subgroup of Aut(Ω1(P)). This proves part
2.
2.4 Extraspecial groups
Let p be an odd prime. Write E = p1+2+ , the extraspecial groups of order p
3 and exponent p.
As given in [13], we have the following presentation
E ∼= 〈x,y,z | xp = yp = zp = [x,z] = [y,z] = [x,y]z−1 = 1〉
and every element of E can be written uniquely in the form xaybzc for some a,b,c∈{0,1, ..., p−
1}. Every automorphism of E can be uniquely defined by the extension to a homomorphism
of the maps
x 7→ xaybzi
y 7→ xcydz j
where ad−bc 6= 0 (mod p) and a,b,c, i, j ∈ {0,1, ..., p−1}. It can be checked, that in this
case z maps to zad−bc. Moreover, every inner automorphism can be given by the extension to
a homomorphism of the maps
x 7→ xzi
y 7→ yz j
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with z, being central in E, mapping to itself. It follows that the elements of the outer
automorphism group of E can be identified as elements in GL2(p) in the following way







 x 7→ xayb
y 7→ xcyd
 denotes the coset of inner automorphisms in E, containing the auto-
morphism generated by the maps x 7→ xayb and y 7→ xcyd. Note that, if the image of z is z j,
the determinant of the corresponding matrix is j. The centre of E is of order p, and thus
Z(E) = 〈z〉. The group E contains p+1 elementary abelian groups of order p2, all of which




xyk if 0≤ k ≤ p−1
y if k = p
Considering Vk as a vector space over a finite field Fp of order p, with its basis elements the





∣∣∣ j ∈ Fp
 .
Let F be the subgroup of Out(E) with F ∼= SL2(p). Write F1 to be the set of maps in Aut(E)









EQUIVALENT MORPHISMS IN FUSION SYSTEMS
Let S be a finite group, and let φ ∈ Hom(P,S) for some P ≤ S. Recall that, if F is a fu-
sion system on S, we say that φ is a homomorphism (or either a morphism, or a map) in
F, and write φ ∈ F, if φ ∈ HomF(P,S). Recall that U(S), or simply U, is the universal fu-
sion system on S. We now introduce some notation which will be useful throughout the thesis.
Let φ ∈ U. Then φ ∈ Hom(P,S) for some P≤ S. Define
Dφ = Dom(φ) = P and Iφ = Im(φ),
the domain and image of φ in S respectively. We define
∆φP = {(u,(u)φ) | u ∈ P},
a diagonal subgroup of S×S determined by φ . This can be interpreted as the graph of φ . By
Oφ we denote the right coset space (S×S)/∆φP in the direct product S×S. Let ψ ∈ U. Then






the set of points in Oφ fixed by ∆
ψ
Q via right multiplication. We will use the following facts
throughout the upcoming results:
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(g,h) = (g−1,h−1)∆φDφ (g,h)





This completes the proof.
Lemma 3.0.2. Let φ ∈ U(S). Then H ≤ ∆φDφ , if and only if, H = ∆
ψ
Dψ and ψ = φ |Dψ .
Proof. Suppose H ≤ ∆φDφ . Define X = {x | (x,xφ) ∈H}. Then H = ∆
φ |X
X , as required. On the
other hand, if H = ∆ψDψ for some ψ = φ |Dψ , then by definition H ≤ ∆
φ
Dφ . This completes the
proof.
Lemma 3.0.3. Let φ ∈ U and x ∈ Dφ . Then cx|Dφ ◦φ = φ ◦ c(xφ).
Proof. For any g ∈ Dφ , we have (gcx)φ = (x−1gx)φ = (xφ)−1(gφ)(xφ) = (gφ)c(xφ).
3.1 Definition and results
Definition 3.1.1. Let φ ,ψ ∈ U(S). Then we say that φ is S-S-equivalent to ψ , and write
φ ∼ ψ , if there exists x,y ∈ S such that
(Dψ)x = Dφ and cx|Dψ ◦φ ◦ cy = ψ.
Writing ψ¯ and φ¯ to denote the restriction of ψ and φ to their domains and images respectively,








Given two morphisms φ and ψ in U, we define
Nψ,φ = {x ∈ S | ∃y ∈ S with (Dψ)x ≤ Dφ , and cx|Dψ ◦φ ◦ cy = ψ}.
This is not a subgroup in general, and Nψ,φ 6= /0 if and only if φ |R ∼ ψ for some R ≤ Dφ .
Moreover,
Nφ ,φ = {x ∈ S | ∃y ∈ S with (Dφ )x = Dφ , and cx|Dφ ◦φ ◦ cy = φ}
= {x ∈ NS(Dφ ) | ∃y ∈ NS(Iφ ) with cx|Dφ ◦φ ◦ cy = φ}
= {x ∈ NS(Dφ ) | (cx)φ ∈ AutS(Iφ )}
= Nφ ,
where Nφ is the subgroup defined in Section 2.1.
Lemma 3.1.2. Let φ ,ψ ∈ U(S). Then ∆φDφ and ∆
ψ
Dψ are S× S-conjugate, if and only if, φ
and ψ are S-S-equivalent.
Proof. Suppose that φ and ψ are S-S-equivalent. Then, there exists x,y∈ S such that (Dψ)x=
Dφ and cx|Dψ ◦φ ◦ cy = ψ . Thus,
(∆φDφ )
(x−1,y) = {(px−1,(pφ)y) | p ∈ Dφ}
= {(px−1,(((px−1)x)φ)y) | p ∈ Dφ}
= {(q,((qx)φ)y | q ∈ (Dφ )x−1}
= {(q,qψ) | q ∈ Dψ}
= ∆ψDψ .
Now suppose that ∆φDφ and ∆
ψ
Dψ are S×S-conjugate. This means, there exists x,y∈ S such that
(∆φDφ )
(x−1,y) = ∆ψDψ , that is, {(px
−1
,(pφ)y) | p∈Dφ}= {(q,qψ) | q∈Dψ}. This means p= qx
for some p∈Dφ , and qψ = ((qx)φ)y for all q∈Dψ . Thus, (Dψ)x =Dφ and cx|Dψ ◦φ ◦cy =ψ ,
that is, φ and ψ are S-S-equivalent.
Lemma 3.1.3. The relation defined in 3.1.1 on morphisms in U(S) is an equivalence relation.
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Proof. This follows from Lemma 3.1.2 and the fact that conjugation maps between subgroups
of a group is an equivalence relation in the group.
Let φ ∈ F, where F is a fusion system on S. We write [φ ] to denote the S-S-equivalence class
of morphisms in F containing φ .
Lemma 3.1.4. Let φ ,ψ ∈ U(S) be two maps induced by conjugation by elements in S (this
means φ = cg|Dφ and ψ = ch|Dψ for some g,h ∈ S). Suppose Dφ is S-conjugate to Dψ . Then
φ ∼ ψ .
Proof. Let P=Dφ and Q=Dψ . Say Px =Q. Define y= h−1x−1g. Then cx|P ◦ch ◦cy = cg|P,
as required.
Lemma 3.1.5. Let Q ≤ S and φ ,ψ ∈ Aut(Q). If φ and ψ are representatives of the same
element in Out(Q), then φ ∼ ψ .
Proof. There exists x ∈ Q such that φ = cx|Q ◦ψ . It follows that φ ∼ ψ .
Let Q ≤ S and ψ ∈ Aut(Q). Note that 3.1.5 is not saying that the equivalence class of S-
S-equivalent homomorphisms, [ψ], containing ψ is a subset of Aut(Q). It usually never is.
There may be homomorphisms φ ∈ U\Aut(Q) such that φ ∼ ψ . This will be the case when
Dφ or Iφ is distinct from Q. For example, if ψ = cg|Q with g ∈ NS(Q) and φ = ch|Q with
h /∈ NS(Q), then 3.1.4 implies ψ ∼ φ , but we have φ /∈ Aut(Q).
Lemma 3.1.6. Let φ1,φ2 ∈ U(S) be two isomorphisms, and suppose that ψ ∈ Aut(S). Then
1. φ1 ∼ φ2⇔ φ−11 ∼ φ−12 ,
2. φ1 ∼ φ2⇔ φ1 ◦ψ ∼ φ2 ◦ψ .
Proof. Let P1 = Dφ1 and P2 = Dφ2 . Similarly, let Q1 = Iφ1 and Q2 = Iφ2 . We have
φ1 ∼ φ2⇔ Px2 = P1 and cx|P2 ◦φ1 ◦ cy = φ2 (for some x,y ∈ S)
⇔ Px2 = P1 and cy|Q2 ◦φ−11 ◦ cx = φ−12 (for some x,y ∈ S)
⇔ φ−11 ∼ φ−12 .
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Similarly,
φ1 ∼ φ2⇔ Px2 = P1 and cx|P2 ◦φ1 ◦ cy = φ2 (for some x,y ∈ S)
⇔ Px2 = P1 and cx|P2 ◦φ1 ◦ cy ◦ψ = φ2 ◦ψ (for some x,y ∈ S)
⇔ Px2 = P1 and cx|P2 ◦ (φ1 ◦ψ)◦ c(yψ) = φ2 ◦ψ (for some x,y ∈ S)
⇔ φ1 ◦ψ ∼ φ2 ◦ψ.
This completes the proof.




Proof. Let (x,y) ∈ S×S. Note that
∆φDφ (x
−1,y) ∈ Oψφ ⇔ ∆φDφ (x−1,y)(q,qψ) = ∆
φ
Dφ (x
−1,y) for all q ∈ Dψ
⇔ (q,qψ) ∈ (x,y−1)∆φDφ (x−1,y) for all q ∈ Dψ








⇔ (Dψ)x ≤ Dφ and cx|Dψ ◦φ ◦ cy = ψ
⇔ x ∈ Nψ,φ for some y ∈ S
Fix x ∈ Nψ,φ . Then there exists a corresponding y ∈ S such that cx|Dψ ◦φ ◦ cy = ψ . Now,




for all q ∈ Dψ
⇔y−1y′ ∈CS(Iψ)
⇔y′ ∈ yCS(Iψ).
Thus, the number of elements in S×S whose corresponding right coset in Oφ is fixed by ∆ψDψ
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Lemma 3.1.8. Let φ and ψ be morphisms in U(S). Then the size of the fixed point set
|Oψφ | is independent of the representatives of the S-S-equivalent classes. In other words, let
φ1, ψ1 ∈ U so that φ ∼ φ1 and ψ ∼ ψ1. Then
|Nψ,φ |= |Nψ1,φ1|.
In particular, |Oψφ |= |Oψ1φ1 |.
Proof. Let P=Dφ , P1 =Dφ1 , Q=Dψ and Q1 =Dψ1 . There exists a,b,u,v∈ S such that P1 =
Pu, Q1 =Qa and φ1 = cu−1 ◦φ ◦cv, ψ1 = ca−1 ◦ψ ◦cb. Note that |CS(Q1ψ1)|= |CS(Qaψ1)|=
|CS((Qψ)b)| = |CS(Qψ)| and |P1| = |P|. This means |CS(Iψ1)| = |CS(Iψ)| and |Dφ1| = |Dφ |.
Also,
|Nψ1,φ1 |= |{x ∈ S | ∃y ∈ S with Qx1 ≤ P1, and cx|Q1 ◦φ1 ◦ cy = ψ1}|
= |{x ∈ S | ∃y ∈ S with Qx1 ≤ P1, and cx|Q1 ◦ cu−1 ◦φ ◦ cv ◦ cy = c−1a |Q1 ◦ψ ◦ cb}|
= |{x ∈ S | ∃y ∈ S with Qaxu−1 ≤ P, and caxu−1|Q ◦φ ◦ cvyb−1 = ψ}|
= |{x ∈ S | ∃y ∈ S with Qx ≤ P, and cx|Q ◦φ ◦ cy = ψ}|
= |Nψ,φ |.
The claim |Oψφ |= |Oψ1φ1 | now follows from 3.1.7.
Lemma 3.1.9. Let φ ,ψ ∈ U(S). Suppose that φ extends to some φ¯ ∈ Hom(Nφ ,S). Then,
for all x ∈ S, we have
x ∈ Nψ,φ ⇔CS(Dψ)xNφ ≤ Nψ,φ .
In particular, if φ¯ ∈ Hom(NS(Dφ ),S), then Nψ,φ 6= /0⇔ |Nψ,φ | ≥ |NS(Dφ )|.
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Proof. Let P=Dφ and Q=Dψ . Note that Nψ,φ 6= /0⇔ there exists x,y ∈ S such that Qx ≤ P
and cx|Q ◦φ ◦ cy = ψ . Let a ∈CS(Q) and b ∈ Nφ ≤ NS(P). Then Qaxb = Qxb ≤ Pb = P and
caxb|Q ◦φ ◦ c(bφ¯)−1y = cxb|Q ◦φ ◦ c(bφ¯)−1y
= cx|Q ◦φ ◦ c(bφ¯) ◦ c(bφ¯)−1y
= cx|Q ◦φ ◦ cy
= ψ.
It follows from above that x ∈ Nψ,φ ⇔CS(Q)xNφ ≤ Nψ,φ .
3.2 Equivalence classes
Let F be a fusion system on a finite p-group S. Let φ be a homomorphism in F. Recall that
we write [φ ] to denote the S-S-equivalence class of morphisms in F containing φ . We also
write Γ to denote the set of all S-S-equivalence classes in F. Note that any two morphisms
that share the same class will have domains of equal order. Thus we can define Γi to be a






Recall that OutF(S) is the set of cosets of Inn(S) in AutF(S).
Lemma 3.2.1. Γ0 can be identified with OutF(S).
Proof. By definition, the elements of Γ0 are the S-S equivalence classes of morphisms in F
with domains equal to S. Let [φ ], [ψ] ∈ Γ0. Then
φ ∼ ψ ⇔ ψ = cx ◦φ ◦ cy for some x,y ∈ S
⇔ ψ = φ ◦ c(xφ) ◦ cy (Since φ ∈ AutF(S))
⇔ φ and ψ are in the same coset of Inn(S).
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So φ and ψ correspond to the same element of OutF(S).
Definition 3.2.2. Let F be a fusion system on a finite p-group S. Let φ ∈ F. We say that φ
is (properly) extendable if there exists a morphism φ¯ in F such that Dφ¯ > Dφ and φ¯ |Dφ = φ .
If there is no such φ¯ , then we say that φ is non-extendable. We say that φ is fully extendable
if we can choose Dφ¯ to be equal to S.
Lemma 3.2.3. Let φ ∈ F. Then φ is extendable to R > Dφ if and only if every morphism
inside [φ ] is extendable to some S-conjugate of R.
Proof. Let ϕ ∈ [φ ]. Let Q = Dφ and P = Dϕ . Then there exist x,y ∈ S such that ϕ =
cx|P ◦ φ ◦ cy with Px = Q. Suppose that φ is extendable to R > Q. Then there exist φ¯ ∈
HomF(R,S) such that φ = φ¯ |Q. Define T = Rx−1 ⊃ Qx−1 and ϕ¯ = cx|T ◦ φ¯ ◦ cy. Then T > P
and ϕ¯|P = cx|P ◦ φ¯ ◦ cy = cx|P ◦φ ◦ cy = ϕ as required.
Thus we can write Γi = Γei unionsqΓni , where
Γei = {[φ ] ∈ Γi | φ is extendable }
Γni = {[φ ] ∈ Γi | φ is non-extendable }.
Note that Γ0 = Γn0.
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CHAPTER 4
PERMUTATION GROUPS WHICH REALIZE FUSION
SYSTEMS
4.1 Bisets
We introduce a number of basic results on bisets, many of which have been implicitly stated
by Sejong Park in [7], though not always proved.
Definition 4.1.1. Let S1 and S2 be two finite groups. Let Ω be a right S2-set via the operation
· and a left S1-set via the operation ∗. Then Ω is an S1-S2 biset if and only if
(s1 ∗ x) · s2 = s1 ∗ (x · s2),
for all x ∈Ω and s1 ∈ S1,s2 ∈ S2. If S= S1 = S2, then Ω is an S-S biset.
Where there is no ambiguity, we will remove the brackets and the actions and just write s1xs2.
Lemma 4.1.2. For any finite group S, we have the following equivalence between S-S-bisets
and S×S-sets:
1. If Ω is a S-S-biset, via right S action · and a left S-action ∗, then Ω is an S×S-set under
the (right) action:
Ω× (S×S)→Ω, given by, (x,(s1,s2)) 7→ x◦ (s1,s2) = s−11 ∗ (x · s2).
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2. If Ω is a (right) S×S-set via ◦, then Ω is an S-S-biset under the following right and left
S-actions:
Ω×S→Ω, given by, (x,s) 7→ x · s= x◦ (1,s).
S×Ω→Ω, given by, (s,x) 7→ s∗ x= x◦ (s−1,1).
Proof. 1. If Ω is an S-S biset, under the left and right actions defined above, then for all
s1,s2, t1, t2 ∈ S and x ∈Ω, we have
(x◦ (s1,s2))◦ (t1, t2) = t−11 ∗ ((s−11 ∗ (x · s2)) · t2)
= t−11 ∗ (((s−11 ∗ x) · s2) · t2) = t−11 ∗ ((s−11 ∗ x) · (s2t2))
= (t−11 ∗ (s−11 ∗ x)) · (s2t2) = ((s1t1)−1 ∗ x) · (s2t2)
= (s1t1)−1 ∗ (x · (s2t2)) = x◦ (s1t1,s2t2)
= x◦ ((s1,s2)(t1, t2)).
Since x◦ (1,1) = 1∗ (x ·1) = 1∗ x= x, the claim that Ω is an S×S-set now follows.
2. If Ω is an (S×S)-set under the action defined above, then for all s1,s2 ∈ S and x ∈Ω,
we have
(s1 ∗ x) · s2 = (s1 ∗ x)◦ (1,s2) = (x◦ (s−11 ,1))◦ (1,s2) = x◦ (s−11 ,s2)
= (x◦ (1,s2))◦ (s−11 ,1) = (x · s2)◦ (s−11 ,1) = s1 ∗ (x · s2).
We also have
(x · s1) · s2 = (x◦ (1,s1))◦ (1,s2) = x◦ ((1,s1)(1,s2))
= x◦ (1,s1s2) = x · (s1s2)
s2 ∗ (s1 ∗ x) = (x◦ (s−11 ,1))◦ (s−12 ,1) = x◦ ((s−11 ,1)(s−12 ,1))
= x◦ ((s2s1)−1,1) = (s2s1)∗ x.
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Since x · 1 = x ◦ (1,1) = x and 1 ∗ x = x ◦ (1,1) = x, we have shown that · and ∗ are
indeed right and left S actions respectively. It follows that Ω is an S-S-biset.
Lemma 4.1.2 tells us that we can think of S-S-bisets as S× S-sets, and vice versa. We look
at a specific example of the correspondence given in 4.1.2. Given P ≤ S and φ ∈ Hom(P,S),
define
S×(P,φ) S= (S×S)/∼ where (s1,s2)∼ (s1u−1,(uφ)s2) for s1,s2 ∈ S,u ∈ P
Note that ∼ is indeed an equivalence relation: It is clearly reflexive. For the symmetric prop-
erty, suppose (s1,s2) ∼ (s3,s4). Then s3 = s1u−11 and s4 = (u1φ)s2 for some u1 ∈ P. Let
u2 = u−11 . Then, s1 = s3u
−1
2 and s2 = ((u2)φ)s4, that is (s3,s4)∼ (s1,s2). For the transitivity
property, suppose that (s1,s2) ∼ (s3,s4) and (s3,s4) ∼ (s5,s6). Then, there exists u1,u2 ∈ P
such that s3 = s1u−11 , s4 = (u1φ)s2, and also s5 = s3u
−1
2 , s6 = (u2φ)s4. Let u3 = u2u1. Then






3 , and s6 = (u2φ)s4 = (u2φ)(u1φ)s2 = ((u2u1)φ)s2 = (u3φ)s2,
that is, (s1,s2)∼ (s5,s6).
Let 〈〈s1,s2〉〉 denote the ∼-equivalence class containing (s1,s2). Note that S×(P,φ) S is an S-
S-biset under the well-defined left and right actions t · 〈〈s1,s2〉〉= 〈〈ts1,s2〉〉 and 〈〈s1,s2〉〉 · t =
〈〈s1,s2t〉〉, where t ∈ S. We show this explicitly for the left action: It’s well-defined be-
cause, for any different representative of the equivalence class containing (s1,s2), namely
(s1u−1,(uφ)s2) for some u∈ P, we have t · 〈〈s1u−1,(uφ)s2〉〉= 〈〈ts1u−1,(uφ)s2〉〉= 〈〈ts1,s2〉〉.
Also, for any t1 ∈ S, we have (tt1) · 〈〈s1,s2〉〉= 〈〈(tt1)s1,s2〉〉= 〈〈t(t1s1),s2〉〉= t · 〈〈t1s1,s2〉〉=
t · (t1 · 〈〈s1,s2〉〉), and 1 · 〈〈s1,s2〉〉= 〈〈s1,s2〉〉.
Equivalently, by Lemma 4.1.2, the S-S-biset under the given left and right action, is an S×S-set
under the action 〈〈s1,s2〉〉(t1, t2) = 〈〈t−11 s1,s2t2〉〉. Recall
∆φP = {(u,(u)φ) | u ∈ P}.
39
∆φP is a subgroup of S×S. Thus S×S acts on the right cosets of ∆φP under right multiplication.
Lemma 4.1.3. The S-S-biset S×(P,φ) S under the action
t · 〈〈s1,s2〉〉= 〈〈ts1,s2〉〉 and 〈〈s1,s2〉〉 · t = 〈〈s1,s2t〉〉
is equivalent to the (S×S)-set (S×S)/∆φP, defined by right multiplication.
Proof. Take pi : S×(P,φ) S→ (S×S)/∆φP : 〈〈s1,s2〉〉 7→ ∆φP(s−11 ,s2).
First we show that pi is well defined. Taking a different representative of the equivalence class











1 ,s2) = (s1,s2)pi.
Now we check that pi is an equivariant map:








It is left to show that it is a bijection. To see that pi is an injection, note that
(〈〈s1,s2〉〉)pi = (〈〈s3,s4〉〉)pi =⇒ ∆φP(s−11 ,s2) = ∆φP(s−13 ,s4)
=⇒ (s−13 ,s4) = (us−11 ,(u)φs2) for some u ∈ P
=⇒ (s3,s4) = (s1u−1,(u)φs2)
=⇒ 〈〈s1,s2〉〉= 〈〈s3,s4〉〉.
Surjectivity holds since for any ∆φP(s1,s2)∈ (S×S)/∆φP, we have (〈〈s−11 ,s2〉〉)pi =∆φP(s1,s2).
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Note that the S-S-biset in Lemma 4.1.3 is transitive and is free on the right and also free on
the left if φ is injective.
4.2 Characteristic bisets
Let S be a finite p-group. For an S-S biset Ω, Q ≤ S and φ : Q→ S an injective group
homomorphism, denote by QΩ, the left Q-set, the restriction of the left S-action to Q and φΩ,
the restriction of the left S-action to Q induced by φ . Explicitly, if ∗ denotes the left S-action
on Ω, then the restrictions of the left S-actions to Q are as follows:
Q×QΩ→ QΩ, given by, (q,x) 7→ q∗ x,
Q× φΩ→ φΩ, given by, (q,x) 7→ q · x= (qφ)∗ x.
Then QΩ and φΩ are Q-S bisets. From the perspective of S×S-sets, if ◦ denotes the S×S-
action on Ω, then the restrictions of S×S-actions to Q×S are as follows:
QΩ× (Q×S)→ QΩ, given by, (x,(q,s)) 7→ x◦ (q,s),
φΩ× (Q×S)→ φΩ, given by, (x,(q,s)) 7→ x• (q,s) = x◦ (qφ ,s).
Similarly, we define ΩQ and Ωφ : Denote by ΩQ, the restriction of the right S-action to Q and
Ωφ , the restriction of the right S-action to Q induced by φ . Explicitly, if ∗ denotes the right
S-action on Ω, then the restrictions of the right S-actions to Q are as follows:
ΩQ×Q→ΩQ, given by, (x,q) 7→ x∗q,
Ωφ ×Q→Ωφ , given by, (x,q) 7→ x ·q= x∗ (qφ).
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Then ΩQ and Ωφ are S-Q bisets. From the perspective of S×S-sets, if ◦ denotes the S×S-
action on Ω, then the restrictions of the S×S-actions to S×Q are as follows:
ΩQ× (Q×S)→ΩQ, given by, (x,(s,q)) 7→ x◦ (s,q),
Ωφ × (Q×S)→Ωφ , given by, (x,(s,q)) 7→ x• (s,q) = x◦ (s,qφ).
Thus, equivalently, ΩQ and ΩQ are S×Q-sets.
Recall that we write Oφ = (S× S)/∆φDφ . We may equivalently write Oφ = S×(Q,φ) S, by





then, Ω is a union of S×S-orbits, as seen in Section 4.1. Note that Ω is itself an S-S-biset,




whenever it is clear. As another example, if P=Qφ , we write Ωφ−1 =Ω∆
φ−1
P . We use a similar
notation for Q×S and S×Q-sets.
Lemma 4.2.1. Let Ω be a union of S× S-orbits, of the form Oϕ , for some ϕ ∈ U(S), as
described in (1). Let φ and ψ ∈ U(S). Write Q= Dφ .
1. If Dψ ≤ Q, then Ωψ = (QΩ)ψ and (φΩ)ψ =Ω(φ−1ψ)|P (where P= (Dψ)φ).
2. If Iψ ≤ Q, then Ωψ = (ΩQ)ψ and (Ωφ )ψ =Ωψφ .
In particular, (φΩ)φ =Ω
Id|Iφ and (Ωφ )
Id|Dφ =Ωφ .
Proof. Denote by ◦ the S× S action, and by • the Q× S action via φ . We use a similar
notation for S×Q actions.
1. Suppose Dψ ≤ Q. Since the domain of ψ is contained in Q, we have Ωψ = (QΩ)ψ by
42





= {ω ∈Ω | ω ◦ (p, pφ−1ψ) = ω for all (p, pφ−1ψ) ∈ ∆(φ−1ψ)|PP where p ∈ P}
= {ω ∈Ω | ω ◦ (qφ ,qψ) = ω for all (qφ ,qψ) ∈ ∆(φ−1ψ)|PP where q ∈ Dψ}









= {ω ∈Ω | ω ◦ (p,(pψ)φ) = ω for all (p,(pψ)φ) ∈ ∆ψφDψ where p ∈ Dψ}
= {ω ∈Ω | ω • (p, pψ) = ω for all (p, pψ) ∈ ∆ψDψ where p ∈ Dψ}
= (Ωφ )
∆ψDψ
= (Ωφ )ψ .
as required. The final claim follows by taking ψ = φ in the first case, and ψ = Id|Q in the
second case.
Lemma 4.2.2. [9, Lemma 3.2] Let Ω be a union of (S×S)-orbits of the form Oφ , for some
φ ∈U(S). Then ΩH 6= /0, for some H ≤ S×S, if and only if H is S×S-conjugate to a subgroup
of ∆φDφ , for some ∆
φ
Dφ in Ω. In particular, H is of the form ∆
ϕ
Dϕ for some ϕ ∈ U(S).
Proof. ΩH 6= /0 if and only if OHφ 6= /0 for some orbit Oφ in Ω. By Lemma 2.2.4, OHφ 6= /0 if and
only if H is a subgroup of some S× S-conjugate of ∆φDφ , that is, for some g,h ∈ S, we have
H ≤ (∆φDφ )(g,h) = ∆
ϕ
Dϕ , where Dϕ = D
g
φ and ϕ = cg−1|Dϕ ◦φ ◦ ch. The claim now follows from
Lemma 3.0.2.







where Ωi consists of those orbits Oφ in Ω with |S : Dφ |= pi.
Lemma 4.2.3. [9, Lemma 3.2] Let Ω be a union of (S× S)-sets of the form Oφ for some





Proof. By Lemma 4.2.2, if Ωφj 6= /0 for some integer j ≥ 0, then ∆φDφ is a subgroup of some
S×S-conjugate of ∆ψDψ , where ∆
ψ
Dψ is in Ω j. This means |Dφ | = |∆
φ
Dφ | ≤ |∆
ψ
Dψ | = |Dψ |, and
therefore pi = |S : Dφ | ≥ |S : Dψ |= p j, that is, j ≤ i.
Definition 4.2.4. [10, Definition 2] Let F be a fusion system on a finite group S. Then an
S-S biset Ω is called a right semicharacteristic biset for F if
1. Every (S×S)-orbit in Ω is of the form Oφ for some φ ∈ F,
2. ΩDφ ∼=Ωφ as S-Dφ -bisets for every φ ∈ F.
Ω is called a left semicharacteristic biset if instead for the latter condition, we have DφΩ∼= φΩ
as Dφ -S-bisets for every φ ∈ F. The set Ω is called a semicharacteristic biset if it is both a
right semicharacteristic biset and a left semicharacteristic biset.
Definition 4.2.5. Let F be a fusion system on a finite p-group S. Then an S-S biset Ω is
called a right characteristic biset for F if it is a right semicharacteristic biset with the property
that |Ω|/|S| 6≡ 0 mod p.
Note that the definition makes sense since the size of a right semicharacteristic biset Ω is
always a multiple of |S|.
A left characteristic biset is defined similarly. Ω is called a characteristic biset if it is both a
left and right characteristic biset.
Lemma 4.2.6. Let F be a fusion system on a finite p-group S and φ ,ψ ∈ F.
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1. If Ω is a right semicharacteristic biset, and Iψ ≤Dφ , we have |Ωψ |= |Ωψφ |. In particular,
by taking ψ = Id|Dφ , we have |Ωφ |= |ΩId|Dφ |.
2. If Ω is a left semicharacteristic biset, and Dψ ≤Dφ , we have |Ωψ |= |Ω(φ−1ψ)|P|, where
P= (Dψ)φ . In particular, by taking ψ = φ , we have |Ωφ |= |ΩId|Iφ |.
Proof. Write Q= Dφ . Suppose that Ω is a right semicharacteristic biset, and Iψ ≤ Q. Then
by definition ΩQ ∼=Ωφ . Using Lemmas 2.2.9 and 4.2.1 we have
|Ωψ |= |(ΩQ)ψ |= |(Ωφ )ψ |= |Ωψφ |.
Similarly, suppose that Ω is a left semicharacteristic biset, and Dφ ≤ Dψ . Then by definition
QΩ∼= φΩ. By applying Lemmas 2.2.9 and 4.2.1 again, we see that
|Ωψ |= |(QΩ)ψ |= |(φΩ)ψ |= |Ω(φ−1ψ)|P |
where P= (Dψ)φ .
Lemma 4.2.7. Let F be a fusion system on a finite group S.
1. An S-S biset Ω is a right semicharacteristic biset if and only if
(a) Every orbit in Ω is of the form Oφ for some φ ∈ F
(b) |Ωφ |= |ΩId|Dφ | for all φ ∈ F.
2. An S-S biset Ω is a left semicharacteristic biset if and only if
(a) Every orbit in Ω is of the form Oφ for some φ ∈ F
(b) |Ωφ |= |ΩId|Iφ | for all φ ∈ F.
Proof. 1. If Ω is a right semicharacteristic biset, then by Lemma 4.2.6 the two properties
hold. Conversely, suppose that the two properties holds. Let ψ ∈ F with Iψ ≤ Dφ .
Then,
|(ΩDφ )ψ |= |Ωψ |= |ΩId|Dψ |= |Ωψφ |= |(Ωφ )ψ |,
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where the first and last equality is due to Lemma 4.2.1, and where the second and
third equality is a consequence of the second part of the assumption. By Lemma 4.2.2,
ΩHDφ ,Ω
H
φ 6= /0 for some H ≤ S×Dφ , if and only if H is of the form ∆ψDψ , for some ψ ∈ F
and Iψ ≤ Dφ . It follows that |ΩHDφ | = |ΩHφ | for all H ≤ S×Dφ . By Burnside’s Lemma
2.2.9, we have ΩDφ ∼=Ωφ . Thus, Ω is a right semicharacteristic biset.
2. If Ω is a left semicharacteristic biset, then by Lemma 4.2.6 the two properties hold.
Conversely, suppose that the two properties holds. Let ψ ∈ F with Dψ ≤Dφ . Then, by
defining P= (Dψ)φ , we have
|(DφΩ)ψ |= |Ωψ |= |ΩId|Iψ |= |Ω(φ
−1ψ)|P|= |(φΩ)ψ |,
where the first and last equality is due to Lemma 4.2.1, and where the second and
third equality is a consequence of the second part of the assumption. By Lemma 4.2.2,
DφΩ
H ,φΩH 6= /0 for some H ≤ Dφ × S, if and only if H is of the form ∆ψDψ , for some
ψ ∈ F and Dψ ≤Dφ . It follows that |DφΩH |= |φΩH | for all H ≤Dφ ×S. By Burnside’s
Lemma 2.2.9, we have DφΩ∼= φΩ. Thus, Ω is a left semicharacteristic biset.
Lemma 4.2.8. [9, Proposition 4.1] Let F be a fusion system on a finite p-group S. Let Ω be






If Ω is right (or left) characteristic biset for F, then p -C0.
Proof. Suppose that Ω is a right (or left) semicharacteristic biset for F. By 4.2.7, Ω0 is
a disjoint union of orbits of the form Oφ for some φ ∈ AutF(S). By 4.2.7 and 3.1.8, we
may assume that every orbit Oφ in Ω0 is induced by an S-S-equivalence class representative






where C(φ)≥ 0 are integers to be determined. Note that, for any other [φ ] ∈ Γ0,
|Ωφ |= |Ωφ0 |=C(φ)|Oφφ |=C(φ)|Z(S)|
where the first, second and third equalities are due to Lemmas 4.2.3, 4.2.2 and 3.1.7. Note that
for any other [ψ] ∈ Γ0, we have |Ωψ |= |ΩId|S |= |Ωφ | by Lemma 4.2.6. Thus, C(ψ)|Z(S)|=
C(φ)|Z(S)|, that is, C(ψ) =C(φ). It follows that we can fix a constant C0 =C(φ) for every
[φ ] ∈ Γ0. Now suppose that Ω is a right (or left) characteristic biset for F. Note that for any





|Ω j|/|S| ≡ |Ω0|/|S| ≡ ∑
[φ ]∈Γ0
C(φ)≡ |Γ0|C0 6≡ 0 (mod p)
Thus p -C0, and we are done.
4.3 Construction of finite groups realizing fusion systems
Definition 4.3.1. A fusion system F on a finite group S is called realizable if there exists a
finite group G and a subgroup S0 of G isomorphic to S, with S0 not necessarily Sylow in G,
such that F ∼= FS0(G).
Definition 4.3.2. A saturated fusion system F on a finite p-group S is called exotic if F is
not isomorphic to FS0(G) for any finite group G with S0 ∈ Sylp(G).
Under these definitions, an exotic fusion system F over a finite p-group S may be realizable.
The definition of a realizable fusion system is different to the one found in literature, which
additionally require S0 to be a Sylow p-subgroup in G when defining saturated fusion systems
over p-groups. Under this literature definition many examples of saturated fusion systems exist
which are in fact far from realizable. See, for example, the exotic fusion systems discovered by
Ruiz and Viruel [13]. The aim of this section is to show that every fusion system is realizable
under the definition we have taken on board. The majority of what follows is due to [4] and
[7]. When working with fusion systems over p-groups, this shows that the Sylow condition is
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quite a strong condition to impose on saturated fusion systems. We state and prove a number
of technical results due to Carles Broto, Ran Levi and Bob Oliver. By way of an example,
however, we begin by showing that every universal fusion system is realizable.
Lemma 4.3.3. Let S be a finite group. Then the universal fusion system U over S is realizable.
Proof. Let G = Sym(S). We identify S in G via s 7→ (α 7→ αs) for all s ∈ S. We show that
G realises the universal fusion system on S. By definition, we have FS(G)⊆ U. It suffices to
show the converse statement. Let P≤ S and φ : P→ S a monomorphism . Let 1, t2, ..., tl and
1, t ′2, ..., t
′
l be (left) coset representatives of P and Pφ in S respectively. Given α ∈ S, there
exists p, p′ ∈ P such that
α = tip= t ′j(p
′φ).
Define a permutation pi, and its inverse, by the following:
pi : S→ S, given by α 7→ t ′i(pφ)
pi−1 : S→ S, given by α 7→ t jp′.
We show pi is a permutation. Indeed, if αpi = α ′pi where α = tip,α ′ = tkq, for p,q ∈ P,
then t ′i(pφ) = t ′k(qφ). This gives t
′
k ∈ t ′i(Pφ). So t ′i = t ′k, and thus ti = tk and p= q, as φ is a
monomorphism. It follows that α =α ′ and pi is a permutation. Since αpipi−1 = (t ′i(pφ))pi−1 =
tip = α and αpi−1pi = (t jp′)pi = t ′j(p′φ) = α , we have pi−1 is indeed the inverse of pi. Note
that for any q ∈ P we have
α(qcpi) = t ′j(p′φ)pi−1qpi = t jp′qpi = t ′j(p′q)φ = t ′j(p′φ)(qφ) = α(qφ)
Thus φ = cpi |P. It follows that U= FS(G).
Lemma 4.3.4. Let F be a fusion system on a finite group S. Let H be a set of subgroups of
S closed under F-conjugacy and taking subgroups. Let Ω0 be an S-set such that for all
P≤ S with P /∈H and P′ ∈ PF, we have |Ω0P|= |Ω0P′|. (?)
Then there exist S-sets Ω⊇Ω1 ⊇Ω0 such that:
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1. Ω1 consists of multiple copies of Ω0;
2. ΩP =ΩP1 for all P /∈H; and
3. |ΩP|= |ΩP′| for all pairs P,P′ ≤ S, P′ ∈ PF.
Moreover, for all P≤ S and for all α ∈ HomF(P,S), Ω considered as a P-set via restriction is
isomorphic to Ω as a P-set via α .
Proof. We prove the first three claims by induction on |H| for all S-sets Ω0 satisfying property
(?). If H = /0, then we can take Ω = Ω0 and there is nothing to prove. So assume H 6= /0.
Let P ∈H be maximal with respect to inclusion and being in H. Define H′ =H \PF. Then
H′ is closed under F-conjugacy and taking subgroups. Since |H′|> |H|, we may assume that
the result holds for H′. That is, if there exists an S-set Ω2 such that condition (?) holds
for H′, then we can find Ω ⊇ Ω3 ⊇ Ω2 and a positive integer n such that Ω3 = n ·Ω2; and
ΩT =ΩT3 for all T ≤ S with T /∈H′; and also |ΩT |= |ΩT
′| for all T,T ′ ≤ S with T ′ ∈ TF. We
will construct an Ω2 that satisfies condition (?) for H′ which will then be used to give us the
required Ω and Ω1 for H, by induction.
Assume P is chosen so that |ΩP0 |= max{|ΩR0 | | R ∈ PF}. For R ∈ PF define
nR =
m1|R|(|ΩP0 |− |ΩR0 |)
|NS(R)|
where m1 is a constant independent of R chosen to be the smallest positive integer so that nR




where [PF] denotes a fixed set of representative of S-conjugacy classes in PF. In either case
nR is an integer. As |ΩP0 | ≥ |ΩR0 |, nR is a non-negative integer. Define









′| (for some R ∈ [PF] such that R′ is S-conjugate to R)
= m1|ΩR0 |+nR|(S/R)R
′| (by Lemma 2.2.6)
= m1|ΩR0 |+nR|(S/R)R| (by Lemma 2.2.6)
= m1|ΩR0 |+nR|NS(R)/R| (by Lemma 2.2.5)
= m1|ΩR0 |+m1(|ΩP0 |− |ΩR0 |) (by construction of nR)
= m1|ΩP0 |
= |ΩP2 |. (since nP = 0, and by applying Lemma 2.2.4)
Moreover, for Q /∈H,
1. ΩQ2 = m1 ·ΩQ0 (by Lemma 2.2.3).




2 | for Q′ ∈ QF (using condition (?) for H).
It follows that for Q /∈ H′ and for all Q′ ∈ QF we have |ΩQ′2 | = |ΩQ2 |. We have satisfied
condition (?) for H′. By the induction hypothesis, there exist S-sets Ω⊇Ω3 ⊇Ω2 such that:
1. Ω3 = m2 ·Ω2 for some positive integer m2.
2. ΩQ =ΩQ3 for all Q≤ S,Q /∈H′.
3. |ΩQ|= |ΩQ′| for all Q,Q′ ≤ S,Q′ ∈ QF.
Set Ω1 = m1m2 ·Ω0. Note that Ω⊇Ω1 ⊇Ω0. For Q /∈H, we have
ΩQ =ΩQ3 = m2 ·ΩQ2 = m2m1 ·ΩQ0 =ΩQ1
The result now follows for H as desired. The second claim follows by Theorem 2.2.9 and (3)
of the claim that we have just proved.
Recall that for an S-S-biset Ω, Q ≤ S and φ ∈ Hom(Q,S), we denote by QΩ, the restriction
of the left S-action to Q and φΩ, the restriction of the left S-action to Q induced by φ . Then
QΩ and φΩ are Q×S bisets.
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Lemma 4.3.5. Let F be a fusion system on a finite group S. Then there exists a semichar-
acteristic biset for F (containing OId|S as an S×S-orbit), that is, there is a finite S×S-set Ω
such that:
1. Every orbit in Ω is isomorphic to Oφ for some Q≤ S and φ ∈HomF(Q,S), one of which
is isomorphic to OId|S .
2. The Q-S-bisets QΩ and φΩ are isomorphic for all Q≤ S and φ ∈ HomF(Q,S).






where Γ0 is defined as in Section 3.2. Given g ∈ S and φ ∈ AutF(S),
(S×S)/∆φS → (S×S)/∆
φcg
S , given by ∆
φ
S (u,v) 7→ ∆
φcg
S (u,v)
is an isomorphism of (S×S)-sets. It follows that Ω0 is a well-defined S×S-set. Define:
H = {∆φP | P S,φ ∈ HomF(P,S)}.
Note that F×F as defined in Definition 2.1.3 is a fusion system on S× S. Moreover, H is
closed under subgroups and F×F-conjugacy: The former case is clear whereas for the latter





Let Q ≤ S× S. Suppose x = ∆φS (u,v) ∈ ΩQ0 for some φ ∈ AutF(S). Then Q ⊆ StabS×S(x) =
(u−1,v−1)∆φS (u,v) = ∆
cu−1φcv
S . We show that for all Q,Q
′ ≤ S×S which are F×F-conjugate
and not in H, |ΩQ0 |= |ΩQ
′
0 |. Suppose that Q is not in H and not of the form ∆φS . If ΩQ0 6= /0,
then Q ∆φS , for some φ ∈ AutF(S), that is Q ∈H, a contradiction. It follows that ΩQ0 = /0.
If Q′ is (F×F)-conjugate to Q, then by Lemma 2.2.6, |ΩQ0 | = /0 = |ΩQ
′
0 |. Now suppose
Q= ∆φS and is (F×F)-conjugate to some Q′, say, under α = (α1,α2)|Q where αi ∈ AutF(S).
Then ∆ψS (u,v) ∈ ΩQ0 for some ψ ∈ OutF(S), if and only if, ∆
α−11 ψα2







We have satisfied condition (?) of Lemma 4.3.4. Therefore, there exists (S× S)-sets Ω ⊇
Ω1 ⊇ Ω0 and a positive integer n such that Ω1 = n ·Ω0; and |ΩQ| = |ΩQ′| for any F×F-
conjugate subgroups Q,Q′ ≤ S×S; and also ΩQ =ΩQ1 for any subgroup Q≤ S×S not in H.
Let α ∈ Ω\Ω1 and Q = StabS×S(α). If Q /∈ H, then α ∈ ΩQ = ΩQ1 , a contradiction. So
Q ∈H. Say Q = ∆ψR for some R  S and ψ ∈ HomF(R,S). By the orbit-stabilizer theorem
|OrbS×S(α)|= |S×S|/|∆ψR |= |(S×S)/∆ψR |. It follows that the map:
OrbS×S(α)→ (S×S)/∆ψR : α · (g1,g2) 7→ ∆ψR (g1,g2)
is an isomorphism of (S× S)-sets. Thus, every orbit inside Ω is isomorphic to Oφ for some
Q≤ S and φ ∈ HomF(Q,S).
For part (2), define φ¯ = (φ , Id) for some φ ∈ HomF(Q,S). Then φ¯ ∈ HomF×F(Q×S,S×S).
By Lemma 4.3.4, Ω as a (Q×S)-set via restriction is isomorphic to Ω as a (Q×S)-set via φ¯ ,
i.e. the (Q×S)-sets QΩ and φΩ are isomorphic.
For part (3), define φˆ = (Id,φ) for some φ ∈ HomF(Q,S). Then φˆ ∈ HomF×F(S×Q,S×S).
By Lemma 4.3.4, Ω as a (S×Q)-set via restriction is isomorphic to Ω as a (S×Q)-set via φˆ ,
i.e. the (S×Q)-sets ΩQ and Ωφ are isomorphic.
Lemma 4.3.6. Let F be a fusion system on a finite group S and φ ∈HomF(Q,S), a morphism
in F. Let Ω be an S×S-set and G the group of all permutations of Ω that preserve the right
S-action. That is,
G= {pi ∈ Sym(Ω) | (x◦ (s1,s2))pi = ((x◦ (s1,1))pi)◦ (1,s2) for all x ∈Ω,s1,s2 ∈ S}.
Identify S as a subgroup of G in the following way:
ι : S ↪→ G : s 7→ (x 7→ x◦ (s,1)).
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Then QΩ and φΩ are isomorphic as Q×S-sets if and only if φ is a morphism in FS(G).
Proof. Write ◦ to denote the Q× S action, and • to denote Q× S action via φ . If QΩ and
φΩ are isomorphic, then there exists pi ∈ Sym(Ω) such that for all s1,s2 ∈ S we have
(x◦ (s1,s2))pi = (x◦ (s1,1)(1,s2))pi
= (x◦ (s1,1))pi • (1,s2)
= (x◦ (s1,1))pi ◦ (1,s2), (since 1φ = 1)
that is, pi ∈ G. For any s ∈ S, we write sι to denote the image of s in G. If pi = sι for some
s ∈ S, we write piι−1 to denote the preimage of pi in S. Thus, ι−1|(Qι)φι translates the map








QΩ and φΩ are isomorphic as Q×S-sets
⇐⇒ (x◦ (q,s))pi = (xpi)• (q,s) for all x ∈Ω,q ∈ Q,s ∈ S, and some pi ∈ G
⇐⇒ (x◦ (q,s))pi = (xpi)◦ (qφ ,s) for all x ∈Ω,q ∈ Q,s ∈ S, and some pi ∈ G
⇐⇒ ((x◦ (q,1))pi)◦ (1,s) = ((xpi)◦ (qφ ,1))◦ (1,s) for all x ∈Ω,q ∈ Q,s ∈ S, and some pi ∈ G
⇐⇒ (x◦ (q,1))pi = (xpi)◦ (qφ ,1) for all x ∈Ω,q ∈ Q, and some pi ∈ G
⇐⇒ ((ypi−1)◦ (q,1))pi = y◦ (qφ ,1) for all y ∈Ω,q ∈ Q, and some pi ∈ G
⇐⇒ ((ypi−1)(qι))pi = (y)((qφ)ι) for all y ∈Ω,q ∈ Q, and some pi ∈ G
⇐⇒ (qι)cpi = (qι)ι−1φι for all q ∈ Q, and some pi ∈ G
⇐⇒ ι−1|(Qι)φι ∈ HomFS(G)((Q)ι ,(Q)φι).
It follows that ι−1|(Qι)φι ∈ HomFS(G)((Q)ι ,(Q)φι) if and only if QΩ and φΩ are isomorphic
under some pi ∈ G, as Q×S-sets.
We have a similar Lemma for the case when we are dealing with isomorphism of S×Q-sets:
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Lemma 4.3.7. Let F be a fusion system on a finite group S and φ ∈HomF(Q,S), a morphism
in F. Let Ω be an S×S-set and G the group of all permutations of Ω that preserve the right
S-action. That is,
G= {pi ∈ Sym(Ω) | (x◦ (s1,s2))pi = ((x◦ (1,s2))pi)◦ (s1,1) for all x ∈Ω,s1,s2 ∈ S}.
Identify S as a subgroup of G in the following way:
ι : S ↪→ G : s 7→ (x 7→ x◦ (1,s)).
Then ΩQ and Ωφ are isomorphic as S×Q-sets if and only if φ is a morphism in FS(G).
Proof. The proof is almost identical to the proof of Lemma 4.3.6.
Theorem 4.3.8. [7, Theorem 3](Park) Every fusion system F on a finite group S is realizable.
Proof. Let F be a fusion system over a finite group S. By Lemma 4.3.5 there exists a left
semicharacteristic biset Ω (containing OId|S as an S×S-orbit) for F. Then for all Q≤ S and
φ ∈ HomF(Q,S), the Q× S-sets QΩ and φΩ are isomorphic. Thus, by Lemma 4.3.6, under
the identification given in Lemma 4.3.6, φ is a homomorphism in FS(G), where
G= {pi ∈ Sym(Ω) | (x◦ (s1,s2))pi = ((x◦ (s1,1))pi)◦ (1,s2) for all x ∈Ω,s1,s2 ∈ S}.
This means F ⊆ FS(G). Conversely, suppose that φ ∈ HomFS(G)(Q,S). We show that φ ∈
HomF(Q,S). Note that ∆
Id|S
S ∈ Ω
Id|Iφ . Thus ΩId|Iφ 6= /0. Since QΩ and φΩ are isomorphic as
Q×S-sets, we have
|Ωφ |= |(QΩ)φ |= |(φΩ)φ |= |ΩId|Iφ | 6= 0.
where the first and third equalities are due to Lemma 4.2.1, and where the second equality is
due to Theorem 2.2.9. Hence, there exists ∆ψP (u,v)∈Ωφ such that ∆ψP (u,v)(q,qφ) = ∆ψP (u,v)
for all q ∈ Q. For some p ∈ P this implies (uq,v(qφ)) = (p, pψ)(u,v) and therefore
qφ = v−1((uqu−1)ψ)v= qcu−1ψcv,
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for all q ∈ Q. Since ψ ∈ F by construction of Ω, we have φ ∈ F. Hence F = FS(G).
Similarly, we can use Lemmas 4.3.5 and 4.3.7 on right semicharacteristic bisets (instead of
left) to prove that every fusion system F on a finite group S is realizable.
Using Lemmas 4.3.5 and 4.3.6, we can deduce that G∼= S oSym(|Ω|/|S|), the wreath product
of S with the symmetric group Sym(|Ω|/|S|), as follows:
Lemma 4.3.9. Let Ω =
⊔
i∈IOφi be a union of S× S-orbits, for some φi ∈ U(S), and some
index set I. Let G be the group of all permutations of Ω that preserve the right S-action, that
is,
G= {pi ∈ Sym(Ω) | (x◦ (s1,s2))pi = ((x◦ (s1,1))pi)◦ (1,s2) for all x ∈Ω,s1,s2 ∈ S}.
Then G∼= S oSym(|Ω|/|S|).
Proof. Define the following action of S on Ω, Ω×S→Ω, given by (x,s) 7→ (x◦(1,s)), where ◦
denotes the S×S-action. We show that S acts semiregularly on Ω. (Note that the S×S-action




⇔(qg,(qφ)hs) = (g,h) (for some q ∈ Q)
⇔qg= g and (qφ)hs= h
⇔s= 1.
It follows that S is semiregular. We can also identify S as a subgroup of Sym(Ω) in the
following way:
ι : S ↪→ Sym(Ω) : s 7→ (ω 7→ (ω ◦ (1,s))).
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Note that
G= {pi ∈ Sym(Ω) | (x◦ (s1,s2))pi = ((x◦ (s1,1))pi)◦ (1,s2) for all x ∈Ω,s1,s2 ∈ S}
= {pi ∈ Sym(Ω) | (x◦ (1,s))pi = (xpi)◦ (1,s) for all x ∈Ω,s ∈ S}
= {pi ∈ Sym(Ω) | (x(sι))pi = (xpi)(sι) for all x ∈Ω,s ∈ S}
= {pi ∈ Sym(Ω) | (sι)pi = pi(sι) for all s ∈ S}
=CSym(Ω)((S)ι).
By semiregularity, the number of orbits under the action of S is |Ω|/|S|. Thus, by an application
of Lemma 2.2.15, we have G∼= S oSym(|Ω|/|S|).
Lemma 4.3.10. Let F be a fusion system on a finite group S. Let G be the finite group in
Theorem 4.3.8 that realizes F, constructed as a permutation group of a left semicharacteristic
biset Ω for F. Then G∼= S oSym(|Ω|/|S|).
Proof. By Lemma 4.3.5, there exists a left semicharacteristic biset for the fusion system F,
which is an S×S-set, and which we call Ω. We can write Ω= ⊔i∈IOφi for some index set I.
By Lemma 4.3.9, we can conclude G∼= S oSym(|Ω|/|S|).
Definition 4.3.11. We define the exoticity index e(F) as
min{logp|T : S| | S≤ T ∈ Sylp(G) for some finite G with F ∼= FS(G)},
for a fusion system F over a finite p-group S.
Lemma 4.3.12. Let T ∈ Sylp(G), where G is a finite group in Theorem 4.3.8 that realizes
the fusion system F on a finite p-group S. Then






where Ω denotes a left semicharacteristic biset for F.
Proof. By Lemma 4.3.10, G ∼= S o Sym(|Ω|/|S|). This means |G| = |S||Ω|/S||Sym(|Ω|/|S|)|.
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We have










This completes the proof.
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CHAPTER 5
A FAMILY OF 3-GROUPS OF MAXIMAL
NILPOTENCY CLASS
5.1 Properties
The 3-groups of maximal nilpotency class and order 3i, for i≥ 4, were classified by Blackburn
in [2, p.88]. We consider special cases of these groups. Let r ≥ 5 be odd. Define Sr to be a
rank two group of maximal nilpotency class, of order 3r, with the following presentation:
Sr = 〈s,s1,s2, ...,sr−1 | si = [si−1,s], [si,s1] = s3js3j+1s j+2 = s3 = 1〉.
where 2 ≤ i ≤ r− 1, 1 ≤ j ≤ r− 1, assuming that sr = sr+1 = 1. Since there will be no
ambiguity we will just write S to denote the group Sr. Since r is odd, we write
r = 2k+1,
for some k ∈ N. We state a number of results arising from the structure of S. Write
Ai = 〈si,si+1, ...,sr−1〉
and define A= A1.
Lemma 5.1.1. [5, Lemma A.9, Lemma A.11] Assuming the notation in the definition of S,
we have for all i= 1, ...,r−1:
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1. Ai = 〈si,si+1〉 and is abelian.
2. Ai is characteristic of order 3r−i in S.
3. si has order 3k−b i−12 c, or equivalently, sr−i has order 3d i2e. In particular, s1 and s2 each
have order 3k.
Proof. 1. Fix 1 ≤ i ≤ r− 1. For all 1 ≤ j ≤ r− 1, we have s3js3j+1s j+2 = 1. Thus, for all
i+2≤ j≤ r−1, s j can be written as a product of si and si+1. This means Ai= 〈si,si+1〉.
Since Ai ≤ A, it suffices to prove that A is abelian. Choosing i = 1, we see that for all
1≤ j ≤ r−1, s j can be written as a product of s1 and s2. Since [s2,s1] = 1, it follows
that A is abelian.
2. Let ai ∈ Ai. Then ai = smi ai+1 for some ai+1 ∈ Ai+1. Then














Note also that si+1 = [si,s] ∈ [Ai,S] and similarly we can see that si+2 ∈ [Ai,S]. Thus
Ai+1 = [Ai,S]. We show by induction that for all 1 ≤ i ≤ r− 1, Ai is characteristic in
S. A is the unique abelian subgroup of index 3, because s does not commute with
s1 or s2. Thus A is characteristic in S. Suppose that for some 1 ≤ i− 1 ≤ r− 1, Ai
is characteristic. We show that Ai+1 is characteristic. Let φ ∈ Aut(S). Note that
Ai+1φ = ([Ai,S])φ = [Aiφ ,Sφ ] = [Ai,S] = Ai+1, that is, Ai+1 is characteristic.
Let 1 ≤ i ≤ r− 1. We show that Ai is of order 3r−i. The subgroup A is of index 3
since s3 = 1. Suppose that for some 1 ≤ i ≤ r− 1, Ai is of order 3r−i. The quotient




i+2 ∈Ai+1. Thus |Ai+1|= |Ai|/|Ai/Ai+1|=
3r−i/3 = 3r−(i+1).
3. We prove the claim that sr−i = 3d i2e for all 1≤ i≤ r−1. Note that |sr−1|= 3, and since
s3r−2s
3
r−1 = 1, we also have |sr−2|= 3, as required. Suppose that, for some 1≤ i≤ r−3,




. Then |sr−i|= 3m and
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|sr−(i+1)|= 3m+δ , where
δ =

1 if i even
0 if i odd








= i+1, and from part (1) and (2), |Ar−(i+1)| =
|〈sr−(i+1),sr−i〉|= 32k−(r−(i+1))+1 = 3i+1. This means that no nontrivial power of sr−(i+1)











r−i 6= 1, and therefore |s3
m
r−(i+2)|= 3. If |sr−(i+2)|= 3u for some u≤ m, then
by writing v= m−u, we see that s3mr−(i+2) = (s3
u
r−(i+2))
3v = 1, a contradiction. It follows
that |sr−(i+2)|= 3m+1 = 3d
i+2
2 e, as required.
This completes the proof of the lemma.




and v = k− ⌊ i2⌋. In particular,
A∼= Z3k×Z3k .
Fix 1 ≤ i ≤ r− 1. Write s¯ = s and s¯i′ = s(i−1)+i′ for all 1 ≤ i′ ≤ r− i. By 5.1.1 we have
[s¯i′ , s¯1′] = 1. It follows that s¯i′ = [s¯i′−1, s¯] and [s¯i′, s¯1′] = s¯3j′ s¯
3
j′+1s¯ j′+2 = s¯
3 = 1, for all 2≤ i′≤ r− i
and 1≤ j′ ≤ r− i. Thus, we can write
S(r+1)−i = 〈s,Ai〉 ≤ Sr = S,
for all 1≤ i≤ r−1. Note that
S∼= Ao 〈s〉.
This holds because 〈s〉 has order 3, A〈s〉= S, and by 5.1.1, A is normal in S. Define z= sr−1.
We have Z(S) = 〈z〉.
Let G be a group. Set γ1(G) = G and γn+1(G) = [γn(G),G]. Then γi(G) are the terms
of the lower central series of G. As stated earlier, S is a group of maximal nilpotency class.
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Explicitly, the lower central series is given by:
S> A2 > A3 > ... > Ar−1 = 〈z〉> 1.
In groups of maximal class, it is known that the upper central series coincides with the lower
central series, but in the opposite direction.
Lemma 5.1.2. Let G be a finite p-group of maximal class. Let H E G of index at least p2.
Then H = γi(G) and |G : H|= pi for some i≥ 2.
Proof. If H is of index p2, then G/H is abelian. This implies H ≥ G′. Since G is of maximal
class, H = G′, i.e. H = γ2(G). Now suppose |G : H| = pi for some i > 2 and that the result
holds for all normal subgroups of S of index p j for 2≤ j < i. Define
K = {x ∈ G | [x,y] ∈ H for all y ∈ G}.
Translated, K is the preimage of Z(G/H) in G. Since G is nilpotent, Z(G/H) 6= 1. Thus,
H < K. As K E G and H < K, by the induction hypothesis we have K = γ j(G) and therefore
H ≥ [γ j(G),G] = γ j+1(G) for some j ≥ 2. Since |γ j(G)/γ j+1(G)| = p, we actually have
H = γ j+1(G). Since |G : γ j+1(G)|= p j+1, we can conclude j+1 = i, that is, H = γi(G).
Lemma 5.1.3. Let P≤ S such that P A. Then |P : P∩A|= 3. In particular, if P∩A= 1,
then |P|= 3.
Proof. Since s3 = 1, we have |S : A|= 3. Since A/S, we can apply the Second Isomorphism
Theorem: |P : P∩A|= |PA : A|= |S : A|= 3.
Lemma 5.1.4. Let P≤ S. Then rank(P)≤ 2.
Proof. If P≤ A, then rank(P)≤ 2, since A= 〈s1,s2〉 is a direct product of two cyclic groups.
So suppose that P A. Let g ∈ P\A. Then, by 5.1.3, P= (A∩P)〈g〉. Now A∩PE A〈g〉= S.
By 5.1.2, either A∩P is of index p in S or A∩P= γi(S) where |A : A∩P|= pi. If the former
case holds, then A= S, a contradiction. So the latter case holds. Then
P′ ≥ [A∩P,P] = [A∩P,A〈g〉] = [A∩P,S] = γi+1(S).
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By 5.1.3, |P : A∩P|= 3. Since S is of maximal class, |A∩P : [A∩P,S]|= [γi(S) : γi+1(S)] = 3.
Therefore |P : [A∩P,S]|= 32. It follows that |P : P′| ≤ |P : [A∩P,S]|= 32. By Lemma 2.3.1,
the Frattini subgroup Frat(P) ≥ P′. Thus |P : Frat(P)| ≤ 32 and, by [11, Theorem 5.3.2],
rank(P)≤ 2.
Lemma 5.1.5. Let x∈ A be an element of order 3n for some 1≤ n≤ k. Then x= sa·3k−n1 sb·3
k−n
2
for some integers 0≤ a,b≤ 3n−1 with one of them coprime to 3.
Proof. Write x= sc1s
d
2 for some 0≤ c,d ≤ 3k−1. Now |x|= 3n implies that c ·3n ≡ 0 mod 3k
and d ·3n ≡ 0 mod 3k. That is, c= a ·3k−n and d = b ·3k−n, where 0≤ a,b≤ 3n−1. If a and
b were both divisible by 3, then x3
n−1
= 1, giving us a contradiction.
Recall, that for n ∈ N, we write
Ωn(A) = 〈g ∈ A | g3n = 1〉.
Lemma 5.1.6. Ωn(A) is characteristic in A and normal in S.
Proof. Group automorphisms preserve the orders of elements. Thus Ωn(A) is characteristic in
A. Since AE S, we have Ωn(A)E S.
Lemma 5.1.7. For all n ∈ {1, ..,k}, we have Ωn(A) = 〈s3k−n1 ,s3
k−n
2 〉 = Ar−2n = A2(k−n)+1,
isomorphic to Z3n×Z3n , containing the centre of S. In particular, Ωk(A) = A.
Proof. Let g ∈ A. By 5.1.5, |g| = 3n ⇔ g = sa·3k−n1 sb·3
k−n
2 for 0 ≤ a,b ≤ 3n− 1 with one
coprime to 3. It follows that Ωn(A)≤ 〈s3k−n1 ,s3
k−n




2 |= 3n. Hence Ωn(A) =
〈s3k−n1 ,s3
k−n
2 〉. By 5.1.1, |sr−2n|= |sr−2n+1|= 3n. It follows that Ar−2n ≤Ωn(A). Since also by
5.1.1, |Ar−2n|= 32n, we have the desired equality.
For the calculations in this thesis, we need to determine how elements of S interact with each
other.
Lemma 5.1.8. [5, Lemma A.12] Assuming the notation in the definition of S we have:



















Thus every element of S is either of the form sa or s−1a or a where a∈ A a product of elements
of s1 and s2.
Proof. Note that ss1 = s1[s1,s] = s1s2 and s
s



































−2 = (s1s2)−3(s−31 s
−2
2 )
−2 = s31s2, as required.
We can write S= A∪ sA∪ s−1A.
Lemma 5.1.9. Every element in S\A has order 3.
Proof. By 5.1.8, every element in S\A is of the form sa or s−1a for some a ∈ A. Note first
that




asa= (sa)(s−1s−1a)(sa) = (sa)3.
Thus, it suffices to show that (sa)3 = 1. Write a = si1s
j
2 for some 0 ≤ i, j ≤ 3k− 1. Then
as = (ss1)
i(ss2)
j = (s1s2)i(s−31 s
−2
2 )
















2 . Thus (sa)










2) = 1 as required.
Lemma 5.1.10. Suppose P≤ S is abelian such that P A. Then P is elementary abelian of
order at most 9. In particular, P≤ 〈g,z〉 for some g ∈ S\A, i.e. P= 1,〈g〉, or 〈g,z〉.
Proof. Since P is abelian, P∩A≤CS(〈A,P〉)=CS(S)= Z(S). Therefore, |P∩A| ≤ 3. By 5.1.3,
it follows that |P| ≤ 32. Therefore, P is elementary abelian of order at most 9, containing the
centre of S.
5.2 Conjugacy classes of subgroups
If F is a fusion system on S, and ψ a morphism in F, then over its characteristic biset Ω, 4.2.7
tells us that the number points fixed by ψ is equal to the number of points in Ω fixed by the
identity map restricted to Dψ . Since we want a right characteristic biset of minimal size, 3.1.8
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implies that it suffices to select orbits Oφ for Ω with φ chosen up to S-S-equivalence. We will
therefore need to classify morphisms up to S-S-equivalence. By definition, if two morphisms
are S-S-equivalent, then their domains are S-conjugate. In particular, this means that we need
to determine conjugacy classes of subgroups of S.
Define t = s3
k−1
1 and z = s
3k−1
2 is the generator of Z(S). Recall that Ω1(A) = 〈t,z〉 from
Lemma 5.1.7. We also write A0 = 〈t,z〉.
Lemma 5.2.1. Let P ≤ A be a cyclic group of order 3i for some 1 ≤ i ≤ k. Write x = s3k−i1
and y= s3
k−i
2 . If i≥ 2, then up to S-conjugacy
P ∈ {〈x9ay〉,〈xy3b〉 | 0≤ a≤ 3i−2−1,0≤ b≤ 3i−1−1}.
On the other hand, if i= 1, then up to S-conjugacy, P ∈ {〈t〉,〈z〉}.
Proof. First suppose that i = 1. By 5.1.7, P ≤ Ω1(A) = 〈t,z〉. So P ∈ {〈t〉,〈tz〉,〈tz2〉,〈z〉}.
Since ts = tz and ts
−1
= tz2, we may assume up to S-conjugacy that P ∈ {〈t〉,〈z〉}. We now
consider the case when i≥ 2:
claim 1: If i ≥ 2, then CS(P) = NS(P) = A. In particular, the conjugacy class containing
P is PS = {P,Ps,Ps−1}.
Proof of claim. Since P 6= Z(S), CS(P) < S. Assume for contradiction that CS(P) < NS(P).
Since A ≤ CS(P), this implies, A = CS(P) and P E S. Since P is cyclic, we have |S : P| ≥
3k+1 ≥ 32. By 5.1.2, we have P= γ j(S) for some 2≤ j ≤ r. If j ≤ r−2, then P≥ γr−2(S) =
Ar−2 = 〈t,z〉, by 5.1.7. This is an elementary abelian subgroup of order 9, which gives us
a contradiction. So j ∈ {r− 1,r}, that is P = Z(S) or P = 1, contradicting that i ≥ 2. So
CS(P) = NS(P) = A.
claim 2: Let
B1 = {〈x3ay〉 | 0≤ a≤ 3i−1−1} and B2 = {〈xyb〉 | 0≤ b≤ 3i−1},
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and put B= B1∪B2. Then, P ∈ B.
Proof of claim. Let P= 〈g〉. By 5.1.5 we can write g= xayb for 0≤ a,b≤ 3i−1 with one of the
two integers coprime to 3. First suppose that a is coprime to 3. Then there exists an n coprime
to 3 such that an≡ 1 mod 3k. Thus P= 〈gn〉= 〈xybn〉. That is, P ∈ B2. It is left to consider
the case when a is not coprime to 3 but b is coprime to 3. Write g = x3a
′
yb. By the same
argument, there exists an n coprime to 3 such that bn≡ 1 mod 3k. Thus P= 〈gn〉= 〈x3na′y〉.
That is, P ∈ B1.
claim 3: Let
C1 = {〈x9ay〉 | 0≤ a≤ 3i−2−1} and C2 = {〈xy3b〉 | 0≤ b≤ 3i−1−1},
and put C =C1∪C2. Then up to S-conjugacy P ∈C.
Proof of claim. Note that C1 ⊂ B1, C2 ⊂ B2 and C⊂ B. We show that every element in C is in
a distinct conjugacy class. Suppose P,Q∈C are distinct subgroups S-conjugate by some h∈ S.
Since A≤CS(P), we may assume that h∈ {s,s−1}. By redefining Q if necessary, we may write
h = s. Note that P ∈C1 if and only if Q ∈C1. First assume P ∈C1. Write P = 〈x9ay〉 and
Q= 〈x9a′y〉. Then there exists an n such that (x9ay)s = (x9a′y)n, that is, x9a−3y9a−2 = x9na′yn.
Thus,
9a−3≡ 9na′ mod 3i and 9a−2≡ n mod 3i.
This implies 9a−3≡ 9a′(9a−2) mod 3i, that is, 3(a+2a′−9aa′)≡ 1 mod 3i. This reveals a
contradiction as 3 - 1. Now assume P ∈C2. Write P= 〈xy3b〉 and Q= 〈xy3b′〉. We arrive at a
similar contradiction: There exists an n such (xy3b)s = (xy3b
′
)n, that is, x1−9by1−6b = xny3nb′ .
Thus,
1−9b≡ n mod 3i and 1−6b≡ 3nb′ mod 3i.
This implies that 1−6b ≡ 3b′(1−9b) mod 3i, that is, 3(2b+b′−18bb′) ≡ 1 mod 3i, again
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a contradiction. Thus, C is a collection of groups that lie in distinct S-conjugacy classes.
We claim that these are all of them. By claim 1, each conjugacy class contains 3 sub-
groups. Thus, |C|= 3i−2+3i−1 = (3i−1+3i)/3 = |B|/3. Thus, the subgroups in C are all the
conjugacy class representatives of subgroups of S of order 3i.
Lemma 5.2.2. Let P≤ A be group of rank 2. Write P∼= Z/3iZ×Z/3 jZ for some 1≤ j ≤ i.
Write x= s3
k−i
1 and y= s
3k−i
2 . If i− j ≥ 2, then, up to S-conjugacy,
P ∈ {〈x9ay,x3i− j〉,〈xy3b,y3i− j〉 | 0≤ a≤ 3i− j−2−1,0≤ b≤ 3i− j−1−1}.
If on the other hand, i− j= 1, then up to S-conjugacy P∈ {〈x,y3〉,〈x3,y〉}. Finally, if i− j= 0,
then P=Ωi(A) = 〈x,y〉.
Proof. First consider the case when i− j = 0. By 5.1.7, P=Ωi(A) = 〈x,y〉.
Now suppose that i− j ≥ 1. In particular, note that i ≥ 2. Write P = 〈g,h〉 with |g| = 3i
and |h| = 3 j. We may assume one of the two elements, say g, is the generator of an S-
conjugacy class representative of a cyclic subgroup of order 3i. By 5.2.1, g ∈ {x9ay,xy3b | 0≤
a ≤ 3i−2− 1,0 ≤ b ≤ 3i−1− 1}. Write h = (xa′yb′)3i− j , for 0≤ a′,b′ ≤ 3 j−1. First suppose
that g= x9ay for some a. Then hg−b′·3i− j = x(a′−9ab′)·3i− j . We may therefore write h= xa′·3i− j
for some a′. Now suppose that g = xy3b for some b. Then hg−a′·3i− j = y(b′−3ba′)·3i− j . In this
case, we may write h= yb
′·3i− j . It follows that
P= 〈g,h〉 ∈ {〈x9ay,xa′·3i− j〉,〈xy3b,yb′·3i− j〉 | 0≤ a≤ 3i−2−1,0≤ b≤ 3i−1−1,0≤ a′,b′≤ 3 j−1}.
Note that 3 - a′ and 3 - b′, otherwise |h|< 3 j. Since there exists n and m, both coprime to 3,
such that a′n ≡ b′m ≡ 1 mod 3 j, we can choose a′ = b′ = 1. If i− j = 1, then we can also
choose a= b= 0. In that case,
P ∈ {〈x,y3〉,〈y,x3〉}.
Note that these two subgroups are not equal and are not S-conjugate to each other. It fol-
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lows that these two are all the S-conjugacy class representatives of subgroups isomorphic to
Z/3iZ×Z/3 jZ, when i− j = 1.
Now suppose that i− j ≥ 2. In this case we can choose 0 ≤ a ≤ 3i− j−2− 1 and 0 ≤ b ≤
3i− j−1−1. Thus,
P= 〈g,h〉 ∈ {〈x9ay,x3i− j〉,〈xy3b,y3i− j〉 | 0≤ a≤ 3i− j−2−1,0≤ b≤ 3i− j−1−1}.
It suffices to show that these are all the S-conjugacy class representatives of subgroups iso-
morphic to Z/3iZ×Z/3 jZ. Write
C1 = {〈x9ay,x3i− j〉 | 0≤ a≤ 3i− j−2−1} and C2 = {〈xy3b,y3i− j〉 | 0≤ b≤ 3i− j−1−1},
and define C=C1∪C2. Suppose P= 〈g1,h1〉,Q= 〈g2,h2〉 ∈C are S-conjugate by some h∈ S.






Since A ≤CS(P), we may assume h ∈ {1,s,s−1}. If h = s−1, then Ps = Qs−1 . Therefore, it
suffices to assume h ∈ {1,s}.
case 1: h= 1.





)d = x9ac+d·3i− jyc. Thus, c ≡ 1 mod 3i and 9ac+ d · 3i− j ≡ 9a′ mod 3i.
This implies a′−a≡ d ·3i− j−2 mod 3i−2, i.e. a= a′, a contradiction.





)d = xcy3bc+d·3i− j . Thus, c ≡ 1 mod 3i and 3bc+ d · 3i− j ≡
3b′ mod 3i. This implies that b−b′ ≡ d ·3i− j−1 mod 3i−1, i.e. b= b′, a contradiction.
It is left to consider the case when P ∈ C1 and Q ∈ C2. Write P = 〈x9ay,x3i− j〉 and Q =
〈xy3b,y3i− j〉 for some a,b. This implies xy3b = (x9a)c(x3i− j)d = x9ac+d·3i− jyc. 1 ≡ 9ac+ d ·
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3i− j mod 3i. This reveals a contradiction, as 3 - 1.
case 2 h= s.





)d, that is, x9a
′−3y9a′−2 = x9ac+d·3i− jyc. Thus, 9a′ − 3 ≡ 9ac+ d ·
3i− j mod 3i and 9a′−2≡ c mod 3i. It follows that, 3a′−3a(9a′−2)−d ·3i− j≡ 1 mod 3i,
a contradiction.
Now suppose P,Q ∈ C2. Write P = 〈xy3b,y3i− j〉 and Q = 〈xy3b′,y3i− j〉. Now (xy3b′)s =
(xy3b)c(y3
i− j
)d, that is, x1−9b′y1−6b′ = xcy3bc+d·3i− j . Thus, 1− 9b′ ≡ c mod 3i and 1−
6b′ ≡ 3bc+d ·3i− j mod 3i. This implies 6b′+3b(1−9b′)+d ·3i− j ≡ 1 mod 3i, a contradic-
tion.
It is left to consider the case when P ∈ C1 and Q ∈ C2. Write P = 〈x9ay,x3i− j〉 and Q =
〈xy3b,y3i− j〉. Now (xy3b)s= (x9ay)c(x3i− j)d, that is, x1−9by1−6b= x9ac+d·3i− jyc. Thus, 1−6b≡
c mod 3i and 1− 9b ≡ 9ac+ d · 3i− j mod 3i. This implies, 9b+ 9a(1− 6b)+ d · 3i− j ≡
1 mod 3i, a contradiction.
Lemma 5.2.3. Let P ≤ S be a cyclic subgroup such that P  A. Then |P| = 3 and up to
S-conjugacy
P ∈ {〈s〉,〈ss1〉,〈ss−11 〉}.
Proof. Let C = {s,ss1,ss−11 ,s−1,s−1s1,s−1s−11 }.
claim 1: No two elements in C are S-conjugate.
Proof of claim. By definition, A2 = 〈s2,s3〉. Since s31 ∈ A2, the quotient group S¯ = S/A2 is
elementary abelian of order 9, generated by s¯ and s¯1. It follows that no two elements in S¯ are
S¯-conjugate. Let g1,g2 ∈C such that g1 6= g2. Then g¯1 6= g¯2. If gh1 = g2 for some h ∈ S, then
g¯1h¯ = g¯2, a contradiction. Thus, no two elements in C are S-conjugate.
claim 2: Let g ∈C. Then NS(〈g〉) =CS(〈g〉) =CS(g) = 〈g,z〉.
Proof of claim. We know that 〈g,z〉 ≤ CS(g) = CS(〈g〉) ≤ NS(〈g〉). Note that CA(g) ≤
CS(A,g) =CS(S) = Z(S). Therefore, by 5.1.3, |CS(g)|= 3|CS(g)∩A|= 3|CA(g)| ≤ 3|Z(S)|=
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32. It follows that 〈g,z〉=CS(g). By claim 1, g is not S-conjugate to its inverse. Therefore,
NS(〈g〉) =CS(〈g〉), as required.
Proof of Lemma. By claim 1, the subgroups 〈s〉,〈ss1〉 and 〈ss−11 〉, all of which are of order 3 by
5.1.9, are not S-conjugate to each other. Let g∈ {s,ss1,ss−11 }. Then the conjugacy class con-
taining 〈g〉, denoted 〈g〉S, has order |〈g〉S|= |S/NS(〈g〉)|= |S/〈g,z〉|= 32k−1, by claim 2. So
|〈s〉S|+ |〈ss1〉S|+ |〈ss−11 〉S|= 32k. The total number of elements of order 3 in these three con-
jugacy classes is therefore 2 ·32k. On the other hand, |S\A|= |S|− |A|= 32k+1−32k = 2 ·32k.
It follows that up to S-conjugacy, 〈s〉,〈ss1〉 and 〈ss−11 〉 are the only three subgroups of order
3 not in A.
Lemma 5.2.4. We have the following S-conjugacy classes for subgroups of order 3 not con-
tained in A:
〈s〉S = {〈ss3i1 s j2〉 | 0≤ i≤ 3k−1,0≤ j ≤ 3k}
〈ss1〉S = {〈ss3i+11 s j2〉 | 0≤ i≤ 3k−1,0≤ j ≤ 3k}
〈ss−11 〉S = {〈ss3i−11 s j2〉 | 0≤ i≤ 3k−1,0≤ j ≤ 3k}.












2 if n= 0




2 . We immediately see that l
′ ≡ l mod 3. Note that we can vary our choices
for a and b to obtain all possible values of l′ and m′ which satisfy the congruence relation.
Lemma 5.2.5. Let P≤ S with rank(P) = 2 and P A. Write xi = s3k−i1 and yi = s3
k−i
2 . Up to
S-conjugacy
P ∈ {〈s,v〉,〈ss1,v〉,〈ss−11 ,v〉 | v= xi or yi for some 1≤ i≤ k}.
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If v = xi, then P ∼= (Z3i ×Z3i)oZ3 and |P| = 32i+1. Otherwise P ∼= (Z3i ×Z3i−1)oZ3 and
|P|= 32i.
Proof. claim 1: Fix an element g ∈ {s,ss1,ss−11 }. Write B = 〈g,xi〉 and C = 〈g,yi〉 for some
1 ≤ i ≤ k. Then yi ∈ B, x3i ∈ C and Ωi−1(A) ≤ B,C. Moreover, B ∼= (Z3i ×Z3i)oZ3 and
C ∼= (Z3i×Z3i−1)oZ3.
Proof of claim. Note that x−1i x
g
i = yi ∈ B and (y2i ygi )−1 = x3i ∈C. It follows that xi−1 = x3i and
yi−1 = y3i are elements of both B and C. By 5.1.7, we therefore have Ωi−1(A) = 〈xi−1,yi−1〉 ≤
B,C. For the latter claim, it suffices to note that for P∈ {B,C} we have P∩AE 〈g,A〉= S, and
that every element in B can be written as glxai y
b
i , for some 0≤ a,b≤ 3i−1, and −1≤ l ≤ 1,
and every element in C can be written as glx3ai y
b
i for some 0 ≤ a ≤ 3i−1− 1, 0 ≤ b ≤ 3i− 1
and −1≤ l ≤ 1.
claim 2: Up to S-conjugacy P ∈ {〈s,v〉,〈ss1,v〉,〈ss−11 ,v〉 | v= xi or yi for some 1≤ i≤ k}.
Proof of claim. If P = S, we have P = 〈s,s1〉 = 〈s,xk〉 as required. So assume P < S. Let
g ∈ P\A. Then 5.1.3 implies that P= 〈g,P∩A〉. Note that P∩AE 〈g,A〉= S. Since P is to
be chosen up to S-conjugacy, we can assume g ∈ {s,ss1,ss−11 } using 5.2.3. Since P is of index
at least 3, P∩A is of index at least 32. Therefore, by 5.1.2, we have P∩A= γ j(S) = A j for
some j ≥ 2.
First suppose that j is odd. Let i= (r− j)/2. Then 5.1.7 implies that P∩A= A j =Ωi(A) =
〈xi,yi〉. In this case |P∩A| = 32i. Therefore, by 5.1.3, |P| = 32i+1. Now suppose j is even.
Note that A j−1 < P∩A= A j < A j+1. Let i= (r−( j+1))/2. By 5.1.7, we have 〈xi−1,yi−1〉=
Ωi−1(A)< P∩A<Ωi(A) = 〈xi,yi〉. Now Ωi(A) =Ωi(A)/Ωi−1(A) = 〈xi,yi〉 ∼=Z3×Z3. There-
fore, P∩A ∈ {〈xi〉,〈yi〉,〈xiyi〉,〈xi2yi〉}, that is, P∩A ∈ {〈Ωi−1,v〉 | v ∈ {xi,yi,xiyix2i yi}}. So
P ∈ {〈g,Ωi−1,v〉 | v ∈ {xi,yi,xiyix2i yi}}. Since (xiyi)g
−1
= xi and (x2i yi)
g = x−1i , it follows that
P ∈ {〈g,Ωi−1,v〉 | v ∈ {xi,yi}}. Now claim 1 implies P= 〈g,xi〉 or P= 〈g,yi〉, as required.
Example 5.2.6. We write down a number of S-conjugacy class representatives for small
subgroups of S. We use 5.2.1, 5.2.2, 5.2.3 and 5.2.5. Write xi = s3
k−i
1 and yi = s
3k−i
2 . Then
S-conjugacy class representatives of S of order
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• Five classes of groups of order 3 are:
〈s〉,〈ss1〉,〈ss−11 〉,〈t〉,〈z〉.
• Eight classes of groups of order 9 are:
〈s,z〉,〈ss1,z〉,〈ss−11 ,z〉,〈x2〉,〈y2〉,〈x2y32〉,〈x2y62〉,〈t,z〉.
• Seventeen classes of groups of order 27 are:
〈s, t〉,〈ss1, t〉,〈ss−11 , t〉,
〈y3〉,〈x93y3〉,〈x183 y3〉,〈x3〉,〈x3y33〉,〈x3y63〉,
〈x3y93〉,〈x3y123 〉,〈x3y153 〉,〈x3y183 〉,〈x3y213 〉,〈x3y243 〉,
〈x2,z〉,〈t,y2〉.
The following example looks at the case where |S| is small:
Example 5.2.7. We restrict ourselves to the case r = 2, that is, the smallest case in our
family of groups. In this case |S|= 35. The S-conjugacy class representatives of S of order
• Five classes of groups of order 3 are:
〈s〉,〈ss1〉,〈ss−11 〉,〈t〉,〈z〉.
• Eight classes of groups of order 9 are:
〈s,z〉,〈ss1,z〉,〈ss−11 ,z〉,〈s1〉,〈s2〉,〈s1z〉,〈s1z2〉,〈t,z〉.
• Five classes of groups of order 27 are:
〈s, t〉,〈ss1, t〉,〈ss−11 , t〉,〈s1,z〉,〈s2, t〉.
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Note that this is different to the example given in 5.2.6 because here k = 2, and thus
by definition, xi,yi must satisfy 0≤ i≤ 2.





6.1 Automorphisms of the full group S
In Chapter 7, we shall define fusion systems whose right characteristic biset we intend to
compute. This calls for the study of morphisms that generate the fusion systems. In this
section, we study properties of certain involutions in Aut(S). The purpose of this section is
to check under which restrictions, to subgroups of S, can these involutions be identified as
conjugation maps. We start by restating a result in [5], where our group S is denoted by
B(3,r;0,0,0) in the lemma.
Lemma 6.1.1. [5, Lemma A.14] Every automorphism of S can be uniquely determined by
sending
s 7→ sese′1 se
′′
2





where e=±1,0≤ e′,e′′, f ′, f ′′ ≤ 3k−1 and such that 3 - f ′.
Define ω,η ∈ Aut(S) to be group automorphisms of S given by:
ω : s 7→ s−1; s1 7→ s21s2
η : s 7→ s; s1 7→ s−11
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We determine the image of s2:
s2ω = [s1ω,sω] = [s21s2,s




























s2η = [s1η ,sη ] = [s−11 ,s] = s1s
−1s−11 s
= s1(ss1)
−1 = s1(s1s2)−1 = s−12 .
Note also that η is an involution in Aut(S) and inverts every element of A. Since




2 ) = s1,
the map ω is also an involution in Aut(S). Let G be a group and φ an automorphism of G.
Denote by CG(φ), the set of elements in G fixed by φ .
Lemma 6.1.2. The following holds:
1. CS(ω) = 〈s31s2〉.
2. CS(η) = 〈s〉.
3. CS(ω ◦η) = 〈s1s2〉.
In particular, CS(ω) and CS(ω ◦η) contain the centre of S.
Proof. 1. Suppose for contradiction that CS(ω) A. Say q ∈CS(ω)\A. Write q= sia for
some i ∈ {−1,1} and a ∈ A. Then
(qA)ω = (siA)ω = s−iA= q−1A,




2 ) = g,
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that is, 〈g〉 ∈ CS(ω). Suppose CS(ω)  〈g〉. Since |g| = 3k, CS(ω) is non-cyclic, and
therefore contains an elementary abelian subgroup of order 32. Since Ω1(A) is the unique
elementary abelian subgroup of order 32 in A by 5.1.7, CS(ω)  Ω1(A) = 〈t,z〉. But
tω = t−1z, a contradiction. We conclude that CS(ω) = 〈s31s2〉.
2. If CS(η) 〈s〉, then by Lemma 5.1.3, CS(η)∩A 6= 1, a contradiction, as η inverts every
element of A. It follows that CS(η) = 〈s〉.
3. Suppose for contradiction that CS(ω ◦η) A. Let q ∈CS(ω ◦η)\A. Write q= sia for
some i ∈ {−1,1} and a ∈ A. Then
(qA)ω ◦η = (siA)ω ◦η = s−iA= q−1A,





2 ))η = g, that is 〈g〉 ∈ CS(ω ◦η). By supposing CS(ω ◦η)  〈g〉, and
by following the same method as in part (1), we achieve CS(ω ◦ η)  Ω1(A). But
tω ◦η = tz−1, a contradiction. Thus, CS(ω ◦η) = 〈s1s2〉.
Lemma 6.1.3. Suppose that η |Q = cg|Q for some g ∈ S and Q ≤ S. If Q 6= 1, then Q is
S-conjugate to 〈s〉.
Proof. Suppose 1 6= Q≤ S.
Claim 1 Q∩A= 1 and |Q|= 3.
Proof of claim. Let q ∈ Q∩A. Then qη = q−1, that is η normalizes Q∩A. Since η is an
involution, this implies g2 centralizes Q∩A. Since g is 3-element, g centralizes Q∩A. It
follows that η centralizes Q∩A, and therefore Q∩A= 1. By 5.1.3, we have |Q|= 3.
Proof of Lemma. Write Q = 〈q〉 and q = ssi1s j2 for some 0 ≤ i, j ≤ 3k − 1. There exists
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0≤ m≤ 3k−1−1, 0≤ n≤ 3k−1 such that sg = ss3m1 sn2. It follows that






















2 if g ∈ s−1A
⇒

3m+2i≡ 0 mod 3k if g ∈ A
3m+2i−3 j ≡ 0 mod 3k if g ∈ sA
3m− i+3 j ≡ 0 mod 3k if g ∈ s−1A
In all cases we see that 3 | i, that is, q= ss3i′1 s j2 where i= 3i′ for some 0≤ i′ ≤ 3k−1−1. That
is, Q is S-conjugate to 〈s〉, by 5.2.4.
Lemma 6.1.4. 1. ω|Q = cg|Q for some g ∈ S and some Q ≤ S if and only if one of the
following holds:
(a) Q= Z(S) = 〈s3k−12 〉 and g ∈ S.
(b) Q≤ 〈s31s2〉 and g ∈ A.
(c) Q≤ 〈s2〉 and g ∈ sA.
(d) Q≤ 〈s31s22〉 and g ∈ s−1A.
2. (ω ◦η)|Q = cg|Q for some g ∈ S and Q≤ S if and only if one of the following holds:
(a) Q≤ 〈s1s2〉 and g ∈ A.
(b) Q≤ 〈s21s2〉 and g ∈ sA.
(c) Q≤ 〈s1〉 and g ∈ s−1A.
In particular, when ω|Q or (ω ◦η)|Q is a conjugation map, for some Q≤ S, then Q≤ A.
Proof. We first verify that ω|Q and (ω ◦η)|Q are conjugation maps for the groups Q and
elements g specified in the lemma. Let g ∈ S. Note that ω|Z(S) = cg|Z(S) by 6.1.2 since
Z(S) ≤ CS(ω). Thus 1(a) holds. Again, by 6.1.2, if g ∈ A, then ω|〈s31s2〉 = cg|〈s31s2〉 and
ω ◦η |〈s1s2〉= cg|〈s1s2〉. Thus 1(b) and 2(a) holds. Since (s2)ω = ss2 = s−31 s−22 and (s21s2)ω ◦η =
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(s21s2)
s = s−11 , we have ω|〈s2〉 = cg|〈s2〉 and ω ◦η |〈s21s2〉 = cg|〈s21s2〉 for all g ∈ sA. Thus 1(c)













2 , we also have
ω|〈s31s22〉 = cg|〈s31s22〉 and ω ◦η |〈s1〉 = cg|〈s1〉 for all g ∈ s
−1A. Thus 1(d) and 2(c) holds.
Now suppose that φ |Q = cg|Q for some φ ∈ {ω,ω ◦η}, g ∈ S and Q ≤ S. If φ = ω , we
may assume Q 6= Z(S).
Claim 1 Q≤ A.
Proof of claim. Suppose that Q A. Let q ∈Q\A and write q= sia for some i ∈ {−1,1} and
a ∈ A. Also write g= s jb for some j ∈ {−1,0,1} and b ∈ A. Then
(qA)φ = (siA)φ = s−iA
and (qA)g = (siA)g = (sg)iA= (sb)iA= (s(bs)−1b)iA= siA
which is a contradiction. It follows that Q≤ A.
Claim 2 Q is cyclic of order at most 3k containing the centre of S.
Proof of claim. It suffices to show that Q is cyclic. Suppose not. Then |Q| ≥ 32 and Q
contains an elementary abelian subgroup of A of order 32. By 5.1.7, Ω1(A) is the unique
elementary abelian subgroup of A of order 32. Therefore Ω1(A)≤Q. Note however tω = t−1z
and zω ◦η = z−1, whereas tg = tsi = tzi and zg = z for some i ∈ {−1,0,1}. That is, tω 6= tg
and zω ◦η 6= zg, revealing a contradiction. We conclude that Q is cyclic.
Proof of Lemma. Since Q ≤ A is abelian we see that cg|Q can be identified as one of









s−1 , we have
g=1 =⇒ ω|Q〈s31s2〉 = Id|Q〈s31s2〉 =⇒ Q≤ 〈s
3
1s2〉
g=s =⇒ ω|Q〈s2〉 = cs|Q〈s2〉 =⇒ Q≤ 〈s2〉





where the latter implications hold by the application of Claim 2 to Q〈s31s2〉, Q〈s2〉 and Q〈s31s22〉
respectively. Similarly, when φ = ω ◦η , we have (s1s2)ω ◦η = (s1s2)Id, (s21s2)ω ◦η = (s21s2)s
and (s1)ω ◦η = (s1)s−1 which reveal that Q ≤ 〈s1s2〉, 〈s21s2〉 and 〈s1〉 when g = 1,s and s−1
respectively.
6.2 Automorphisms of an abelian subgroup A
We mentioned in Section 6.1 that we needed to study involutions of Aut(S). In Chapter 7, the
fusion systems that we’ll define will include those that will be generated by SL2(3) or GL2(3)
automorphisms of A. In this section, we study automorphisms of A, the unique maximal
abelian subgroup of S. We construct a number of morphisms and show that they satisfy the
necessary properties, which will be needed to generate our fusion systems. Thus, we explicitly
determine the generators of SL2(3) or GL2(3) automorphisms of A. Recall from Section 2.3
that Aut(A)∼= GL2(Z/3kZ), the group of invertible 2×2 matrices over the ring Z/3kZ. The
maps can be given by,
s1 7→ sa111 sa122





For integers x,y, define x≡k y⇔ x≡ y mod 3k. Under the identification of automorphisms of












where a1 ≡1 0, and for k ≥ 2, we have




























The four automorphisms can be written as





where δ (φ) ∈ {−1,1} and
ck(φ) =

ak+1 if φ ∈ {θA,θ−1A }
2ak−1 if φ ∈ {αA,βA}.
Let g ∈ S. Since |S : A| = 3, the conjugation map cg|A, restricted to A, can be identified
as csmg |A for some mg ∈ {−1,0,1}. Let q = si1s j2 ∈ A for some 0 ≤ i, j ≤ 3k − 1. Then





1 if mg 6=−1
−2 if mg =−1
and bg

1 if mg 6= 1






Lemma 6.2.1. We have a2k ≡k 2ak−3.
Proof. We prove this by induction on k. When k = 1, we have a21 ≡1 2a1−3 ≡1 0. Suppose
that k > 1 and that the result holds for the case k−1, that is, a2k−1 ≡k−1 2ak−1−3. Writing,
a2k−1 = 2ak−1−3+u ·3k−1 for some u ∈ Z, we have
a2k−1 ≡k−1 2ak−1−3
⇔ 3a2k−1 ≡k 6ak−1−9
⇔ a2k−1 ≡k −2(a2k−1−3ak−1+3)−3
⇔ (u ·3k−1−ak−1)2 ≡k −2(a2k−1−3ak−1+3)−3
⇔[(2ak−1−3+u ·3k−1)−3ak−1+3]2 ≡k 2ak−3
⇔ [a2k−1−3ak−1+3]2 ≡k 2ak−3
⇔ a2k ≡k 2ak−3
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It follows that a2k ≡k 2ak−3 for all k ∈ Z.
The fusion systems that we’ll define will include those that will be generated by SL2(3) or
GL2(3) outer automorphisms of A. As mentioned in the introduction of this chapter, in order
to compute characteristic bisets we will need to study the morphisms that generate our fusion
systems. Thus, in Lemma 6.2.2, we explicitly write the generators of SL2(3) or GL2(3) outer
automorphisms of A.
Lemma 6.2.2. We have
〈AutF(A)〉=

〈θA,cs|A〉 if OutF(A)∼= SL2(3)
〈αA,cs|A〉= 〈θA,αA,βA,cs|A〉 if OutF(A)∼= GL2(3)
where |θA|= 4 and |αA|= |βA|= 2.
Proof. Since |S : A| = 3, AutS(A) is generated by the conjugation map cs|A. Define H1 =
〈θA,θ csA 〉, H2 = 〈θA,cs|A〉, and H3 = 〈αA,cs|A〉. We show that H1 < H2 < H3 and H1 ∼= Q8,
H2 ∼= SL2(3), H3 ∼= GL2(3). In the proof we will make use of a number of easy-to-check
identities, including
3bk ≡k 2ak.
Claim 1. θ 2A =−Id. Moreover, |θA|= 4 and |αA|= |βA|= 2.









It follows that |θA|= 4 and |αA|= 2. Since βA =−αA, we also have |βA|= 2.
Claim 2 H1 ∼=Q8.
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= θ csA ◦θA ◦ (−Id).
We have shown that θA ◦θ csA = θ csA ◦θA ◦ (−Id), that is, θA and θ csA commute modulo 〈−Id〉.
Since θA and θ csA are distinct, and by the last claim, each of order 4, we have, H1 ∼=Q8.
Claim 3 cs normalizes H1, whereas αA normalizes H2.
Proof of claim. To show that cs normalizes H1, it suffices to show that θ
c−1s
A ∈ H1. Using the
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= θA ◦θ csA ∈ H1.



























= θ−1A ∈ H2.




























= θ−1A ◦θ csA ∈ H2.
It follows that cαAs = θ−1A ◦θ csA ◦ cs−1 ∈ H2. Thus αA normalizes H2.
Claim 4 θA ∈ H3.
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Proof of claim. Using the calculation in the last claim, note that





















It follows that θ−1A , and therefore θA, is in H3.
Proof of Lemma. By claim 2, H1 ∼= Q8. By claim 3, cs normalizes H1. It follows that,
H2 = 〈θA,cs〉 ∼= H1o 〈cs〉 ∼= SL2(3). By claim 3 and 4, the involution αA normalizes, but
does not centralize H2. Thus, H3 = 〈αA,cs〉 ∼= H2 o 〈αA〉 ∼= GL2(3). By claim 4, H3 =
〈θA,θ−1A ,αA,βA,cs〉 and we are done.
6.3 Other automorphisms
In the previous sections we studied selected automorphisms of S, and of its abelian subgroup,
A. Here, we describe automorphisms of extraspecial and elementary abelian subgroups of S,
which, as we’ll see in Chapter 7, will be used to generate fusion systems. As we shall see in
this section, the automorphisms that we introduce are related to those that we discussed in
Section 6.2. Hence, we move some of the discussion for automorphisms of A to this section.
Recall that we defined t = s3
k−1
1 and z= s
3k−1
2 .
For λ = −1,0,1, define Eλ = 〈ssλ1 , t〉, the extraspecial subgroup of S of exponent 3 and
order 27. Note that
(ssλ1 )ω = (sω)(s1ω)







= (s1s2)2λ (s−31 s
−2
2 )
λ s−1 = ssλ1 .
84
Thus, ω normalizes Eλ , and since η inverts every element of A, η fixes E0 but swaps E1 with
E−1. Let Vλ = 〈ssλ1 ,z〉. Then Vλ is an elementary abelian subgroup of order 9 in Eλ . Similarly,
ω fixes Vλ , and η fixes V0, but swaps V1 with V−1. Define
T f ull = {Vλ ,Eλ ,A | λ ∈ {−1,0,1}},
a set of seven subgroups of S. The subscript full is used to denote the fact that it is the
collection of all possible subgroups of S which will be used in the construction of our fusion









where ak and bk are defined as in Section 6.2. We define θT , θ−1T , αT , βT ∈ Aut(T ) for all
T ∈ T f ull, to be automorphisms of T as:
θT : xT 7→ yT ; yT 7→ x−1T
θ−1T : xT 7→ y−1T ; yT 7→ xT
αT : xT 7→ yT ; yT 7→ xT
βT : xT 7→ y−1T ; yT 7→ x−1T .
Note that θ−1T is indeed the inverse of θT . We check that θA,αA and βA as defined in Section
































































Thus the two definitions of θA,αA and βA agree.
We also define θˆT , θˆ−1T , αˆT , βˆT ∈ Aut(T ) for all T ∈ T f ull, to be automorphisms of T as
follows:
θˆT : xT 7→ xT ; yT 7→ y−1T
θˆ−1T : xT 7→ x−1T ; yT 7→ yT
αˆT : xT 7→ xT ; yT 7→ yT
βˆT : xT 7→ x−1T ; yT 7→ y−1T .
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Evidently, αˆT = Id|T , which we add for completeness.
We make further definitions. We define a number of morphisms between distinct subgroups of
Vλ and Eλ for λ =−1,0,1. The reason for this is that in certain fusion systems, as we shall see
in Chapter 7, not every morphism is a composition of restriction of maps in 〈AutF(S),AutF(T )〉
for some T ∈ T. It may be the case that there exists T1 ∈ T with T1 6= T , such that a morphism
can only be written as a restriction of a composition of restrictions of automorphisms of T
and T1, other than that of S.
Define Θµ,λ : 〈ssλ1 ,z〉 → 〈t,z〉, for µ = 1, ..,4 and λ =−1,0,1 to be a set of maps, as follows:
Θ1,λ = θVλ ◦θλ : ssλ1 7→ z; z 7→ t−1
Θ2,λ = θ−1Vλ ◦θλ : ssλ1 7→ z−1; z 7→ t
Θ3,λ = αVλ ◦θλ : ssλ1 7→ z; z 7→ t
Θ4,λ = βVλ ◦θλ : ssλ1 7→ z−1; z 7→ t−1.
Define ϑµ,λ : 〈ssλ1 ,z〉→ 〈ss−λ1 ,z〉, for µ = 1, ..,4 and λ =−1,1, to be a set of maps, as follows:
ϑ1,λ = θVλ ◦η : ssλ1 7→ z−1; z 7→ (ss−λ1 )−1
ϑ2,λ = θ−1Vλ ◦η : ssλ1 7→ z; z 7→ ss−λ1
ϑ3,λ = αVλ ◦η : ssλ1 7→ z−1; z 7→ ss−λ1
ϑ4,λ = βVλ ◦η : ssλ1 7→ z; z 7→ (ss−λ1 )−1.
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Define ϑˆµ,λ : 〈ssλ1 ,z〉→ 〈ss−λ1 ,z〉, for µ = 1, ..,4 and λ =−1,1, to be a set of maps, as follows:
ϑˆ1,λ = θˆVλ ◦η : ssλ1 7→ ss−λ1 ; z 7→ z
ϑˆ2,λ = θˆ−1Vλ ◦η : ssλ1 7→ (ss−λ1 )−1; z 7→ z−1
ϑˆ3,λ = αˆVλ ◦η : ssλ1 7→ ss−λ1 ; z 7→ z−1
ϑˆ4,λ = βˆVλ ◦η : ssλ1 7→ (ss−λ1 )−1; z 7→ z.
Define ξµ,λ : 〈ssλ1 ,z〉 → 〈s,z〉, for µ = 1, ..,4 and λ =−1,1 to be the set of maps, as follows:
ξ1,λ = θˆVλ ◦θλ ◦θ0 : ssλ1 7→ s−1; z 7→ z−1
ξ2,λ = θˆ−1Vλ ◦θλ ◦θ0 : ssλ1 7→ s; z 7→ z
ξ3,λ = αˆVλ ◦θλ ◦θ0 : ssλ1 7→ s−1; z 7→ z
ξ4,λ = βˆVλ ◦θλ ◦θ0 : ssλ1 7→ s; z 7→ z−1.
Define ξµ,λ : 〈ssλ1 ,z〉 → 〈s,z〉, for µ = 5, ..,8 and λ =−1,1 to be the set of maps, as follows:
ξ5,λ = θVλ ◦θλ ◦θ0 : ssλ1 7→ z; z 7→ s
ξ6,λ = θ−1Vλ ◦θλ ◦θ0 : ssλ1 7→ z−1; z 7→ s−1
ξ7,λ = αVλ ◦θλ ◦θ0 : ssλ1 7→ z; z 7→ s−1




In Chapter 6 we studied properties of certain automorphisms of S, and automorphisms of
specified subgroups of S. The reason for this is that we are going to eventually compute right
characteristic bisets for a number of saturated fusion systems on S, generated by these auto-
morphisms. In this chapter, we list these fusion systems, as given in [5, Theorem 5.9, Table 6],
and, for convenience, we call them DRV-fusion systems. If Ω is a right (or left) characteristic
biset for any saturated fusion system F over S, then recall, by definition, Ω is a disjoint union
of orbits of the form Oφ for some morphism φ ∈ F. However, by Lemma 3.1.8 and Lemma
4.2.7, it suffices to assume that every orbit Oφ in Ω is induced by an S-S-equivalence class
representative φ ∈ F. Thus, after this motivation, the aim of this chapter is to determine
morphisms up to S-S equivalence, for each DRV-fusion system.
Recall that T f ull = {Vλ ,Eλ ,A | λ ∈ {−1,0,1}}. For any DRV-fusion system F, there is a
corresponding T ⊆ T f ull, the set of F-essential proper subgroups of S, which, along with
AutF(S), generate the fusion system, that is,
F = 〈AutF(S),AutF(T ) | T ∈ T〉.
Here is the theorem which lists our DRV-fusion systems:
Theorem 7.0.1. [5, Table 6, Theorem 5.9] Let F be a saturated fusion system on S, with at
least one F-essential proper subgroup. Then the outer automorphisms of S and the F-essential
subgroups are as those listed in the table below:
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Name S V0 E0 E1 E−1 A T
DRV-1 〈ω¯〉 SL2(3) {E0}
DRV-2 〈ω¯〉 SL2(3) SL2(3) {E±1}
DRV-3 〈ω¯〉 SL2(3) SL2(3) SL2(3) {E0,E±1}
DRV-4 〈η¯〉 SL2(3) {A}
DRV-5 〈η¯ ◦ ω¯〉 SL2(3) {V0}
DRV-6 〈η¯ , ω¯〉 GL2(3) {A}
DRV-7 〈η¯ , ω¯〉 SL2(3) SL2(3) {E±1}
DRV-8 〈η¯ , ω¯〉 SL2(3) SL2(3) GL2(3) {E±1,A}
DRV-9 〈η¯ , ω¯〉 GL2(3) {E0}
DRV-10 〈η¯ , ω¯〉 GL2(3) GL2(3) {E0,A}
DRV-11 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) {E0,E±1}
DRV-12 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) GL2(3) {E0,E±1,A}
DRV-13 〈η¯ , ω¯〉 GL2(3) {V0}
DRV-14 〈η¯ , ω¯〉 GL2(3) GL2(3) {V0,A}
DRV-15 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) {V0,E±1}
DRV-16 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) GL2(3) {V0,E±1,A}
Table 7.1: List of saturated fusion systems on S
We make a few remarks. From the table, we can see that V±1 /∈ T for any saturated fusion
system F. The reason for accommodating V±1 will become apparent later on in the chapter.
We also note that, if η ∈ AutF(S) for any saturated fusion system F, then E1 ∈ T⇔ E−1 ∈ T.
As we will mention later, η swaps E1 with E−1. Thus, in theory, it suffices to have only one
of the two F-essential subgroups in the construction of such fusion systems.
It is easy to determine, up to S-S-equivalence, morphisms that are restrictions of elements
in AutF(S) in any DRV-fusion system F. We prove this first, and before we move on to Sec-
tion 7.1, we show that for any morphism that is not a restriction of an element in AutF(S), its
domain (and similarly its image), up to S-conjugacy, is a subgroup of T for some T ∈ T. This
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is slightly helpful in the sense that just by looking at the size of the domain of any morphism
we can consider whether the morphism is generated by a proper F-essential subgroups of S.
In Section 7.1, we determine, up to S-S-equivalence, morphisms that are generated by auto-
morphisms of a single proper subgroup of S, other than S itself, where the bulk of our work
for this chapter lies.
Let F be a DRV-fusion system. Let P,Q ≤ S. By construction, for every φ ∈ HomF(P,Q)
we can write
φ = (φ1|P0)◦ ...◦ (φn|Pn−1) (I)
with P0 = P, Pn = Q, and (Pi−1)φi ≤ Pi and either φi ∈ ⊔T∈TAutF(T ), in which case T ≥
〈Pi−1,Pi〉, or φi ∈ AutF(S). We may assume that φi ∈ AutF(S) whenever i is odd, and φi ∈⊔
T∈TAutF(T ) otherwise.
Lemma 7.0.2. Let F be a DRV-fusion system. Let φ : P→ S be a map induced by restriction
of maps in AutF(S). Let Q≤ S be any S-conjugate to P. Then up to S-S equivalence
φ =

Id|Q,ω|Q if F = DRV-1,2,3
Id|Q,η |Q if F = DRV-4
Id|Q,(ω ◦η)|Q if F = DRV-5
Id|Q,ω|Q,η |Q or (ω ◦η)|Q otherwise
Proof. Since ω and η commute, and depending on the DRV-fusion system F, we may write
φ = cg|P ◦ω i ◦η j for some i, j ∈ {0,1} such that
F =

DRV-1,2,3 =⇒ j = 0
DRV-4 =⇒ i= 0
DRV-5 =⇒ i= j.
Write ψ =ω i◦η j and let h∈ S such that Pgh=Q. Then cgh|P◦ψ = cg|P◦ψ ◦c(hψ)= φ ◦c(hψ).
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This means ψ|Q = ch−1g−1|Q ◦φ ◦ c(hψ), and the result follows.
Lemma 7.0.3. Let ψ ∈ {IdS,ω,η ,ω ◦ η} and T ∈ T f ull. Then, either ψ fixes T , or, if
ψ ∈ {η ,ω ◦η}, then ψ permutes E1 with E−1, and V1 with V−1.
Proof. By Lemma 5.1.1, A is characteristic in S. So, we may suppose T ∈ T f ull\{A}. Upon
calculating, we see that tω = t−1z and (ssλ1 )ω = (ss
λ
1 )
−1 for any λ ∈ {−1,0,1}. Thus,
Tω = T . We also know that η inverts every element of A, and centralizes s. Thus, whenever
ψ ∈ {η ,η ◦ω}, then ψ fixes E0 and V0, but permutes E1 with E−1, and V1 with V−1.
The following, Lemma 7.0.4 is a standard fact.
Lemma 7.0.4. Let F be a DRV-fusion system. If φ ∈ HomF(P,Q), for some P,Q≤ S, is not
a restriction of some element in AutF(S), then P is a subgroup of some S-conjugate of T , for
some T ∈ T.
Proof. By (I) we may write φ = (φ1|P0) ◦ ... ◦ (φn|Pn−1) with n ≥ 2, P = P0, Q = Pn−1φn,
φ1 ∈ AutF(S) and φ2 ∈ AutF(T ), for some T ∈ T. Then φ1 = ψ ◦ cg for some g ∈ S and
ψ ∈ {IdS,ω,η ,ω ◦η}. Since Pφ1 = P0φ1 ≤ P1 ≤ 〈P1,P2〉 ≤ T , we have,
Pφ1 = P(ψ ◦ cg)≤ T ⇔ P(ψ ◦ cg ◦ψ−1)≤ Tψ−1
⇔ P(gψ−1) ≤ Tψ−1
Note that V1,V−1 /∈ T by Table 7.1. By Lemma 7.0.3, either ψ preserves elements of T, or,
if additionally η ∈ AutF(S) and E±1 ∈ T, ψ may permute E1 with E−1. Setting h = gψ−1,
there exists T1 ∈ T such that,
T1 =

E±1 if η ∈ AutF(S),T = E±1
T otherwise
with the property Ph ≤ T1. This completes the proof of the lemma.
Corollary 7.0.5. Let F be a DRV-fusion system. If φ ∈ HomF(P,Q), for some P,Q ≤ S, is
not a restriction of some element in AutF(S), then Pφ is a subgroup of some S-conjugate of
some element of T , for some T ∈ T.
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Proof. We may assume that φ is an isomorphism. Define ϕ = φ−1. Then by Lemma 7.0.4
Dϕ = Pφ is a subgroup of some S-conjugate of T , for some T ∈ T.
Corollary 7.0.6. Let F be a DRV-fusion system. If φ ∈HomF(P,Q) where |P|>maxT∈T|T |,
then φ is a restriction of some element in AutF(S).
Proof. If φ was not a restriction of some element in AutF(S), then by 7.0.4, P would be
a subgroup of some S-conjugate to T ∈ T, or if η ∈ AutF(S) and E±1 ∈ T, P would be a
subgroup of some S-conjugate of E±1. Thus, in either case, this contradicts our assumption
on the order of P.
7.1 F-morphisms generated by automorphisms of S and
a single proper subgroup
Let F be a DRV-fusion system. The aim of this section is to explicitly list the morphisms, up
to S-S-equivalence, that are generated by automorphisms of S and exactly one proper subgroup
T , for some T ∈ T, that is, the fusion subsystem,
〈AutF(S),AutF(T )〉.
We do this in two general steps. First we show that for any morphism in the fusion subsystem,
that is not a restriction of an element in AutF(S), can be chosen, up to S-S-equivalence, to be
restrictions of elements in AutF(T ) (with some modifications in the case where η ∈ AutF(S)
and T = E±1). Second, we explicitly list those morphisms that are restrictions of elements
AutF(T ), as we shall see in Lemma 7.1.8 and thereafter.
Let φ ∈ F. In Lemma 7.0.4 we showed that, up to S-conjugacy, Dφ , the domain of φ ,
(and similarly, its image Iφ ) is a subgroup of T for some T ∈ T, provided that φ is not a
restriction of an element in AutF(S). We start this section by making a stronger claim. We
show that, by decomposing the morphism by its generators, we can restrict this T to be the
first one in the series of components in the decomposition of φ . The situation is similar when
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we look at Iφ , the image of φ .
Let F be a DRV-fusion system. If φ ∈ HomF(P,Q), then recall that we can write
φ = (φ1|P0)◦ ..◦ (φn|Pn−1) (I)
with the property that P0 = P,Pn =Q, and (Pi−1)φi ≤ Pi and, if i is even, φi ∈⊔T∈TAutF(T ),
in which case T ≥ 〈Pi−1,Pi〉 or, if i is odd, φi ∈ AutF(S).
Lemma 7.1.1. Let F be a DRV-fusion system. Suppose that φ ∈ HomF(P,Q), for some
P,Q≤ S, is not a restriction of AutF(S). We know that in the decomposition of φ in the form
given in (I), one of the following holds:
1. The integer n≥ 2 is even and φn ∈ AutF(T ), or
2. The integer n≥ 3 is odd and φn−1 ∈ AutF(T ),
for some T ∈ T. Then one of the following holds:
1. Pφ is a subgroup of an S-conjugate of T , or
2. If η ∈ AutF(S) and T = E±1, then Pφ is a subgroup of an S-conjugate of E±1.
Proof. If n is even and φn ∈ AutF(T ), then Pφ ≤ Pn−1φn ≤ T , and we are done. It is left to
consider the case when n is odd. Then φn−1 ∈AutF(T ) and φn ∈AutF(S). Write R=Pn−2φn−1
and ϕ = φn|R. We can write ϕ =ψ|R◦cg for some g∈ S and ψ ∈ {IdS,ω,η ,ω ◦η}. Note that
R≤ T . Note also that T 6=V1,V−1 by Table 7.1. Thus, by Lemma 7.0.3, either Rϕ = Rg≤ T g,
or, if η ∈ AutF(S) and T = E±1, then Rϕ ≤ Eg±1. That is, either Rϕ is a subgroup of an S-
conjugate of T , or, if η ∈ AutF(S) and T = E±1, Rϕ is a subgroup of some S-conjugate of
E±1. Since Pφ ≤ Pn−2φn−1φn = Rϕ , the same consequence holds for Pφ .
Corollary 7.1.2. Let F be a DRV-fusion system. Suppose that φ ∈ HomF(P,Q), for some
P,Q≤ S, is not a restriction of AutF(S). We know that in the decomposition of φ in the form
given in (I), n≥ 2, and φ2 ∈ AutF(T ) for some T ∈ T. Then
1. P is a subgroup of some S-conjugate of T , or
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2. If η ∈ AutF(S) and T = E±1, then P is a subgroup of some S-conjugate of E±1.
Proof. We may assume that φ , along with its components, φi for 1≤ i≤ n are isomorphisms.
We may assume n is odd, for otherwise, we may define φn+1 = Id|Pn . Define ϕ = φ−1, ϕn+1−i=
φ−1i for each 1≤ i≤ n and Qn−i = Pi−1φi. Write Q= Pφ . Then ϕ = (ϕ1|Q0)◦ ..◦ (ϕn|Qn−1).
The second assumption holds in Lemma 7.1.1 with respect to ϕ . It follows that the conclusion
of that lemma holds for Qϕ = P.
Corollary 7.1.3. Let F be a DRV-fusion system. Suppose that φ ∈ HomF(P,Q), for some
P,Q≤ S, is not a restriction of AutF(S). Let T ∈ T and suppose that φ ∈ 〈AutF(S),AutF(T )〉.
Then
1. P and Pφ are subgroups of some S-conjugates of T , or
2. If η ∈ AutF(S) and T = E±1, then P and Pφ are subgroups of some S-conjugates of
E±1.
Proof. This follows from Lemma 7.1.1 and Lemma 7.1.2.
Note that it is possible to prove Corollary 7.1.3 directly from Lemma 7.0.4.
From Table 7.1, for any DRV-fusion system F, OutF(Eλ ) for λ = −1,0,1, is either SL2(3)
or GL2(3) whenever Eλ ∈ T. It is possible that there may be certain morphisms between
subgroups of Eλ that are not restrictions of automorphisms of Eλ . Lemma 7.1.4 attempts to
address this for certain DRV-fusion systems:
Lemma 7.1.4. Let F be a DRV-fusion system. Suppose that E±1 ∈ T and η ∈ AutF(S).
Then
{ϕ|P | ϕ ∈ Aut(Eλ ),P Eλ ,λ =−1,1} ⊆ 〈AutF(S),AutF(E±1)〉.
Proof. Let λ = −1,1 and define u = s3k−22 . We begin by mentioning that for any integer i,
(ssλ1 )
ui = (ssλ1 )t
izi and (ssλ1 )
t i = ssλ1 z



















)〉, we have Out(Eλ ) = 〈cu|Eλ ,αλ 〉. Thus, for the proof of the
lemma, it suffices to show that αλ |P ∈ F for every P  Eλ (note that αλ /∈ AutF(Eλ ) since
OutF(Eλ ) ∼= SL2(3) by Table 7.1 and the fact that det(αλ ) = −1). We may assume that
P ∈ {〈ssλ1 t i,z〉,〈t,z〉 | i=−1,0,1}, the set of elementary abelian subgroups of Eλ of order 32
(since every subgroup of order 3 is inside one of these). For i=−1,0,1, define
ϕi = cu−it−i|〈ssλ1 t i,z〉 ◦θ
−1
λ ◦η ◦θ−1λ ◦ cu−it−i ◦θλ .
Then αλ |〈ssλ1 t i,z〉 = ϕi and αλ |〈t,z〉 = (ϕ0)
−1. This completes the proof.
Lemma 7.1.5. Let F be a DRV-fusion system. Suppose that φ ∈ HomF(P,Q), for some
P,Q≤ S, is not a restriction of AutF(S). Suppose that φ ∈ F1 = 〈AutF(S),AutF(T )〉 for some
T ∈ T. Then φ ∼ ψ|R for
1. ψ ∈ AutF(T ) and R≤ T for some T ∈ T, or
2. If T = E±1 and η ∈ AutF(S), then
ψ ∈ {ϕ|P,(ϕ ◦η)|P | ϕ ∈ Aut(Eλ ),P Eλ}unionsq{ϕ,ϕ ◦η | ϕ ∈ AutF(Eλ )},
and R≤ Eλ for some λ =−1,1.
where ∼ denotes the S-S-equivalence relation.
Proof. By 7.1.3 there exists g,h ∈ S such that, either
1. P≤ T g and Pφ ≤ T h, or,
2. If T = E±1 and η ∈ AutF(S), then P≤ Eg±1 and Pφ ≤ Eh±1.
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Assume the first case. Then cg|Pg−1 ◦ φ ◦ ch−1 is a restriction of a morphism in AutF(T ).
It is left to consider the second case. Assume that T = E±1 and η ∈ AutF(S). Write γ =
cg|Pg−1 ◦φ ◦ ch−1 , Q= Pg
−1
and R= (Pφ)h−1 . Every morphism in 〈AutF(S),AutF(Eλ )〉 maps
〈z〉 to itself. This means that any morphism between subgroups of Eλ for some λ =−1,1, is
a restriction of a morphism in the full automorphism group Aut(Eλ ). Thus, if Q,R ≤ Eλ for
some λ =−1,1, then by Lemma 7.1.4 we have
γ ∈{ϕ|P | ϕ ∈ Aut(Eλ ),P≤ Eλ}∩F
={ϕ|P | ϕ ∈ Aut(Eλ ),P Eλ}∩Funionsq{ϕ | ϕ ∈ Aut(Eλ )}∩F
={ϕ|P | ϕ ∈ Aut(Eλ ),P Eλ}unionsq{ϕ | ϕ ∈ AutF(Eλ )}.
If Q≤ Eλ and R≤ E−λ for some λ =−1,1, then γ ◦η brings us into the previous situation.
This means that
γ ∈ {ϕ |P ◦η | ϕ ∈ Aut(Eλ ),P Eλ}unionsq{ϕ ◦η | ϕ ∈ AutF(Eλ )}.
This completes the proof.
At the start of this section we mentioned two steps in achieving the aim of this section.
Lemma 7.1.5 completes the first step by showing that for any DRV-fusion system F, if
φ ∈ 〈AutF(S),AutF(T )〉, for some T ∈ T, and φ is not a restriction of an element in AutF(S),
then φ can be chosen, up to S-S-equivalence, to be a restriction of an element in AutF(T )
(with some modifications in the case when η ∈ AutF(S) and T = E±1). In the next set of
results, we explicitly list those morphisms that are restrictions of elements in AutF(T ), up to
S-S-equivalence.
Let F be a DRV-fusion system. Let φ ∈ AutF(T ) for some T ∈ T. It turns out that, if
H = AutS(T ), then a set of double coset representatives of (H¯, H¯) in OutF(T ), where H¯
is the quotient of H by Inn(T ), gives us a small set containing all the morphisms up to S-
S-equivalence. This is not to say that the set itself is necessarily a set of S-S-equivalence
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class representatives - it may be the case that, in general, two morphisms in the set are S-
S-equivalent. Nevertheless, when OutF(T )∼= SL2(3) we get just two morphisms, as opposed
to 24, and when OutF(T ) ∼= GL2(3), we get just four morphisms, as opposed to 48. This is
proved in Lemma 7.1.8.
When φ is a strict restriction of some morphism in AutF(T ), then, as seen in Corollary 7.1.9,
it suffices to take restrictions of morphisms found in Lemma 7.1.8. However, we attempt to do
better than this. We cannot use the previous method involving double cosets, fundamentally
because the set AutF(T ) is a group, but restrictions of morphisms do not form a group. Hence,
in such cases we resort to more direct methods, as seen in Lemmas 7.1.10, 7.1.11 and 7.1.12,
for T = Eλ , T =Vλ and T = A, respectively. Finally, in Lemma 7.1.13 we collect the results,
and it turns out that we can just choose φ to be restrictions of those automorphisms of T
that were already chosen up to S-S-equivalence, but with domains chosen up to S-conjugacy
(other than for the case T = A).
Finally, Corollary 7.1.15 concludes this section by returning to Lemma 7.1.5 and explicitly list-
ing morphisms up to S-S-equivalence in the more general case when φ ∈ 〈AutF(S),AutF(T )〉
for some T ∈ T.
Naturally, there will be subgroups T ∈ T f ull\T, not F-essential in F, which also generate
nontrivial automorphism groups. We do not need to explicitly calculate this for all DRV-fusion
systems. However, as we shall see in Section 7.2, we will need this for some DRV-fusion
systems. Thus, alongside the rest of the calculations, we determine, up to S-S-equivalence,
morphisms that are restrictions of AutF(T ) for selected T ∈ T f ull\T. We begin by recalling
some details.










where λ = −1,0,1, and where ak,bk are defined in Section 6.2. We also defined θT , θ−1T ,
αT ,βT ∈ Aut(T ) as automorphisms of T as follows:




















In addition to the above, we also defined θˆT , θˆ−1T , αˆT ,βˆT ∈ Aut(T ) to be automorphisms of
T as follows:









αˆT : xT 7→ xT ; yT 7→ yT 1
βˆT : xT 7→ x−1T ; yT 7→ y−1T . −1.
Evidently, αˆT = Id|T , which we added for completeness. It turns out that for most of the rest of
the morphisms, namely θˆT , θˆ−1T and βˆT , are also restrictions (or S-S-equivalent to restrictions)
of automorphisms of S, as shown in the table below:
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T θˆT θˆ−1T αˆT βˆT
V0 η |V0 ω|V0 Id|V0 ω ◦η |V0
V±1 ω|V0 Id|V±1
E0 η |E0 ω ◦η |E0 Id|E0 ∼ ω|E0
E±1 Id|E±1 ∼ ω|E±1
A ∼ ω ◦η |A ∼ ω|A Id|A η |A
The notation ∼ denotes that the corresponding maps are S-S-equivalent, which we will discuss
further in Lemma 7.1.8. However, it turns out that when λ = −1,1, then θˆVλ and βˆVλ are
not restrictions (or S-S-equivalent to restrictions) of elements in AutF(S). This is because the
only generator in AutF(S) that could invert z is η . But the problem is that η takes ssλ1 to
ss−λ1 . In the case θˆλ and θˆ
−1
λ for λ =−1,1, we will not need these maps, as it turns out the
that determinant for these maps, when identified as elements of GL2(3), is −1, but OutF(Eλ )
is always an SL2(3) in every DRV-fusion system.
Recall from Section 2.3 the definitions of Ωn(G) and Φ(G), for any finite group G. Recall
also, from Lemma 5.1.7 that Ω1(A) = A0 = 〈t,z〉.
Lemma 7.1.6. Let F be a DRV-fusion system. Then AutF(A)∼= AutF(Ω1(A)).
Proof. Write Q=CAut(A)(A/Φ(A)). By Lemma 2.3.2, and by restricting to F-automorphisms,
the map γ : AutF(A)→ AutF(Ω1(A)), via ψ 7→ψ|Ω1(A), is a group homomorphism with kernel
Q∩AutF(A). Since A is abelian, Lemma 2.3.3 implies Q∩AutF(A) = 1, that is, γ is injective.
Let φ ∈ AutF(Ω1(A)). Ω1(A) is fully F-centralized, and therefore, by 2.1.5, is F-receptive.
Therefore, φ extends to Nφ ≥CS(Ω1(A)) = A, that is, γ is surjective.
Lemma 7.1.7. Let F be a DRV-fusion system. If E0,A ∈ T, then OutF(V0) ∼= GL2(3). If
E±1,A ∈ T, then OutF(Vλ )∼= GL2(3) for all λ =−1,1.
Proof. By definition of F, looking at Table 7.1, we have η ∈ AutF(S), and by Lemma 7.1.6,
we have AutF(A) ∼= AutF(〈t,z〉) ∼= GL2(3). Note that for any φ ∈ AutF(〈t,z〉) and any λ =
−1,0,1, the map defined by θλ |〈ssλ1 ,z〉 ◦φ ◦θ
−1
λ ∈ AutF(Vλ ). Thus, there is a bijection of sets
between elements AutF(〈t,z〉) and elements in AutF(Vλ ).
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Then the double cosets, and their representatives, corresponding to (H,H) in GL2(3) are as
those given in the table below:


















∣∣∣δ ,ε ∈ {−1,0,1}






∣∣∣δ ,ε ∈ {−1,0,1}




















∣∣∣δ ,ε ∈ {−1,0,1}






∣∣∣δ ,ε ∈ {−1,0,1}
 9 GL2(3)\SL2(3)
Note that while the eight elements are representatives of the double coset (H,H) in GL2(3),
the first four are representatives of (H,H) in SL2(3).
Recall from Table 7.1, if E0,A ∈ T, then V0 /∈ T. Similarly, if E±1,A ∈ T, then V±1 /∈ T. Thus,
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there is no (plausible) contradiction between the two statements in Lemma 7.1.8, below.
Lemma 7.1.8. Let F be a DRV-fusion system, and let T ∈ T f ull. Suppose that φ ∈ AutF(T )
is not a restriction of AutF(S).
1. If T ∈ T, then up to S-S equivalence
φ ∈

{θT ,θ−1T } if OutF(T )∼= SL2(3)
{θT ,θ−1T ,αT ,βT} if OutF(T )∼= GL2(3).




{θV0,θ−1V0 ,αV0 ,βV0} if E0,A ∈ T
{θVλ ,θ−1Vλ ,αVλ ,βVλ | λ =−1,1}unionsq{θˆVλ , βˆVλ | λ =−1,1} if E±1,A ∈ T.
Proof. Let φ ,ψ ∈ AutF(T ). Write H = AutS(T ) and H¯ = OutS(T ). Then,
ψ¯ ∈ H¯φ¯ H¯⇔ ψ ∈ HφH⇒ φ ∼ ψ.
Since double cosets corresponding to (H¯, H¯) in OutF(T ) partition the group, it suffices to
find a set of double coset representatives of (H¯, H¯) in OutF(T ). Under the identification







Suppose T ∈ T. Then note that OutF(T ) is isomorphic to one of SL2(3) or GL2(3). If
OutF(T ) ∼= SL2(3), then for each double coset representative of (H¯, H¯) in SL2(3), we have
the following identifications:
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T 1 −1 ( 0 1−1 0) (0 −11 0 )
V0 Id|V0 ω ◦η |V0 θV0 θ−1V0
Eλ Id|Eλ ω|Eλ θEλ θ−1Eλ
A Id|A η |A θA θ−1A
It follows that θT and θ−1T are all the morphisms up to S-S-equivalence in AutF(T ) that are
not restrictions of elements in AutF(S).
If on the other hand OutF(T )∼= GL2(3), then for each double coset representative of (H¯, H¯)










) ( 0 −1
−1 0
)
V0 η |V0 ω|V0 αV0 βV0
E0 η |E0 ω ◦η |E0 αE0 β−1E0
A ∼ ω ◦η |A ∼ ω|A θA θ−1A








. However, the two maps are in the same
double coset as to the matrices listed in the table above. It follows that θT , θ−1T , αT and βT
are all the morphisms up to S-S-equivalence in AutF(T ) that are not restrictions of elements
in AutF(S).
Now suppose that E0,A ∈ T and T = V0, or E±1,A ∈ T and T = Vλ , for some λ = −1,1.
By Lemma 7.1.7, OutF(V0) ∼= GL2(3) if E0,A ∈ T, and OutF(Vλ ) ∼= GL2(3) if E±1,A ∈ T.
For each double coset representative of (H¯, H¯) in GL2(3), where H¯ = OutS(Vλ ), we have the
following identifications:
T 1 −1 ( 0 1−1 0) (0 −11 0 ) (1 00 −1) (−1 00 1) (0 11 0) ( 0 −1−1 0 )
V0 Id|V0 ω ◦η |V0 θV0 θ−1V0 η |V0 ω|V0 αV0 βV0




Thus, when λ = 0, then θV0,θ
−1
V0 ,αV0 ,βV0 are all the morphisms up to S-S-equivalence in
AutF(V0) that are not restrictions of elements in AutF(S), as was the case when V0 was




,αVλ ,βVλ , and additionally θˆVλ , βˆVλ are the morphisms up to S-S-equivalence in AutF(Vλ )
that are not restrictions of AutF(S).
Corollary 7.1.9. Let F be a DRV-fusion system and let T ∈ T f ull. Suppose that φ is a
restriction of an element in AutF(T ), and not a restriction of AutF(S).
1. If T ∈ T, then up to S-S-equivalence,
φ ∈

{θT |Q,θ−1T |Q | Q≤ T} if OutF(T )∼= SL2(3)
{θT |Q,θ−1T |Q,αT |Q,βT |Q | Q≤ T} if OutF(T )∼= GL2(3).




{θV0|Q,θ−1V0 |Q,αV0|Q,βV0|Q | Q≤V0} if E0,A ∈ T
{θVλ |Q,θ−1Vλ |Q,αVλ |Q,βVλ |Q | Q≤Vλ ,λ =−1,1}
unionsq{θˆVλ |Q, βˆVλ |Q | Q≤Vλ ,λ =−1,1} if E±1,A ∈ T.




{θT ,θ−1T } if OutF(T )∼= SL2(3)
{θT ,θ−1T ,αT ,βT} if OutF(T )∼= GL2(3).
such that ϕ ∼ ψ . If E0,A ∈ T and T =V0, or, if E±1,A ∈ T and T =Vλ , for some λ =−1,1,
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then by Lemma 7.1.8, there exists
ψ ∈

{θV0,θ−1V0 ,αV0,βV0} if E0,A ∈ T
{θVλ ,θ−1Vλ ,αVλ ,βVλ | λ =−1,1}unionsq{θˆVλ , βˆVλ | λ =−1,1} if E±1,A ∈ T.
such that ϕ ∼ ψ . Under restriction, for either of the two cases, we have ϕ|P ∼ ψ|Q for some
S-conjugate Q≤ T of P. The result now follows.
Lemma 7.1.10. Let F be a DRV-fusion system and let T =Eλ for some λ =−1,0,1. Suppose
that one of the following holds:
1. OutF(T )∼= SL2(3) for λ =−1,1, whenever η ∈ AutF(S) and E±1 ∈ T, or
OutF(T )∼= GL2(3) for λ = 0.








If {V,W} 6= {〈z〉}, define v ∈V ∩{ssλ1 , t} and w ∈W ∩{ssλ1 , t}. Then, up to S-S-equivalence,




v 7→ wi if z /∈V
v 7→ wi; z 7→ z j if z ∈V,V 6= 〈z〉
z 7→ z j if V = 〈z〉
where i, j ∈ {−1,1}, whenever case (1) holds, and where i ∈ {−1,1}, j = 1, whenever case
(2) holds.
Proof. By Lemma 7.1.4, we remark that whenever η ∈ AutF(S) and E±1 ∈ T, every proper
restriction of a morphism that exists in the full automorphism group Aut(Eλ ), for λ =−1,1,
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exists in F. This is the reason why this case is set alongside the case when OutF(T )∼=GL2(3).
Let ψ be a non-trivial proper restriction of a morphism in AutF(T ). Write P = Dψ and
Q= Iψ . if P= 〈z〉, then zψ = z j where j ∈ {−1,1} whenever case (1) holds, and where j= 1
whenever case (2) holds. So suppose P 6= 〈z〉. Then there exists x,y ∈ T , i ∈ {−1,1} and
l ∈ {−1,0,1} such that
P=

〈x〉 if z /∈ P
〈x,z〉 if z ∈ P
Q=

〈y〉 if z /∈ Q
〈y,z〉 if z ∈ Q
(x)ψ =

yi if z /∈ P
yizl if z ∈ P.
and (z)ψ = z j if z ∈ P
where j ∈ {−1,1} whenever case (1) holds, and where j= 1 whenever case (2) holds. If z /∈ P,
then P and Q are S-conjugate to 〈ssλ1 〉 or 〈t〉. If on the other hand, z ∈ P, then P and Q
are S-conjugate to 〈ssλ1 ,z〉 or 〈t,z〉. It follows that there exists g,h ∈ S such that Pg =V and
Qh =W for some unordered pair {V,W} specified in the Lemma. Upon redefining generators,
if necessary, we have h ∈ NS(y,w) and
g ∈

NS(x,v) if z /∈ P
NS(x,vzm) if z ∈ P
where m is chosen such that m j ≡ l mod 3. It follows that ψ = cg|P ◦φ ◦ch−1 , where φ is the
map described in the lemma.
Lemma 7.1.11. Let F be a DRV-fusion system and let T =Vλ for some λ =−1,0,1. Suppose







Define v ∈ V ∩{ssλ1 ,z} and w ∈W ∩{ssλ1 ,z}. Then, up to S-S-equivalence, every non-trivial
proper restriction of a morphism in AutF(T ) is a morphism φ ∈ HomF(V,W ), defined by
φ : v 7→ wi
where i ∈ {−1,1}.
Proof. Let ψ be a non-trivial proper restriction of a morphism in AutF(T ). Write P=Dψ and
Q= Iψ . Then |P|= |Q|= 3. There exists x,y ∈ T such that
P= 〈x〉, Q= 〈y〉 and xψ = yi
for some i ∈ {−1,1}. Note that P and Q are S-conjugate to one of 〈ssλ1 〉 and 〈z〉. Thus, there
exists g,h ∈ S such that Pg =V and Qh =W for some unordered pair {V,W} specified in the
Lemma. Upon redefining generators, if necessary, we have g ∈ NS(x,v) and h ∈ NS(y,w). It
follows that ψ = cg|P ◦φ ◦ ch−1 , where φ is the map described in the lemma.







Define v ∈ V ∩{t,z} and w ∈W ∩{t,z}. Then, up to S-S-equivalence, every non-trivial re-
striction of a morphism in AutF(A) with domain of order 3, is a morphism φ ∈ HomF(V,W ),
defined by
φ : v 7→ wi
where i ∈ {−1,1}.
Proof. When a subgroup of A has order 3, then it is inside Ω1(A) = 〈t,z〉. In the proof of
Lemma 7.1.11, it suffices to replace ssλ1 with t, and Vλ with A. The claim now follows.
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Let T ∈ T f ull. Define
DT =

set of nontrivial S-conjugacy class representatives of subgroups of T if T 6= A
set of all nontrivial subgroups in A not including 〈tz〉 or 〈tz−1〉 if T = A.
For our convenience, however, we shall fix DT in the following way:
DT =

{〈ssλ1 〉,〈z〉,〈ssλ1 ,z〉} if T =Vλ
{〈ssλ1 〉,〈t〉,〈ssλ1 ,z〉,〈t,z〉,〈ssλ1 , t〉} if T = Eλ
{Q≤ A | Q 6= 1,〈tz〉 or 〈tz−1〉} if T = A.
where λ =−1,0,1. For simplicity, we also write Dλ =DEλ . We also define
DA0 = {〈z〉,〈t〉,〈t,z〉}.
We also define D to be the set of S-conjugacy class representatives in S (not including the
identity). For D, the S-conjugacy class representatives that are not contained in A are easy
to write down, by Lemma 5.2.3 and Lemma 5.2.5. Thus we may fix,




2 } where i= 1, ...,k}.
For convenience, we may also choose 〈z〉,〈t〉, 〈t,z〉 ∈D. This ensures DT ⊂D for all T 6= A.
Note that 〈s2〉s = 〈s31s22〉, 〈s2〉s
−1
= 〈s31s2〉 and |S|/|NS(〈s2〉)| = 3. This means that the con-
jugacy class containing 〈s2〉 is 〈s2〉S = {〈s31s2〉,〈s2〉,〈s31s22〉}. Similarly, the conjugacy class
containing 〈s1〉 and 〈s1s−12 〉 is {〈s1s2〉,〈s1〉,〈s21s2〉} and {〈s41s32〉,〈s1s−12 〉,〈s51s22〉}, respectively.
We may reasonably choose,
D⊃ {Q | Q≤ 〈s1〉,〈s2〉,〈s1s−12 〉}.
This means that no subgroup of 〈s31s2〉,〈s31s22〉,〈s1s2〉 or 〈s21s2〉 is in D. For the rest of the
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subgroups of A in D we leave them as arbitrary.
Lemma 7.1.13. Let F be a DRV-fusion system and let T ∈ T f ull. Suppose that φ is a
restriction of an element in AutF(T ), and is not a restriction of an element in AutF(S).
1. If T ∈ T, then up to S-S-equivalence
φ ∈

{θT |Q,θ−1T |Q | Q ∈DT} if OutF(T )∼= SL2(3)
{θT |Q,θ−1T |Q,αT |Q,βT |Q | Q ∈DT} if OutF(T )∼= GL2(3).
2. If T =V0 and {E0,A} ⊆ T, or, if T =V±1 and {E±1,A} ⊆ T, then up to S-S-equivalence
φ ∈

{θV0|Q,θ−1V0 |Q,αV0|Q,βV0|Q | Q ∈DV0} if E0,A ∈ T
{θVλ |Q,θ−1Vλ |Q,αVλ |Q,βVλ |Q | Q ∈DVλ ,λ =−1,1}unionsq{θˆVλ , βˆVλ } if E±1,A ∈ T.
Proof. We split the two claims into three cases: T = A, T =Vλ or T = Eλ , for λ =−1,0,1.
It is in the second case, that is, T =Vλ , that we prove the second claim of the Lemma.
Case 1 T = A.
In this case OutF(A) ∼= SL2(3) or GL2(3). If |Dφ | ≥ 32, then the result holds by definition
of DA. So it suffices to consider the case |Dφ | = 3. Lemma 7.1.12 gives us the following
morphisms, up to S-S equivalence:
Morphisms Equal to
〈t〉 → 〈t〉 t 7→ t Id|〈t〉
t 7→ t−1 η |〈t〉
〈z〉 → 〈z〉 z 7→ z Id|〈z〉
z 7→ z−1 η |〈z〉
〈t〉 → 〈z〉 t 7→ z θA|〈t〉
t 7→ z−1 θ−1A |〈t〉
〈z〉 → 〈t〉 z 7→ t θ−1A |〈z〉
z 7→ t−1 θA|〈z〉
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This completes the proof for this case.
Case 2: T =Vλ .
In this case, once again, OutF(Vλ )∼= SL2(3) or GL2(3). When |Dφ |= 3, Lemma 7.1.11 gives
the following morphisms, up to S-S equivalence:
Morphisms Equal to
〈ssλ1 〉 → 〈ssλ1 〉 ssλ1 7→ ssλ1 Id|〈ssλ1 〉
ssλ1 7→ (ssλ1 )−1 ω|〈ssλ1 〉
〈z〉 → 〈z〉 z 7→ z Id|〈z〉
z 7→ z−1 η |〈z〉
〈ssλ1 〉 → 〈z〉 ssλ1 7→ z θVλ |〈ssλ1 〉
ssλ1 7→ z−1 θ−1Vλ |〈ssλ1 〉
〈z〉 → 〈ssλ1 〉 z 7→ ssλ1 θ−1Vλ |〈z〉
z 7→ (ssλ1 )−1 θVλ |〈z〉
By using Lemma 7.1.8 for the situation where Dφ =Vλ , this completes the proof for this case.
It is here that we have proved the second claim of this lemma, through the application of
Lemma 7.1.8.
Case 3: T = Eλ .
Suppose that OutF(Eλ )∼= SL2(3) for λ =−1,0,1. If |Dφ |= 32, then Lemma 7.1.10 gives us
the following 8 morphisms, up to S-S equivalence:
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Morphisms Equal to
〈ssλ1 ,z〉→ 〈ssλ1 ,z〉 ssλ1 7→ ssλ1 , z 7→ z Id|〈ssλ1 ,z〉
ssλ1 7→ (ssλ1 )−1, z 7→ z ω|〈ssλ1 ,z〉
〈t,z〉 → 〈t,z〉 t 7→ t, z 7→ z Id|〈t,z〉
t 7→ t−1, z 7→ z cs−1 |〈t,z〉 ◦ω
〈ssλ1 ,z〉 → 〈t,z〉 ssλ1 7→ t, z 7→ z θλ |〈ssλ1 ,z〉
ssλ1 7→ t−1, z 7→ z θ−1λ |〈ssλ1 ,z〉
〈t,z〉 → 〈ssλ1 ,z〉 t 7→ ssλ1 , z 7→ z θ−1λ |〈t,z〉
t 7→ (ssλ1 )−1, z 7→ z θλ |〈t,z〉
When |Dφ |= 3 Lemma 7.1.10 also gives the following 9 morphisms, up to S-S-equivalence:
Morphisms Equal to
〈ssλ1 〉 → 〈ssλ1 〉 ssλ1 7→ ssλ1 Id|〈ssλ1 〉
ssλ1 7→ (ssλ1 )−1 ω|〈ssλ1 〉
〈t〉 → 〈t〉 t 7→ t Id|〈t〉
t 7→ t−1 cs−1|〈t〉 ◦ω
〈z〉 → 〈z〉 z 7→ z Id|〈z〉
〈ssλ1 〉 → 〈t〉 ssλ1 7→ t θλ |〈ssλ1 〉
ssλ1 7→ t−1 θ−1λ |〈ssλ1 〉
〈t〉 → 〈s〉 t 7→ ssλ1 θ−1λ |〈t〉
t 7→ (ssλ1 )−1 θλ |〈t〉
By using Lemma 7.1.8 for the situation when the domain of φ is Eλ , this completes the proof
when OutF(Eλ )∼= SL2(3).
Now suppose that OutF(E0)∼=GL2(3).1 If |Dφ |= 32 then Lemma 7.1.10 gives us the following
additional 8 morphisms, up to S-S-equivalence:
1Note that for λ =−1,1, OutF(Eλ ) 6∼= GL2(3) for any DRV-fusion system.
111
Morphisms Equal to
〈s,z〉 → 〈s,z〉 s 7→ s, z 7→ z−1 η |〈s,z〉
s 7→ s−1, z 7→ z−1 ω|〈s,z〉 ◦η
〈t,z〉 → 〈t,z〉 t 7→ t, z 7→ z−1 cs−1 |〈t,z〉 ◦ω ◦η
t 7→ t−1, z 7→ z−1 η |〈t,z〉
〈s,z〉 → 〈t,z〉 s 7→ t, z 7→ z−1 α0|〈s,z〉
s 7→ t−1, z 7→ z−1 β0|〈s,z〉
〈t,z〉 → 〈s,z〉 t 7→ s, z 7→ z−1 α0|〈t,z〉
t 7→ s−1, z 7→ z−1 β0|〈t,z〉
When OutF(E0)∼= GL2(3) and |Dφ |= 3, we additionally have the following morphism:
Morphisms Equal to
〈z〉 → 〈z〉 z 7→ z−1 η |〈z〉
By using Lemma 7.1.8 for the situation when the domain of φ is Eλ , this completes the proof
for this case.
Lemma 7.1.14. Let F be a DRV-fusion system. Suppose that E±1 ∈ T and η ∈ AutF(S).
Suppose that φ ∈ F is a restriction of an element of the full automorphism group Aut(Eλ ), for
some λ =−1,1, but not a restriction of an element of AutF(S). Then up to S-S-equivalence
φ ∈

{θλ ,θ−1λ | λ =−1,1} if |Dφ |= |Eλ |
{θλ |Q,θ−1λ |Q,αλ |Q,βλ |Q | Q ∈Dλ ,Q 6= Eλ}
unionsq{θˆVλ , βˆVλ } if |Dφ | |Eλ |.
Proof. If Dφ = Eλ , then by definition φ ∈ AutF(Eλ ). Now, by applying Lemma 7.1.13 we get
the two listed morphisms up to S-S-equivalence. If |Dφ | = 32, then Lemma 7.1.10 gives us,
in addition to the SL2(3) ones listed in Case 3 in the proof of Lemma 7.1.13, the following 8
morphisms, up to S-S-equivalence:
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Morphisms Equal to
〈ssλ1 ,z〉→ 〈ssλ1 ,z〉 ssλ1 7→ ssλ1 , z 7→ z−1 θˆVλ
ssλ1 7→ (ssλ1 )−1, z 7→ z−1 βˆVλ
〈t,z〉 → 〈t,z〉 t 7→ t, z 7→ z−1 (ω ◦η ◦ cs)|〈t,z〉
t 7→ t−1, z 7→ z−1 η |〈t,z〉
〈ssλ1 ,z〉 → 〈t,z〉 ssλ1 7→ t, z 7→ z−1 αλ |〈ssλ1 ,z〉
ssλ1 7→ t−1, z 7→ z−1 βλ |〈ssλ1 ,z〉
〈t,z〉 → 〈ssλ1 ,z〉 t 7→ ssλ1 , z 7→ z−1 αλ |〈t,z〉
t 7→ (ssλ1 )−1, z 7→ z−1 βλ |〈t,z〉
When |Dφ | = 3, Lemma 7.1.10 gives, in addition to the SL2(3) ones listed in Case 3 in the
proof of Lemma 7.1.13, the following morphism:
Morphisms Equal to
〈z〉 → 〈z〉 z 7→ z−1 η |〈z〉
This completes the proof.
Before we move on, we remark that there is no contradiction between Lemma 7.1.13 and
Lemma 7.1.14. In the case where T = E±1 and η ∈ AutF(S), the statement in Lemma 7.1.13
is talking of those morphisms that are restrictions of those in AutF(T ). However, as Lemma
7.1.14 demonstrates, not every morphism is a restriction of an element in AutF(T ).
Corollary 7.1.15. Let F be a DRV-fusion system. Suppose that φ ∈ HomF(P,Q), for some
P,Q ≤ S, is not a restriction of AutF(S). Suppose that φ ∈ 〈AutF(S),AutF(T )〉 for some
T ∈ T. Then, up to S-S-equivalence, either
φ ∈

{θT |Q,θ−1T |Q | Q ∈DT} if OutF(T )∼= SL2(3)
{θT |Q,θ−1T |Q,αT |Q,βT |Q | Q ∈DT} if OutF(T )∼= GL2(3).
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or, if T = E±1, and η ∈ AutF(S), then
φ ∈

{θλ |Q,θ−1λ |Q | Q ∈Dλ ,λ =−1,1}
{(θλ ◦η)|Q,(θ−1λ ◦η)|Q | Q ∈Dλ ,λ =−1,1}
{θˆVλ , βˆVλ , ϑˆ1,λ , ϑˆ4,λ}.
Proof. By Lemma 7.1.5,
1. Either φ is S-S-equivalent to a restriction of a morphism in AutF(T ), or
2. if additionally, T = E±1 and η ∈ AutF(S), then φ is S-S-equivalent to an element in the
set
{ϕ|P,(ϕ ◦η)|P | ϕ ∈ Aut(Eλ ),P Eλ ,λ =−1,1}unionsq{ϕ,ϕ ◦η | ϕ ∈ AutF(Eλ ),λ =−1,1}.
In the first case it suffices to impose Lemma 7.1.13 and the result follows. For the second case,
we note that, by Lemma 3.1.6, for any ψ1,ψ2 ∈Aut(Eλ ), we have ψ1∼ψ2⇔ψ1◦η ∼ψ2◦η .
Thus, by imposing Lemma 7.1.14, we get the following set of morphisms:
φ ∈

{θλ ◦η i,θ−1λ ◦η i | λ =−1,1, i= 0,1} if |Dφ |= Eλ
{θλ |Q ◦η i,θ−1λ |Q ◦η i,αλ |Q ◦η i,βλ |Q ◦η i | Q ∈Dλ ,Q 6= Eλ , i= 0,1}
∪{θˆVλ ◦η i, βˆVλ ◦η i | i= 0,1} if |Dφ | Eλ .
However, it turns out that
(θλ ◦η)|〈ssλ1 ,z〉 = βλ |〈ssλ1 ,z〉, (θλ ◦η)|〈t,z〉 = β−λ |〈t,z〉
(θ−1λ ◦η)|〈ssλ1 ,z〉 = αλ |〈ssλ1 ,z〉, (θ
−1
λ ◦η)|〈t,z〉 = α−λ |〈t,z〉
θ−1λ |〈ssλ1 ,z〉 = (αλ ◦η)|〈ssλ1 ,z〉, θ
−1
−λ |〈t,z〉 = (αλ ◦η)|〈t,z〉
θλ |〈ssλ1 ,z〉 = (βλ ◦η)|〈ssλ1 ,z〉, θ−λ |〈t,z〉 = (βλ ◦η)|〈t,z〉
Moreover, by definition, θˆVλ ◦η = ϑˆ1,λ and βˆVλ ◦η = ϑˆ4,λ . This completes the proof.
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7.2 F-morphisms generated by automorphisms of S and
multiple proper subgroups
Let F be a DRV-fusion system and let T ∈ T. In Section 7.1, we showed that when φ ∈
〈AutF(S),AutF(T )〉, and is not a restriction of an element in AutF(S), then, up to S-S-
equivalence, φ can be chosen to be restrictions of elements in AutF(T ) (with some modifica-
tions in the case when η ∈ AutF(S) and T = E±1). However, it may be the case that
{〈AutF(S),AutF(T )〉 | T ∈ T}( F,
that is, there may be morphisms that are generated by products of automorphisms of mul-
tiple F-essential subgroups of S. In particular this means that for such a DRV-fusion system,
|T| ≥ 2. In this section we address this problem. Let φ ∈ F. Lemma 7.2.1 gives us a condition
on Dφ under which φ /∈⊔T∈T〈AutF(S),AutF(T )〉. Intuitively, this is only interesting when Dφ
conjugates into several T ∈ T. Hence Dφ is expected to be very small. We use this condi-
tion to determine morphisms, up to S-S-equivalence, for various DRV-fusion systems with the
property that |T| ≥ 2, as seen in Lemma 7.2.3 and Lemma 7.2.4.
Let F be a DRV-fusion system. If φ ∈ HomF(P,Q), then recall that we can write
φ = (φ1|P0)◦ ..◦ (φn|Pn−1) (I)
with the property that P0 = P,Pn =Q, and (Pi−1)φi ≤ Pi and, if i is even, φi ∈⊔T∈TAutF(T ),
in which case T ≥ 〈Pi−1,Pi〉 or, if i is odd, φi ∈ AutF(S).
Lemma 7.2.1. Let F be a DRV-fusion system. Suppose that φ ∈ HomF(P,Q), for some
P,Q ≤ S, is not a restriction of an element in AutF(S). Suppose that either |T| = 1, or, if
|T| > 1, then P  (T1 ∩ T2)ψ for every ψ ∈ 〈AutF(S),AutF(T1)〉 ∪ 〈AutF(S),AutF(T2)〉 and
T1 6= T2, T1,T2 ∈ T. Then, for some T ∈ T, we have φ ∈ 〈AutF(S),AutF(T )〉.
Proof. By (I) we may write φ = (φ1|P0)◦ ..◦ (φn|Pn−1) with n≥ 1, P= P0 and Q= Pn−1φn. If
|T| = 1, the claim holds by definition. If T = {E±1} and η ∈ AutF(S), then, since (E1)η =
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E−1, the claim also holds. So we assume |T| > 1 with P  (T1 ∩ T2)ψ for every ψ ∈
〈AutF(S),AutF(T1)〉 ∪ 〈AutF(S),AutF(T2)〉, T1 6= T2 and T1,T2 ∈ T. Let T1 ∈ T be defined
such that φ2 ∈ AutF(T1). Suppose for contradiction that there exists 4 ≤ i ≤ n, which
we may assume to be the least, such that φi ∈ AutF(T2) for some T2 ∈ T\{T1}.1 Then
φ = ϕ1 ◦ ϕ2 where ϕ1 = (φ1|P0) ◦ .. ◦ (φi−1|Pi−2) and ϕ2 = (φi|Pi−1) ◦ .. ◦ (φn|Pn−1). By con-
struction, ϕ1 ∈ 〈AutF(S),AutF(T1)〉. By 7.1.3, we have Pϕ1 ≤ T g1 , or, if η ∈ AutF(S) and
T1 = E±1, then Pϕ1 ≤ Eg±1, for some g ∈ S. By construction, we also have Pϕ1 ≤ T2. Thus
Pϕ1 ≤ T g1 ∩T2 or Pϕ1 ≤ Eg±1∩T2. By inspection, T g1 ∩T2 = T1∩T2 ∈ {〈t,z〉,〈z〉} depending
on the subgroup T1 and T2. Similarly, in the case when η ∈ AutF(S) and T1 = E±1, we have
Eg±1∩T2 = E−1∩T2 = E1∩T2 ∈ {〈t,z〉,〈z〉}. It follows that P ≤ (T1∩T2)ϕ−11 , contradicting
our assumption.
Lemma 7.2.2. Let F be a DRV-fusion system. Let φ ,ψ ∈ HomF(P,Q), for some P,Q ≤ S.
Fix a λ ,µ =−1,0,1. We have the following facts:
1. If P,Q≤ 〈ssλ1 ,z〉, then φ ∼ ψ , if and only if, φ ◦θλ ∼ ψ ◦θλ .
2. If P,Q≤ 〈ssλ1 ,z〉, then φ ∼ ψ , if and only if, φ ◦θλ ◦θµ ∼ ψ ◦θλ ◦θµ .
3. If P≤ 〈ssλ1 ,z〉 and Q≤ 〈t,z〉, then φ ∼ ψ , if and only if, φ ◦θ0 ∼ ψ ◦θ0.
Proof. 1. Note that AutS(Vλ ) = 〈ct |Vλ 〉. Thus, when normalizing 〈ssλ1 ,z〉 by an element
y ∈ S, we may write y = t i. Similarly, note that AutS(〈t,z〉) = 〈cs|〈t,z〉〉. Thus, when
normalizing 〈t,z〉 by an element of y′ ∈ S, we may write y′ = s j. By writing j = −i, it
1We can say more. If η ∈AutF(S) and T1 =E1, then T2 6=E−1. Otherwise that would not be a contradiction,
because, as we know 〈AutF(S),AutF(E1)〉= 〈AutF(S),AutF(E−1)〉. Similarly, if η ∈ AutF(S) and T1 = E−1,
then T2 6= E1
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follows that cy|Vλ ◦θλ = ct i|Vλ ◦θλ = θλ |〈ssλ1 ,z〉 ◦ cs−i = θλ |〈ssλ1 ,z〉 ◦ cy′ . Thus,
φ ∼ ψ ⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ cy = ψ (for some x,y ∈ S)
⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ cy ◦θλ = ψ ◦θλ (for some x,y ∈ S)
⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ ct i ◦θλ = ψ ◦θλ (for some x ∈ S, i=−1,0,1)
⇔ Dxψ = Dφ and cx|Dψ ◦ (φ ◦θλ )◦ cs−i = ψ ◦θλ (for some x,∈ S, i=−1,0,1)
⇔ Dxψ = Dφ and cx|Dψ ◦ (φ ◦θλ )◦ cy′ = ψ ◦θλ (for some x,y′ ∈ S)
⇔ φ ◦θλ ∼ ψ ◦θλ .
2. Here, when normalizing 〈ssλ1 ,z〉 by an element of y ∈ S, we may write y= t i. Similarly,
when normalizing 〈ssµ1 ,z〉 by an element of y′ ∈ S, we may write y′ = t j. Writing j=−i,
it follows that cy|Vλ ◦θλ ◦θµ = ct i|Vλ ◦θλ ◦θµ = θλ |〈ssλ1 ,z〉 ◦θµ ◦ct−i = θλ |〈ssλ1 ,z〉 ◦θµ ◦cy′ .
Thus,
φ ∼ ψ ⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ cy = ψ (for some x,y ∈ S)
⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ cy ◦θλ ◦θµ = ψ ◦θλ ◦θµ (x,y ∈ S)
⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ ct i ◦θλ ◦θµ = ψ ◦θλ ◦θµ (x ∈ S, i=−1,0,1)
⇔ Dxψ = Dφ and cx|Dψ ◦ (φ ◦θλ ◦θµ)◦ ct−i = ψ ◦θλ ◦θµ (x,∈ S, i=−1,0,1)
⇔ Dxψ = Dφ and cx|Dψ ◦ (φ ◦θλ ◦θµ)◦ cy′ = ψ ◦θλ ◦θµ (x,y′ ∈ S)
⇔ φ ◦θλ ∼ ψ ◦θλ .
3. This case is similar to the previous ones. In this case we let y = si and y′ = t i, and we
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see that cy|〈t,z〉 ◦θ0 = csi|〈t,z〉 ◦θ0 = θ0|〈t,z〉 ◦ ct i = θ0|〈t,z〉 ◦ cy′ . Thus,
φ ∼ ψ ⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ cy = ψ (for some x,y ∈ S)
⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ cy ◦θ0 = ψ ◦θ0 (for some x,y ∈ S)
⇔ Dxψ = Dφ and cx|Dψ ◦φ ◦ csi ◦θ0 = ψ ◦θ0 (for some x ∈ S, i=−1,0,1)
⇔ Dxψ = Dφ and cx|Dψ ◦ (φ ◦θ0)◦ ct i = ψ ◦θ0 (for some x,∈ S, i=−1,0,1)
⇔ Dxψ = Dφ and cx|Dψ ◦ (φ ◦θ0)◦ cy′ = ψ ◦θ0 (for some x,y′ ∈ S)
⇔ φ ◦θ0 ∼ ψ ◦θ0.
This completes the proof.
For the next lemma recall morphisms defined in Section 6.3.
Lemma 7.2.3. Let F be a DRV-fusion system. Let φ ∈ HomF(P,Q), for some P,Q ≤ S.
Suppose that φ /∈ 〈AutF(S),AutF(T )〉 for all T ∈ T. We have following facts:




{θV0|R,θ−1V0 |R,αV0|R,βV0|R | R ∈DV0} if P,Q≤ 〈s,z〉
{Θ1,0|R,Θ2,0|R,Θ3,0|R,Θ4,0|R | R ∈DV0} if P≤ 〈s,z〉,Q≤ 〈t,z〉
{Θ−11,0|R,Θ−12,0|R,Θ−13,0|R,Θ−14,0|R | R ∈DA0} if P≤ 〈t,z〉,Q≤ 〈s,z〉
2. Suppose that {E±1,A} ⊆ T. If P,Q are subgroups of one of 〈ssλ1 ,z〉 or 〈t,z〉, for some
λ =−1,1, then up to S-S-equivalence
φ ∈

{θVλ |R,θ−1Vλ |R,αVλ |R,βVλ |R | R ∈DVλ } if P,Q≤ 〈ssλ1 ,z〉
{Θ1,λ |R,Θ2,λ |R,Θ3,λ |R,Θ4,λ |R | R ∈DVλ } if P≤ 〈ssλ1 ,z〉,Q≤ 〈t,z〉
{Θ−11,λ |R,Θ−12,λ |R,Θ−13,λ |R,Θ−14,λ |R | R ∈DA0} if P≤ 〈t,z〉,Q≤ 〈ssλ1 ,z〉
{ϑ1,λ |R,ϑ2,λ |R,ϑ3,λ |R,ϑ4,λ |R | R ∈DVλ } if P≤ 〈ssλ1 ,z〉,Q≤ 〈ss−λ1 ,z〉.
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3. Suppose that T = {E0,E±1}.1 If P,Q are subgroups of one of 〈ssλ1 ,z〉 or 〈t,z〉, for some
λ =−1,0,1, then up to S-S-equivalence, λ =−1,1 and
φ ∈

{ξ1,λ |R,ξ2,λ |R,ξ3,λ |R,ξ4,λ |R | R= 〈ssλ1 〉,〈ssλ1 ,z〉} if P≤ 〈ssλ1 ,z〉,Q≤ 〈s,z〉
{ξ−11,λ |R,ξ−12,λ |R,ξ−13,λ |R,ξ−14,λ |R | R= 〈s〉,〈s,z〉} if P≤ 〈s,z〉,Q≤ 〈ssλ1 ,z〉.
Proof. We prove cases 1 and 2 together. By Lemma 7.1.6, first note that, since A ∈ T
and AutF(A) ∼= GL2(3), we have AutF(A) ∼= AutF(〈t,z〉) ∼= Aut(〈t,z〉) ∼= GL2(3). Thus, if
P,Q≤ 〈t,z〉, then φ ∈ 〈AutF(S),AutF(A)〉, a contradiction. By Lemma 7.1.7, if E0,A∈ T, then
AutF(V0)∼= GL2(3), and, if E±1,A ∈ T, then AutF(V±1)∼= GL2(3). Thus, if P,Q≤ 〈s,z〉, then
φ is a restriction of an element in AutF(V0). Similarly, if P,Q≤ 〈ssλ1 ,z〉, for λ =−1,1, then φ
is a restriction of an element in AutF(Vλ ). By Lemma 7.1.13, if E0,A∈ T and φ ∈ 〈AutF(V0)〉,
or, if E±1,A ∈ T and φ ∈ 〈AutF(Vλ )〉, for λ =−1,1, then up to S-S-equivalence
φ ∈

{θV0|R,θ−1V0 |R,αV0 |R,βV0 |R | R ∈DV0} if E0,A ∈ T
{θVλ |R,θ−1Vλ |R,αVλ |R,βVλ |R | R ∈DVλ ,λ =−1,1} if E±1,A ∈ T
where we have excluded θˆVλ and βˆVλ because they lie in 〈AutF(S),AutF(Eλ )〉 for λ =−1,1,
by Lemma 7.1.15.
Now, if P ≤ 〈ssλ1 ,z〉 and Q ≤ 〈t,z〉 for some λ = −1,0,1, then φ = ϕ ◦ θλ for some ϕ ∈




{Θ1,0|R,Θ2,0|R,Θ3,0|R,Θ4,0|R | R ∈DV0} if E0,A ∈ T
{Θ1,λ |R,Θ2,λ |R,Θ3,λ |R,Θ4,λ |R | R ∈DVλ ,λ =−1,1} if E±1,A ∈ T.
If P≤ 〈t,z〉 and Q≤ 〈ssλ1 ,z〉 for some λ =−1,0,1, then an application of Lemma 3.1.6 gives
1This is the DRV-11 fusion system.
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us the required result:
φ ∈

{Θ−11,0|R,Θ−12,0|R,Θ−13,0|R,Θ−14,0|R | R ∈DV0} if E0,A ∈ T
{Θ−11,λ |R,Θ−12,λ |R,Θ−13,λ |R,Θ−14,λ |R | R ∈DVλ ,λ =−1,1} if E±1,A ∈ T.
If P≤ 〈ssλ1 ,z〉 and Q≤ 〈ss−λ1 ,z〉 for some λ =−1,1, then, φ = ϕ ◦η for some ϕ ∈ AutF(Vλ ).
Once again, an application of Lemma 3.1.6 gives the required morphisms:
φ ∈ {ϑ1,λ |R,ϑ2,λ |R,ϑ3,λ |R,ϑ4,λ |R | R ∈DVλ ,λ =−1,1} if E±1,A ∈ T.
Now, we prove case 3. By Lemma 7.1.4, we note that
{ϕ|R | ϕ ∈ Aut(Eλ ),P Eλ ,λ =−1,1} ⊆ 〈AutF(S),AutF(E±1)〉.
We also note that AutF(E0) ∼= GL2(3). Thus, for λ = −1,0,1, under the identification
AutF(〈ssλ1 ,z〉)→ GL2(3), we have
θλ |〈ssλ1 ,z〉 ◦ cs ◦θλ =
−1 1
0 1
 ,αλ |〈ssλ1 ,z〉 ◦ cs ◦θλ =
−1 1
0 −1




Similarly, under the identification AutF(〈t,z〉)→ GL2(3), we have
θ0|〈t,z〉 ◦ ct ◦θ0 =
−1 1
0 1
 ,α0|〈t,z〉 ◦ ct−1 ◦θ−10 =
−1 1
0 −1




Note that 〈(1 10 1) ,(−1 10 −1) ,(−1 10 1)〉∼=D12, a dihedral group of order 12. Let R∈{〈ssλ1 ,z〉,〈t,z〉 |
λ = −1,0,1}. If φ ∈ AutF(R), then zφ ∈ 〈z〉. Thus, D12 ≤ AutF(R) < GL2(3). This implies
AutF(R)∼= D12. We use this to make a number of conclusions.
Suppose λ =−1,0,1. Then, if P,Q≤ 〈ssλ1 ,z〉, then φ ∈ 〈AutF(S),AutF(Eλ )〉, a contradiction.
If P,Q≤ 〈t,z〉, then φ ∈ 〈AutF(S),AutF(E0)〉, a contradiction. If P≤ 〈ssλ1 ,z〉 and Q≤ 〈t,z〉,
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then φ = ϕ ◦θλ for some ϕ ∈ 〈AutF(S),AutF(Eλ )〉, that is, φ ∈ 〈AutF(S),AutF(Eλ )〉, a con-
tradiction. The case is similar if P≤ 〈t,z〉 and Q≤ 〈ssλ1 ,z〉.
Suppose λ =−1,1. If P≤〈ssλ1 ,z〉 and Q≤〈ss−λ1 ,z〉, then φ =ϕ ◦η for some ϕ ∈ 〈AutF(S),AutF(Eλ )〉,
that is, φ ∈ 〈AutF(S),AutF(Eλ )〉, a contradiction. If P≤ 〈ssλ1 ,z〉 and Q≤ 〈s,z〉, then φ = ϕ ◦
θ0 for some ϕ ∈ 〈HomF(〈ssλ1 ,z〉,〈t,z〉)〉. It has already been discussed that 〈HomF(〈ssλ1 ,z〉,〈t,z〉)〉⊆
〈AutF(S),AutF(Eλ )〉. By Lemma 7.1.15, the morphisms, up to S-S-equivalence, in 〈AutF(S),AutF(Eλ )〉
that could possibly be S-S-equivalent to morphisms in 〈HomF(〈ssλ1 ,z〉,〈t,z〉)〉, and which are
not restrictions of elements of AutF(S), are as follows:
{θλ |R,θ−1λ |R,(θλ ◦η)|R,(θ−1λ ◦η)|R | R= 〈ssλ1 ,z〉,〈ssλ1 〉,λ =−1,1}
={θλ |R,θ−1λ |R,αλ |R,βλ |R | R= 〈ssλ1 ,z〉,〈ssλ1 〉λ =−1,1}.
Now, by definition we see that
θλ |〈ssλ1 ,z〉 ◦θ0 = ξ4,λ , θ
−1
λ |〈ssλ1 ,z〉 ◦θ0 = ξ3,λ
αλ ◦θ0 = ξ2,λ , βλ ◦θ0 = ξ1,λ .
Applying Lemma 7.2.2 (3) gives us the required morphisms in this case, namely
{ξ1,λ |R,ξ2,λ |R,ξ3,λ |R,ξ4,λ |R | R= 〈ssλ1 〉,〈ssλ1 ,z〉,λ =−1,1}.
If P≤ 〈s,z〉 and Q≤ 〈ssλ1 ,z〉, for some λ =−1,1, then an application of Lemma 3.1.6 gives
us the required morphisms, namely
{ξ−11,λ |R,ξ−12,λ |R,ξ−13,λ |R,ξ−14,λ |R | R= 〈s〉,〈s,z〉,λ =−1,1}.
This completes the proof.
Lemma 7.2.4. Let φ ∈ HomF(P,Q) be not a restriction of AutF(S). Suppose that for every
T ∈ T, φ /∈ 〈AutF(S),AutF(T )〉. Then, up to S-S-equivalence, φ is one of the following listed
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in the table below:
T Maps up to S-S-conjugacy
E0,A {θV0|Q,θ−1V0 ,αV0|Q,βV0|Q | Q ∈DV0}
(DRV-10) {Θ1,0|Q,Θ2,0|Q,Θ3,0|Q,Θ4,0|Q | Q ∈DV0}
{Θ−11,0|Q,Θ−12,0|Q,Θ−13,0|Q,Θ−14,0|Q | Q ∈DV0}
V0,A {θ0|Q,θ0|−1Q | Q= 〈s〉,〈t〉}
(DRV-14)
E±1,A {θVλ |Q,θ−1Vλ |Q,αVλ |Q,βVλ |Q | Q ∈ λ ∈ {−1,1},DVλ }
(DRV-8) {ϑ1,λ |Q,ϑ2,λ |Q,ϑ3,λ |Q,ϑ4,λ |Q | λ ∈ {−1,1},Q ∈DVλ }
{Θ1,λ |Q,Θ2,λ |Q,Θ3,λ |Q,Θ4,λ |Q | λ ∈ {−1,1},Q ∈DVλ }
{Θ−11,λ |Q,Θ−12,λ |Q,Θ−13,λ |Q,Θ−14,λ |Q | λ ∈ {−1,1},Q ∈DVλ }
E0,E±1 {ξ1,λ |Q,ξ2,λ |Q,ξ3,λ |Q,ξ4,λ |Q | λ =−1,1,Q ∈DVλ }
(DRV-11) {ξ1,λ |Q,ξ−11,λ |Q,ξ−12,λ |Q,ξ−13,λ |Q,ξ−14,λ |Q | λ =−1,1,Q ∈DV0}
V0,E±1 None
(DRV-15)
V0,E±1,A All the maps in the cases T = {V0,A}, T = {E±1,A}, and as well as the following:
(DRV-16) {ξ1,λ |〈ssλ1 〉,ξ2,λ |〈ssλ1 〉,ξ
−1
1,λ |〈s〉,ξ−12,λ |〈s〉 | λ =−1,1}
E0,E±1,A All the maps in the cases T = {E0,A} and T = {E±1,A} as well as the
(DRV-12) following:
{ξ1,λ |Q,ξ2,λ |Q,ξ3,λ |Q,ξ4,λ ,ξ5,λ |Q,ξ6,λ |Q,ξ7,λ |Q,ξ8,λ |Q | λ =−1,1,Q ∈DVλ }
{ξ−11,λ |Q,ξ−12,λ |Q,ξ−13,λ |Q,ξ−14,λ |Q,ξ−15,λ |Q,ξ−16,λ |Q,ξ−17,λ |Q,ξ−18,λ |Q | λ =−1,1,Q ∈DV0}
Proof. By 7.2.1 we necessarily have P ≤ (T1 ∩ T2)ψ for some ψ ∈ 〈AutF(S),AutF(T1)〉 ∪
〈AutF(S),AutF(T2)〉, T1 6= T2 and T1,T2 ∈ T. In particular, this means |T| > 1. We may
assume that Q = Pφ , otherwise φ is just an isomorphism, followed by an inclusion map. P
and Q can also be chosen up to S-conjugacy, since φ is being defined up to S-S-equivalence.
We prove the Lemma case by case. Note that, by Lemma 7.1.6 and by Table 7.1, whenever
A ∈ T, then AutF(A) ∼= AutF(〈t,z〉) ∼= Aut(〈t,z〉) ∼= GL2(3), and therefore whenever P,Q ≤
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〈t,z〉, then φ ∈ 〈AutF(A)〉.
Case 1: T = {E0,A}.
In this case E0∩A= 〈t,z〉. Then P,Q are subgroups of one of 〈s,z〉 or 〈t,z〉. Applying Lemma
7.2.3 gives us the required morphisms.
Case 2: T = {V0,A}.
In this caseV0∩A= 〈z〉. Then up to S-conjugacy P,Q∈{〈s〉,〈t〉,〈z〉}. Since φ /∈ 〈AutF(S),AutF(V0)〉∪
〈AutF(S),AutF(A)〉, we have the following possibilities:
Morphisms Equal to
〈s〉 → 〈t〉 s 7→ t θV0|〈s〉 ◦θ−1A = θ0|〈s〉
s 7→ t−1 θV0|〈s〉 ◦θA = θ−10 |〈s〉
〈t〉 → 〈s〉 t 7→ s θA|〈t〉 ◦θ−1V0 = θ−10 |〈t〉
t 7→ s−1 θ−1A |〈t〉 ◦θ−1V0 = θ0|〈t〉
Case 3: T = {E±1,A}.
In this case A∩E±1 = E1∩E−1 = 〈t,z〉. Then P,Q are subgroups of one 〈ssλ1 ,z〉 or 〈t,z〉, for
some λ =−1,1. Applying Lemma 7.2.3 gives us the required morphisms.
Case 4: T = {E0,E±1}.
In this case E0∩E±1 = E1∩E−1 = 〈t,z〉. Then P,Q are subgroups of one of 〈ssλ1 ,z〉 or 〈t,z〉
for some λ =−1,0,1. Applying Lemma 7.2.3 gives us the required morphisms.
Case 5: T = {V0,E±1}.
In this case V0∩E±1 = 〈z〉. Then P,Q ∈ {〈s〉,〈z〉}. In this case φ ∈ 〈AutF(V0)〉= 〈Aut(V0)〉,
a contradiction. So there are no morphisms in this case.
Case 6: T = {V0,E±1,A}.
In this case A∩E±1 = E1∩E−1 = 〈t,z〉 and V0∩A=V0∩E±1 = 〈z〉. Then P,Q are either sub-
groups of one of 〈ssλ1 ,z〉 or 〈t,z〉 for some λ =−1,1, or {P,Q}∈ {{〈s〉,〈ssλ1 〉},{〈s〉,〈t〉},{〈s〉,〈z〉} |
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λ =−1,1}. In the first case, with the application of Lemma 7.2.3, we get the same morph-
isms as in Case 3. It is left to consider the latter case. If {P,Q} = {〈s〉,〈z〉}, then φ ∈
〈AutF(S),AutF(V0)〉, a contradiction. If {P,Q}= {〈s〉,〈t〉}, then φ ∈ 〈AutF(S),AutF(V0),AutF(A)〉,
which gives us the relevant morphisms from Case 2. If {P,Q}= {〈s〉,〈ssλ1 〉} for some λ =−1,1,
then we get the following possibilities:
Morphisms Equal to
〈s〉 → 〈ssλ1 〉 s 7→ ssλ1 θV0|〈s〉 ◦θ−1A ◦θ−1λ = ξ1,λ |−1〈s〉
s 7→ (ssλ1 )−1 θ−1V0 |〈s〉 ◦θ−1A ◦θ−1λ = ξ2,λ |−1〈s〉
〈ssλ1 〉 → 〈s〉 ssλ1 7→ s θλ |〈ssλ1 〉 ◦θA ◦θ
−1
V0 = ξ1,λ |〈ssλ1 〉
ssλ1 7→ s−1 θλ |〈ssλ1 〉 ◦θA ◦θV0 = ξ2,λ |〈ssλ1 〉
Case 7: T = {E0,E±1,A}.
In this case E0∩E±1 = E0∩A= E±1∩A= 〈t,z〉. Then P,Q are subgroups of one of 〈ssλ1 ,z〉
or 〈t,z〉 for λ = −1,0,1. If P,Q are subgroups of 〈s,z〉 or 〈t,z〉, then we apply Lemma 7.2.3
to give us the morphisms as in Case 1. If P,Q are subgroups of one of 〈ssλ1 ,z〉 or 〈t,z〉 for
λ =−1,1, then again we apply Lemma 7.2.3 to give us the morphisms as in Case 3. It is left
to consider the case where, for λ =−1,1, either P≤ 〈ssλ1 ,z〉 and Q≤ 〈s,z〉, or, P≤ 〈s,z〉 and
Q ≤ 〈ssλ1 ,z〉. In the first case, φ = ϕ ◦ θλ ◦ θ0 for some ϕ ∈ 〈AutF(Vλ )〉. Applying Lemma
7.2.2 (2) gives us the required morphisms. For the second case, it suffices to apply Lemma
3.1.6.
7.3 General construction of Ω
In this section, we collect the results derived from previous sections, and give a general con-
struction of a right characteristic biset Ω, for each DRV-fusion system. We first make a
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C(θVλ |Q)OθVλ |Q unionsqC(θ
−1
Vλ








C(Θ−11,λ )OΘ−11,λ |Q unionsqC(Θ
−1
2,λ )OΘ−12,λ |Q unionsqC(Θ
−1
3,λ )OΘ−13,λ |Q unionsqC(Θ
−1
4,λ )OΘ−14,λ |Q
where C(?) ≥ 0 are some undetermined integer constants. Let F be a DRV-fusion system.
Recall that for each such fusion system, there is a corresponding T, the set of F-essential
subgroups of S which generate the fusion system. We define ΩT = /0, if |T| = 1 or, if
OutF(S)  〈ω¯, η¯〉. Otherwise, we make the following definitions for each of the remaining
DRV-fusion systems, where C(?)≥ 0 are again some undetermined integer constants:





C(ϑ1,λ |Q)Oϑ1,λ |Q unionsqC(ϑ2,λ |Q)Oϑ2,λ |Q unionsqC(ϑ3,λ |Q)Oϑ3,λ |Q unionsqC(ϑ4,λ |Q)Oϑ4,λ |Q.
DRV-10: T = {E0,A}, then ΩT =Π0.










C(ξ−11,λ |Q)Oξ−11,λ |Q unionsqC(ξ
−1
2,λ |Q)Oξ−12,λ |Q unionsqC(ξ
−1
3,λ |Q)Oξ−13,λ |Q unionsqC(ξ
−1
4,λ |Q)Oξ−14,λ |Q .
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C(ξ−11,λ |Q)Oξ−11,λ |Q unionsqC(ξ
−1
2,λ |Q)Oξ−12,λ |Q unionsqC(ξ
−1







C(ξ−15,λ |Q)Oξ−15,λ |Q unionsqC(ξ
−1
6,λ |Q)Oξ−16,λ |Q unionsqC(ξ
−1
7,λ |Q)Oξ−17,λ |Q unionsqC(ξ
−1
8,λ |Q)Oξ−18,λ |Q.




C(θ0|Q)Oθ0|Q unionsqC(θ−10 |Q)Oθ−10 |Q.
DRV-15: T = {V0,E±1}, then ΩT = /0.








Finally, if E±1 /∈ T or η /∈ AutF(S), we define ΩE±1,η = /0. Otherwise, if η ∈ AutF(S) and










unionsqC(βˆVλ )OβˆVλ unionsqC(ϑˆ1,λ )Oϑ1,λ unionsqC(ϑˆ4,λ )Oϑ4,λ .














C(θT |Q)OθT |Q unionsqC(θ−1T |Q)Oθ−1T |Q unionsqC(αT |Q)OαT |Q unionsqC(βT |Q)OβT |Q
]
unionsqΩE±1,η unionsqΩT.
under the conditions that
1. C(?)≥ 0 are integers,
2. (a) If OutF(S) ∼= 〈ω〉, then C(η |Q) = C(ω ◦ η |Q) = 0 for all Q ∈ D, and C(Id) =
C(ω)> 0.
(b) If OutF(S) ∼= 〈η〉, then C(ω|Q) = C(ω ◦ η |Q) = 0 for all Q ∈ D, and C(Id) =
C(η)> 0.
(c) If OutF(S) ∼= 〈ω ◦η〉, then C(ω|Q) = C(η |Q) = 0 for all Q ∈ D, and C(Id) =
C(ω ◦η)> 0.
(d) If OutF(S)∼= 〈ω,η〉, then C(Id) =C(ω) =C(η) =C(ω ◦η)> 0.
3. If OutF(T )∼= SL2(3), for some T ∈ T, then C(αT |Q) =C(βT |Q) = 0 for all Q ∈DT .
Proof. By Lemma 4.2.7, Ω is a disjoint union of orbits of the form Oφ for some morphisms
φ ∈F. By Lemma 4.2.7 and Lemma 3.1.8, we may assume that every orbit Oφ in Ω is induced
by an S-S-equivalence class representative φ ∈ F. Write Q = Dφ . If φ is a restriction of an




Id|P,ω|P if F = DRV-1,2,3
Id|P,η |P if F = DRV-4
Id|P,(ω ◦η)|P if F = DRV-5
Id|Q,ω|Q,η |Q,ω|Q ◦η otherwise
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If on that other hand, φ is not a restriction of AutF(S), and φ ∈ 〈AutF(S),AutF(T )〉, for some
T ∈ T, then 7.1.15 implies that either
φ ∈

{θT |Q,θ−1T |Q | Q ∈DT} if OutF(T )∼= SL2(3)
{θT |Q,θ−1T |Q,αT |Q,βT |Q | Q ∈DT} if OutF(T )∼= GL2(3)
or, if T = E±1 and η ∈ AutF(S), then
φ ∈

{θλ |Q,θ−1λ |Q | Q ∈Dλ ,λ =−1,1}
{(θλ ◦η)|Q,(θ−1λ ◦η)|Q | Q ∈Dλ ,λ =−1,1}
{θˆVλ , βˆVλ , ϑˆ1,λ , ϑˆ4,λ}.
If, finally, φ is not a restriction of AutF(S), and φ /∈ 〈AutF(S),AutF(T )〉, for every T ∈ T, then
Lemma 7.2.4 lists in the table the possible maps for φ . The latter bits of (2) (for example




Theorem 8.0.2. Let S be a rank two 3-group of maximal nilpotency class, of order 32k+1 and
generated by s and s1, with the presentation
S= 〈s,s1,s2,s3, ..,s2k | si = [si−1,s], [si,s1] = s3js3j+1s j+2 = s3 = 1〉,
where 2≤ i≤ 2k and 1≤ j ≤ 2k, assuming that s2k+1 = s2k+2 = 1. Define ω,η ∈ Aut(S) to
be involutions given by the maps s 7→ s−1, s1 7→ s21s2 and s 7→ s, s1 7→ s−11 . Let F be one of the
following sixteen fusion systems generated by the outer automorphisms of S and F-essential
subgroups of S:
Name S V0 E0 E1 E−1 A T
DRV-1 〈ω¯〉 SL2(3) {E0}
DRV-2 〈ω¯〉 SL2(3) SL2(3) {E1,E−1}
DRV-3 〈ω¯〉 SL2(3) SL2(3) SL2(3) {E0,E1,E−1}
DRV-4 〈η¯〉 SL2(3) {A}
DRV-5 〈η¯ ◦ ω¯〉 SL2(3) {V0}
DRV-6 〈η¯ , ω¯〉 GL2(3) {A}
DRV-7 〈η¯ , ω¯〉 SL2(3) SL2(3) {E±1}
DRV-8 〈η¯ , ω¯〉 SL2(3) SL2(3) GL2(3) {E±1,A}
DRV-9 〈η¯ , ω¯〉 GL2(3) {E0}
DRV-10 〈η¯ , ω¯〉 GL2(3) GL2(3) {E0,A}
DRV-11 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) {E0,E±1}
DRV-12 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) GL2(3) {E0,E±1,A}
DRV-13 〈η¯ , ω¯〉 GL2(3) {V0}
DRV-14 〈η¯ , ω¯〉 GL2(3) GL2(3) {V0,A}
DRV-15 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) {V0,E±1}
DRV-16 〈η¯ , ω¯〉 GL2(3) SL2(3) SL2(3) GL2(3) {V0,E±1,A}
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Then for each of the 16 (saturated) fusion systems F, we have the following list of minimal
right characteristic bisets, denoted by Ω. Alongside these constructions we write down the
sizes of these right characteristic bisets and the upper bound on the exoticity index of the
fusion systems given by these constructions.
DRV-1: In this case
Ω∼= (OIdunionsqOω)unionsq (Oθ0 unionsqOθ−10 )unionsq (3
2k−3−1)(OId|〈s,z〉 unionsqOω|〈s,z〉),
Moreover, |Ω|/|S|= 2(32k−2−1)2, with
e(F)≤ (32k−2−1)2(4k+3)−4k.











Moreover, |Ω|/|S|= 2[2 ·34k−4−22 ·32k−2+1], with
e(F)≤ 2[34k−4−2 ·32k−2](4k+3)+4.











Moreover, |Ω|/|S|= 2[34k−3−2 ·32k−1+1], with
e(F)≤ [34k−3−2 ·32k−1](4k+3)+3.
DRV-4: In this case
Ω∼= [OIdS unionsqOη ]unionsq [OθA unionsqOθ−1A ].
Moreover, |Ω|/|S|= 23, which is independent of k, with
e(F)≤ 14k+9.
DRV-5: In this case
Ω∼= [OIdS unionsqOω◦η ]unionsq [OθV0 unionsqOθ−1V0 ]unionsq (3
2k−2−1)[OId|〈s〉 unionsqOω◦η |〈s〉].
130
Moreover, |Ω|/|S|= 2(32k−1−1)2, with
e(F)≤ (32k−1−1)2(4k+3)+2 ·32k−2(32k−1)− (4k+1).
DRV-6: In this case
Ω= (OId|S unionsqOω unionsqOη unionsqOω◦η)unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA).
Moreover, |Ω|/|S|= 24, which is independent of k, with
e(F)≤ 30k+21.
DRV-7: In this case

















unionsqOβˆVλ unionsqOϑˆ1,λ unionsqOϑˆ4,λ ].
Moreover, |Ω|/|S|= 4[2 ·32k−2−1]2, with
e(F)≤
6349 if k = 28 ·32k−2[32k−2−1][4k+3]+ (4k+6) if k ≥ 3.
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unionsq2(OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)












2 ·32k−2(Oθλ |〈ssλ1 〉
unionsqOθ−1λ |〈ssλ1 〉
unionsqOθλ ◦η |〈ssλ1 〉




























32k−2(Oϑ1,λ unionsqOϑ2,λ unionsqOϑ3,λ unionsqOϑ4,λ ).
Moreover, |Ω|/|S|= 23[24 ·36k−5+38 ·34k−4−5 ·32k−2+2], with
e(F)≤

1673177 if k = 2
1545484964 if k = 3
22[24 ·36k−5+38 ·34k−4−5 ·32k−2](4k+3)+(28k+19) if k ≥ 4
DRV-9: In this case
Ω∼= (OIdunionsqOω unionsqOη unionsqOω◦η)unionsq (Oθ0 unionsqOθ−10 unionsqOα0 unionsqOβ0)unionsqnk · (OId|〈s,z〉 unionsqOω|〈s,z〉 unionsqOη |〈s,z〉 unionsqOω◦η |〈s,z〉),
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where nk = 32k−3−1. Moreover, |Ω|/|S|= 4(32k−2−1)2, with
e(F)≤ 2[(4k+3)34k−4− (8k−6)32k−2+(2k+3)].
DRV-10: In this case
Ω∼= (OIdunionsqOω unionsqOη unionsqOω◦η)unionsq [32k−3−1](OId|〈s,z〉 unionsqOω|〈s,z〉 unionsqOη |〈s,z〉 unionsqOω◦η |〈s,z〉)
unionsq34k−4(OId|〈s〉 unionsqOω|〈s〉 unionsqOη |〈s〉 unionsqOω◦η |〈s〉)unionsq (OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)
unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA)
unionsq32k−2(OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 )
unionsq (Oθ0 unionsqOθ−10 unionsqOα0 unionsqOβ0)
unionsq32k−2(θ0|〈s〉unionsqOθ−10 |〈s〉 unionsqOα0|〈s〉 unionsqOβ0|〈s〉)unionsq3
2k−2(Oθ0|〈t〉 unionsqOθ0|〈t〉 unionsqOα0|〈t〉 unionsqOβ0|〈t〉)
unionsq (OΘ1,0 unionsqOΘ2,0 unionsqOΘ3,0 unionsqOΘ4,0)unionsq (OΘ−11,0 unionsqOΘ−12,0 unionsqOΘ−13,0 unionsqOΘ−14,0).




DRV-11: In this case


























32k−3[Oξ−11,λ unionsqOξ−12,λ unionsqOξ−13,λ unionsqOξ−14,λ ].
Moreover, |Ω|/|S|= 4[34k−2−2 ·32k−1+1], with
e(F)≤ 2[(34k−2−2 ·32k−1)(4k+3)+(2k+3)].
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unionsq3(OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)
unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA)
unionsq (17 ·32k−3−3)(OθA|〈z〉 unionsqOθ−1A |〈z〉 unionsqOαA|〈z〉 unionsqOβA|〈z〉)
unionsq (Oθ0 unionsqOθ−10 unionsqOα0 unionsqOβ0)
unionsq32k−1(Oθ0|〈s〉 unionsqOθ−10 |〈s〉 unionsqOα0|〈s〉 unionsqOβ0 |〈s〉)










unionsqOθλ ◦η |〈ssλ1 〉
















































32k−2(Oξ `5,λ unionsqOξ `5,λ unionsqOξ `5,λ unionsqOξ `5,λ ).
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Moreover, |Ω|/|S|= 23[5 ·36k−3+25 ·34k−3+2 ·32k−1+2], with
e(F)≤ 22[5 ·36k−3+25 ·34k−3+2 ·32k−1](4k+3)+15(2k+1).
DRV-13: In this case
Ω∼= (OIdunionsqOω unionsqOη unionsqOω◦η)unionsq (OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 )unionsqnk · (OId|〈s〉 unionsqOω|〈s〉 unionsqOη |〈s〉 unionsqOω◦η |〈s〉),
where nk = 32k−2−1. Moreover, |Ω|/|S|= 4(32k−1−1)2, with
e(F)≤ 2(32k−1−1)2(4k+3)−4k.
DRV-14: In this case
Ω∼=(OIdunionsqOω unionsqOη unionsqOω◦η)unionsq (32k−2−1)(OId|〈s〉 unionsqOω|〈s〉 unionsqOη |〈s〉 unionsqOω◦η |〈s〉)
unionsq(OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 )unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA)
unionsq2(Oθ0|〈s〉 unionsqOθ−10 |〈s〉)unionsq2(Oθ0|〈t〉 unionsqOθ−10 |〈t〉).
Moreover, |Ω|/|S|= 4[34k−2+4 ·32k−1+4], with
e(F)≤ 2[34k−2+4 ·32k−1](4k+3)+6(5k+3).
DRV-15: In this case


















unionsqOβˆVλ unionsqOϑˆ1,λ unionsqOϑˆ4,λ ]
unionsq [OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 ]
unionsq [OθV0 |〈z〉 unionsqOθ−1V0 |〈z〉 unionsqOαV0 |〈z〉 unionsqOβV0 |〈z〉].
Moreover, |Ω|/|S|= 4[13 ·34k−4−32k−2+1], with
e(F)≤ 2[13 ·34k−4−32k−2](4k+3)+4(k+1).
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unionsq2(OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)












2 ·32k−2(Oθλ |〈ssλ1 〉
unionsqOθ−1λ |〈ssλ1 〉
unionsqOθλ ◦η |〈ssλ1 〉





2 ·32k−2(Oθλ |〈t〉 unionsqOθ−1λ |〈t〉 unionsqOθλ ◦η |〈t〉 unionsqOθ−1λ ◦η |〈t〉)




32k−2(OθVλ unionsqOθ−1Vλ unionsqOαVλ unionsqOβVλ )



















32k−2(Oϑ1,λ unionsqOϑ2,λ unionsqOϑ3,λ unionsqOϑ4,λ )










2 ·32k−2(Oξ−11,λ |〈s〉 unionsqOξ−12,λ |〈s〉)
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Moreover, |Ω|/|S|= 22[47 ·36k−5+76 ·34k−4+11 ·32k−2+4], with
e(F)≤

2399046 if k = 2
2262981344 if k = 3
2[47 ·36k−5+76 ·34k−4+11 ·32k−2](4k+3)+(30k+11) if k ≥ 4.
8.1 Proof Example
For each fusion system F, we know that Ω, a corresponding mininal right characteristic biset,
is isomorphic to a union of (S×S)-sets of the form Oφ , for some φ ∈ F, for some unspecified
constants, C(φ)≥ 0, as given in Theorem 7.3.1. Not every value of the constant determines
that we have a right characteristic biset. Ω is a right characteristic biset for F if and only if it
satisfies the conditions in Lemma 4.2.7. For the proof, the idea is to determine under which
values of the constants we have |Ωψ | = |ΩId|Dψ | for every ψ ∈ F. We will have a number
of simultaneous equations to solve. The constants that we derive, will give us a candidate
minimal solution for Ω, which we shall show is minimal.
We use our solution to determine an upper bound on the exoticity index using Lemma 4.3.12.
Note that this is not the actual value of the exoticity index, because our solution is only min-
imal in the sense that it is the minimal solution among all possible right characteristic bisets.
In other words, there may be valid solutions that are derived from other routes than those
involving right (or left) characteristic bisets.
We now give a full proof for a particular example, namely DRV-9. In the proof that fol-
lows we call this fusion system F. The proofs for the rest of the examples will be found in
Appendix A.
General form:













C(θ0|Q)Oθ0|Q unionsqC(θ−10 |Q)Oθ−10 |Q unionsqC(α0|Q)Oα0|Q unionsqC(β0|Q)Oβ0|Q
]
where the constants are non-negative integers and are yet to be determined. Not every choice
of the constant will give us a right characteristic biset.
Equations:
Now, Ω is a right characteristic biset, if and only if, by Definition 4.2.5 and Lemma 4.2.7, we
have
1. Every orbit in Ω is of the form Oφ for some φ ∈ F,
2. |Ωψ |= |ΩId|Dψ | for every ψ ∈ F.
3. |Ω|/|S| is not a multiple of 3.
With the construction of the general form of Ω, the first condition has already been satisfied,
irrespective of what the values of the constants corresponding to each orbit are. By Lemma
4.2.8, the third condition is satisfied, if and only if
3 -C(Id)
where, by the same lemma, we already know that C(Id) = C(ω) = C(η) = C(ω ◦η) > 0.
Thus, once we have determined the values of each constant, we will be in a position to say
whether the resulting Ω satisfies the third condition. Now, a large chunk of the remainder of
the proof is focused in determining C(φ) for every φ ∈ F, so that we can satisfy the second
condition. Denote by V, the set of morphisms φ ∈ F such that Oφ is an orbit in the general





By Lemma 3.1.8, it suffices to satisfy the second condition for morphisms ψ chosen up to
S-S-equivalence. But we already know what the representatives of these classes are - they
are those in the set V itself. Explicitly, we can say that ψ ∈ V, where V is the union of the
following two sets:

{Id|Q,ω|Q,η |Q,ω ◦η |Q | Q ∈D}
{θ0|Q,θ−10 |Q,α0|Q,β0|Q | Q ∈D0}
We shall write down the equations for |Ωψ |, and also |ΩId|Dψ |, for each ψ ∈ V. However, we
shall only justify them for ψ ∈ Vˆ, where Vˆ is the union of the following two sets:

{Id|Q | Q ∈D}
{θ0|Q | Q ∈D0}
that is, the first column of the presented list V. We have chosen to justify equations for a
smaller but carefully selected set of morphisms Vˆ, for the reason that the justifications for the
rest of the equations in V are similar to the ones we have in Vˆ.1
We justify the equation in Vˆ by making use of the Calculations Locator on page 296 in
Appendix B, in order to help us find the relevant fixed point sizes of orbits that we need for
this DRV-9 fusion system. Note that for these equations, calculations are found in the same
page/area in Appendix B, due to the simplicity of this case.2
Here are the equations, which will be very helpful in demonstrating that our candidate solution
is indeed a right characteristic biset (see section on Candidate solution) and that it is minimal
(see section on Minimality). We have split it into two parts:
1This pattern occurs for the remaining DRV-fusion systems as well. It turns out that morphisms occurs in
quadruples just like here. Although for DRV-9 fusion system we shall write the equations for all ψ ∈ V, for
the remaining DRV-fusion systems, we shall only write equations for a smaller subset, akin to Vˆ.
2As we shall see in the calculations of the remaining DRV-fusion systems in Appendix A, the fixed point
sizes calculations can be found all over the place in Appendix B.
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ψ ∈ {Id|Q,ω|Q,η |Q,ω ◦η |Q | Q ∈D0}:
From page 298: |OId〈s,t〉ω|P | = |O
Id|〈s,t〉
η |P | = |O
Id|〈s,t〉
ω◦η |P| = 0 for all P ∈ D. Moreover, |O
Id|〈s,t〉
Id|P |, for
P ∈D, is dependent on P, so we leave it as it is.1
From page 298: |OId|〈s,t〉θ0|P |= |O
Id|〈s,t〉
θ−10 |P
|= |OId|〈s,t〉α0|P |= |O
Id|〈s,t〉
β0|P |= 0 for all P ∈D0. Thus,
|ΩId|〈s,t〉|= ∑
P∈D




C(ω|P)|Oω|〈s,t〉ω|P | a 2
|Ωη |〈s,t〉|= ∑
P∈D
C(η |P)|Oη |〈s,t〉η |P | a 3
|Ωω◦η |〈s,t〉|= ∑
P∈D
C(ω ◦η |P)|Oω◦η |〈s,t〉ω◦η |P |. a 4
From page 298: |OId〈s,z〉ω|P | = |O
Id|〈s,z〉
η |P | = |O
Id|〈s,z〉
ω◦η |P| = 0 for all P ∈ D. Moreover, |O
Id〈s,z〉
Id|P |, for
P ∈D, is dependent on P, so we leave it as it is.
From page 298: |OId|〈s,z〉θ0 | = |O
Id|〈s,z〉
θ−10
| = 32, and for all P ∈ D0\{〈s, t〉}, we have |OId|〈s,z〉θ0|P | =
|OId|〈s,z〉
θ−10 |P
|= 0. Moreover, |OId|〈s,z〉θα0|P |= |O
Id|〈s,z〉









2[C(θ0)+C(θ−10 )] b 2
|Ωη |〈s,z〉|= ∑
P∈D




C(ω ◦η |P)|Oω◦η |〈s,z〉ω◦η |P |+3
2[C(α0)+C(β0)]. b 4
1When we need to know the exact value of |OId|〈s,t〉
Id|P | for a particular P, we may refer back to Appendix B.
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From page 298: |OId〈t,z〉ω|P | = |O
Id|〈t,z〉
η |P | = |O
Id|〈t,z〉
ω◦η |P| = 0 for all P ∈ D. Moreover, |O
Id|〈t,z〉
Id|P | is
dependent on P, so we leave it as it is.
From page 298: |OId|〈t,z〉θ0|P |= |O
Id|〈t,z〉
θ−10 |P
|= |OId|〈t,z〉α0|P |= |O
Id|〈t,z〉
β0|P |= 0 for all P ∈D0. Thus,
|ΩId|〈t,z〉|= ∑
P∈D




C(ω|P)|Oω|〈t,z〉ω|P | c 2
|Ωη |〈t,z〉|= ∑
P∈D
C(η |P)|Oη |〈t,z〉η |P | c 3
|Ωω◦η |〈t,z〉|= ∑
P∈D
C(ω ◦η |P)|Oω◦η |〈t,z〉ω◦η |P |. c 4
From page 298: |OId〈s〉ω|P | = |O
Id|〈s〉
ω◦η |P| = 0 for all P ∈ D. Moreover, |O
Id|〈s〉
Id|P | and |O
Id|〈s〉
η |P |, for
P ∈D, is dependent on P, so we leave them as they are.
From page 298: |OId|〈s〉θ0 | = |O
Id|〈s〉
θ−10
| = |OId|〈s〉α0 | = |O
Id|〈s〉
β0
| = 32, and for all P ∈D0\{〈s, t〉}, we
have |OId|〈s〉θ0|P |= |O
Id|〈s〉
θ−10 |P
|= |OId|〈s〉α0|P |= |O
Id|〈s〉

















[C(η |P)|Oη |〈s〉η |P |+C(Id|P)|O
η |〈s〉
Id|P |]+3
2[C(θ0)+C(θ−10 )+C(α0)+C(β0)] d 3
|Ωω◦η |〈s〉|= ∑
P∈D






From page 298: |OId〈t〉ω|P |= |O
Id|〈t〉
η |P |= 0 for all P∈D. Moreover, |O
Id|〈t〉
Id|P | and |O
Id|〈t〉
ω◦η |P|, for P∈D,
is dependent on P, so we leave it as it is.
From page 298: |OId|〈t〉θ0|P |= |O
Id|〈t〉
θ−10 |P
|= |OId|〈t〉α0|P |= |O
Id|〈t〉
β0|P |= 0 for all P ∈D0. Thus,
|ΩId|〈t〉|= ∑
P∈D
[C(Id|P)|OId|〈t〉Id|P |+C(ω ◦η |P)|O
Id|〈t〉






η |P |] e 2
|Ωη |〈t〉|= ∑
P∈D
[C(ω|P)|Oη |〈t〉ω|P |+C(η |P)|O
η |〈t〉
η |P |] e 3
|Ωω◦η |〈t〉|= ∑
P∈D
[C(ω ◦η |P)|Oω◦η |〈t〉ω◦η |P |+C(Id|P)|O
ω◦η |〈t〉
Id|P |]. e 4
ψ ∈ {θ0|Q,θ−10 |Q,α0|Q,β0|Q | Q ∈D0}:






ω◦η |P|= 0 for all P ∈D.
From page 301: |Oθ0θ0| = 3 and for all P ∈ D0\{〈s, t〉}, |O
θ0






β0|P|= 0 for all P ∈D0. Thus,
|Ωθ0|= 3C(θ0). f 1
Similarly,
|Ωθ−10 |= 3C(θ−10 ) f 2
|Ωα0|= 3C(α0) f 3
|Ωβ0|= 3C(β0). f 4




η |P |= |O
θ0|〈s,z〉
ω◦η |P|= 0 for all P ∈D.
From page 301: |Oθ0|〈s,z〉θ0 | = 32k and |O
θ0|〈s,z〉
θ0|〈s,z〉| = 3
2k+1, and for all P ∈ D0\{〈s, t〉,〈s,z〉}, we
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have |Oθ0θ0|P|= 0. Moreover, |O
θ0
θ−10 |P
|= |Oθ0α0|P |= |O
θ0|〈s,z〉
β0|P |= 0 for all P ∈D0. Thus,
|Ωθ0|〈s,z〉|= 32kC(θ0)+32k+1C(θ0|〈s,z〉). g 1
Similarly,
|Ωθ−10 |〈s,z〉|= 32kC(θ−10 )+32k+1C(θ−10 |〈s,z〉) g 2
|Ωα0|〈s,z〉|= 32kC(α0)+32k+1C(α0|〈s,z〉) g 3
|Ωβ0|〈s,z〉|= 32kC(β0)+32k+1C(β0|〈s,z〉). g 4




η |P |= |O
θ0|〈t,z〉
ω◦η |P|= 0 for all P ∈D.
From page 301: |Oθ0|〈t,z〉θ0 | = 32k and |O
θ0|〈t,z〉
θ0|〈t,z〉| = 3
2k+1, and for all P ∈ D0\{〈s, t〉,〈t,z〉} we
have |Oθ0|〈t,z〉θ0|P |= 0. Moreover, |O
θ0|〈t,z〉
θ−10 |P
|= |Oθ0|〈t,z〉α0|P |= |O
θ0|〈t,z〉
β0|P |= 0 for all P ∈D0. Thus,
|Ωθ0|〈t,z〉|= 32kC(θ0)+32k+1C(θ0|〈t,z〉). h 1
Similarly,
|Ωθ−10 |〈t,z〉|= 32kC(θ−10 )+32k+1C(θ−10 |〈t,z〉) h 2
|Ωα0|〈t,z〉|= 32kC(α0)+32k+1C(α0|〈t,z〉) h 3
|Ωβ0|〈t,z〉|= 32kC(β0)+32k+1C(β0|〈t,z〉). h 4




η |P |= |O
θ0|〈s〉
ω◦η |P |= 0 for all P ∈D.
From page 301: |Oθ0|〈s〉θ0 | = |O
θ0|〈s〉





2k+1, |Oθ0|〈s〉θ0|〈s〉| = |O
θ0|〈s〉
α0|〈s〉| =
32k+1 and for all P ∈ D0\{〈s, t〉,〈s,z〉,〈s〉}, |Oθ0|〈s〉θ0|P | = |O
θ0|〈s〉













|Ωβ0|〈s〉|= 32k[C(θ−10 )+C(β0)]+32k+1[C(θ−10 |〈s,z〉)+C(β0|〈s,z〉)]+32k+1[C(θ−10 |〈s〉)+C(β0|〈s〉)].
i 4




η |P |= |O
θ0|〈t〉
ω◦η |P|= 0 for all P ∈D.
From page 301: |Oθ0|〈t〉θ0 | = |O
θ0|〈t〉
β0
| = 32k, |Oθ0|〈t〉θ0|〈t,z〉| = |O
θ0|〈t〉
β0|〈t,z〉| = 3
2k+1, |Oθ0|〈t〉θ0|〈t〉| = |O
θ0|〈t〉
β0|〈t〉| =
32k+1 and for all P ∈ D0\{〈s, t〉,〈t,z〉,〈t〉}, |Oθ0|〈s〉θ0|P | = |O
θ0|〈s〉








|Ωθ−10 |〈t〉|= 32k[C(θ−10 )+C(α0)]+32k+1[C(θ−10 |〈t,z〉)+C(α0|〈t,z〉)]+32k+1[C(θ−10 |〈t〉)+C(α0|〈t〉)]
j 2






We have the following designated values for the constants:
C(Id) =C(ω) =C(η) =C(ω ◦η) = 1
C(θ0) =C(θ−10 ) =C(α0) =C(β0) = 1
C(Id|〈s,z〉) =C(ω|〈s,z〉) =C(η |〈s,z〉) =C(ω ◦η |〈s,z〉) = 32k−3−1,
with the rest of the constants set to zero. Writing Ω∗ to denote this solution, we have
Ω∗ ∼= (OIdunionsqOω unionsqOη unionsqOω◦η)unionsq (Oθ0 unionsqOθ−10 unionsqOα0 unionsqOβ0)unionsqnk · (OId|〈s,z〉 unionsqOω|〈s,z〉 unionsqOη |〈s,z〉 unionsqOω◦η |〈s,z〉)
where nk = 32k−3− 1. This is a right characteristic biset for the DRV-9 fusion system. To
check that this is indeed the case it requires us to check that the following equalities hold:1
|(Ω∗)Id|Q|= |(Ω∗)ω|Q|= |(Ω∗)η |Q|= |(Ω∗)ω◦η |Q| (for all Q ∈D)
|(Ω∗)Id|Q|= |(Ω∗)θ0|Q |= |(Ω∗)θ−10 |Q|= |(Ω∗)α0|Q |= |(Ω∗)β0|Q|. (for all Q ∈D0)
For this we can use Equations section above or the Calculations Locator on page 296, in
Appendix B. Because the vast majority of the constants in our candidate solution are zero,
this is an easy check. We now demonstrate that this indeed is a right characteristic biset:
When Q ∈D with |Q|> 33, we have
|(Ω∗)Id|Q |= |OId|QId |= |CS(Q)|, |(Ω∗)ω|Q |= |Oωω |= |CS(Q)|,
|(Ω∗)η |Q|= |Oηη |= |CS(Q)|, |(Ω∗)ω◦η |Q|= |Oω◦ηω◦η |= |CS(Q)|.
1For the rest of the DRV-fusion systems found in Appendix A, the candidate solutions will also have the
vast majority of the constants to be zero. Unlike here, in those cases we shall not demonstrate that the
candidate solution is a solution.
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Thus, if |Q|> 33, then the sizes are all equal. When Q= 〈s, t〉, then by a 1,.., a 4 and f 1,.., f 4,
we have
|(Ω∗)Id|〈s,t〉|= |OId|〈s,t〉Id |= 3, |(Ω∗)ω|〈s,t〉|= |O
ω|〈s,t〉
Id |= 3
|(Ω∗)η |〈s,t〉|= |Oη |〈s,t〉η |= 3, |(Ω∗)ω◦η |〈s,t〉|= |Oω◦η |〈s,t〉ω◦η |= 3








|(Ω∗)α0|= |Oα0α0|= 3, |(Ω∗)β0|= |Oβ0β0 |= 3,















|] = 32+nk ·33+2 ·32 = 32k





|] = 32+nk ·33+2 ·32 = 32k





|] = 32+nk ·33+2 ·32 = 32k
|(Ω∗)θ0|〈s,z〉|= |Oθ0|〈s,z〉θ0 |= 3









Thus, if Q = 〈s,z〉, then the sizes are all equal. When Q = 〈t,z〉, then, by c 1,.., c 4 and
h 1,.., h 4, we have
|(Ω∗)Id|〈t,z〉|= |OId|〈t,z〉Id |= 32k, |(Ω∗)ω|〈t,z〉|= |O
ω|〈t,z〉
Id |= 32k
|(Ω∗)η |〈t,z〉|= |Oη |〈t,z〉η |= 32k, |(Ω∗)ω◦η |〈t,z〉|= |Oω◦η |〈t,z〉ω◦η |= 32k
|(Ω∗)θ0|〈t,z〉|= |Oθ0|〈t,z〉θ0 |= 3










Thus, if Q= 〈t,z〉, then the sizes are equal. When Q= 〈s〉, then, by d 1,.., d 4 and i 1,.., i 4,
we have1













= 2 ·32+nk ·2 ·33+22 ·32 = 2 ·32k











= 2 ·32+nk ·2 ·33+22 ·32 = 2 ·32k













= 2 ·32+nk ·2 ·33+22 ·32 = 2 ·32k
|(Ω∗)ω◦η |〈s〉|= [|Oω◦η |〈s〉ω◦η |+ |Oω◦η |〈s〉ω |]+nk[|Oω◦η |〈s〉ω◦η |〈s,z〉|+ |O
ω◦η |〈s〉
ω|〈s,z〉 |]
+ [|Oω◦η |〈s〉θ0 |+ |O
ω◦η |〈s〉
θ−10
|+ |Oω◦η |〈s〉α0 |+ |O
ω◦η |〈s〉
β0
|] = 2 ·32+nk ·2 ·33+22 ·32 = 2 ·32k
|(Ω∗)θ0|〈s〉|= |Oθ0|〈s〉θ0 |+ |O
θ0|〈s〉











|(Ω∗)α0|〈s〉|= |Oα0|〈s〉α0 |+ |O
α0|〈s〉
θ0 |= 2 ·3




Thus, if Q= 〈s〉, then the sizes are all equal. When Q= 〈t〉, then, by e 1,.., e 4 and j 1,.., j 4,
we have2
|(Ω∗)Id|〈t〉|= |OId|〈t〉Id |+ |O
Id|〈t〉
ω◦η |= 2 ·32k, |(Ω∗)ω|〈t〉|= |Oω|〈t〉Id |+ |O
ω|〈t〉
η |= 2 ·32k
|(Ω∗)η |〈t〉|= |Oη |〈t〉η |+ |Oη |〈t〉ω |= 2 ·32k, |(Ω∗)ω◦η |〈t〉|= |Oω◦η |〈t〉ω◦η |+ |Oω◦η |〈t〉Id |= 2 ·32k
|(Ω∗)θ0|〈t〉|= |Oθ0|〈t〉θ0 |+ |O
θ0|〈t〉
β0







α0 |= 2 ·32k
|(Ω∗)α0|〈t〉|= |Oα0|〈t〉α0 |+ |O
α0|〈t〉
θ−10
|= 2 ·32k, |(Ω∗)β0|〈t〉|= |Oβ0|〈t〉β0 |+ |O
β0|〈t〉
θ0 |= 2 ·3
2k.
1Since Id|〈s〉=ω|〈s〉, η |〈s〉=ω ◦η |〈s〉, θ0|〈s〉=α0|〈s〉 and θ−10 |〈s〉= β0|〈s〉, it suffices to calculate for |(Ω∗)Id|〈s〉 |,
|(Ω∗)η |〈s〉 |, |(Ω∗)θ0|〈t〉 | and |(Ω∗)θ−10 |〈t〉 |. However we demonstrate it for all of them.
2Since θ0|〈t〉 = β0|〈t〉 and θ−10 |〈t〉 = α0|〈t〉, it suffices to calculate for |(Ω∗)θ0|〈t〉 | and |(Ω∗)θ
−1
0 |〈t〉 |, other than
those coming from restrictions of automorphisms of S. However we demonstrate it for all four of them.
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Thus, when Q= 〈t〉, the sizes are all equal. When Q= 〈z〉, we have1









|] = 2 ·32k+1[32k−2−1]2









|] = 2 ·32k+1[32k−2−1]2







|] = 2 ·32k+1[32k−2−1]2
|(Ω∗)ω◦η |〈z〉|= [|Oω◦η |〈z〉ω◦η |+ |Oω◦η |〈z〉η |]+nk[|Oω◦η |〈z〉ω◦η |〈s,z〉|+ |O
ω◦η |〈z〉







Thus, when Q = 〈z〉, then the sizes are all equal. It follows that Ω∗ is a right characteristic
biset. Now, we show that our candidate solution is minimal.
Minimality:
We now show that our candidate example is of minimal size for all possible constants in
the general form Ω. First we define a few numbers which will be used later on. Let











Now we determine the minimal size of the general form Ω, using the section on Equations.
In order to determine minimality, we do not need to determine the minimal value of each
constant. By Lemma A.0.1,2 it suffices to ascertain the minimal value of a sum of a number
of constants which correspond to morphisms with domains of equal size.
By Lemma 4.2.8, we begin by noting that C(Id),C(ω),C(η),C(ω ◦η)≥ 1.
1Since ω|〈z〉 = Id|〈z〉 and ω ◦ η |〈z〉 = η |〈z〉, it suffices to check the cases for |(Ω∗)Id|〈z〉 | and |(Ω∗)η |〈z〉 |.
However, we demonstrate it for all four of them.
2We justify this for each of the two upcoming examples.
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C(θ0),C(θ−10 ),C(α0),C(β0):
|ΩId|〈s,t〉|+ |Ωω|〈s,t〉|+ |Ωη |〈s,t〉|+ |Ωω◦η |〈s,t〉|= |Ωθ0|+ |Ωθ−10 |+ |Ωα0|+ |Ωβ0|








where we have used a 1,.., a 4 and f 1,.., f 4.
This implies [C(θ0)+C(θ−10 )+C(α0)+C(β0)]≥ 22. 1 9
Note that |Dθ0| = |Dθ−10 | = |Dα0| = |Dβ0| = 3
3. Thus, by an application of Lemma A.0.1,
the assignment of values C(θ0) =C(θ−10 ) =C(α0) =C(β0) = 1, will give us a minimal right
characteristic biset.
C(Id|〈s,z〉),C(ω|〈s,z〉),C(η |〈s,z〉),C(ω ◦η |〈s,z〉):
|ΩId|〈s,z〉|+ |Ωω|〈s,z〉|+ |Ωη |〈s,z〉|+ |Ωω◦η |〈s,z〉|= |Ωθ0|〈s,z〉|+ |Ωθ−10 |〈s,z〉|+ |Ωα0|〈s,z〉|+ |Ωβ0|〈s,z〉|









S ]+2 ·32[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
=32k[C(θ0)+C(θ−10 )+C(α0)+C(β0)]+3
2k+1[C(θ0|〈s,z〉)+C(θ−10 |〈s,z〉)+C(α0|〈s,z〉)+C(β0|〈s,z〉)]
=⇒ 33[C(Id|〈s,z〉)+C(ω|〈s,z〉)+C(η |〈s,z〉)+C(ω ◦η |〈s,z〉)]
=(32k−2 ·32)[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
+32k+1[C(θ0|〈s,z〉)+C(θ−10 |〈s,z〉)+C(α0|〈s,z〉)+C(β0|〈s,z〉)]







where we have used b 1,.., b 4 and g 1,.., g 4.
149

























By using this fact and the substitution from 1 9, we have
33[C(Id|〈s,z〉)+C(ω|〈s,z〉)+C(η |〈s,z〉)+C(ω ◦η |〈s,z〉)]
=(32k−1−2 ·3)
[

























This gives us [C(Id|〈s,z〉)+C(ω|〈s,z〉)+C(η |〈s,z〉)+C(ω ◦η |〈s,z〉)]≥ 22 · (32k−3−1). 2 9
Note that |DId|〈s,z〉|= |Dω|〈s,z〉|= |Dη |〈s,z〉|= |Dω◦η |〈s,z〉|= 32. Thus, by an application of Lemma
A.0.1, the assignment of valuesC(Id|〈s,z〉)=C(ω|〈s,z〉)=C(η |〈s,z〉)=C(ω ◦η |〈s,z〉)= 32k−3−1,
will give us a minimal right characteristic biset.
We have therefore shown that our candidate solution is minimal by size. We now use our
candidate solution to determine an upper bound on the exoticity index, and show that it is
minimal by size.
Exoticity:
Note that |Ω∗|/|S| = 4(32k−2− 1)2. We use Lemma 4.3.12 to determine an upper bound
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i= 1 =⇒ ni = 4 ·32k−3(32k−2−2)+1
2≤ i≤ 2k−2 =⇒ ni = 4 ·32k−2−i[32k−2−2]
i= 2k−1 =⇒ ni = 4 ·32k−3−3














=2 ·34k−4−4 ·32k−2− (2k−3).
Let T be a Sylow 3-subgroup inside the group G constructed from Ω, realizing our fusion
system. Then
log3|T : S|= 2[(4k+3)34k−4− (8k−6)32k−2+(2k+3)].
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PROOFS OF THE MAIN THEOREM
For each of the DRV-fusion systems, we will split the proofs into five parts. The last two parts,
namely, Minimality and Exoticity, will be presented as separate subsections. In this appendix
the proofs will be presented relatively briefly. We refer the reader to Section 8.1 for a detailed
run through of a particular DRV-9 fusion system, as an example. We structure our proofs in
the following way:
General form:






for some V, a set of morphisms in F containing a set of S-S-equivalence class representatives
Γ for F. Here C(φ)≥ 0 are integer constants yet to be determined.
Equations:
Here we will use Appendix B extensively to determine a series of equations. For Ω to be a
right characteristic biset we need to ensure that Lemma 4.2.7 holds. This means we need to
ensure
|ΩId|Dψ |= |Ωψ |
holds for all ψ ∈ F. However, by Lemma 3.1.8, is suffices to ensure that the above equation
holds for a set of morphisms that contain S-S-equivalence class representatives, and they are
those in the set V. Thus the idea is to write down the equations for
|ΩId|Dψ | and |Ωψ |,
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for all ψ ∈ V. However, we shall write down the equations for about one fourth of them
because it turns out that many of these morphisms occur in quadruples, and their equations
are similar (though not the same) and the reader can provide the others easily. For example,
if θ0,θ−10 ,α0 and β0 are all in V, we shall only write the equation for |Ωθ0|.




This gives us a series of pairs {(ψ,φ) | φ ∈ V}. For each pair (ψ,φ) we use the Calculations
Locator on Page 296, in Appendix B, to determine the exact page number in which the cal-
culation for |Oψφ | is to be found. Once that has been found we (mostly) replace |Oψφ | in the
equation for |Ωψ |, with the exact value given in Appendix B. Fortunately, in the majority of
the cases, we have |Oψφ |= 0. This makes the equation for |Ωψ | significantly simpler.
As has already been mentioned we shall only write down the equations for about one fourth
of the maps. Readers may wish to confirm the calculation for the rest of them if they so wish.
However, in some ways, for many of these equations, their calculations will be embedded in
a series of simultaneous equations found under the section on Minimality. More on that below.
Candidate solution:
Here we will present our candidate minimal right characteristic biset which we shall write as
Ω∗. Checking to see that a candidate solution is a right characteristic biset is a lot easier than
finding one. To check Ω∗ is a right characteristic biset we have to ensure that
|(Ω∗)Id|Dψ |= |(Ω∗)ψ |
holds. Checking takes a lot of paper space, so we leave it to the reader to satisfy for themselves
that the equations do indeed hold. The reader may use the Equations section, or more fully,
the Calculations Locator on page 296.
Minimality:
Here we will show that our candidate solution Ω∗ is minimal with respect to size of right char-
acteristic bisets. We will not show that it is uniquely minimal (up to isomorphism), though
that may be the case. We use the Equations section extensively (or more fully the Calcula-
tions Locator on page 296). We will start with Lemma 4.3.5 from which we know that the
constants corresponding to S-S-equivalent class representative of automorphisms of S are non
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zero. For example, if ω,η ,ω ◦η ∈ AutF(S), we will have
C(IdS),C(ω),C(η),C(ω ◦η)> 0.
Then for a set of morphisms, say, ψ1,ψ2,ψ3,ψ4, with Q=Dψ1 =Dψ2 =Dψ3 =Dψ4 , we shall
use the following equality
|ΩId|Q |+ |Ωω|Q|+ |Ωη |Q|+ |Ωω◦η |Q|= |Ωψ1|+ |Ωψ2|+ |Ωψ3|+ |Ωψ4|,
which comes from Lemma 4.2.7, and where Ω is the General form of the right character-
istic biset for the fusion system. This equation will give us minimal values for a sum of
constants, say, C(ψ1)+C(ψ2)+C(ψ3)+C(ψ4). Then, if this sum is equal to the sum of
the constants coming from the candidate solution Ω∗, then Lemma A.0.1 (2) tells us that
we do not need to determine the minimal values of C(ψ1),C(ψ2),C(ψ3),C(ψ4) individually.
Based on this approach, step by step, we calculate minimal values for the rest of the constants.
Throughout the Minimality section we shall use Lemma A.0.1 (2) extensively, which suf-
fices to ascertain the minimal values of a sum of a number of constants (corresponding to
morphisms with domains of equal size). As mentioned earlier, the Equations section only cal-
culates equations for about one fourth of them, as a guide. In order to determine minimality,
we need to know the equations for all four of them. Though they are not all mentioned in the
Equations section, they can be easily derived from the Calculations Locator on page 296, in
Appendix B.
Exoticity:
Here we will determine an upper bound of the exoticity index derived from our candidate
minimal solution Ω∗. We first determine |Ω∗|/|S|. We then directly use Lemma 4.3.12 to
determine an upper bound on the exoticity index coming from Ω∗.
Note that this will be an upper bound, and not necessarily the exact exoticity index, since
there may be other methods of constructing finite groups that realize DRV-fusion systems.
In fact, many of the DRV-fusion systems are not exotic,1 meaning that their exoticity indices
will be zero, although our constructions of minimal right characteristic bisets will give us large
upper bounds on exoticity indices.
This completes the structure of the proofs. We now prove Lemma A.0.1:
Lemma A.0.1. Let F be a fusion system. Let C be a set of (or a set that contains) rep-
resentatives of S×S-classes of morphisms in F. Let P be a partition of C. Let Ω be a right
1See [5, Table 6, Theorem 5.9], which actually lists the groups which realize the non-exotic fusion systems.
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semicharacteristic biset, and write Ω=unionsqφ∈CCΩ(φ)Oφ , for constants CΩ(φ)≥ 0 which depend
on Ω. For each I ∈ P, write ΩI = unionsqφ∈ICΩ(φ)Oφ .





In particular, any right semicharacteristic biset Ω that satisfies |ΩI|=MI, for all I ∈ P,
is minimal.
2. Suppose that for every I ∈ P, we have |Dφ1|= |Dφ2| whenever φ1,φ2 ∈ I. Set DI = |Dφ |







In particular, any right semicharacteristic biset Ω that satisfies ∑φ∈ICΩ(φ) = NI, for all







Suppose that for some right semicharacteristic biset Ω, we have |ΩI|=MI for all I ∈ P.































Suppose that for some right semicharacteristic biset Ω, we have ∑φ∈ICΩ(φ) = NI for


















C(θλ |Q)Oθλ |Q unionsqC(θ−1λ )Oθ−1λ
]
Equations:
We list the following equations:
ψ ∈ {θλ |Q | Q ∈Dλ ,λ =−1,0,1}:
Provided Eλ ∈ T, we have
|Ωθλ |= 3C(θλ )
|Ωθλ |〈ssλ1 ,z〉|= 32kC(θλ )+32k+1C(θλ |〈ssλ1 ,z〉)
|Ωθλ |〈t,z〉|= 32kC(θλ )+32k+1C(θλ |〈t,z〉)
|Ωθλ |〈ssλ1 〉|= 32kC(θλ )+32k+1C(θλ |〈ssλ1 ,z〉)+3
2k+1C(θλ |〈ssλ1 〉)
|Ωθλ |〈t〉|= 32kC(θλ )+32k+1C(θλ |〈t,z〉)+32k+1C(θλ |〈t〉)
ψ ∈ {Id|Q | Q ∈Dλ ,λ =−1,0,1}:


























We have the following designated values for the constants:
C(IdS) =C(ω) = 1
C(θλ ) =C(θ−1λ ) = 1 (if Eλ ∈ T)
C(Id|〈ssλ1 ,z〉) =C(ω|〈ssλ1 ,z〉) = 3
2k−3−1, (if Eλ ∈ T)









where nk = 32k−3− 1. It is left to show that this solution is minimal, and to determine an
upper bound on the exoticity index.
A.1.1 Minimality















Now we determine minimum values of the constants:
By Lemma 4.2.8, we already know that C(IdS),C(ω)≥ 1.
C(θλ ),C(θ−1λ ) for λ =−1,0,1:
Provided Eλ ∈ T, we have





S ] = 3[C(θλ )+C(θ
−1
λ )] 1 1,2,3
This gives us [C(θλ )+C(θλ )]≥ 2, as required.
C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉) for λ =−1,0,1:
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Provided Eλ ∈ T, we have
|ΩId|〈ssλ1 ,z〉|+ |Ωω|〈ssλ1 ,z〉|= |Ωθλ |〈ssλ1 ,z〉|+ |Ωθ−1λ |










=⇒ 33[C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)]


























S ]. By using this fact and the substitution



























It follows that [C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)]≥ 2 · (3
2k−3−1), as required. 2 1,2,3
We have therefore shown that our candidate solution is of minimal size.
A.1.2 Exoticity
Note that |Ω∗|/|S|= 2[m(34k−4−2 ·32k−2)+1], where m= |T∩{Eλ | λ =−1,0,1}|.
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1≤ i≤ 2k−2 =⇒ ni = 2 ·32k−2−i[32k−2−2]
i= 2k−1 =⇒ n2k−1 = 2[32k−3−1]















= [(32k−2−2)(32k−2−1)]+ [(32k−3−1)− (2k−3)]
+2[32k−3−1]
= (32k−2−1)2−2k+1
Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= [2(32k−2−1)2−1](2k+1)+(32k−2−1)2−2k+1
= (32k−2−1)2(4k+3)−4k
This is our upper bound for the exoticity index of DRV-1 fusion system.















1≤ i≤ 2k−2 =⇒ ni = 4 ·34k−4− i−8 ·32k−2−i
i= 2k−1 =⇒ ni = 4 ·32k−3−3
2k ≤ i≤ 4k−4 =⇒ ni = 4 ·34k−4−i−1















= 2[34k−4−2 ·32k−2]− (2k−3)
Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing the fusion
system. Then
log3|T : S|= (2[2 ·34k−4−22 ·32k−2+1]−1)(2k+1)+2[34k−4−2 ·32k−2]− (2k−3)
= 2[34k−4−2 ·32k−2](4k+3)+4
This is our upper bound for the exoticity index for the DRV-2 fusion system.














1≤ i≤ 2k−1 =⇒ ni = 2 ·34k−3−i−4 ·32k−1−i
i= 2k =⇒ ni = 2 ·32k−3−2
















Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= (2[34k−3−2 ·32k−1+1]−1)(2k+1)+34k−3−2 ·32k−1−2(k−1)
= [34k−3−2 ·32k−1](4k+3)+3.
















C(θA|Q)OθA unionsqC(θ−1A |Q)Oθ−1A |Q
]
Equations:
We list the following equations:



















ψ ∈ {θA|Q | Q ∈DA}:






We have the following designated values for the solution:
C(IdS) =C(η) = 1
C(θA) =C(θ−1A ) = 1
Writing Ω∗ to denote this solution, we have
Ω∗ ∼= [OIdS unionsqOη ]unionsq [OθA unionsqOθ−1A ].
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It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.4.1 Minimality
We show that our solution is minimal. Note that, by Lemma 4.2.8, we have C(Id),C(η)≥ 1.
Now,
|ΩId|A|+ |Ωη |A|= |ΩθA|+ |Ωθ−1A |
=⇒ 32k[C(IdS)+C(η)]+32k+1[C(Id|A)+C(η |A)] = 32k[C(θA)+C(θ−1A )]
This gives [C(θA)+C(θ−1A )]≥ 2, as required. 1 4
It follows that our candidate solution is a minimal one.
A.4.2 Exoticity








Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= (23−1)(2k+1)+2 = 14k+9





















We list the following equations:


















We have the following values for the constants:
C(Id) =C(ω ◦η) = 1
C(θV0) =C(θ
−1
V0 ) = 1
C(Id|〈s〉) =C(ω ◦η |〈s〉) = 32k−2−1,
with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have
Ω∗ ∼= [OIdS unionsqOω◦η ]unionsq [OθV0 unionsqOθ−1V0 ]unionsqnk · [OId|〈s〉 unionsqOω◦η |〈s〉],
where nk = 32k−2− 1. It is left to show that this solution is minimal, and to determine an
upper bound on the exoticity index.
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A.5.1 Minimality











Now, we determine the minimal values of the constants:




|ΩId|〈s,z〉|+ |Ωω◦η |〈s,z〉|= |ΩθV0 |+ |Ωθ−1V0 |
=⇒ 32[C(IdS)+C(ω ◦η)]+ [σ Id|〈s,z〉S +σ
ω◦η |〈s,z〉




This gives us [C(θV0)+C(θ
−1
V0 )]≥ 22, as required. 1 5
C(Id|〈s〉),C(ω|〈s〉),C(η |〈s〉),C(ω ◦η |〈s〉):
|ΩId|〈s〉|+ |Ωω◦η |〈s〉|= |ΩθV0 |〈s〉|+ |Ωθ−1V0 |〈s〉|









=⇒ 33[C(Id|〈s〉)+C(ω ◦η |〈s〉)]
=(32k+1−2 ·32)[C(θV0)+C(θ−1V0 )]+32k+2[C(θV0|〈s〉)+C(θV0|〈s〉)]
−32[C(IdS)+C(ω ◦η)]− [σ Id|〈s〉S +σ
ω◦η |〈s〉
S ]

















S . By using this property, and



















It follows that [C(Id〈s〉)+C(ω ◦η |〈s〉)]≥ 2 · (32k−2−1), as required. 2 5
A.5.2 Exoticity






















1≤ i≤ 2k−1 =⇒ ni = 2 ·32k−1−i[32k−1−2]
i= 2k =⇒ n2k = 2 ·32k−2−2



















Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= [2(32k−1−1)2−1](2k+1)+32k−2[32k+1−8]− (2k−1)
= (32k−1−1)2(4k+3)+2 ·32k−2(32k−1)− (4k+1).
















C(θA|Q)OθA|Q unionsqC(θ−1A |Q)Oθ−1A |Q unionsqC(αA|Q)OαA|Q unionsqC(βA|Q)OβA|Q
]
Equations:
We list the following equations:
























C(Id|P)|O|Id|QId|P |+C(ω ◦η |P)|O
Id|Q
ω◦η |P|































ψ ∈ {θA|Q | Q ∈DA}:
Define
D1 = {(Q,P) ∈DA×DA ||Q|> 3 and Q≤ 〈s1〉∩P,〈d1〉s∩P,〈d2〉s−1 ∩P,〈s1〉s∩Ps−1 ,〈s1〉s−1 ∩P}


























































We have the following designated values for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(θA) =C(θ−1A ) =C(αA) =C(βA) = 1,
with every other constant equated to 0. Writing Ω∗ to denote this solution, we have
Ω∗ = (OId|S unionsqOω unionsqOη unionsqOω◦η)unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA).
It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.6.1 Minimality
We determine the minimal values of the constants. Note that C(Id),C(ω),C(η),C(ω ◦η)≥ 1.
Now,
|ΩId|A|+ |Ωω|A|+ |Ωη |A|+ |Ωω◦η |A|= |ΩθA |+ |Ωθ−1A |+ |ΩαA|+ |ΩβA|
=⇒ 32k[C(IdS)+C(ω)+C(η)+C(ω ◦η)]+32k+1[C(Id|A)+C(ω|A)+C(η |A)+C(ω ◦η |A)]
=32k[C(θA)+C(θ−1A )+C(αA)+C(βA)]
This gives [C(θA)+C(θ−1A )+C(αA)+C(βA)]≥ 22, as required. 1 6
It follows that our candidate solution is a minimal one.
A.6.2 Exoticity









Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= (24−1)(2k+1)+6 = 30k+21
























unionsqC(βˆVλ )OβˆVλ unionsqC(ϑˆ1,λ )Oϑˆ1,λ unionsqC(ϑˆ4,λ )Oϑˆ4,λ
Equations:
We list the following equations:

































ψ ∈ {θλ |Q | Q ∈Dλ ,λ =−1,1}:
|Ωθλ |= 3C(θλ )
|Ωθλ |〈ssλ1 ,z〉|= 32kC(θλ )+32k+1C(θλ |〈ssλ1 ,z〉)
|Ωθλ |〈t,z〉|= 32kC(θλ )+32k+1C(θλ |〈t,z〉)
|Ωθλ |〈ssλ1 〉|= 32k[C(θλ )+C(θ−1λ ◦η)]+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]
|Ωθλ |〈t〉|= 32k[C(θλ )+C(θ−λ ◦η)]+32k+1[C(θλ |〈t,z〉)+C(θ−λ ◦η |〈t,z〉)]
+32k+1[C(θλ |〈t〉)+C(θ−λ ◦η |〈t〉)]
ψ ∈ {θλ ◦η |Q | Q ∈Dλ ,λ =−1,1}:
|Ωθλ ◦η |= 3C(θλ ◦η)
|Ωθλ ◦η |〈ssλ1 ,z〉|= 32kC(θλ ◦η)+32k+1C(θλ ◦η |〈ssλ1 ,z〉)
|Ωθλ ◦η |〈t,z〉|= 32kC(θλ ◦η)+32k+1C(θλ ◦η |〈t,z〉)
|Ωθλ ◦η |〈ssλ1 〉|= 32k[C(θλ ◦η)+C(θ−1λ )]+32k+1[C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)]
+32k+1[C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)]
|Ωθλ ◦η |〈t〉|= 32k[C(θλ ◦η)+C(θ−λ )]+32k+1[C(θλ ◦η |〈t,z〉)+C(θ−λ |〈t,z〉)]
+32k+1[C(θλ ◦η |〈t〉)+C(θ−λ |〈t〉)]
ψ ∈ {θˆVλ , βˆVλ , ϑˆ1,λ , ϑˆ4,λ | λ =−1,1}:
|ΩθˆVλ |= 33C(θˆVλ )
|ΩβˆVλ |= 33C(βˆVλ )
|Ωϑˆ1,λ |= 33C(ϑˆ1,λ )
|Ωϑˆ4,λ |= 33C(ϑˆ4,λ )
Candidate solution:
We have the following designated values for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(Id|〈ssλ1 ,z〉) =C(ω|〈ssλ1 ,z〉) =C(η |〈ssλ1 ,z〉) =C(ω ◦η |〈sλ1 ,z〉) = 3
2k−3−1
C(θλ ) =C(θ−1λ ) =C(θλ ◦η) =C(θ−1λ ◦η) = 1
C(θˆVλ ) =C(βˆVλ ) =C(ϑˆ1,λ ) =C(ϑˆ4,λ ) = 3
2k−3,
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for all λ =−1,1. We equate the rest of the constants to be zero. Writing Ω∗ to denote this
solution, we have

















unionsqOβˆVλ unionsqOϑˆ1,λ unionsqOϑˆ4,λ ].
It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.7.1 Minimality















Now we determine the minimal values of the constants:
We already know by Lemma 4.2.8 that C(IdS),C(ω),C(η),C(ω ◦η)≥ 1.
C(θλ ),C(θ−1λ ),C(θλ ◦η),C(θ−1λ ◦η) for λ =−1,1:
|Ωθλ |+ |Ωθ−1λ |+ |Ωθλ ◦η |+ |Ωθ−1λ ◦η |= |ΩId|〈ssλ1 ,t〉|+ |Ωω|〈ssλ1 ,t〉|+ |Ωη |〈ssλ1 ,t〉|+ |Ωω◦η |〈ssλ1 ,t〉|










This gives us [C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]≥ 22, as required. 1 7
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C(θˆVλ ),C(βˆVλ ),C(ϑˆ1,λ ),C(ϑˆ4,λ ) for λ =−1,1:
|ΩθˆVλ |+ |ΩβˆVλ |+ |Ωϑˆ1,λ |+ |Ωϑˆ4,λ |= |Ωθλ |〈ssλ1 ,z〉|+ |Ωθ
−1
λ |〈ssλ1 ,z〉|+ |Ωθλ ◦η |〈ssλ1 ,z〉|+ |Ωθ
−1
λ ◦η |〈ssλ1 ,z〉|
=⇒ 33[C(θˆVλ )+C(θˆ−1Vλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )]
=32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1




)+C(ϑˆ1,λ )+C(ϑˆ4,λ )]≥ 22 ·32k−3, as required. 2 7
C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(ω ◦η |〈ssλ1 ,z〉) for λ =−1,1:
Using substitution from 1 7 we have
|ΩId|〈ssλ1 ,z〉|+ |Ωω|〈ssλ1 ,z〉|+ |Ωη |〈ssλ1 ,z〉|+ |Ωω◦η |〈ssλ1 ,z〉|
=|Ωθλ |〈ssλ1 ,z〉|+ |Ωθ
−1
λ |〈ssλ1 ,z〉|+ |Ωθλ ◦η |〈ssλ1 ,z〉|+ |Ωθ
−1
λ ◦η |〈ssλ1 ,z〉|
=⇒ 32[C(IdS)+C(ω)+C(η)+C(ω ◦η)]
+33[C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)+C(η |〈ssλ1 ,z〉)+C(ω ◦η |〈ssλ1 ,z〉)]










=32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]















λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1













λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1







































λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1











Thus, [C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)+C(η |〈ssλ1 ,z〉)+C(ω ◦η |〈ssλ1 ,z〉)]≥ 2
2 · (32k−3−1). 7 3
Thus, our candidate solution that we have chosen is minimal.
A.7.2 Exoticity













i= 1 =⇒ ni = 16 ·32k−3(32k−2−1)+1
2≤ i≤ 2k−2 =⇒ ni = 16 ·32k−2−i(32k−2−1)
i= 2k−1 =⇒ ni = 16 ·32k−3−6
i= 2k =⇒ ni = 16 ·32k−4−2
2k+1≤ i≤ 4k−4 =⇒ ni = 16 ·34k−4−i−1 (k ≥ 3)
i= 4k−3 =⇒ ni =
4 if k = 25 if k ≥ 3
i= 4k−2 =⇒ ni = 1
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Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|=
[4 · (32k−2−1)2−1](2k+1)+ [8 ·32k−2[32k−2−1]− (2k−2)] if k = 2[4 · (32k−2−1)2−1](2k+1)+ [8 ·32k−2[32k−2−1]− (2k−3)] if k ≥ 3
=
6349 if k = 28 ·32k−2[32k−2−1][4k+3]+ (4k+6) if k ≥ 3.












































C(ϑ1,λ )Oϑ1,λ unionsqC(ϑ2,λ )Oϑ1,λ unionsqC(ϑ3,λ )Oϑ1,λ unionsqC(ϑ4,λ )Oϑ1,λ
Note that there is a difference between the construction in Theorem 7.3.1 and the one above.
The difference is that we have excluded orbits induced by morphisms Θµ,λ |Q, ϑµ,λ |Q for
Q 〈ssλ1 ,z〉, and Θ−1µ,λ |Q for Q 〈t,z〉, for all µ = 1, ..,4 and λ =−1,1. This is because all
of these morphisms are restrictions of those from the set
{θT ,θ−1T ,αT ,βT | T =Vλ ,A,λ =−1,1},
which are already included in the the general construction.
Equations:
We list the following equations:
ψ ∈ {Id|Q | Q ∈DA∪Dλ ,λ =−1,1}:
When Q ∈ DA\{〈z〉}, then the equations are the same as those for DRV-6. When Q ∈
Dλ\{〈ssλ1 〉,〈t〉,〈z〉}, for λ =−1,1, then the equations are the same as those for DRV-7. So,
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ψ ∈ {θA|Q | Q ∈DA}:
When Q ∈ DA\{〈t〉,〈z〉}, then the equations are the same as those for DRV-6. So, we

















+34k−1[C(Θ1,λ )+C(Θ4,λ )]+34k−1[C(Θ1,−λ )+C(Θ4,−λ )]
ψ ∈ {θλ |Q | Q ∈Dλ ,λ =−1,1}:
When Q ∈ Dλ\{〈ssλ1 〉,〈t〉,〈z〉}, for λ = −1,1, then the equations are the same as those
for DRV-7. So, we consider the cases when Q ∈ {〈ssλ1 〉,〈t〉 | λ =−1,1}:
|Ωθλ |〈ssλ1 〉|= 32k[C(θλ )+C(θ−1λ ◦η)]+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
|Ωθλ |〈t〉|= 32k[C(θλ )+C(θ−1−λ ◦η)]+32k+1[C(θλ |〈t,z〉)+C(θ−1−λ ◦η |〈t,z〉)]








ψ ∈ {θλ ◦η |Q | Q ∈Dλ ,λ =−1,1}:
When Q ∈ Dλ\{〈ssλ1 〉,〈t〉,〈z〉}, for λ = −1,1, then the equations are the same as those
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for DRV-7. So, we consider the cases when Q ∈ {〈ssλ1 〉,〈t〉 | λ =−1,1}:
|Ωθλ ◦η |〈ssλ1 〉|= 32k[C(θλ ◦η)+C(θ−1λ )]+32k+1[C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)]
+32k+1[C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
|Ωθλ ◦η |〈t〉|= 32k[C(θλ ◦η)+C(θ−λ )]+32k+1[C(θλ ◦η |〈t,z〉)+C(θ−λ |〈t,z〉)]








ψ ∈ {θˆVλ , βˆVλ , ϑˆ1,λ , ϑˆ4,λ | λ =−1,1}:
In this case the equations are the same as those for DRV-7.
ψ ∈ {θVλ |Q | Q ∈DVλ ,λ =−1,1}:
|ΩθVλ |= 32C(θVλ )









ψ ∈ {Θ1,λ | λ =−1,1}:
|ΩΘ1,λ |= 32kC(Θ1,λ )
ψ ∈ {Θ−11,λ | λ =−1,1}:
|ΩΘ−11,λ |= 32kC(Θ−11,λ )
ψ ∈ {ϑ1,λ | λ =−1,1}:
|Ωϑ1λ |= 32C(ϑ1,λ )
Candidate solution:
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We have the following designated valued for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(Id|〈ssλ1 ,z〉) =C(ω|〈ssλ1 ,z〉) =C(η |〈ssλ1 ,z〉) =C(ω ◦η |〈ssλ1 ,z〉) = 3
2k−3−1 (for λ =−1,1)
C(Id|〈ssλ1 〉) =C(ω|〈ssλ1 〉) =C(η |〈ssλ1 〉) =C(ω ◦η |〈t〉) = 2
2 ·34k−4 (for λ =−1,1)
C(Id|〈t〉) =C(ω|〈t〉) =C(η |〈ssλ1 〉) =C(ω ◦η |〈t〉) = 2
C(θA) =C(θ−1A ) =C(αA) =C(βA) = 1
C(θA|〈z〉) =C(θ−1A |〈z〉) =C(αA|〈z〉) =C(βA|〈z〉) = 2(32k−3−1)
C(θλ ) =C(θ−1λ ) =C(θλ ◦η) =C(θ−1λ ◦η) = 1 (for λ =−1,1)
C(θλ |〈ssλ1 〉) =C(θ
−1
λ |〈ssλ1 〉) =C(θλ ◦η |〈ssλ1 〉) =C(θ
−1
λ ◦η |〈ssλ1 〉) = 2 ·3
2k−2 (for λ =−1,1)
C(θλ |〈t〉) =C(θ−1λ |〈t〉) =C(θλ ◦η |〈t〉) =C(θ−1λ ◦η |〈t〉) = 2 ·32k−2 (for λ =−1,1)
C(θVλ ) =C(θVλ ) =C(αVλ ) =C(βVλ ) = 3
2k−2 (for λ =−1,1)
C(θVλ |〈z〉) =C(θVλ |〈z〉) =C(αVλ |〈z〉) =C(βVλ |〈z〉) = 32k−2(32k−2−2) (for λ =−1,1)
C(Θ1,λ ) =C(Θ2,λ ) =C(Θ3,λ ) =C(Θ4,λ ) = 1 (for λ =−1,1)
C(θˆVλ ) =C(βˆVλ ) =C(ϑˆ1,λ ) =C(ϑˆ4,λ ) = 3







4,λ ) = 1 (for λ =−1,1)
C(ϑ1,λ ) =C(Θ2,λ ) =C(ϑ3,λ ) =C(ϑ4,λ ) = 32k−2, (for λ =−1,1)
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with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have

















unionsq2(OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)












2 ·32k−2(Oθλ |〈ssλ1 〉
unionsqOθ−1λ |〈ssλ1 〉
unionsqOθλ ◦η |〈ssλ1 〉




























32k−2(Oϑ1,λ unionsqOϑ2,λ unionsqOϑ3,λ unionsqOϑ4,λ )




































(θA,βA,αA,θ−1A ) if ψ = IdS
(αA,θ−1A ,βA,θA) if ψ = ω
(θ−1A ,αA,θA,βA) if ψ = η
(βA,θA,αA,θ−1A ) if ψ = ω ◦η




















αA if φ = θA
βA if φ = θ−1A
θA if φ = αA
θ−1A if φ = βA
and ψ2 =

βA if φ = θA
αA if φ = θ−1A
θA if φ = βA
θ−1A if φ = αA
Now we determine minimal values of the constants. Note that, by Lemma 4.2.8, we have
C(Id),C(ω),C(η),C(ω ◦η)≥ 1.
C(θA),C(θ−1A ),C(αA),C(βA):
By 1 6, we have [C(θA)+C(θ−1A )+C(αA)+C(βA)]≥ 22. 1 8
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C(θλ ),C(θ−1λ ),C(θλ ◦η),C(θ−1λ ◦η) for λ =−1,1:
By 1 7, we have [C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]≥ 22. 2 8
C(θˆVλ ),C(βˆVλ ),C(ϑˆ1,λ ),C(ϑˆ4,λ ) for λ =−1,1:
By 2 7, we have [C(θˆVλ )+C(βˆVλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )]≥ 22 ·32k−3. 3 8
C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(β |〈ssλ1 ,z〉) for λ =−1,1:
By 3 7, we have [C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(β |〈ssλ1 ,z〉)]≥ 2




),C(αVλ ),C(βVλ ) for λ =−1,1:
|ΩθVλ |+ |Ωθ
−1
Vλ |+ |ΩαVλ |+ |ΩβVλ |= |Ωθλ |〈ssλ1 ,z〉|+ |Ωθ
−1
λ |〈ssλ1 ,z〉|+ |Ωθλ ◦η |〈ssλ1 ,z〉|+ |Ωθ
−1
λ ◦η |〈ssλ1 ,z〉|
=⇒ 32[C(θVλ )+C(θ−1Vλ )+C(αVλ )+C(βVλ )]
=32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)] 5 8
Thus, by using 1 7, we have [C(θVλ )+C(θ
−1
Vλ
)+C(αVλ )+C(βVλ )]≥ 22 ·32k−2, as required.
C(Θ1,λ ),C(Θ2,λ ),C(Θ3,λ ),C(Θ4,λ ) for λ =−1,1:
|ΩΘ1,λ |+ |ΩΘ2,λ |+ |ΩΘ3,λ |+ |ΩΘ4,λ |= |Ωθλ |〈ssλ1 ,z〉|+ |Ωθ
−1
λ |〈ssλ1 ,z〉|+ |Ωθλ ◦η |〈ssλ1 ,z〉|+ |Ωθ
−1
λ ◦η |〈ssλ1 ,z〉|
=⇒ 32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
=32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)] 6 8








4,λ ) for λ =−1,1:
|ΩΘ−11,λ |+ |ΩΘ−12,λ |+ |ΩΘ−13,λ |+ |ΩΘ−14,λ |= |Ωθλ |〈t,z〉|+ |Ωθ−1λ |〈t,z〉|+ |Ωθλ ◦η |〈t,z〉|+ |Ωθ−1λ ◦η |〈t,z〉|
=⇒ 32k[C(Θ−11,λ )+C(Θ−12,λ )+C(Θ−13,λ )+C(Θ−14,λ )]
=32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈t,z〉)+C(θ−1λ |〈t,z〉)+C(θλ ◦η |〈t,z〉)+C(θ−1λ ◦η |〈t,z〉)] 7 8






4,λ )]≥ 22, as required.
C(ϑ1,λ ),C(ϑ2,λ ),C(ϑ3,λ ),C(ϑ4,λ ) for λ =−1,1:
|Ωϑ1,λ |+ |Ωϑ2,λ |+ |Ωϑ3,λ |+ |Ωϑ4,λ |= |Ωθλ |〈ssλ1 ,z〉|+ |Ωθ
−1
λ |〈ssλ1 ,z〉|+ |Ωθλ ◦η |〈ssλ1 ,z〉|+ |Ωθ
−1
λ ◦η |〈ssλ1 ,z〉|
=⇒ 32[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
=32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)] 8 8




λ |〈ssλ1 〉),C(θλ ◦η |〈ssλ1 〉),C(θ
−1
λ ◦η |〈ssλ1 〉) for λ =−1,1:
|Ωθλ |〈ssλ1 〉|+ |Ωθ
−1




=⇒ 32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]








|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k+1[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
=⇒ 32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1








|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
−32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
−32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
Thus, by using substitution from 5 8, we have
32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]




|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
≥(32k+1−32)[C(θVλ )+C(θ−1Vλ )+C(αVλ )+C(βVλ )]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
≥22[(32k+1−32) ·32k−2+32k+32k+1 ·32k−2] = 23 ·34k−1 9 8
It follows that [C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η)] ≥ 23 · 32k−2, as re-
quired.
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C(Id|〈ssλ1 〉),C(ω|〈ssλ1 〉),C(η |〈ssλ1 〉),C(ω ◦η |〈ssλ1 〉) for λ =−1,1:
|ΩId|〈ssλ1 〉|+ |Ωω|〈ssλ1 〉|+ |Ωη |〈ssλ1 〉|+ |Ωω◦η |〈ssλ1 〉|
=|Ωθλ |〈ssλ1 〉|+ |Ωθ
−1
λ |〈ssλ1 〉|+ |Ωθλ ◦η |〈ssλ1 〉|+ |Ωθ
−1
λ ◦η |〈ssλ1 〉|
=⇒ 32[C(IdS)+C(ω)+C(η)+C(ω ◦η)]
+33[C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)+C(η |〈ssλ1 ,z〉)+C(ω ◦η |〈ssλ1 ,z〉)]










+2 ·32[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+2 ·32[C(θVλ )+C(θV−1λ )+C(αVλ )+C(βVλ )]
2 ·32[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+33[C(θˆVλ )+C(βˆVλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )]
=2 ·32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+2 ·32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+2 ·32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]
+22 ·32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
=⇒ 33[C(Id|〈ssλ1 〉)+C(ω|〈ssλ1 〉)+C(η |〈ssλ1 〉)+C(ω ◦η |〈ssλ1 〉)]
=2 ·32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+2 ·32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+2 ·32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]
+22 ·32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
−32[C(IdS)+C(ω)+C(η)+C(ω ◦η)]










−2 ·32[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
−2 ·32[C(θVλ )+C(θV−1λ )+C(αVλ )+C(βVλ )]
−2 ·32[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
−33[C(θˆVλ )+C(βˆVλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )]
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By using substitution from 2 7, 5 8, 6 8 and 8 8, we have
33[C(Id|〈ssλ1 〉)+C(ω|〈ssλ1 〉)+C(η |〈ssλ1 〉)+C(ω ◦η |〈ssλ1 〉)]
=2 ·32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+2 ·32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+2 ·32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]
+22 ·
[
32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
]
−32[C(IdS)+C(ω)+C(η)+C(ω ◦η)]










−2 ·32[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
−2 ·
[
32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1




32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1




32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
]
=(32k−2 ·32)[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+2 ·32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]
−32[C(IdS)+C(ω)+C(η)+C(ω ◦η)]

























S . Using substitution from 1 7 and 3 7, and then by applying
the equality, we have
















λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+2 ·32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1







λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1





























=2 ·32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1



















=2 ·32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]








|〈z〉|= |ΩId|〈z〉|+ |Ωη |〈z〉|

























34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]


















34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]





−32k+1[C(θVλ )+C(θ−1Vλ )+C(αVλ )+C(βVλ )]
−32k+1[C(Θ−11,λ )+C(Θ−12,λ )+C(Θ−13,λ )+C(Θ−14,λ )]
−32k+1[C(ϑ1,−λ )+C(ϑ2,−λ )+C(ϑ3,−λ )+C(ϑ4,−λ )]
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By using substitution from 5 8, 7 8 and 8 8, note that













34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]







32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1




32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]




32k[C(θ−λ )+C(θ−1−λ )+C(θ−λ ◦η)+C(θ−1−λ ◦η)]
+32k+1[C(θ−λ |〈ssλ1 ,z〉)+C(θ
−1
−λ |〈ssλ1 ,z〉)+C(θ−λ ◦η |〈ssλ1 ,z〉)+C(θ
−1














34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
+34k+1[C(θµ |〈z〉)+C(θ−1µ |〈z〉)+C(θµ ◦η |〈z〉)+C(θ−1µ ◦η |〈z〉)]
]
−32k+1[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]





By using substitution from 1 7, note that













34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]





































34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
+34k+1[C(θµ |〈z〉)+C(θ−1µ |〈z〉)+C(θµ ◦η |〈z〉)+C(θ−1µ ◦η |〈z〉)]
]













































32k+2[C(θVλ |〈z〉)+C(θ−1Vλ |〈z〉)+C(αVλ |〈z〉)+C(βVλ |〈z〉)]
≥ ∑
λ=−1,1




≥23 ·34k(32k−3−1)+23 ·34k ·32k−3 = 23[2 ·36k−3−34k]
Thus, [C(θVλ |〈z〉)+C(θ−1Vλ |〈z〉)+C(αVλ |〈z〉)+C(βVλ |〈z〉)]≥ 23[2 ·34k−5−32k−2]. 11 8
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C(θA|〈z〉),C(θ−1A |〈z〉),C(αA|〈z〉),C(βA|〈z〉):























34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]





















34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]



























34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]












34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1












34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]





−32k+2[C(Id|A)+C(ω|A)+C(η |A)+C(ω ◦η |A)]
≥ ∑
λ=−1,1



































N = {θA|P,θ−1A |P,αA|P,βA|P | P ∈DA,P 6= 〈z〉,A},
Nˆ = Nunionsq{θA|〈z〉,θ−1A |〈z〉,αA|〈z〉,βA|〈z〉}.





A . Let Ω
∗ be our candidate characteristic biset. This means
CΩ∗(θA|〈z〉) =CΩ∗(θ−1A |〈z〉) =CΩ∗C(αA|〈z〉) =CΩ∗(βA|〈z〉) = 2(2 ·32k−3−1).
and for all φ ∈ N, CΩ∗(φ) = 0. That is,
∑
φ∈Nˆ
CΩ∗(φ)|Oφ |= 23 ·34k(2 ·32k−3−1).
Let Ω′ be any minimal characteristic biset with the condition that
CΩ′(θA|〈z〉)+CΩ′(θ−1A |〈z〉)+CΩ′(αA|〈z〉)+CΩ′(βA|〈z〉) = n where 0≤ n< 23(2 ·32k−3−1).
(??)
We show that Ω∗ is the optimal choice. From the rest of the calculations in this subsection
and from Lemma A.0.1, whenever φ /∈ Nˆ, we may assume
CΩ′(φ)≥CΩ∗(φ). (???)
Moreover, there exists /0 6= I ⊆ N such that for all φ ∈ I we have CΩ′(φ)|Oψ|〈z〉φ |> 0 and by (?)
and (??) we have
∑
φ∈I
CΩ′(φ)|Oψ|〈z〉φ | ≥ [23(2 ·32k−3−1)−n] ·34k, (????)
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Thus, by (????) we have
∑
φ∈I





|Dφ | +n ·3





|Dφ | +n ·3
4k+1 ≥ [23(2 ·32k−3−1)] ·34k+1
=⇒ [CΩ′(θA|〈z〉)|OθA|〈z〉|+CΩ′(θ−1A |〈z〉)|Oθ−1A |〈z〉|+CΩ′(αA|〈z〉)|OαA|〈z〉|+CΩ′(βA|〈z〉)|OβA|〈z〉|]
+ ∑
φ∈N
CΩ′(φ)|Oφ | ≥ [23(2 ·32k−3−1)] ·34k+1 (by (??) and definition of |Oφ |)
=⇒ ∑
φ∈Nˆ
CΩ′(φ)|Oφ | ≥ [23(2 ·32k−3−1)] ·34k+1. (by definition of Nˆ)
Using this property, we have





≥[23(2 ·32k−3−1)] ·34k+1− [23(2 ·32k−3−1)] ·34k > 0,
where the first inequality is due to (???). It follows that Ω∗ is indeed minimal (if the minim-
ality of the rest of the constants in this subsection are demonstrated).
Thus, we can choose [C(θA|〈z〉) =C(θ−1A |〈z〉) =C(αA|〈z〉) =C(βA|〈z〉)] = 2(2 ·32k−3−1). 12 8
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C(θλ |〈t〉),C(θ−1λ |〈t〉),C(θλ ◦η |〈t〉),C(θ−1λ ◦η |〈t〉) for λ =−1,1:
|Ωθλ |〈t〉|+ |Ωθ−1λ |〈t〉|+ |Ωθλ |〈t〉◦η |+ |Ωθ−1λ ◦η |〈t〉|= |ΩθA|〈t〉|+ |Ωθ−1A |〈t〉|+ |ΩαA|〈t〉|+ |Ωβ−1A |〈t〉|
=⇒ ∑
µ=−1,1
32k[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+ ∑
µ=−1,1
32k+1[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
+ ∑
µ=−1,1


















32k+1[C(θµ |〈t〉)+C(θ−1µ |〈t〉)+C(θµ ◦η |〈t〉)+C(θ−1µ ◦η |〈t〉)]














32k[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
− ∑
µ=−1,1
32k+1[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
By using substitution from 7 8, we have
∑
µ=−1,1
32k+1[C(θµ |〈t〉)+C(θ−1µ |〈t〉)+C(θµ ◦η |〈t〉)+C(θ−1µ ◦η |〈t〉)]

































≥23 ·32k+1+24 ·34k−1−23 ·32k+1 = 24 ·34k−1
Thus, ∑µ=−1,1[C(θµ |〈t〉)+C(θ−1µ |〈t〉)+C(θµ ◦η |〈t〉)+C(θ−1µ ◦η |〈t〉)]≥ 24 ·32k−2. 13 8
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C(Id|〈t〉),C(ω|〈t〉),C(η |〈t〉),C(ω ◦η |〈t〉):
|ΩθA|〈t〉|+ |Ωθ−1A |〈t〉|= |ΩId|〈t〉|+ |Ωω|〈t〉|
=⇒ 32k[C(IdS)+C(ω)+C(η)+C(ω ◦η)]
















































By using substitution from 1 6, we have

























32k[C(θA)+C(θ−1A )+C(αA)+C(βA)]−32k+1[C(Id|A)+C(ω|A)+C(η |A)+C(ω ◦η |A)]
]































A ]≥ 23 ·34k−1,
(?)
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We demonstrate that [C(Id|〈t〉)+C(ω|〈t〉)+C(η |〈t〉)+C(ω ◦η |〈t〉)] = 23 is the optimum choice.
















































N1 = {Id|P,ω|P,η |P,ω ◦η |P | P ∈D,P 6= S,〈t〉,〈ssλ1 〉,〈ssλ1 ,z〉,λ =−1,1},
N2 = {θA|P,θ−1A |P,αA|P,βA|P | P ∈DA,P 6= A, and tz−1 ∈ P or tz ∈ P},
N3 = {Id|P,ω|P,η |P,ω ◦η |P | P= 〈ssλ1 〉,〈ssλ1 ,z〉,λ =−1,1},
N = N1unionsqN2
Nˆ = Nunionsq{Id|〈t〉,ω|〈t〉,η |〈t〉,ω ◦η |〈t〉}







A . Let Ω
∗ be our candidate characteristic biset. Under Ω∗ we have
CΩ∗(Id|〈t〉) =CΩ∗(ω|〈t〉) =CΩ∗(η |〈t〉) =CΩ∗(ω ◦η |〈t〉) = 2,
and for all φ ∈ N, we have CΩ∗(φ) = 0. When φ ∈ N3, CΩ∗(φ)> 0, and is the reason why we
have stopped short of including N3 in N. Thus,
∑
φ∈Nˆ
CΩ∗(φ)|Oφ |= 8 ·34k+1.
Suppose that Ω′ is a minimal right characteristic biset with the condition that
CΩ′(Id|〈t〉)+CΩ′(ω|〈t〉)+CΩ′(η |〈t〉)+CΩ′(ω ◦η |〈t〉) = n where 0≤ n< 8. (??)
From the rest of the calculations in this subsection and from Lemma A.0.1, we may assume
for all φ /∈ Nˆ that
CΩ′(φ)≥CΩ∗(φ). (???)
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Moreover, there exists /0 6= I ⊆ N such that for all φ ∈ I, we have CΩ′(φ)|Oψ|〈t〉φ | > 0 and by
(?) and (??) we have
∑
φ∈I
CΩ′(φ)|Oψ|〈t〉φ | ≥ (8−n) ·34k−1, (????)
where ψ ∈ {Id,ω}. We show that Ω∗ is minimal by size. In other words we have to show
that |Ω′| ≥ |Ω∗|. From results in Appendix B, it can be checked that for each φ ∈ I and






Suppose that for every φ ∈ I, |Oψ|〈t〉φ |= 3
4k
|Dφ | . Then, by (????),
∑
φ∈I





|Dφ | +n ·3





|Dφ | +n ·3
4k+1 ≥ 8 ·34k+1
=⇒CΩ′(Id|〈t〉)|OId|〈t〉|+CΩ′(ω|〈t〉)|Oω|〈t〉|+CΩ′(η |〈t〉)|Oη |〈t〉|+CΩ′(ω ◦η |〈t〉)|Oω◦η |〈t〉|
+ ∑
φ∈N
CΩ′(φ)|Oφ | ≥ 8 ·34k+1 (by (??) and definition of |Oφ |)
=⇒ ∑
φ∈Nˆ
CΩ′(φ)|Oφ | ≥ 8 ·34k+1, (by definition of Nˆ)
Thus




CΩ∗(φ)|Oφ | ≥ 8 ·34k+1−8 ·34k+1 = 0,
where the first inequality is due to (???). It follows that Ω∗ is minimal (if the minimality of
the rest of the constants in this subsection are demonstrated).
It is left to consider the case when there exists φ ∈ I such that |Oψ|〈t〉φ |= 3
4k+1
|Dφ | . From results
in Appendix B, this only occurs when φ ∈ N1 and 〈t,z〉 ≤ Dφ . Thus, for all µ = 1, ..,4 and
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λ =−1,1, we have
|ΩΘ−1µ,λ |= |Ωψ|〈t,z〉|
=⇒ 32kC(Θ−1µ,λ ) = 32kC(ψ)+
34k+1
|Dφ | C(φ)+ [extra..]
=⇒C(Θ−1µ,λ )≥C(ψ)+
32k+1
|Dφ | C(φ)≥C(ψ)+3C(φ)≥ 4 (as φ ∈ I)
where the second last inequality is because |Dφ | ≤ 32k. Note that, CΩ∗(Θ−1µ,λ ) = 1. However,
CΩ′(Θµ,λ )≥ 4. Now




















≥n ·34k+1+8 ·4 ·34k−8 ·34k+1−8 ·34k
=n ·34k+1 ≥ 0
It follows that Ω∗ is minimal (if the minimality of the rest of the constants in this subsection
are demonstrated).
So we may assume C(Id|〈t〉) =C(ω|〈t〉) =C(η |〈t〉) =C(ω ◦η |〈t〉) = 2. 14 8
With the minimality of each of the non-zero constants of Ω∗ demonstrated, we have therefore
shown that it is minimal by size.
A.8.2 Exoticity














i= 1 =⇒ ni = 128 ·36k−6+304 ·34k−5−40 ·32k−3+5
i= 2 =⇒ ni = 128 ·36k−7+304 ·34k−6−40 ·32k−4+1
3≤ i≤ 2k−2 =⇒ ni = 128 ·36k−5−i+304 ·34k−4−i−40 ·32k−2−i (k ≥ 3)
i= 2k−1 =⇒ ni = 128 ·34k−4+304 ·32k−3−14
i= 2k =⇒ ni = 128 ·34k−5+304 ·32k−4−5
i= 2k+1 =⇒ ni =
1251 if k = 2128 ·34k−6+304 ·32k−5−2 if k ≥ 3
2k+2≤ i≤ 4k−4 =⇒ ni = 128 ·36k−5−i+304 ·34k−4−i−1 (k ≥ 3)
i= 4k−3 =⇒ ni = 128 ·32k−2+101
i= 4k−2 =⇒ ni = 128 ·32k−3+33
i= 4k−1 =⇒ ni = 128 ·32k−4+11
i= 4k =⇒ ni =
46 if k = 2128 ·32k−5+3 if k ≥ 3
i= 4k+1 =⇒ ni =
15 if k = 2128 ·32k−6+1 if k ≥ 3
4k+2≤ i≤ 6k−5 =⇒ ni = 128 ·36k−5−i (k ≥ 4)
i= 6k−4 =⇒ ni =

46 if k = 2
43 if k = 3
42 if k ≥ 4
i= 6k−3 =⇒ ni =
15 if k = 214 if k ≥ 3
i= 6k−2 =⇒ ni =
5 if k = 24 if k ≥ 3
i= 6k−1 =⇒ ni = 1
Thus, by summing over the range 1≤ i≤ 6k−1, we have
ν3(Sym(|Ω∗|/|S|)) =

152102 if k = 2
103032323 if k = 3
22[24 ·36k−5+38 ·34k−4−5 ·32k−2+1]−2k if k ≥ 3
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[|Ω∗|/|S|−1] ·5+152102 if k = 2
[|Ω∗|/|S|−1] ·7+103032323 if k = 3
[|Ω∗|/|S|−1](2k+1)+ [22[24 ·36k−5+38 ·34k−4−5 ·32k−2+1]−2k] if k ≥ 4
=

1673177 if k = 2
1545484964 if k = 3
22[24 ·36k−5+38 ·34k−4−5 ·32k−2](4k+3)+(28k+19) if k ≥ 4
Thus, we have an upper bound on our exoticity index.
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A.9 DRV-9























V0 |Q)Oθ−1V0 |Q unionsqC(αV0 |Q)OαV0 |Q unionsqC(βV0|Q)OβV0 |Q





Note that there is a difference between the construction in Theorem 7.3.1 and the one above.
The difference is that we have excluded orbits induced by morphisms Θµ,0|Q, for Q 〈s,z〉, and
Θ−1µ,0|Q for Q 〈t,z〉, for all µ = 1, ..,4. This is because all of these morphisms are restrictions
of those from the set
{θT ,θ−1T ,αT ,βT | T =V0,A},
which are already included in the general construction.
Equations:
We list the following equations:
ψ ∈ {Id|Q | Q ∈D∪DA}:
If Q ∈DA\DA0 , then the equations are the same as those for DRV-6.


































































ψ ∈ {θA|Q | Q ∈DA}:
If Q ∈ DA\DA0 , then the equations are the same as those for DRV-6. If Q ∈ DA0 , we
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We have the following designated values for the constants:
C(Id) =C(ω) =C(η) =C(ω ◦η) = 1
C(Id|〈s,z〉) =C(ω|〈s,z〉) =C(η |〈s,z〉) =C(ω ◦η |〈s,z〉) = 32k−3−1
C(Id|〈s〉) =C(ω|〈s〉) =C(η |〈s〉) =C(ω ◦η |〈s〉) = 34k−4
C(Id|〈t〉) =C(ω|〈t〉) =C(η |〈t〉) =C(ω ◦η |〈t〉) = 1
C(θA) =C(θ−1A ) =C(αA) =C(βA) = 1
C(θV0) =C(θ
−1
V0 ) =C(αV0) =C(βV0) = 3
2k−2
C(θ0) =C(θ−10 ) =C(α0) =C(β0) = 1
C(θ0|〈s〉) =C(θ−10 |〈s〉) =C(α0|〈s〉) =C(β0|〈s〉) = 32k−2
C(θ0|〈t〉) =C(θ0|〈t〉) =C(α0|〈t〉) =C(β0|〈t〉) = 32k−2








with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have
Ω∗ ∼= (OIdunionsqOω unionsqOη unionsqOω◦η)unionsq [32k−3−1](OId|〈s,z〉 unionsqOω|〈s,z〉 unionsqOη |〈s,z〉 unionsqOω◦η |〈s,z〉)
unionsq34k−4(OId|〈s〉 unionsqOω|〈s〉 unionsqOη |〈s〉 unionsqOω◦η |〈s〉)unionsq (OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)
unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA)
unionsq32k−2(OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 )
unionsq (Oθ0 unionsqOθ−10 unionsqOα0 unionsqOβ0)
unionsq32k−2(θ0|〈s〉unionsqOθ−10 |〈s〉 unionsqOα0|〈s〉 unionsqOβ0|〈s〉)unionsq3
2k−2(Oθ0|〈t〉 unionsqOθ0|〈t〉 unionsqOα0|〈t〉 unionsqOβ0|〈t〉)
unionsq (OΘ1,0 unionsqOΘ2,0 unionsqOΘ3,0 unionsqOΘ4,0)unionsq (OΘ−11,0 unionsqOΘ−12,0 unionsqOΘ−13,0 unionsqOΘ−14,0).
It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.10.1 Minimality
We now show that our candidate example is of minimal size for all possible constants in
the general construction Ω. First we define a few things which will be used later on. Let
212
















































































Now we determine the minimal size of Ω.
We begin by noting that C(Id),C(ω),C(η),C(ω ◦η)≥ 1 from Lemma 4.2.8.
C(θ0),C(θ−10 ),C(α0),C(β0):
|Ωθ0|+ |Ωθ−10 |+ |Ωα0|+ |Ωβ0|= |ΩId|〈s,t〉|+ |Ωω|〈s,t〉|+ |Ωη |〈s,t〉|+ |Ωω◦η |〈s,t〉|
=⇒ 3[C(θ0)+C(θ−10 )+C(α0)+C(β0)]






S ] 1 10
This gives us [C(θ0)+C(θ−10 )+C(α0)+C(β0)]≥ 22, as required.
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C(θA),C(θ−1A ),C(αA),C(βA):
|ΩθA|+ |Ωθ−1A |+ |ΩαA |+ |ΩβA |= |ΩId|A |+ |Ωω|A|+ |Ωη |A|+ |Ωω◦η |A|
=⇒ 32k[C(θA)+C(θ−1A )+C(αA)+C(βA)]
=32k[C(Id)+C(ω)+C(η)+C(ω ◦η)]
+32k+1[C(Id|A)+C(ω|A)+C(η |A)+C(ω ◦η |A)] 2 10




|ΩθV0 |+ |Ωθ−1V0 |+ |ΩαV0 |+ |ΩβV0 |= |Ωθ0|〈s,z〉|+ |Ωθ−10 |〈s,z〉|+ |Ωα0|〈s,z〉|+ |Ωβ0|〈s,z〉|
=⇒ 32[C(θV0)+C(θ−1V0 )+C(αV0)+C(βV0)]
=32k[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
+32k+1[C(θ0|〈s,z〉)+C(θ−10 |〈s,z〉)+C(α0|〈s,z〉)+C(β0|〈s,z〉)] 3 10
Using the result derived from 1 10, this gives us [C(θV0) +C(θ
−1
V0 ) +C(αV0) +C(βV0)] ≥
22 ·32k−2, as required.
C(Θ1,0),C(Θ2,0),C(Θ3,0),C(Θ4,0):
|ΩΘ1,0 |+ |ΩΘ2,0 |+ |ΩΘ3,0 |+ |ΩΘ4,0 |= |Ωθ0|〈s,z〉|+ |Ωθ−10 |〈s,z〉|+ |Ωα0|〈s,z〉|+ |Ωβ0|〈s,z〉|
=⇒ 32k[C(Θ1,0)+C(Θ2,0)+C(Θ3,0)+C(Θ4,0)]
=32k[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
+32k+1[C(θ0|〈s,z〉)+C(θ−10 |〈s,z〉)+C(α0|〈s,z〉)+C(β0|〈s,z〉)] 4 10









|ΩΘ−11,0|+ |ΩΘ−12,0|+ |ΩΘ−13,0|+ |ΩΘ−14,0|= |Ωθ0|〈t,z〉|+ |Ωθ−10 |〈t,z〉|+ |Ωα0|〈t,z〉|+ |Ωβ0|〈t,z〉|
=⇒ 32k[C(Θ−11,0)+C(Θ−12,0)+C(Θ−13,0)+C(Θ−14,0)]
=32k[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
+32k+1[C(θ0|〈t,z〉)+C(θ−10 |〈t,z〉)+C(α0|〈t,z〉)+C(β0|〈t,z〉)] 5 10
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C(Id|〈s,z〉),C(ω|〈s,z〉),C(η |〈s,z〉),C(ω ◦η |〈s,z〉):
Using substitution from 1 10, we have
|ΩId|〈s,z〉|+ |Ωω|〈s,z〉|+ |Ωη |〈s,z〉|+ |Ωω◦η |〈s,z〉|= |Ωθ0|〈s,z〉|+ |Ωθ−10 |〈s,z〉|+ |Ωα0|〈s,z〉|+ |Ωβ0|〈s,z〉|









































































≥(32k−33)[C(Id)+C(ω)+C(η)+C(ω ◦η)] 6 10
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Thus, [C(Id|〈s,z〉)+C(ω|〈s,z〉)+C(η |〈s,z〉)+C(ω ◦η |〈s,z〉)]≥ 22 · (32k−3−1), as required.
C(θ0|〈s〉),C(θ−10 |〈s〉),C(α0|〈s〉),C(β0|〈s〉):

















|ΩΘ1,0|+ |ΩΘ2,0|+ |ΩΘ3,0 |+ |ΩΘ4,0 |= |Ωθ0|〈s,z〉|+ |Ωθ−10 |〈s,z〉|+ |Ωα0|〈s,z〉|+ |Ωβ0|〈s,z〉|
=⇒ 32k[C(Θ1,0)+C(Θ2,0)+C(Θ3,0)+C(Θ4,0)]
=32k[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
+32k+1[C(θ0|〈s,z〉)+C(θ−10 |〈s,z〉)+C(α0|〈s,z〉)+C(β0|〈s,z〉)] 7 10
216














+32k+2[C(θV0|〈s〉)+C(θ−1V0 |〈s〉)+C(αV0|〈s〉)+C(βV0 |〈s〉)] 8 10
≥34k−1[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
Thus, [C(θ0|〈s〉)+C(θ−10 |〈s〉)+C(α0|〈s〉)+C(β0|〈s〉)]≥ 22 ·32k−2, as required.
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C(Id|〈s〉),C(ω|〈s〉),C(η |〈s〉),C(ω ◦η |〈s〉):
|ΩId|〈s〉|+ |Ωω|〈s〉|= |Ωθ0|〈s〉|+ |Ωθ−10 |〈s〉|
=⇒ 32[C(Id)+C(ω)+C(η)+C(ω ◦η)]
+33[C(Id|〈s,z〉)+C(ω|〈s,z〉)+C(η |〈s,z〉)+C(ω ◦η |〈s,z〉)]
























Applying 3 10, 6 10, 7 10 and 8 10, we have










































































S . Thus, by using this fact, and by
substituting in 1 10, we have




















































Thus, we have [C(Id|〈s〉)+C(ω|〈s〉)+C(η |〈s〉)+C(ω ◦η |〈s〉)]≥ 2 ·34k−4, as required. 9 10
C(θ0|〈t〉),C(θ−10 |〈t〉),C(α0|〈t〉),C(β0|〈t〉):
|Ωθ0|〈t〉|+ |Ωθ−10 |〈t〉|= |ΩθA|〈t〉|+ |Ωθ−1A |〈t〉|



























|ΩΘ−11,0|+ |ΩΘ−12,0|+ |ΩΘ−13,0|+ |ΩΘ−14,0|= |Ωθ0|〈t,z〉|+ |Ωθ−10 |〈t,z〉|+ |Ωα0|〈t,z〉|+ |Ωβ0|〈t,z〉|
=⇒ 32k[C(Θ−11,0)+C(Θ−12,0)+C(Θ−13,0)+C(Θ−14,0)]
=32k[C(θ0)+C(θ−10 )+C(α0)+C(β0)]
+32k+1[C(θ0|〈t,z〉)+C(θ−10 |〈t,z〉)+C(α0|〈t,z〉)+C(β0|〈t,z〉)] 10 10




















































It follows that [C(θ0|〈t〉)+C(θ−10 |〈t〉)+C(α0|〈t〉)+C(β0|〈t〉)]≥ 22 ·32k−2, as required. 11 10
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C(Id|〈t〉),C(ω|〈t〉),C(η |〈t〉),C(ω ◦η |〈t〉):
|ΩId|〈t〉|+ |Ωω|〈t〉|= |ΩθA|〈t〉|+ |Ωθ−1A |〈t〉|
=⇒ 32k[C(Id)+C(ω)+C(η)+C(ω ◦η)]+2 ·32k[C(θA)+C(θ−1A )+C(αA)+C(βA)]












































Thus, by applying 1 10, 2 10 and 10 10, we have

































































A ]≥ 22 ·34k−1,
(?)
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We demonstrate that [C(Id|〈t〉)+C(ω|〈t〉)+C(η |〈t〉)+C(ω ◦η |〈t〉)] = 22 is the optimum choice.
















































N1 = {Id|P,ω|P,η |P,ω ◦η |P | P ∈D,P 6= S,〈t〉,〈s〉,〈s,z〉},
N2 = {θA|P,θ−1A |P,αA|P,βA|P | P ∈DA,P 6= A, and tz−1 ∈ P or tz ∈ P},
N3 = {Id|P,ω|P,η |P,ω ◦η |P | P= 〈s〉,〈s,z〉},
N = N1unionsqN2
Nˆ = Nunionsq{Id|〈t〉,ω|〈t〉,η |〈t〉,ω ◦η |〈t〉}.







A . Let Ω
∗ be our candidate characteristic biset. Under Ω∗ we have
CΩ∗(Id|〈t〉) =CΩ∗(ω|〈t〉) =CΩ∗(η |〈t〉) =CΩ∗(ω ◦η |〈t〉) = 1,
and for all φ ∈ N, we have CΩ∗(φ) = 0. When φ ∈ N3, CΩ∗(φ)> 0, and is the reason why we
have stopped short of including N3 in N. Thus,
∑
φ∈Nˆ
CΩ∗(φ)|Oφ |= 4 ·34k+1.
Suppose that Ω′ is a minimal right characteristic biset with the condition that
CΩ′(Id|〈t〉)+CΩ′(ω|〈t〉)+CΩ′(η |〈t〉)+CΩ′(ω ◦η |〈t〉) = n where 0≤ n< 4. (??)
From the rest of the calculations in this subsection and from Lemma A.0.1, we may assume
for all φ /∈ Nˆ that
CΩ′(φ)≥CΩ∗(φ). (???)
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Moreover, there exists /0 6= I ⊆ N such that for all φ ∈ I, we have CΩ′(φ)|Oψ|〈t〉φ | > 0 and by
(?) and (??) we have
∑
φ∈I
CΩ′(φ)|Oψ|〈t〉φ | ≥ (4−n) ·34k−1, (????)
where ψ ∈ {Id,ω}. We show that Ω∗ is minimal by size. In other words we have to show
that |Ω′| ≥ |Ω∗|. From results in Appendix B, it can be checked that for each φ ∈ I and






Suppose that for every φ ∈ I, |Oψ|〈t〉φ |= 3
4k
|Dφ | . Then, by (????),
∑
φ∈I





|Dφ | +n ·3





|Dφ | +n ·3
4k+1 ≥ 4 ·34k+1
=⇒CΩ′(Id|〈t〉)|OId|〈t〉|+CΩ′(ω|〈t〉)|Oω|〈t〉|+CΩ′(η |〈t〉)|Oη |〈t〉|+CΩ′(ω ◦η |〈t〉)|Oω◦η |〈t〉|
+ ∑
φ∈N
CΩ′(φ)|Oφ | ≥ 4 ·34k+1 (by (??) and definition of |Oφ |)
=⇒ ∑
φ∈Nˆ
CΩ′(φ)|Oφ | ≥ 4 ·34k+1, (by definition of Nˆ)
Thus




CΩ∗(φ)|Oφ | ≥ 4 ·34k+1−4 ·34k+1 = 0,
where the first inequality is due to (???). It follows that Ω∗ is minimal (if the minimality of
the rest of the constants in this subsection are demonstrated).
It is left to consider the case when there exists φ ∈ I such that |Oψ|〈t〉φ |= 3
4k+1
|Dφ | . From results in
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Appendix B, this only occurs when φ ∈ N1 and 〈t,z〉 ≤ Dφ . Thus, for all µ = 1, ..,4, we have
|ΩΘ−1µ,0|= |Ωψ|〈t,z〉|
=⇒ 32kC(Θ−1µ,0) = 32kC(ψ)+
34k+1
|Dφ | C(φ)+ [extra..]
=⇒C(Θ−1µ,0)≥C(ψ)+
32k+1
|Dφ | C(φ)≥C(ψ)+3C(φ)≥ 4 (as φ ∈ I)
where the second last inequality is because |Dφ | ≤ 32k. Note that, CΩ∗(Θ−1µ,λ ) = 1. However,
CΩ′(Θµ,0)≥ 4. Now
















≥n ·34k+1+4 ·4 ·34k−4 ·34k+1−4 ·34k
=n ·34k+1 ≥ 0
It follows that Ω∗ is minimal (if the minimality of the rest of the constants in this subsection
are demonstrated).
So we may assume C(Id|〈t〉) =C(ω|〈t〉) =C(η |〈t〉) =C(ω ◦η |〈t〉) = 1. 12 10
Thus, our candidate solution that we have chosen is minimal.
A.10.2 Exoticity
Note that |Ω∗|/|S|= 36k−4+22 ·34k−4+13 ·32k−2+4. We use Lemma 4.3.12 to determine














i= 1 =⇒ ni = 36k−5+22 ·34k−5+13 ·32k−3+1
2≤ i≤ 2k−2 =⇒ ni = 36k−4−i+22 ·34k−4−i+13 ·32k−2−i
i= 2k−1 =⇒ ni = 34k−3+22 ·32k−3+4
i= 2k =⇒ ni = 34k−4+22 ·32k−4+1
2k+1≤ i≤ 4k−4 =⇒ ni = 36k−4−i+22 ·34k−4−i
i= 4k−3 =⇒ ni = 32k−1+7
i= 4k−2 =⇒ ni = 32k−2+2
4k−1≤ i≤ 6k−4 =⇒ ni = 36k−4−i
Thus,




36k−4−i+22 ·34k−4−i+13 ·32k−2− i
]


























































C(ξ−11,λ |Q)Oξ−11,λ |Q unionsqC(ξ
−1
2,λ |Q)Oξ−12,λ |Q unionsqC(ξ
−1




We list the following equations:
ψ ∈ {Id|Q | Q ∈Dλ ,λ =−1,0,1}:
If Q ∈ Dλ\{〈z〉} for λ = −1,1, then the equations are the same as those for DRV-7. If
Q ∈D0\{〈z〉}, then the equations are the same as those for DRV-9.
ψ ∈ {θλ |Q | Q ∈Dλ ,λ =−1,1}:
If Q ∈Dλ\{〈z〉}, for λ =−1,1, then the equations are the same as those for DRV-7.
ψ ∈ {θ0|Q | Q ∈D0}:
If Q ∈D0\{〈z〉}, then the equations are the same as those for DRV-9.
ψ ∈ {θλ ◦η |Q | Q ∈Dλ ,λ =−1,1}:
If Q ∈Dλ\{〈z〉}, for λ =−1,1, then the equations are the same as those for DRV-7.
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ψ ∈ {θˆVλ , βˆVλ , ϑˆ1,λ , ϑˆ4,λ | λ =−1,1}:
In these cases, the equations are the same as those for DRV-7.
ψ ∈ {ξ1,λ |Q | Q ∈DVλ ,λ =−1,1}:
|Ωξ1,λ |= 33C(ξ1,λ )
|Ωξ1,λ |〈ssλ1 〉|= 33[C(ξ1,λ )+C(ξ3,λ )]+33[C(ξ1,λ |〈ssλ1 〉)+C(ξ3,λ |〈ssλ1 〉)]
ψ ∈ {ξ−11,λ |Q | Q ∈DV0,λ =−1,1}:
|Ωξ−11,λ |= 33C(ξ−11,λ )
|Ωξ−11,λ |= 33[C(ξ1,λ )+C(ξ3,λ )]+33[C(ξ1,λ |〈ssλ1 〉)+C(ξ3,λ |〈ssλ1 〉)]
Candidate solution:
We have the following designated values for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(Id|〈ssλ1 ,z〉) =C(ω|〈ssλ1 ,z〉) =C(η |〈ssλ1 ,z〉) =C(ω ◦η |〈sλ1 ,z〉) = 3
2k−3−1 (for λ =−1,0,1)
C(θ0) =C(θ−10 ) =C(α0) =C(β0) = 1
C(θλ ) =C(θ−1λ ) =C(θλ ◦η) =C(θ−1λ ◦η) = 1 (for λ =−1,1)
C(θˆVλ ) =C(βˆVλ ) =C(ϑˆ1,λ ) =C(ϑˆ4,λ ) = 3
2k−3 (for λ =−1,1)







4,λ ) = 3
2k−3 (for λ =−1,1)
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with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have


























32k−3[Oξ−11,λ unionsqOξ−12,λ unionsqOξ−13,λ unionsqOξ−14,λ ]
It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.11.1 Minimality
We now determine minimal values of the constants:
We already know, by Lemma 4.2.8, that C(IdS),C(ω),C(η),C(ω ◦η)≥ 1.
C(θλ ),C(θ−1λ ),C(θλ ◦η),C(θ−1λ ◦η) for λ =−1,1:
By 1 7, we get [C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]≥ 22. 1 11
C(θ0),C(θ−10 ),C(α0),C(β0):
By 1 9, we get [C(θ0)+C(θ−10 )+C(α0)+C(β0)]≥ 22. 2 11
C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(ω ◦η |〈ssλ1 ,z〉) for λ =−1,0,1:
By 3 7, we get [C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)+C(η |〈ssλ1 ,z〉)+C(ω ◦η |〈ssλ1 ,z〉)] ≥ 2
2 · (32k−3− 1)
for λ =−1,1. Similarly, by 2 9, we get [C(Id|〈s,z〉)+C(ω|〈s,z〉)+C(η |〈s,z〉)+C(ω ◦η |〈s,z〉)]≥
22 · (32k−3−1). 3 11
C(θˆVλ ),C(βˆVλ ),C(ϑ1,λ ),C(ϑ4,λ ) for λ =−1,1:
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By 2 7, we get [C(θˆVλ )+C(βˆVλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )]≥ 22 ·32k−3. 4 11
C(ξ1,λ ),C(ξ2,λ ),C(ξ3,λ ),C(ξ4,λ ) for λ =−1,1:
|Ωξ1,λ |+ |Ωξ2,λ |+ |Ωξ3,λ |+ |Ωξ4,λ |= |Ωθλ |〈ssλ1 ,z〉|+ |Ωθ
−1
λ |〈ssλ1 ,z〉|+ |Ωθλ ◦η |〈ssλ1 ,z〉|+ |Ωθ
−1
λ ◦η |〈ssλ1 ,z〉|
=⇒ 33[C(ξ1,λ )C(ξ2,λ )+C(ξ3,λ )+C(ξ4,λ )]
=32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]







4,λ ) for λ =−1,1:
|Ωξ−11,λ |+ |Ωξ−12,λ |+ |Ωξ−13,λ |+ |Ωξ−14,λ |= |Ωθ0|〈s,z〉|+ |Ωθ−10 |〈s,z〉|+ |Ωα0|〈s,z〉|+ |Ωβ0|〈s,z〉|
=⇒ 33[C(ξ−11,λ )+C(ξ−12,λ )+C(ξ−13,λ )+C(ξ−14,λ )]
=32k[C(θ0)+C(θ−10 )+C(α0)+C(β0)]+3
2k+1[C(θ0|〈s,z〉)+C(θ−10 |〈s,z〉)+C(α0|〈s,z〉)+C(β0|〈s,z〉)]






4λ )]≥ 22 ·32k−3. 6 11
A.11.2 Exoticity













i= 1 =⇒ ni = 4 ·34k−3−8 ·32k−2+1
2≤ i≤ 2k−1 =⇒ ni = 4 ·32k−1−i[32k−1−2]
i= 2k =⇒ ni = 4 ·32k−2−3
2k+1≤ i≤ 4k−2 =⇒ ni = 4 ·34k−2−i−1
i= 4k−1 =⇒ ni = 1
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Thus,













=2 ·34k−2−22 ·34k−1− (2k−3)
Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= (|Ω∗|/|S|−1)(2k+1)+ [2 ·34k−2−22 ·34k−1− (2k−3)]
= 2[(34k−2−2 ·32k−1)(4k+3)+(2k+3)].


























































C(ξ−11,λ |Q)Oξ−11,λ |Q unionsqC(ξ
−1
2,λ |Q)Oξ−12,λ |Q unionsqC(ξ
−1
















As already explained in the case for DRV-8 and DRV-10, there is a difference between the
construction in Theorem 7.3.1 and the one above. The difference here is that we have excluded
orbits induced by the following morphisms:
1. Θµ,λ |Q, for Q 〈ssλ1 ,z〉, λ =−1,0,1, and µ = 1, ..,4.
2. Θ−1µ,λ |Q for Q 〈t,z〉, λ =−1,0,1 and µ = 1, ..,4.
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3. ϑµ,λ |Q for Q 〈ssλ1 ,z〉, λ =−1,1, and µ = 1, ..,4.
4. ξµ,λ |Q for Q 〈ssλ1 ,z〉, λ =−1,1 and µ = 1, ..,8 (excluding ξµ,λ |〈ssλ1 〉 for µ = 1,2,3,4).
5. ξ−1µ,λ |Q for Q 〈s,z〉, λ =−1,1 and µ = 1, ..,8 (excluding ξ−1µ,λ |〈s〉 for µ = 1,2,3,4)
This is because all of these morphisms are restrictions of those from the set
{θT ,θ−1T ,αT ,βT | T =Vλ ,A,λ =−1,0,1},
which are already included in the the general construction.
Equations:
We list the following equations:
ψ ∈ {Id|Q | Q ∈DA∪Dλ ,λ =−1,0,1}:
If Q ∈ DA\{〈z〉}, then the equations are the same as those for DRV-8. If Q ∈ Dλ\{〈z〉}
for λ = −1,1, then the equations are the same as those for DRV-8. If Q ∈D0\{〈z〉}, then






















ψ ∈ {θA|Q | Q ∈DA}:
If Q ∈ DA\{〈t〉,〈z〉}, then the equations are the same as those for DRV-8 (or equivalently




















ψ ∈ {θλ |Q | Q ∈Dλ ,λ =−1,0,1}:
If Q ∈Dλ\{〈z〉}, for λ =−1,1, then the equations are the same as DRV-8. If Q ∈D0\{〈z〉},
then the equations are the same as those for DRV-10. If Q = 〈z〉, then θλ |Q = Id|Q, for all
λ =−1,0,1.
ψ ∈ {θλ ◦η | Q ∈Dλ ,λ =−1,1}:
If Q ∈ Dλ\{〈z〉}, for λ = −1,1, then the equations are the same as DRV-8. If Q = 〈z〉,
then θλ ◦η |Q = η |Q, for all λ =−1,1.
ψ{θˆVλ , βˆVλ , ϑˆ1,λ , ϑˆ4,λ | λ =−1,1}:
In this case, the equations are the same as those for DRV-8.
ψ ∈ {θVλ |Q | Q ∈DVλ ,λ =−1,0,1}
When Q= 〈ssλ1 ,z〉 for λ =−1,1, then the equations are the same as those for DRV-8. If Q=
〈s,z〉, then the equation is the same as that for DRV-12. First suppose that Q ∈ {〈ssλ1 〉,〈z〉},
for λ −1,1. Then




























ψ ∈ {Θ1,λ | λ =−1,0,1}:
If λ = −1,1, then the equations are the same as those for DRV-8. If λ = 0, then the
equations is the same as that for DRV-10.
ψ ∈ {Θ−11,λ | λ =−1,0,1}:
If λ = −1,1, then the equations are the same as those for DRV-8. If λ = 0, then the
equations is the same as that for DRV-10.
ψ ∈ {ϑ1,λ | λ =−1,1}:
In this case the equations are the same as those for DRV-8.
ψ ∈ {ξ1,λ |Q | Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},λ =−1,1}:
|Ωξ1,λ |= 33C(ξ1,λ )
|Ωξ1,λ |〈ssλ1 〉|= 33[C(ξ1,λ )+C(ξ3,λ )]+33[C(ξ1,λ |〈ssλ1 〉)+C(ξ3,λ |〈ssλ1 〉)]
ψ ∈ {ξ−11,λ |Q | Q ∈ {〈s〉,〈s,z〉},λ =−1,1}:
|Ωξ−11,λ |= 33C(ξ−11,λ )
|Ωξ1,λ |〈s〉|= 33[C(ξ−11,λ )+C(ξ−13,λ )]+33[C(ξ−11,λ |〈s〉)+C(ξ−13,λ |〈s〉)]
ψ ∈ {ξ5,λ | λ =−1,1}:
|Ωξ5,λ |= 32C(ξ5,λ )
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ψ ∈ {ξ−15,λ | λ =−1,1}:
|Ωξ5,λ |= 32C(ξ−15,λ )
Candidate solution:
We have the following designated valued for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(Id|〈ssλ1 ,z〉) =C(ω|〈ssλ1 ,z〉) =C(η |〈ssλ1 ,z〉) =C(ω ◦η |〈ssλ1 ,z〉) = 3
2k−3−1 (for λ =−1,0,1)
C(Id|〈s〉) =C(ω|〈s〉) =C(η |〈s〉) =C(ω ◦η |〈s〉) = 34k−4
C(Id|〈ssλ1 〉) =C(ω|〈ssλ1 〉) =C(η |〈ssλ1 〉) =C(ω ◦η |〈ssλ1 〉) = 2
2 ·34k−4 (for λ =−1,1)
C(Id|〈t〉) =C(ω|〈t〉) =C(η |〈ssλ1 〉) =C(ω ◦η |〈t〉) = 3
C(θA) =C(θ−1A ) =C(αA) =C(βA) = 1
C(θA|〈z〉) =C(θ−1A |〈z〉) =C(αA|〈z〉) =C(βA|〈z〉) = 17 ·32k−3−3
C(θ0) =C(θ−10 ) =C(α0) =C(β0) = 1
C(θ0|〈s〉) =C(θ−10 |〈s〉) =C(α0|〈s〉) =C(β0|〈s〉) = 32k−1
C(θ0|〈t〉) =C(θ−10 |〈t〉) =C(α0|〈t〉) =C(β0|〈t〉) = 32k−1
C(θλ ) =C(θ−1λ ) =C(θλ ◦η) =C(θ−1λ ◦η) = 1 (for λ =−1,1)
C(θλ |〈ssλ1 〉) =C(θ
−1
λ |〈ssλ1 〉) =C(θλ ◦η |〈ssλ1 〉) =C(θ
−1
λ ◦η |〈ssλ1 〉) = 3
2k−1 (for λ =−1,1)
C(θλ |〈t〉) =C(θ−1λ |〈t〉) =C(θλ ◦η |〈t〉) =C(θ−1λ ◦η |〈t〉) = 32k−1 (for λ =−1,1)
C(θˆVλ ) =C(βˆVλ ) =C(ϑˆ1,λ ) =C(ϑˆ4,λ ) = 3
2k−3 (for λ =−1,1)
C(θVλ ) =C(θVλ ) =C(αVλ ) =C(βVλ ) = 3
2k−2 (for λ =−1,0,1)
C(θVλ |〈z〉) =C(θVλ |〈z〉) =C(αVλ |〈z〉) =C(βVλ |〈z〉) = 17 ·34k−5−32k−1 (for λ =−1,0,1)







4,λ ) = 1 (for λ =−1,1)
C(ϑ1,λ ) =C(Θ2,λ ) =C(ϑ3,λ ) =C(ϑ4,λ ) = 32k−2, (for λ =−1,1)







4,λ ) = 3
2k−3 (for λ =−1,1)
C(ξ1,λ |〈ssλ1 〉) =C(ξ2,λ |〈ssλ1 〉) =C(ξ3,λ |〈ssλ1 〉) =C(ξ4,λ |〈ssλ1 〉) = 3
4k−4+2 ·32k−3
(for λ =−1,1)
C(ξ−11,λ |〈s〉) =C(ξ−12,λ |〈s〉) =C(ξ−13,λ |〈s〉) =C(ξ−14,λ |〈s〉) = 34k−4+2 ·32k−3 (for λ =−1,1)







8,λ ) = 3
2k−2, (for λ =−1,1)
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with the rest of constants equated to 0. Writing Ω∗ to denote this solution, we have


















unionsq3(OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)
unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA)
unionsq (17 ·32k−3−3)(OθA|〈z〉 unionsqOθ−1A |〈z〉 unionsqOαA|〈z〉 unionsqOβA|〈z〉)
unionsq (Oθ0 unionsqOθ−10 unionsqOα0 unionsqOβ0)
unionsq32k−1(Oθ0|〈s〉 unionsqOθ−10 |〈s〉 unionsqOα0|〈s〉 unionsqOβ0|〈s〉)










unionsqOθλ ◦η |〈ssλ1 〉
















































32k−2(Oξ `5,λ unionsqOξ `5,λ unionsqOξ `5,λ unionsqOξ `5,λ )
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It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.12.1 Minimality
































(θA,βA,αA,θ−1A ) if ψ = IdS
(αA,θ−1A ,βA,θA) if ψ = ω
(θ−1A ,αA,θA,βA) if ψ = η
(βA,θA,αA,θ−1A ) if ψ = ω ◦η




















αA if φ = θA
βA if φ = θ−1A
θA if φ = αA
θ−1A if φ = βA
and ψ2 =

βA if φ = θA
αA if φ = θ−1A
θA if φ = βA
θ−1A if φ = αA




By 1 8, we have [C(θA)+C(θ−1A )+C(αA)+C(βA)]≥ 22. 1 12
C(θ0),C(θ−10 ),C(α0),C(β0)
By 1 10, we have [C(θ0)+C(θ−10 )+C(α0)+C(β0)]≥ 22. 2 12
C(θλ ),C(θ−1λ ),C(θλ ◦η),C(θ−1λ ◦η) for λ =−1,1:
By 2 8, we have [C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]≥ 22. 3 12
C(θˆVλ ),C(βˆVλ ),C(ϑˆ1,λ ),C(ϑˆ4,λ ) for λ =−1,1:
By 3 8, we have [C(θˆVλ )+C(βˆVλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )]≥ 22 ·32k−3. 4 12
C(Id|〈s,z〉),C(ω|〈s,z〉),C(η |〈s,z〉),C(ω ◦η |〈s,z〉):
By 6 10, we have [C(Id|〈s,z〉)+C(ω|〈s,z〉)+C(η |〈s,z〉)+C(ω ◦η |〈s,z〉)]≥ 22 · [32k−3−1]. 5 12
C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(ω ◦η |〈ssλ1 ,z〉) for λ =−1,1:
By 4 8, [C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)+C(η |〈ssλ1 ,z〉)+C(ω ◦η |〈ssλ1 ,z〉)]≥ 2




By 3 10, we have [C(θV0)+C(θ
−1




),C(αVλ ),C(βVλ ) for λ =−1,1:
By 5 8, we have [C(θVλ )+C(θ
−1
Vλ
)+C(αVλ )+C(βVλ )]≥ 22 ·32k−2. 8 12
C(Θ1,0),C(Θ2,0),C(Θ3,0),C(Θ4,0):
By 4 10, we have [C(Θ1,0)+C(Θ2,0)+C(Θ3,0)+C(Θ4,0)]≥ 22. 9 12
C(Θ1,λ ),C(Θ2,λ ),C(Θ3,λ ),C(Θ4,λ ) for λ =−1,1:
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4,λ ) for λ =−1,1:






4,λ )]≥ 22. 12 12
C(ϑ1,λ ),C(ϑ2,λ ),C(ϑ3,λ ),C(ϑ4,λ ) for λ =−1,1:
By 8 8 we have [C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]≥ 22 ·32k−2. 13 12
C(ξ1,λ ),C(ξ2,λ ),C(ξ2,λ ),C(ξ4,λ ) for λ =−1,1:
|Ωξ1,λ |+ |Ωξ2,λ |+ |Ωξ3,λ |+ |Ωξ4,λ |= |ΩθVλ |+ |ΩθV−1λ |+ |ΩαVλ |+ |ΩβVλ |
=⇒ 33[C(ξ1,λ )+C(ξ2,λ )+C(ξ3,λ )+C(ξ4,λ )] = 32[C(θVλ )+C(θV−1λ )+C(αVλ )+C(βVλ )]







4,λ ) for λ =−1,1:
|Ωξ−11,λ |+ |Ωξ−12,λ |+ |Ωξ−13,λ |+ |Ωξ−14,λ |= |ΩθV0 |+ |ΩθV−10 |+ |ΩαV0 |+ |ΩβV0 |
=⇒ 33[C(ξ−11,λ )+C(ξ−12,λ )+C(ξ−13,λ )+C(ξ−14,λ )] = 32[C(θV0)+C(θV−10 )+C(αV0)+C(βV0)]






4,λ )]≥ 22 ·32k−3. 15 12
C(ξ5,λ ),C(ξ6,λ ),C(ξ7,λ ),C(ξ8,λ ) for λ =−1,1:
|Ωξ5,λ |+ |Ωξ6,λ |+ |Ωξ7,λ |+ |Ωξ8,λ |= |ΩθVλ |+ |ΩθV−1λ |+ |ΩαVλ |+ |ΩβVλ |
=⇒ 32[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )] = 32[C(θVλ )+C(θV−1λ )+C(αVλ )+C(βVλ )]








8,λ ) for λ =−1,1:
|Ωξ−15,λ |+ |Ωξ−16,λ |+ |Ωξ−17,λ |+ |Ωξ−18,λ |= |ΩθV0 |+ |ΩθV−10 |+ |ΩαV0 |+ |ΩβV0 |
=⇒ 32[C(ξ−15,λ )+C(ξ−16,λ )+C(ξ−17,λ )+C(ξ−18,λ )] = 32[C(θV0)+C(θV−10 )+C(αV0)+C(βV0)]






8,λ )]≥ 22 ·32k−2. 17 12
C(Id|〈s〉),C(ω|〈s〉),C(η |〈s〉),C(ω ◦η |〈s〉):
By 8 10, we have [C(Id|〈s〉)C(ω|〈s〉)+C(η |〈s〉)+C(ω ◦η |〈s〉)]≥ 22 ·34k−4. 18 12
C(Id|〈ssλ1 〉),C(ω|〈ssλ1 〉),C(η |〈ssλ1 〉),C(ω ◦η |〈ssλ1 〉) for λ =−1,1:
By 10 8, we have [C(Id|〈ssλ1 〉)C(ω|〈ssλ1 〉)+C(η |〈ssλ1 〉)+C(ω ◦η |〈ssλ1 〉)]≥ 2
4 ·34k−4. 19 12
C(θ0|〈s〉),C(θ−10 |〈s〉),C(α0|〈s〉),C(β0|〈s〉):
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By using 4 10, we have




























































≥22 ·32k+1 ·32k−2+23 ·32k+1 ·32k−2 = 22 ·34k




λ |〈ssλ1 〉),C(θλ ◦η |〈ssλ1 〉),C(θ
−1
λ ◦η |〈ssλ1 〉) for λ =−1,1:
|Ωθλ |〈ssλ1 〉|+ |Ωθ
−1




=⇒ 32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]








|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k+1[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
=⇒ 32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1








|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
−32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
−32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
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Thus, by using substitution from 5 8, we have
32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]




|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
≥(32k+1−32)[C(θVλ )+C(θ−1Vλ )+C(αVλ )+C(βVλ )]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
≥22[(32k+1−32) ·32k−2+32k+32k+1 ·32k−2+32k+1 ·32k−2] = 22 ·34k
It follows that [C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1




































34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θλ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]



































34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θλ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]








































34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θλ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]




























32k[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+32k+1[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
]
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34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]



































34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]










































34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]




























































































≥3 ·22 ·34k(32k−3−1)+23 ·34k ·32k−3+24 ·34k ·32k−2
=22[17 ·36k−3−34k+1]
Thus, [C(θV0|〈z〉)+C(θ−1V0 |〈z〉)+C(αV0|〈z〉)+C(βV0 |〈z〉)]≥ 22[17 ·34k−5−32k−1]. 22 12
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|〈z〉|= |ΩId|〈z〉|+ |Ωη |〈z〉|






































34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θλ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]



































34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]














−32k+1[C(θVλ )+C(θ−1Vλ )+C(αVλ )+C(βVλ )]
−32k+1[C(Θ−11,λ )+C(Θ−12,λ )+C(Θ−13,λ )+C(Θ−14,λ )]
−32k+1[C(ϑ1,−λ )+C(ϑ2,−λ )+C(ϑ3,−λ )+C(ϑ4,−λ )]
−32k+1[C(ξ−15,λ )+C(ξ−16,λ )+C(ξ−17,λ )+C(ξ−18,λ )]
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By using substitution from 5 8, 7 8, 8 8, and also by using 3 10 and 17 12 together, note that



















34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
















32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ |〈ssλ1 ,z〉)+C(θλ ◦η |〈ssλ1 ,z〉)+C(θ
−1




32k[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]




32k[C(θ−λ )+C(θ−1−λ )+C(θ−λ ◦η)+C(θ−1−λ ◦η)]
+32k+1[C(θ−λ |〈ssλ1 ,z〉)+C(θ
−1
−λ |〈ssλ1 ,z〉)+C(θ−λ ◦η |〈ssλ1 ,z〉)+C(θ
−1





























34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
+34k+1[C(θµ |〈z〉)+C(θ−1µ |〈z〉)+C(θµ ◦η |〈z〉)+C(θ−1µ ◦η |〈z〉)]
]
−32k+1[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]














By using substitution from 1 7, note that

















34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]



















































34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
+34k+1[C(θµ |〈z〉)+C(θ−1µ |〈z〉)+C(θµ ◦η |〈z〉)+C(θ−1µ ◦η |〈z〉)]
]















32k+2[C(θVλ |〈z〉)+C(θV−1λ |〈z〉)+C(αVλ |〈z〉)+C(βVλ |〈z〉)]
≥ ∑
λ=−1,0,1















































32k+2[C(θVλ |〈z〉)+C(θ−1Vλ |〈z〉)+C(αVλ |〈z〉)+C(βVλ |〈z〉)]
≥ ∑
λ=−1,0,1













≥3 ·22 ·34k(32k−3−1)+23 ·34k ·32k−3+24 ·34k ·32k−2 = 22[17 ·36k−3−34k+1]
Thus, [C(θVλ |〈z〉)+C(θ−1Vλ |〈z〉)+C(αVλ |〈z〉)+C(βVλ |〈z〉)]≥ 22[17 ·34k−5−32k−1]. 23 12
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C(θA|〈z〉),C(θ−1A |〈z〉),C(αA|〈z〉),C(βA|〈z〉):























34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]






























34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]




































34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1
µ ◦η |〈ssµ1 ,z〉)]
+34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]





















34k−1[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+34k[C(θµ |〈ssµ1 ,z〉)+C(θ
−1
µ |〈ssµ1 ,z〉)+C(θµ ◦η |〈ssµ1 ,z〉)+C(θ
−1












34k[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]














−32k+2[C(Id|A)+C(ω|A)+C(η |A)+C(ω ◦η |A)]
≥ ∑
λ=−1,1












































N = {θA|P,θ−1A |P,αA|P,βA|P | P ∈DA,P 6= 〈z〉,A},
Nˆ = Nunionsq{θA|〈z〉,θ−1A |〈z〉,αA|〈z〉,βA|〈z〉}.





A . Let Ω
∗ be our candidate characteristic biset. This means
CΩ∗(θA|〈z〉) =CΩ∗(θ−1A |〈z〉) =CΩ∗C(αA|〈z〉) =CΩ∗(βA|〈z〉) = [17 ·32k−3−3].
and for all φ ∈ N, CΩ∗(φ) = 0. That is,
∑
φ∈Nˆ
CΩ∗(φ)|Oφ |= 22[17 ·36k−3−34k+1].
Let Ω′ be any minimal characteristic biset with the condition that
CΩ′(θA|〈z〉)+CΩ′(θ−1A |〈z〉)+CΩ′(αA|〈z〉)+CΩ′(βA|〈z〉) = n where 0≤ n< 22[17 ·32k−3−3].
(??)




Moreover, there exists /0 6= I ⊆ N such that for all φ ∈ I we have CΩ′(φ)|Oψ|〈z〉φ |> 0 and by (?)
and (??) we have
∑
φ∈I
CΩ′(φ)|Oψ|〈z〉φ | ≥ [22[17 ·32k−3−3]−n] ·34k, (????)




Thus, by (????) we have
∑
φ∈I





|Dφ | +n ·3





|Dφ | +n ·3
4k+1 ≥ 22[17 ·32k−3−3] ·34k+1
=⇒ [CΩ′(θA|〈z〉)|OθA|〈z〉|+CΩ′(θ−1A |〈z〉)|Oθ−1A |〈z〉|+CΩ′(αA|〈z〉)|OαA|〈z〉|+CΩ′(βA|〈z〉)|OβA|〈z〉|]
+ ∑
φ∈N
CΩ′(φ)|Oφ | ≥ 22[17 ·32k−3−3] ·34k+1 (by (??) and definition of |Oφ |)
=⇒ ∑
φ∈Nˆ
CΩ′(φ)|Oφ | ≥ 22[17 ·32k−3−3] ·34k+1. (by definition of Nˆ)
Using this property, we have





≥22[17 ·32k−3−3] ·34k+1−22[17 ·32k−3−3] ·34k > 0,
where the first inequality is due to (???). It follows that Ω∗ is indeed minimal (if the minim-
ality of the rest of the constants in this subsection are demonstrated).
Thus, we can choose [C(θA|〈z〉) =C(θ−1A |〈z〉) =C(αA|〈z〉) =C(βA|〈z〉)] = [17 ·32k−3−3]. 24 12
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C(θ0|〈t〉),C(θ−10 |〈t〉),C(α0|〈t〉),C(β0|〈t〉):






































































≥22 ·32k+1+22 · (34k−1−32k+1)+23 ·34k−1 = 22 ·34k
Thus, [C(θ0|〈t〉)+C(θ−10 |〈t〉)+C(α0|〈t〉)+C(β0|〈t〉)]≥ 22 ·32k−1, as required.
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C(θλ |〈t〉),C(θ−1λ |〈t〉),C(θλ ◦η |〈t〉),C(θ−1λ ◦η |〈t〉) for λ =−1,1:
|Ωθλ |〈t〉|+ |Ωθ−1λ |〈t〉|+ |Ωθλ |〈t〉◦η |+ |Ωθ−1λ ◦η |〈t〉|= |ΩθA|〈t〉|+ |Ωθ−1A |〈t〉|+ |ΩαA|〈t〉|+ |Ωβ−1A |〈t〉|
=⇒ ∑
µ=−1,1
32k[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
+ ∑
µ=−1,1
32k+1[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
+ ∑
µ=−1,1


















32k+1[C(θµ |〈t〉)+C(θ−1µ |〈t〉)+C(θµ ◦η |〈t〉)+C(θ−1µ ◦η |〈t〉)]















32k[C(θµ)+C(θ−1µ )+C(θµ ◦η)+C(θ−1µ ◦η)]
− ∑
µ=−1,1
32k+1[C(θµ |〈t,z〉)+C(θ−1µ |〈t,z〉)+C(θµ ◦η |〈t,z〉)+C(θ−1µ ◦η |〈t,z〉)]
By using substitution from 7 8, we have
∑
µ=−1,1
32k+1[C(θµ |〈t〉)+C(θ−1µ |〈t〉)+C(θµ ◦η |〈t〉)+C(θ−1µ ◦η |〈t〉)]



































≥23 ·32k+1+23 ·34k−1+24 ·34k−1−23 ·32k+1 = 23 ·34k
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Thus, ∑µ=−1,1[C(θµ |〈t〉)+C(θ−1µ |〈t〉)+C(θµ ◦η |〈t〉)+C(θ−1µ ◦η |〈t〉)]≥ 23 ·32k−1. 25 12
C(Id|〈t〉),C(ω|〈t〉),C(η |〈t〉),C(ω ◦η |〈t〉):
|ΩθA|〈t〉|+ |Ωθ−1A |〈t〉|= |ΩId|〈t〉|+ |Ωω|〈t〉|
=⇒ 32k[C(IdS)+C(ω)+C(η)+C(ω ◦η)]
















































By using substitution from 1 6, we have

























32k[C(θA)+C(θ−1A )+C(αA)+C(βA)]−32k+1[C(Id|A)+C(ω|A)+C(η |A)+C(ω ◦η |A)]
]





















≥3 ·22 ·34k−1 = 22 ·34k
Thus,








A ]≥ 22 ·34k,
(?)
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We demonstrate that [C(Id|〈t〉) +C(ω|〈t〉) +C(η |〈t〉) +C(ω ◦η |〈t〉)] = 22 · 3 is an optimum
















































N1 = {Id|P,ω|P,η |P,ω ◦η |P | P ∈D,P 6= S,〈t〉,〈ssλ1 〉,〈ssλ1 ,z〉,λ =−1,0,1},
N2 = {θA|P,θ−1A |P,αA|P,βA|P | P ∈DA,P 6= A, and tz−1 ∈ P or tz ∈ P},
N3 = {Id|P,ω|P,η |P,ω ◦η |P | P= 〈ssλ1 〉,〈ssλ1 ,z〉,λ =−1,0,1},
N = N1unionsqN2
Nˆ = Nunionsq{Id|〈t〉,ω|〈t〉,η |〈t〉,ω ◦η |〈t〉}







A . Let Ω
∗ be our candidate characteristic biset. This means
CΩ∗(Id|〈t〉) =CΩ∗(ω|〈t〉) =CΩ∗(η |〈t〉) =CΩ∗(ω ◦η |〈t〉) = 3,
and for all φ ∈ N, we have CΩ∗(φ) = 0. When φ ∈ N3, CΩ∗(φ)> 0, and is the reason why we
have stopped short of including N3 in N. Thus,
∑
φ∈Nˆ
CΩ∗(φ)|Oφ |= 4 ·34k+2.
Suppose that Ω′ is a minimal right characteristic biset with the condition that
CΩ′(Id|〈t〉)+CΩ′(ω|〈t〉)+CΩ′(η |〈t〉)+CΩ′(ω ◦η |〈t〉) = n where 0≤ n< 12. (??)
From the rest of the calculations in this subsection and from Lemma A.0.1, we may assume
for all φ /∈ Nˆ that
CΩ′(φ)≥CΩ∗(φ). (???)
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Moreover, there exists /0 6= I ⊆ N such that for all φ ∈ I, we have CΩ′(φ)|Oψ|〈t〉φ | > 0 and by
(?) and (??) we have
∑
φ∈I
CΩ′(φ)|Oψ|〈t〉φ | ≥ (12−n) ·34k−1, (????)
where ψ ∈ {Id,ω}. We show that Ω∗ is minimal by size. From results in Appendix B, it can






Suppose that for every φ ∈ I, |Oψ|〈t〉φ |= 3
4k
|Dφ | . Then, by (????),
∑
φ∈I





|Dφ | +n ·3





|Dφ | +n ·3
4k+1 ≥ 4 ·34k+2
=⇒CΩ′(Id|〈t〉)|OId|〈t〉|+CΩ′(ω|〈t〉)|Oω|〈t〉|+CΩ′(η |〈t〉)|Oη |〈t〉|+CΩ′(ω ◦η |〈t〉)|Oω◦η |〈t〉|
+ ∑
φ∈N
CΩ′(φ)|Oφ | ≥ 4 ·34k+2 (by (??) and definition of |Oφ |)
=⇒ ∑
φ∈Nˆ
CΩ′(φ)|Oφ | ≥ 4 ·34k+2, (by definition of Nˆ)
Thus




CΩ∗(φ)|Oφ | ≥ 4 ·34k+2−4 ·34k+2 = 0,
where the first inequality is due to (???). It follows that Ω∗ is minimal (if the minimality of
the rest of the constants in this subsection are demonstrated).
It is left to consider the case when there exists φ ∈ I such that |Oψ|〈t〉φ |= 3
4k+1
|Dφ | . From results
in Appendix B, this only occurs when φ ∈ N1 and 〈t,z〉 ≤ Dφ . Thus, for all µ = 1, ..,4 and
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λ =−1,0,1, we have
|ΩΘ−1µ,λ |= |Ωψ|〈t,z〉|
=⇒ 32kC(Θ−1µ,λ ) = 32kC(ψ)+
34k+1
|Dφ | C(φ)+ [extra..]
=⇒C(Θ−1µ,λ )≥C(ψ)+
32k+1
|Dφ | C(φ)≥C(ψ)+3C(φ)≥ 4 (as φ ∈ I)
where the second last inequality is because |Dφ | ≤ 32k. Note that, CΩ∗(Θ−1µ,λ ) = 1. However,
CΩ′(Θµ,λ )≥ 4. Now




















≥n ·34k+1+12 ·4 ·34k−12 ·34k+1−12 ·34k
=n ·34k+1 ≥ 0.
It follows that Ω∗ is minimal (if the minimality of the rest of the constants in this subsection
are demonstrated).
So we may assume C(Id|〈t〉) =C(ω|〈t〉) =C(η |〈t〉) =C(ω ◦η |〈t〉) = 3. 26 12
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C(ξ−11,λ |〈s〉),C(ξ−12,λ |〈s〉),C(ξ−13,λ |〈s〉),C(ξ−14,λ |〈s〉) for λ =−1,1:
|Ωξ−11,λ |〈s〉|+ |Ωξ−12,λ |〈s〉|= |ΩθV0 |〈s〉|+ |Ωθ−1V0 |〈s〉|
=⇒ 33[C(ξ−11,λ )+C(ξ−12,λ )+C(ξ−13,λ )+C(ξ−14,λ )]






























−33[C(ξ−11,λ )+C(ξ−12,λ )+C(ξ−13,λ )+C(ξ−14,λ )]
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By using substitution from 15 12, we have







































≥22 · (32k+1−32) ·32k−2+22 ·32k+1+23 ·32k+1 ·32k−2
=23 ·32k+22 ·34k
Thus, [C(ξ−11,λ |〈s〉)+C(ξ−12,λ |〈s〉)+C(ξ−13,λ |〈s〉)+C(ξ−14,λ |〈s〉)]≥ 22[34k−3+2 ·32k−3]. 27 12
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C(ξ1,λ |〈ssλ1 〉),C(ξ2,λ |〈ssλ1 〉),C(ξ3,λ |〈ssλ1 〉),C(ξ4,λ |〈ssλ1 〉) for λ =−1,1:




=⇒ 33[C(ξ1,λ )+C(ξ2,λ )+C(ξ3,λ )+C(ξ4,λ )]
+33[C(ξ1,λ |〈ssλ1 〉)+C(ξ2,λ |〈ssλ1 〉)+C(ξ3,λ |〈ssλ1 〉)+C(ξ4,λ |〈ssλ1 〉)]




|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k+1[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
=⇒ 33[C(ξ1,λ |〈ssλ1 〉)+C(ξ2,λ |〈ssλ1 〉)+C(ξ3,λ |〈ssλ1 〉)+C(ξ4,λ |〈ssλ1 〉)]




|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k+1[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
−33[C(ξ1,λ )+C(ξ2,λ )+C(ξ3,λ )+C(ξ4,λ )]
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Thus, by using substitution from 14 12, we have
33[C(ξ1,λ |〈ssλ1 〉)+C(ξ2,λ |〈ssλ1 〉)+C(ξ3,λ |〈ssλ1 〉)+C(ξ4,λ |〈ssλ1 〉)]




|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k+1[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
−32[C(θVλ )+C(θ−1Vλ )+C(αVλ )+C(βVλ )]




|〈ssλ1 〉)+C(αVλ |〈ssλ1 〉)+C(βVλ |〈ssλ1 〉)]
+32k+1[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
≥(32k+1−32)[C(θVλ )+C(θV−1λ )+C(αVλ )+C(βVλ )]
+32k+1[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
+32k+1[C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]
+32k+1[C(ξ5,λ )+C(ξ6,λ )+C(ξ7,λ )+C(ξ8,λ )]
≥22 · (32k+1−32) ·32k−2+22 ·32k+1+22 ·32k+1 ·32k−2+22 ·32k+1 ·32k−2
=22[34k+2 ·32k]
Thus, [C(ξ1,λ |〈ssλ1 〉)+C(ξ2,λ |〈ssλ1 〉)+C(ξ3,λ |〈ssλ1 〉)+C(ξ4,λ |〈ssλ1 〉)]≥ 2
2[34k−3+2 ·32k−3], as re-
quired. 28 12
Thus, our candidate solution that we have chosen is minimal.
A.12.2 Exoticity














i= 1 =⇒ ni = 40 ·36k−4+256 ·34k−4+16 ·32k−2+5
i= 2 =⇒ ni = 40 ·36k−5+256 ·34k−5+16 ·32k−3+1
3≤ i≤ 2k−1 =⇒ ni = 40 ·36k−3−i+256 ·34k−3−i+16 ·32k−1−i
i= 2k =⇒ ni = 40 ·34k−3+256 ·32k−3+5
i= 2k+1 =⇒ ni = 40 ·34k−4+256 ·32k−4+1
2k+2≤ i≤ 4k−3 =⇒ ni = 40 ·36k−3−i+256 ·34k−3−i (k ≥ 3)
i= 4k−2 =⇒ ni = 40 ·32k−1+85
i= 4k−1 =⇒ ni = 40 ·32k−2+28
i= 4k =⇒ ni = 40 ·32k−3+9
i= 4k+1 =⇒ ni = 40 ·32k−4+3
i= 4k+2 =⇒ ni =
14 if k = 240 ·32k−5+1 if k ≥ 3
4k+3≤ i≤ 6k−3 =⇒ ni = 40 ·36k−3−i (k ≥ 3)
i= 6k−2 =⇒ ni = 13
i= 6k−1 =⇒ ni = 4
i= 6k =⇒ ni = 1
Thus, by summing over the range 1≤ i≤ 6k, we have
ν3(Sym(|Ω∗|/|S|)) = 22[5 ·36k−3+25 ·34k−3+2 ·32k−1].
Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= [|Ω∗|/|S|−1](2k+1)+22[5 ·36k−3+25 ·34k−3+2 ·32k−1]
= 22[5 ·36k−3+25 ·34k−3+2 ·32k−1](4k+3)+15(2k+1).


















V0 |Q)Oθ−1V0 |Q unionsqC(αV0|Q)OαV0 |Q unionsqC(βV0 |Q)OβV0 |Q
]
Equations:
We list the following equations:






















We have the following designated values for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(θV0) =C(θ
−1
V0 ) =C(αV0) =C(βV0) = 1
C(Id|〈s〉) =C(η |〈s〉) =C(ω|〈s〉) =C(ω ◦η |〈s〉) = 32k−2−1
with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have
Ω∗ ∼= (OIdunionsqOω unionsqOη unionsqOω◦η)unionsq (OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 )unionsqnk · (OId|〈s〉 unionsqOω|〈s〉 unionsqOη |〈s〉 unionsqOω◦η |〈s〉),
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where nk = 32k−2− 1. It is left to show that this solution is minimal, and to determine an
upper bound on the exoticity index.
A.13.1 Minimality















where φ ∈ {IdS,ω,η ,ω ◦η} is defined so that ψ ◦ φ = η . Now, we determine the minimal
size of Ω, by looking at the smallest possible values of the constants.




|ΩId|〈s,z〉|+ |Ωω|〈s,z〉|+ |Ωη |〈s,z〉|+ |Ωω◦η |〈s,z〉|= |ΩθV0 |+ |Ωθ−1V0 |+ |ΩαV0 |+ |ΩβV0 |










This gives us [C(θV0)+C(θ
−1
V0 )+C(αV0)+C(βV0)]≥ 22, as required. 1 13
C(Id|〈s〉),C(ω|〈s〉),C(η |〈s〉),C(ω ◦η |〈s〉):
|ΩId|〈s〉|+ |Ωω|〈s〉|= |ΩθV0 |〈s〉|+ |Ωθ−1V0 |〈s〉|














=⇒ 33[C(Id|〈s〉)+C(ω|〈s〉)+C(η |〈s〉)+C(ω ◦η |〈s〉)]
=(32k+1−2 ·32)[C(θV0)+C(θ−1V0 )+C(αV0)+C(βV0)]
+32k+2[C(θV0|〈s〉)+C(θV0|〈s〉)+C(αV0|〈s〉)+C(βV0|〈s〉)































S . By using this property, and by substi-
tuting in 1 13, we see that
33[C(Id|〈s〉)+C(ω|〈s〉)+C(η |〈s〉)+C(ω ◦η |〈s〉)]
=(32k−1−2)
[



























It follows that [C(Id〈s〉)+C(ω|〈s〉)+C(η |〈s〉)+C(ω ◦η |〈s〉)]≥ 22 · (32k−2−1). 2 13
We have shown that our candidate solution is of minimal size.
A.13.2 Exoticity























i= 1 =⇒ n1 = 4 ·34k−3−8 ·32k−2+1
2≤ i≤ 2k−1 =⇒ ni = 4 ·32k−1−i[32k−1−2]
i= 2k =⇒ n2k = 4 ·32k−2−3
2k+1≤ i≤ 4k−2 =⇒ ni = 4 ·34k−2−i−1














+(4 ·34k−3−8 ·32k−2+1)+(4 ·34k−2−3)+1
= [2(32k−1−2)(32k−2−1)]+ [2(32k−2−1)− (2k−2)]
+(4 ·34k−3−4 ·32k−2−1)
= 2(32k−1−1)2−2k+1
Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= [4(32k−1−1)2−1](2k+1)+2(32k−1−1)2−2k+1
= 2(32k−1−1)2(4k+3)−4k.























C(θ0|Q)Oθ0|Q unionsqC(θ−10 |Q)Oθ−10 |Q
Equations:
We list the following equations:
ψ ∈ {Id|Q | Q ∈DA∪DV0}:
When Q ∈DA, then the equations are the same as those for DRV-6. Similarly, when Q ∈DV0 ,
then the equations are the same as those for DRV-13.
ψ ∈ {θA|Q | Q ∈DA}:
In this case, the equations are the same as those for DRV-6.
ψ ∈ {θV0|Q | Q ∈DV0}:
In this case, the equations are the same as those for DRV-13.





We have the following designated values for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(Id|〈s〉) =C(ω|〈s〉) =C(η |〈s〉) =C(ω ◦η |〈s〉) = 32k−2−1
C(θA) =C(θ−1A ) =C(αA) =C(βA) = 1
C(θV0) =C(θ
−1
V0 ) =C(αV0) =C(βV0) = 1
C(θ0|〈s〉) =C(θ−10 |〈s〉) = 2
C(θ0|〈t〉) =C(θ−10 |〈t〉) = 2,
with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have
Ω∗ ∼=(OIdunionsqOω unionsqOη unionsqOω◦η)unionsq (32k−2−1)(OId|〈s〉 unionsqOω|〈s〉 unionsqOη |〈s〉 unionsqOω◦η |〈s〉)
unionsq(OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 )unionsq (OθA unionsqOθ−1A unionsqOαA unionsqOβA)
unionsq2(Oθ0|〈s〉 unionsqOθ−10 |〈s〉)unionsq2(Oθ0|〈t〉 unionsqOθ−10 |〈t〉)
It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.14.1 Minimality










αA if ψ = θAβA if ψ = θ−1A
Now we determine the minimal values of the constants.
By Lemma 4.2.8, we already know that C(IdS),C(ω),C(η),C(ω ◦η)≥ 1.
C(θA),C(θ−1A ),C(αA),C(βA):





By 1 13, we have [C(θV0)+C(θ
−1
V0 )+C(αV0)+C(βV0)]≥ 22. 2 14
C(Id|〈s〉),C(ω|〈s〉),C(η |〈s〉),C(ω ◦η |〈s〉):
By 2 13, we have [C(θV0)+C(θ
−1
V0 )+C(αV0)+C(βV0)]≥ 22 · (32k−2−1). 3 14
C(θ0|〈s〉),C(θ−10 |〈s〉):








Thus, [C(θ0|〈s〉)+C(θ−10 |〈s〉)]≥ 22, as required. 4 14
C(θ0|〈t〉),C(θ−10 |〈t〉):









Thus, [C(θ0|〈t〉)+C(θ−10 |〈t〉)]≥ 22, as required. 5 14
It follows that our candidate solution is minimal.
279
A.14.2 Exoticity













i= 1 =⇒ ni = 4 ·34k−3+16 ·32k−2+5
i= 2 =⇒ ni = 4 ·34k−4+16 ·32k−3+1
3≤ i≤ 2k−1 =⇒ ni = 4 ·34k−2−i+16 ·32k−1−i
i= 2k =⇒ ni = 4 ·32k−2+5
i= 2k+1 =⇒ ni = 4 ·32k−3+1
2k+2≤ i≤ 4k−2 =⇒ ni = 4 ·34k−2−i
i= 4k−1 =⇒ ni = 1
Thus,
















Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|=[4(34k−2+4 ·32k−1+4)−1][2k+1]+ [34k−2+8 ·32k−1+3]
=2[34k−2+4 ·32k−1](4k+3)+6(5k+3).













C(θV0 |Q)OθV0 |Q unionsqC(θ
−1










C(θˆVλ )OθVλ unionsqC(βˆVλ )OθVλ unionsqC(ϑˆ1,λ )OθVλ unionsqC(ϑˆ4,λ )OθVλ
Equations:
We list the following equations:
ψ ∈ {Id|Q | Q ∈Dλ ∪DV0,λ =−1,1}:
If Q ∈Dλ for λ = −1,1, then the equations are the same as those for DRV-7. If Q ∈DV0 ,
then the equations are the same as those for DRV-13.
ψ ∈ {θλ |Q | Q ∈Dλ ,λ =−1,1}:
In this case the equations are the same as those for DRV-7.
ψ ∈ {θλ ◦η |Q | Q ∈Dλ ,λ =−1,1}:
In this case the equations are the same as those for DRV-7.
ψ ∈ {θˆVλ , βˆVλ , ϑˆ1,λ , ϑˆ4,λ}:
In this case the equations are the same as those for DRV-7.
ψ ∈ {θV0|Q | Q ∈DV0}:
In this case the equations are the same as those for DRV-13.
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Candidate solution:
We have the following designated values for the constants:
C(IdS) =C(ω) =C(η) =C(ω ◦η) = 1
C(Id|〈ssλ1 ,z〉) =C(ω|〈ssλ1 ,z〉) =C(η |〈ssλ1 ,z〉) =C(ω ◦η |〈ssλ1 ,z〉) = 3
2k−3−1
C(Id|〈s〉) =C(ω|〈s〉) =C(η |〈s〉) =C(ω ◦η |〈s〉) = 32k−2−1
C(θλ ) =C(θ−1λ ) =C(θλ ◦η) =C(θ−1λ ◦η) = 1




V0 ) =C(αV0) =C(βV0) = 1
C(θV0|〈z〉) =C(θ−1V0 |〈z〉) =C(αV0|〈z〉) =C(βV0|〈z〉) = 2 ·32k−3(32k−2−2),
with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have


















unionsqOβˆVλ unionsqOϑˆ1,λ unionsqOϑˆ4,λ ]
unionsq [OθV0 unionsqOθ−1V0 unionsqOαV0 unionsqOβV0 ]
unionsq [OθV0 |〈z〉 unionsqOθ−1V0 |〈z〉 unionsqOαV0 |〈z〉 unionsqOβV0 |〈z〉].
It is left to show that this solution is minimal, and to determine an upper bound on the
exoticity index.
A.15.1 Minimality











































Now, we determine the minimal values of the constants:
By Lemma 4.2.8, note that C(IdS),C(ω),C(η),C(ω ◦η)≥ 1.
C(θλ ),C(θ−1λ ),C(θλ ◦η),C(θ−1λ ◦η):
By 1 7, we get C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)≥ 22. 1 15
C(θˆVλ ),C(βˆVλ ),C(ϑˆ1,λ ),C(ϑˆ4,λ ):
By 2 7, we get C(θˆVλ )+C(βˆVλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )≥ 22 ·32k−3. 2 15
C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(ω ◦η |〈ssλ1 ,z〉):
By 3 7 we get C(Id|〈ssλ1 ,z〉) +C(ω|〈ssλ1 ,z〉) +C(η |〈ssλ1 ,z〉) +C(ω ◦ η |〈ssλ1 ,z〉) ≥ 2
2 · (32k−3− 1),




By 1 13, we get C(θV0)+C(θ
−1
V0 )+C(αV0)+C(βV0)≥ 22. 4 15
C(Id|〈s〉),C(ω|〈s〉),C(η |〈s〉),C(β |〈s〉):
By 2 13, we get C(Id|〈s〉)+C(ω|〈s〉)+C(η |〈s〉)+C(ω ◦η |〈s〉)≥ 22 · (32k−2−1). 5 15
C(θV0|〈z〉),C(θ−1V0 |〈z〉),C(αV0|〈z〉),C(βV0|〈z〉):
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Using substitution from 1 13, we have
|ΩθV0 |〈z〉|+ |Ωθ
−1|〈z〉































































































[C(Id|〈ssλ1 ,z〉)+C(ω|〈ssλ1 ,z〉)+C(η |〈ssλ1 ,z〉)+C(ω ◦η |〈ssλ1 ,z〉)]
+34k−1 ∑
λ=−1,1
[C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]
≥23 ·34k(32k−3−1)+23 ·34k−1 = 23 ·34k−1(32k−2−1).

















i= 1 =⇒ ni = 52 ·34k−5−4 ·32k−3+1
2≤ i≤ 2k−2 =⇒ ni = 52 ·34k−4−i−4 ·32k−2−i
i= 2k−1 =⇒ ni = 52 ·32k−3−2
2k ≤ i≤ 4k−4 =⇒ ni = 52 ·34k−4−i−1
i= 4k−3 =⇒ ni = 17
i= 4k−2 =⇒ ni = 5
i= 4k−1 =⇒ ni = 1
Then, by summing over 1≤ i≤ 4k−1, we have
ν3(Sym(|Ω∗|/|S|)) = 26 ·34k−4−2 ·32k−2− (2k−1).
Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= [|Ω∗|/|S|−1](2k+1)+ν3(Sym(|Ω∗|/|S|))
= 2[13 ·34k−4−32k−2](4k+3)+4(k+1).




















































C(ξ1,λ |〈ssλ1 〉)Oξ1,λ |〈ssλ1 〉
unionsqC(ξ2,λ |〈ssλ1 〉)Oξ1,λ |〈ssλ1 〉
unionsqC(ξ−11,λ |〈s〉)Oξ−11,λ |〈s〉 unionsqC(ξ
−1
2,λ |〈s〉)Oξ−12,λ |〈s〉
As already explained in the case for DRV-8, DRV-10, and DRV-12, there is a difference between
the construction in Theorem 7.3.1 and the one above. The difference is that we have excluded
orbits induced by morphisms Θµ,λ |Q, ϑµ,λ |Q for Q  〈ssλ1 ,z〉, and Θ−1µ,λ |Q for Q  〈t,z〉, for
all µ = 1, ..,4 and λ =−1,1. This is because all of these morphisms are restrictions of those
from the set
{θT ,θ−1T ,αT ,βT | T =Vλ ,A,λ =−1,1},
which are already included in the the general construction.
Equations:
We list the following equations:
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{Id|Q | Q ∈DA∪Dλ ∪DV0,λ =−1,1}:
When Q ∈ DA, then equations are the same as those for DRV-8. When Q ∈ DV0\{〈z〉},
then the equations are the same as those for DRV-14. Similarly, when Q ∈Dλ for λ =−1,1,
then the equations are the same as those for DRV-8.
ψ ∈ {θA|Q | Q ∈DA}:
In this case the equations are the same as those for DRV-8.
ψ ∈ {θλ |Q | Q ∈Dλ ,λ =−1,1}:
In this case the equations are the same as those for DRV-8.
ψ ∈ {θλ ◦η |Q | Q ∈Dλ ,λ =−1,1}:
In this case the equations are the same as those for DRV-8.
ψ ∈ {θˆVλ , θˆVλ , ϑˆ1,λ , ϑˆ4,λ | λ =−1,1}:
In this case the equations are the same as those for DRV-8.
ψ ∈ {θVλ |Q | Q ∈DVλ | λ =−1,0,1}:
If λ = −1,1, then the equations are the same as those for DRV-8. If λ = 0, then the
equations are the same as those for DRV-14.
ψ ∈ {Θ1,λ | λ =−1,1}:
In this case the equations are the same as those for DRV-8.
ψ ∈ {Θ−11,λ | λ =−1,1}:
In this case the equations are the same as those for DRV-8.
ψ ∈ {ϑ1,λ | λ =−1,1}:
In this case the equations are the same as those for DRV-8.
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ψ ∈ {θ0|Q | Q= 〈s〉,〈t〉}:
In this case the equations are the same as those for DRV-14.
ψ ∈ {ξ1,λ |〈ssλ1 〉 | λ =−1,1}:
|Ωξ1,λ |〈ssλ1 〉|= 33C(ξ1,λ |〈ssλ1 〉)
ψ ∈ {ξ−11,λ |〈s〉 | λ =−1,1}:
|Ωξ−11,λ |〈s〉|= 33C(ξ−11,λ |〈s〉)
Candidate solution:
We have the following desgnated values for the constants: We have the same non-zero values
as those for DRV-8 and the same non-zero values as those for DRV-14. We have the following
additional values:
C(ξ1,λ |〈ssλ1 〉) =C(ξ2,λ |〈ssλ1 〉) = 3
2k−2(2 ·32k−2+1) (for λ =−1,1)
C(ξ−11,λ |〈s〉) =C(ξ−12,λ |〈s〉) = 2 ·32k−2 (for λ =−1,1)
C(θV0|〈z〉) =C(θ−1V0 |〈z〉) =C(αV0|〈z〉) =C(βV0|〈z〉) = 34k−3−22 ·32k−2+1,
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with the rest of the constants equated to 0. Writing Ω∗ to denote this solution, we have


















unionsq2(OId|〈t〉 unionsqOω|〈t〉 unionsqOη |〈t〉 unionsqOω◦η |〈t〉)












2 ·32k−2(Oθλ |〈ssλ1 〉
unionsqOθ−1λ |〈ssλ1 〉
unionsqOθλ ◦η |〈ssλ1 〉





2 ·32k−2(Oθλ |〈t〉 unionsqOθ−1λ |〈t〉 unionsqOθλ ◦η |〈t〉 unionsqOθ−1λ ◦η |〈t〉)




32k−2(OθVλ unionsqOθ−1Vλ unionsqOαVλ unionsqOβVλ )



















32k−2(Oϑ1,λ unionsqOϑ2,λ unionsqOϑ3,λ unionsqOϑ4,λ )










2 ·32k−2(Oξ−11,λ |〈s〉 unionsqOξ−12,λ |〈s〉)




Now we determine the minimal values of the constants.
We already know, by Lemma 4.2.8, that C(IdS),C(ω),C(η),C(ω ◦η)≥ 1.
C(θA),C(θ−1A ),C(αA),C(βA):
By 1 8, we have [C(θA)+C(θ−1A )+C(αA)+C(βA)]≥ 22. 1 16
C(θλ ),C(θ−1λ ),C(θλ ◦η),C(θ−1λ ◦η) for λ =−1,1:
By 2 8, we have [C(θλ )+C(θ−1λ )+C(θλ ◦η)+C(θ−1λ ◦η)]≥ 22. 2 16
C(θˆVλ ),C(βˆVλ ),C(ϑˆ1,λ ),C(ϑˆ4,λ ) for λ =−1,1:
By 3 8, we have [C(θˆVλ )+C(βˆVλ )+C(ϑˆ1,λ )+C(ϑˆ4,λ )]≥ 22 ·32k−3. 3 16
C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(ω ◦η |〈ssλ1 ,z〉) for λ =−1,1:
By 4 8, we have [C(Id|〈ssλ1 ,z〉),C(ω|〈ssλ1 ,z〉),C(η |〈ssλ1 ,z〉),C(ω ◦η |〈ssλ1 ,z〉)]≥ 2




),C(αVλ ),C(βVλ ) for λ =−1,1:
By 5 8, we have [C(θVλ )+C(θ
−1
Vλ
)+C(αVλ )+C(βVλ )]≥ 22 ·32k−2. 5 16
C(Θ1,λ ),C(Θ2,λ ),C(Θ3,λ ),C(Θ4,λ ) for λ =−1,1:







4,λ ) for λ =−1,1:






4,λ )]≥ 22. 7 16
C(ϑ1,λ ),C(ϑ2,λ ),C(ϑ3,λ ),C(ϑ4,λ ) for λ =−1,1:
By 8 8, we have [C(ϑ1,λ )+C(ϑ2,λ )+C(ϑ3,λ )+C(ϑ4,λ )]≥ 22 ·32k−2. 8 16
C(θλ |〈ssλ1 〉),C(θ
−1
λ |〈ssλ1 〉),C(θλ ◦η |〈ssλ1 〉),C(θ
−1
λ ◦η |〈ssλ1 〉) for λ =−1,1:
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By 9 8, [C(θλ |〈ssλ1 〉)+C(θ
−1
λ |〈ssλ1 〉)+C(θλ ◦η |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]≥ 2
3 ·32k−2. 9 16
C(Id|〈ssλ1 〉),C(ω|〈ssλ1 〉),C(η |〈ssλ1 〉),C(ω ◦η |〈ssλ1 〉) for λ =−1,1:
By 10 8, we have [C(Id|〈ssλ1 〉)+C(ω|〈ssλ1 〉)+C(η |〈ssλ1 〉)+C(ω ◦η |〈ssλ1 〉)]≥ 2
4 ·34k−4. 10 16
C(θVλ |〈z〉),C(θV−1λ |〈z〉),C(αVλ |〈z〉),C(βVλ |〈z〉) for λ =−1,1:
By 11 8, [C(θVλ |〈z〉)+C(θV−1λ |〈z〉)+C(αVλ |〈z〉)+C(βVλ |〈z〉)]≥ 2
3(2 ·34k−5−32k−2). 11 16
C(θA|〈z〉),C(θ−1A |〈z〉),C(αA|〈z〉),C(βA|〈z〉):
By 12 8, we have [C(θA|〈z〉)+C(θ−1A |〈z〉)+C(αA|〈z〉)+C(βA|〈z〉)]≥ 23(2 ·32k−3−1). 12 16
C(θλ |〈t〉),C(θ−1λ |〈t〉),C(θλ ◦η |〈t〉),C(θ−1λ ◦η |〈t〉) for λ =−1,1:
By 13 8, we have ∑λ=−1,1[C(θλ |〈t〉)+C(θ−1λ |〈t〉)+C(θλ ◦η |〈t〉)+C(θ−1λ ◦η |〈t〉)]≥ 24 ·32k−2.
C(Id|〈t〉),C(ω|〈t〉),C(η |〈t〉),C(ω ◦η |〈t〉):




By 2 14, we have [C(θV0)+C(θ
−1
V0 )+C(αV0)+C(βV0)]≥ 22. 15 16
C(Id|〈s〉),C(ω|〈s〉),C(η |〈s〉),C(ω ◦η |〈s〉)
By 3 14, we have [C(Id|〈s〉)+C(ω|〈s〉)+C(η |〈s〉)+C(ω ◦η |〈s〉)]≥ 22(32k−2−1). 16 16
C(θ0|〈s〉),C(θ−10 |〈s〉):
By 4 14, we have [C(θ0|〈s〉)+C(θ−10 |〈s〉)]≥ 22. 17 16
C(θ0|〈t〉),C(θ−10 |〈t〉):
By 5 14, we have [C(θ0|〈t〉)+C(θ−10 |〈t〉)]≥ 22. 18 16
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C(ξ1,λ |〈ssλ1 〉),C(ξ2,λ |〈ssλ1 〉) for λ =−1,1:
|Ωξ1,λ |〈ssλ1 〉|+ |Ωξ2,λ |〈ssλ1 〉|= |Ωθλ |〈ssλ1 〉|+ |Ωθ
−1
λ |〈ssλ1 〉|
=⇒ 33[C(ξ1,λ |〈ssλ1 〉)+C(ξ2,λ |〈ssλ1 〉)]
=32k[C(θλ )+C(θ−1λ ◦η)]+32k+1[C(θλ |〈ssλ1 ,z〉)+C(θ
−1
λ ◦η |〈ssλ1 ,z〉)]
+32k+1[C(θλ |〈ssλ1 〉)+C(θ
−1
λ ◦η |〈ssλ1 〉)]
+32k[C(Θ1,λ )+C(Θ2,λ )+C(Θ3,λ )+C(Θ4,λ )]
≥2 ·32k+22 ·32k−2 ·32k+1+22 ·32k = 2 ·32k+1+22 ·34k−1
Thus, [C(ξ1,λ |〈ssλ1 〉)+C(ξ2,λ |〈ssλ1 〉)]≥ 2 ·3
2k−2+22 ·34k−4, as required. 19 16
C(ξ−11,λ |〈s〉),C(ξ−12,λ |〈s〉) for λ =−1,1:
|Ωξ−11,λ |〈s〉|+ |Ωξ−12,λ |〈s〉|= |Ωθ0|〈s〉|+ |Ωθ−10 |〈s〉|
=⇒ 33[C(ξ−11,λ |〈s〉)+C(ξ−12,λ |〈s〉)]
=32k+1[C(θ0|〈s〉)+C(θ−10 |〈s〉)]
≥22 ·32k+1
Thus, [C(ξ−11,λ |〈s〉)+C(ξ−12,λ |〈s〉)]≥ 22 ·32k−2, as required. 20 16
C(θV0|〈z〉),C(θ−1V0 |〈z〉),C(αV0|〈z〉),C(βV0|〈z〉):
Let λ =−1,1. Then















+32k+1[C(ϑ1,−λ )+C(ϑ2,−λ )+C(ϑ3,−λ )+C(ϑ4,−λ )]
≥22 ·32k−2 ·32k+1+22 ·32k−2(32k−2−2) ·32k+2+22 ·32k+1+22 ·32k−2 ·32k+1
=22 ·32k+1[34k−3−22 ·32k−2+1]
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Thus, [C(θV0 |〈z〉)+C(θ−1V0 |〈z〉)+C(αV0|〈z〉)+C(βV0|〈z〉)] ≥ 22 · [34k−3− 22 · 32k−2 + 1], as re-
quired. 21 16
We have shown that our candidate solution is of minimal size.
A.16.2 Exoticity













i= 1 =⇒ ni = 188 ·36k−6+304 ·34k−5+44 ·32k−3+5
i= 2 =⇒ ni = 188 ·36k−7+304 ·34k−6+44 ·32k−4+1
3≤ i≤ 2k−2 =⇒ ni = 188 ·36k−5−i+304 ·34k−4−i+44 ·32k−2−i (k ≥ 3)
i= 2k−1 =⇒ ni =
16154 if k = 2188 ·34k−4+304 ·32k−3+14 if k ≥ 3
i= 2k =⇒ ni =
5384 if k = 2188 ·34k−5+304 ·32k−4+5 if k ≥ 3
i= 2k+1 =⇒ ni =
1795 if k = 2188 ·34k−6+304 ·32k−5+5 if k ≥ 3
2k+2≤ i≤ 4k−4 =⇒ ni = 188 ·36k−5−i+304 ·34k−4−i
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Moreover,
i= 4k−3 =⇒ ni =
1795 if k = 2188 ·32k−2+101 if k ≥ 3
i= 4k−2 =⇒ ni =
597 if k = 2188 ·32k−3+34 if k ≥ 3
i= 4k−1 =⇒ ni = 188 ·32k−4+11
i= 4k =⇒ ni =
66 if k = 2188 ·32k−5+3 if k ≥ 3
i= 4k+1 =⇒ ni =
22 if k = 2188 ·32k−6+1 if k ≥ 3
4k+2≤ i≤ 6k−5 =⇒ ni = 188 ·36k−5−i (k ≥ 4)
i= 6k−4 =⇒ ni = 62
i= 6k−3 =⇒ ni = 20
i= 6k−2 =⇒ ni = 6
i= 6k−1 =⇒ ni = 2
Thus, by summing over the range 1≤ i≤ 6k−1, we have
ν3(Sym(|Ω∗|/|S|)) =

218091 if k = 2
150865415 if k = 3
2[47 ·36k−5+76 ·34k−4+11 ·32k−2−2] if k ≥ 4
Let T be a Sylow 3-subgroup inside the group G constructed from Ω∗, realizing our fusion
system. Then
log3|T : S|= [|Ω∗|/|S|−1](2k+1)+ν3(Sym(|Ω∗|/|S|))
=

2399046 if k = 2
2262981344 if k = 3
2[47 ·36k−5+76 ·34k−4+11 ·32k−2](4k+3)+(30k+11) if k ≥ 4
Thus, we have an upper bound on our exoticity index.
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APPENDIX B
CALCULATIONS FOR THE FIXED POINT SIZES,
|Oψ|Qφ |P |
If Ω is a right characteristic biset for any saturated fusion system F over S, then by definition,





for some C(φ) ≥ 0. Not every value of C(φ) determines that we have a right characteristic
biset. This Ω, by Lemma 4.2.7, is a right characteristic biset if and only if satisfies
|Ωψ |= |ΩId|Dψ | for all ψ ∈ F,
other than the additional property that p - (|Ω|/|S|). This condition will help us to determine




the aim of this appendix is to determine the fixed point sizes |Oψφ | for each relevant pair
(ψ,φ). Fortunately, by Lemma 3.1.8, we only need to determine these sizes for morphisms
φ and ψ up to S-S-equivalence in F. For each DRV-fusion system, we have already listed all
such morphims, which can be seen in Lemma 7.2.4, or more fully, in Theorem 7.3.1. In order





Nψ,φ = {x ∈ S | ∃y ∈ S with (Dψ)x ≤ Dφ , and cx|Dψ ◦φ ◦ cy = ψ}.
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Usually, |CS(Iψ)| will be easy to determine, and |Dφ | will be evident from the definition of
φ itself. Thus, the focus will be primarily on calculating |Nψ,φ |. In order to determine this,
we will generally suppose Nψ,φ 6= /0, in which case there exists x ∈ Nψ,φ ⊆ NS(Dψ ,Dφ ). This
means that
q ∈ Dψ =⇒ ∃y ∈ S with (qx)φ)y = qψ, (?)
for all q∈Dψ with qx ∈Dφ . From this we will either derive a contradiction, or determine some
conditions under which the above holds. We will usually do so in the following way. Write
p= qx. We will be able to write (?) as
(pδp(φ)1 )
y = qδq(ψ)1 ,
where, unless specified, we will have
δp(φ) =
1 if pφ = p1−1 if pφ = p−11 and δq(φ) =
1 if qφ = q1−1 if qφ = q−11 .
This will tell us under which conditions is pδp(φ)1 S-conjugate to q
δq(ψ)
1 . The condition will
usually involve the vaules of δp(φ) and δq(ψ).
Nevertheless, at times we will use different methods.
Calculations Locator:
The following two tables are there to help us locate a page of a particular result, and its
corresponding proof.
Label name Set of Morphisms Set of Domains Conditions
M1 IdS,ω,η ,ω ◦η D None
M2 θT ,θ−1T ,αT ,βT DT T ∈ T f ull
M3 Θµ,ν DVν µ = 1, ..,4,ν =−1,0,1
M4 Θ−1µ,ν DA0 µ = 1, ..,4,ν =−1,0,1
M5 ϑµ,ν DVν µ = 1, ..,4,ν =−1,1
M6 ξµ,ν DVν µ = 1, ..,8,ν =−1,1
M7 ξ−1µ,ν DV0 µ = 1, ..,8,ν =−1,1
M8 θν ◦η ,θ−1ν ◦η Dν ν =−1,1
M9 θˆVν , θˆ
−1
Vν , αˆVν , βˆVν DVν ν =−1,1
M10 ϑˆµ,ν DVν µ = 1, ..,4,ν =−1,1
Table B.1: Calculations Locator. Table 1 of 2.
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|Oψ|Qφ |P | ψ
Page refs. M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
φ M1 298,344 301,352 308,381 310,388 312,394 314,400 318,412 321,423 324,429 326,436
M2 298,345 301,353 308,381 310,388 312,394 314,400 318,412 321,423 324,430 326,436
M3 299,348 303,367 308,383 310,389 312,395 315,402 318,414 322,424 324,431 326,438
M4 299,348 304,369 309,384 310,390 312,396 315,403 318,415 322,425 324,432 326,438
M5 299,348 304,371 309,384 311,390 313,396 315,404 319,416 322,426 324,432 326,438
M6 299,349 305,372 309,385 311,391 313,397 315,405 319,417 322,426 325,432 327,439
M7 299,350 305,375 309,386 311,392 313,398 317,408 319,418 323,427 325,433 327,440
M8 299,350 306,377 310,387 312,393 314,399 317,409 321,421 323,428 325,434 327,440
M9 300,350 307,379 310,387 312,393 314,399 317,410 321,422 323,428 325,435 327,441
M10 300,352 307,380 310,387 312,393 314,399 317,411 321,422 323,428 325,436 327,441
Table B.2: Calculations Locator. Table 2 of 2.
Search example: Finding the value of |Oθ0|〈t〉Θ0,1 |.
In this case ψ = θ0 and φ = Θ0,1. The first table tells us that we need to look at the
pair (M2,M3) in the second table. This second table give us the pair (303,367). This means
that the result is located in page 303, and proof starts in page 367. From the page 303, we
see that |Oθ0|〈t〉Θ0,1 |= 32k.
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B.1 Results
B.1.1 ψ ∈ {IdS,ω,η ,ω ◦η} and Q ∈D




|P| if Q≤ S;ψ ◦φ = Id|S
or Q≤ 〈s2〉;ψ ◦φ = ω
or Q≤ 〈s〉;ψ ◦φ = η
or Q≤ 〈s1〉;ψ ◦φ = ω ◦η
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT | T ∈ T f ull} and P ∈DT .
Suppose T =Vλ for λ =−1,0,1. Then, either |Oψ|Qφ |P |= 0, or
(ψ,φ) ∈ {IdS,ω}×{θVλ ,θV−1λ ,αVλ ,βVλ } =⇒ |O
ψ|Q
φ |P |=
32 if Q= 〈ssλ1 〉,P= 〈ssλ1 ,z〉0 otherwise
(ψ,φ) ∈ {η ,ω ◦η}×{θV0,θV0 ,αV0,βV0} =⇒ |Oψ|Qφ |P |=
32 if Q= 〈s〉,P= 〈s,z〉,λ = 00 otherwise
Suppose T = Eλ , for λ =−1,0,1. Then, either |Oψ|Qφ |P |= 0, or, if




32 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P= 〈ssλ1 , t〉
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉}
0 otherwise
(ψ,φ) ∈ {IdS,ω}×{αλ ,βλ} =⇒ |Oψ|Qφ |P |=
32 if Q= 〈ssλ1 〉,P= 〈ssλ1 , t〉0 otherwise
(ψ,φ) ∈ {η ,ω ◦η}×{θλ ,θ−1λ } =⇒ |O
ψ|Q
φ |P |=
32 if Q ∈ {〈s〉,〈s,z〉},P= 〈s,z〉,λ = 00 otherwise
(ψ,φ) ∈ {η ,ω ◦η}×{αλ ,βλ} =⇒ |Oψ|Qφ |P |=

32 if Q= 〈s〉,P= 〈s,z〉,λ = 0
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉}
0 otherwise
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Suppose T = A. Then





|P| if Q= 〈t〉,〈tz−1〉 ≤ P
0 otherwise





|P| if Q= 〈t〉,〈tz〉 ≤ P
0 otherwise






g ≤ P∩〈d2〉,g ∈ S
0 otherwise






g ≤ P∩〈d1〉,g ∈ S
0 otherwise
3. Let φ =Θµ,ν and P ∈DVν for µ = 1, ..,4 and ν =−1,0,1. Then |Oψ|Qφ |P |= 0.
4. Let φ =Θ−1µ,ν and P ∈DVν for µ = 1, ..,4 and ν =−1,0,1. Then |Oψ|Qφ |P |= 0.
5. Let φ = ϑµ,ν and P ∈DVν for µ = 1, ..,4 and ν =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {η ,ω ◦η}×{ϑ1,ν ,ϑ2,ν ,ϑ3,ν ,ϑ4,ν} =⇒ |Oψ|Qφ |P |=
32 if Q= 〈ssν1 〉,P= 〈ssν1 ,z〉0 otherwise
6. Let φ = ξµ,ν and P ∈DVν for µ = 1, ..,8 and ν =−1,1. Then either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {IdS,ω}×{ξ3,ν ,ξ4,ν}
unionsq{η ,ω ◦η}×{ξ1,ν ,ξ2,ν} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉 ≤ P
0 otherwise
7. Let φ = ξ−1µ,ν and P ∈DV0 for µ = 1, ..,8 and ν =−1,1. Then either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {IdS,ω}×{ξ−13,ν ,ξ−14,ν }





|P| if Q= 〈z〉 ≤ P
0 otherwise
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8. Let φ = θ±1λ ◦η for λ =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if




32 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P= 〈ssλ1 , t〉
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉}
0 otherwise
9. Let φ ∈ {θˆVλ , θˆ−1Vλ , αˆVλ , βˆVλ } for λ =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {(Id, θˆVλ ),(ω, βˆVλ )} =⇒ |O
ψ|Q
φ |P |=
33 if Q= 〈ssλ1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}0 otherwise




33 if Q= 〈ssλ1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}
or Q= P= 〈ssλ1 ,z〉
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉}
0 otherwise
(ψ,φ) ∈ {η ,ω ◦η}×{θˆVλ , βˆVλ }





|P if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉}
0 otherwise
10. Let φ = ϑˆµ,λ for µ = 1, ..,4 and λ =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {(η , ϑˆ1,Vλ ),(ω ◦η , ϑˆ4,Vλ )} =⇒ |O
ψ|Q
φ |P |=
33 if Q= 〈ssλ1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}0 otherwise




33 if Q= 〈ssλ1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}
or Q= P= 〈ssλ1 ,z〉
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉}
0 otherwise
(ψ,φ) ∈ {IdS,ω}×{ϑˆ1,Vλ , ϑˆ4,Vλ }





|P if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉}
0 otherwise
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B.1.2 ψ ∈ {θT ,θ−1T ,αT ,βT} and Q ∈DT , for T ∈ T f ull
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
Suppose T =Vλ for λ =−1,0,1. Then |Oψ|Qφ |P |= 0.
Suppose T = Eλ for λ =−1,0,1. Then, either |Oψ|Qφ |P |= 0, or, if





|P| if Q= 〈z〉 ≤ P
0 otherwise
(ψ,φ) ∈ {α0,β0}×{η ,ω ◦η} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉 ≤ P,λ = 0
0 otherwise
Suppose T = A. Then, either |Oψ|Qφ |P |= 0, or, if





|P| if 〈d2〉 ≤ Q
0 otherwise





|P| if 〈d1〉 ≤ Q
0 otherwise
2. Let φ ∈ {θT1,θ−1T1 ,αT1,βT1} and T1 ∈ T f ull.
Suppose that T1 6= T . Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θλ ,θ−1λ }×{θµ ,θ−1µ }
unionsq{αλ ,βλ}×{αµ ,βµ} =⇒ |Oψ|Qφ |P |=

34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ss
µ




Suppose that T1 = T =Vλ for some λ =−1,0,1. Then
{ψ,φ} ∈
{
{θVλ ,αVλ },{θ−1Vλ ,βVλ }
}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if (Q,P) ∈ {〈ss
λ




{θVλ ,βVλ },{θ−1Vλ ,αVλ }
}
=⇒ |Oψ|Qφ |P |=

32k+3






{θVλ ,θ−1Vλ },{αVλ ,βVλ }
}
=⇒ |Oψ|Qφ |P |= 0
ψ = φ =⇒ |Oψ|Qφ |Q |=

32k+3
|P| if (Q,P) ∈ {〈ss
λ
1 〉}×{〈ssλ1 〉,〈ssλ1 ,z〉}
or (Q,P) ∈ {〈z〉}×{〈z〉,〈ssλ1 ,z〉}
32 if Q= P= 〈ssλ1 ,z〉
/0 otherwise





=⇒ |Oψ|Qφ |P |=

32k+3
|P| if (Q,P) ∈ {〈s〉}×{〈s,z〉,〈s, t〉}






=⇒ |Oψ|Qφ |P |=

32k+3
|P| if (Q,P) ∈ {〈t〉}×{〈t,z〉,〈ss
λ
1 , t〉}




{θλ ,θ−1λ },{αλ ,βλ}
}
=⇒ |Oψ|Qφ |P |=

34k+2
|P| if (Q,P) ∈ {〈z〉}×{〈z〉,〈t,z〉,
〈ssλ1 ,z〉,〈ssλ1 , t〉}
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

32k+3
|P| if (Q,P) ∈ {〈s〉,〈s,z〉}×{〈s,z〉,〈ss
λ
1 , t〉}
or (Q,P) ∈ {〈t〉,〈t,z〉}×{〈t,z〉,〈ssλ1 , t〉}
32k+1 if Q= P ∈ {〈ssλ1 , t〉,〈t〉}
34k+2
|P| if (Q,P) ∈ {〈z〉}×{〈z〉,〈t,z〉,
〈ssλ1 ,z〉,〈ssλ1 , t〉}
3 if Q= P= 〈ssλ1 , t〉
0 otherwise
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=⇒ |Oψ|Qφ |P |=

34k
















=⇒ |Oψ|Qφ |P |=

34k













{θT ,θ−1T },{αT ,βT}
}
=⇒ |Oψ|Qφ |P |= 0
ψ = φ =⇒ |Oψ|Qφ |P |=

34k
|P| if Q 6∈ {〈t〉,〈z〉},Q≤ P
34k+1
|P| if Q ∈ {〈t〉,〈z〉}∩P
0 otherwise
3. Let φ =Θµ,ν , for some µ = 1, ..,4 and ν =−1,0,1.
If T =Vλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θVλ ,αVλ }×{Θ1,ν ,Θ3,ν}





|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 〉,〈ssν1 ,z〉},
λ = ν
0 otherwise
If T = Eλ for λ =−1,0,1, then
|Oψ|Qφ |P |=
32k if Q= 〈ssλ1 〉,P= 〈ssν1 ,z〉,λ = ν0 otherwise
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If T = A, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θA,βA}×{Θ1,ν ,Θ4,ν}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉}
0 otherwise
4. Let φ =Θ−1µ,ν , for some µ = 1, ..,4 and ν =−1,0,1.
If T =Vλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if










|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},λ = ν
/0 otherwise
If T = Eλ for λ =−1,0,1, then
|Oψ|Qφ |P |=
32k Q= 〈t〉,P= 〈t,z〉,λ = ν0 otherwise
If T = A, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{θA,αA}×{Θ−12,ν ,Θ−13,ν}





|P| if Q= 〈t〉,P ∈ {〈t〉,〈t,z〉}
0 otherwise
5. Let φ = ϑµ,ν for some µ = 1, ..,4 and ν =−1,1.
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If T =Vλ for λ =−1,0,1, then, either, |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θVλ ,αVλ }×{ϑ2,ν ,ϑ4,ν}





|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 〉,〈ssν1 ,z〉},
λ = ν 6= 0
0 otherwise
(ψ,φ) ∈ {θVλ ,βVλ }×{ϑ2,ν ,ϑ3,ν}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉},
λ =−ν 6= 0
0 otherwise
IfT = Eλ for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
If T = A, then |Oψ|Qφ |P |= 0.
6. Let φ = ξµ,ν for µ = 1, ..,8 and ν =−1,1.
If T =Vλ , for λ =−1,0,1, then, either, |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θVλ ,αVλ }×{ξ5,ν ,ξ7,ν}





|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 〉,〈ssν1 ,z〉},
λ = ν 6= 0
0 otherwise
(ψ,φ) ∈ {θ−1V0 ,αV0}×{ξ5,ν ,ξ8,ν}
unionsq{θV0 ,βV0}×{ξ6,ν ,ξ7,ν} =⇒ |Oψ|Qφ |P |=
3
2k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉},λ = 0
0 otherwise
If T = Eλ for some λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θλ ,θ−1λ }×{ξ3,ν ,ξ4,ν}
unionsq{αλ ,βλ}×{ξ1,ν ,ξ2,ν} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉}
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
7. Let φ = ξ−1µ,ν for µ = 1, ..,8 and ν =−1,1.
305
If T =Vλ for λ =−1,0,1, then, either, |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θV0 ,αV0}×{ξ−15,ν ,ξ−18,ν }





|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},λ = 0
0 otherwise










|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},λ = ν 6= 0
0 otherwise
If T = Eλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θλ ,θ−1λ }×{ξ−13,ν ,ξ−14,ν }





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉}
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
8. Let φ = θ±1ν ◦η , for some ν =−1,1.
If T =Vλ for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
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If T = Eλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{(αλ ,θ−1ν ◦η),(βλ ,θν ◦η)}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},λ = ν 6= 0
or Q ∈ {〈t〉,〈t,z〉},P ∈ {〈t,z〉,〈ssν1 , t〉},λ =−ν 6= 0
32k+1 if Q= P= 〈ssλ1 〉,λ = ν 6= 0
or Q= P= 〈t〉,λ =−ν 6= 0
0 otherwise
(ψ,φ) ∈{(θλ ,θ−1ν ◦η),(θ−1λ ,(θ−1ν ◦η))}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},λ = ν 6= 0
32k+1 if Q= P= 〈ssλ1 〉,λ = ν 6= 0
0 otherwise
(ψ,φ) ∈{(θλ ,θν ◦η),(θ−1λ ,θ−1ν ◦η)}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈t〉,P ∈ {〈t,z〉,〈ssν1 , t〉},λ =−ν 6= 0
32k+1 if Q= P= 〈t〉,λ =−ν 6= 0
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
9. Let φ ∈ {θˆVν , θˆ−1Vν , αˆVν , βˆVν} for ν =−1,1.
If T =Vλ for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
If T = Eλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θλ ,θ−1λ }×{θˆ−1Vν , αˆVν}
unionsq{αλ ,βλ}×{θˆVν , βˆVν} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉}
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
10. Let φ = ϑˆVµ,ν for µ = 1, ..,4 and ν =−1,1.
If T =Vλ for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
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If T = Eλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θλ ,θ−1λ }×{ϑˆ1,ν , ϑˆ4,ν}
unionsq{αλ ,βλ}×{ϑˆ2,ν , ϑˆ3,ν} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉}
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
B.1.3 ψ =Θµ,ν and Q ∈DVν , for µ = 1, ..,4 and ν =−1,0,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then |Oψ|Qφ |P |= 0.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
If T =Vλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {Θ1,ν ,Θ3,ν}×{θVλ ,αVλ }





|P| if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},
ν = λ 6= 0
0 otherwise
If T = Eλ for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
If T = A, then, either Oψ|Qφ |P |= 0, or, if,
(ψ,φ) ∈ {Θ2,ν ,Θ3,ν}×{θ−1A ,αA}
unionsq{Θ1,ν ,Θ4,ν}×{θA,βA} =⇒ |Oψ|Qφ |P |=
3
4k+1
|P| if Q= 〈z〉,〈z〉 ≤ P,P ∈DA
0 otherwise
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=⇒ |Oψ|Qφ |P |=
3
4k+1







=⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈ssν11 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = ν1
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

34k+1
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 〉
32k+3
|P| if Q= 〈ssν1 〉;P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = ν1
32k if Q= P= 〈ssν1 ,z〉,ν = ν1
0 otherwise
4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4, ν1 =−1,0,1. Then |O
ψ|Q
φ |P |= 0.
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4, ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{Θ1,ν ,Θ3,ν}×{ϑ2,ν1,ϑ4,ν1}





|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = ν1
0 otherwise
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8, ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{Θ1,ν ,Θ3,ν}×{ξ5,ν1,ξ7,ν1}





|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = ν1 6= 0
0 otherwise
309
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8, ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈{Θ1,0,Θ3,0}×{ξ−15,ν1 ,ξ−17,ν1}





|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = 0
0 otherwise
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then |O
ψ|Q
φ |P |= 0.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1}, for ν1 =−1,1. Then |O
ψ|Q
φ |P |= 0.
10. Let φ = ϑˆµ1ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then |Oψ|Qφ |P |= 0.
B.1.4 ψ =Θ−1µ,ν and Q ∈DA0, for µ = 1, ..,4 and ν =−1,0,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then |Oψ|Qφ |P |= 0.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
If T =Vλ for λ =−1,0,1, then, either, |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {Θ−11,ν ,Θ−13,ν}×{θ−1Vλ ,αVλ }





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉},ν = λ
0 otherwise
If T = Eλ , for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
If T = A, then, either, |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {Θ−12,ν ,Θ−13,ν}×{θA,αA}





|P| if Q= 〈t〉,〈t〉 ≤ P,P ∈DA
0 otherwise
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4, ν1 =−1,0,1. Then |Oψ|Qφ |P |= 0.
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4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4, ν1 =−1,0,1. Then, either |O
ψ|Q


















=⇒ |Oψ|Qφ |P |=
3
4k+1



















=⇒ |Oψ|Qφ |P |=
3
2k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},ν = ν1
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

34k+1
|P| if Q= 〈t〉,P ∈ {〈t〉,〈t,z〉}
32k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},ν = ν1
32k if Q= P= 〈t,z〉,ν = ν1
0 otherwise
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1. Then
(ψ,φ) ∈ {Θ−11,ν ,Θ−13,ν}×{ϑ2,ν1,ϑ3,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉,
ν =−ν1
0 otherwise







|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},
ν1 = 0
0 otherwise
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8, ν1 =−1,1. Then
(φ ,ψ) ∈{Θ−11,νΘ−13,ν ,}×{ξ−15,ν1,ξ−17,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},
ν = ν1 6= 0
0 otherwise
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8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then |O
ψ|Q
φ |P |= 0.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1}, for ν1 =−1,1. Then |O
ψ|Q
φ |P |= 0.
10. Let φ = ϑˆµ1,ν1 for µ2 = 1, ..,4 and ν1 =−1,1. Then |Oψ|Qφ |P |= 0.
B.1.5 ψ = ϑµ,ν and Q ∈DVν , for µ = 1, ..,4 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then |Oψ|Qφ |P |= 0.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
If T =Vλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ϑ2,ν ,ϑ4,ν}×{θVλ ,αVλ }





|P| if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},
ν = λ 6= 0
0 otherwise
(ψ,φ) ∈ {ϑ2,ν ,ϑ3,ν}×{θ−1Vλ ,αVλ }





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉},
ν =−λ 6= 0
0 otherwise
If T = Eλ for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
If T = A, then |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ϑ1,ν ,ϑ3,ν}×{Θ2,ν1,Θ4,ν1}









4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {ϑ2,ν ,ϑ3,ν}×{Θ−11,ν1,Θ−13,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},
ν =−ν1
0 otherwise






=⇒ |Oψ|Qφ |P |=

32k+3








=⇒ |Oψ|Qφ |P |=
3
2k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},ν = ν1
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},ν = ν1
or Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},ν = ν1
32 if Q= P= 〈ssν1 ,z〉,ν = ν1
0 otherwise
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8, ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{ϑ2,ν ,ϑ4,ν}×{ξ5,ν1,ξ7,ν1}









7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8, ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈{ϑ2,ν ,ϑ3,ν}×{ξ5,ν1,ξ7,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},
ν =−ν1
0 otherwise
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then |O
ψ|Q
φ |P |= 0.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1}, for ν1 =−1,1. Then |O
ψ|Q
φ |P |= 0.
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then |Oψ|Qφ |P |= 0.
B.1.6 ψ = ξµ,ν and Q ∈DVν , for µ = 1, ..,8 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ3,ν ,ξ4,ν}×{IdS,ω}
unionsq{ξ1,ν ,ξ2,ν}×{η ,ω ◦η} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉 ≤ P
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull
If T =Vλ , then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ Q{ξ5,ν ,ξ7}×{θVλ ,αVλ }





|P| if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},ν = λ 6= 0
0 otherwise
(ψ,φ) ∈ Q{ξ5,ν ,ξ8}×{θ−1V0 ,αV0}
unionsq{ξ6,ν ,ξ7}×{θV0 ,βV0} =⇒ |Oψ|Qφ |P |=
3
2k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},λ = 0
0 otherwise
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If T = Eλ for λ =−1,0,1, then, either, |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ3,ν ,ξ4,ν}×{θλ ,θ−1λ }
unionsq{ξ1,ν ,ξ2,ν}×{αλ ,βλ} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉,〈t,z〉,〈ssλ1 , t〉}
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{ξ5,ν ,ξ7,ν}×{Θ1,ν1 ,Θ3,ν1}





|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = ν1
0 otherwise
4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈{ξ5,ν ,ξ8,ν}×{Θ−11,0,Θ−13,0}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},ν1 = 0
0 otherwise
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4,ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{ξ5,ν ,ξ7,ν}×{ϑ2,ν1 ,ϑ4,ν1}





|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉}
ν = ν1
0 otherwise
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8,ν1 =−1,1.
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=⇒ |Oψ|Qφ |P |=









=⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

33 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = ν1
or Q= P= 〈ssν1 ,z〉,ν = ν1
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise.






=⇒ |Oψ|Qφ |P |=

32k+3








=⇒ |Oψ|Qφ |P |=
3
2k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
ν = ν1
or Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
32 if Q= P= 〈ssν1 ,z〉,ν = ν1
0 otherwise.
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Suppose 1≤ µ ≤ 4 and 5≤ µ1 ≤ 8. Then,
|Oψ|Qφ |P |=
32 if Q= 〈ssν1 〉,P= 〈ss
ν1
1 ,z〉,ν = ν1
0 otherwise.
Suppose 5≤ µ ≤ 8 and 1≤ µ1 ≤ 4. Then |Oψ|Qφ |P |= 0.
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8,ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {ξ1,ν ,ξ2,ν}×{ξ−11,ν1,ξ−12,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉}
0 otherwise.
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,
〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {ξ1,ν ,ξ2,ν}×{θˆVν1 , βˆVν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
10. Let φ = ϑˆµ2,ν1 for µ2 = 1, ..,4 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ1,ν ,ξ2,ν}×{ϑˆ2,ν1, ϑˆ3,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
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B.1.7 ψ = ξ−1µ,ν and Q ∈DV0, for µ = 1, ..,8 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ−13,ν ,ξ−14,ν }×{IdS,ω}





|P| if Q= 〈z〉 ≤ P
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
If T =Vλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ−15,ν ,ξ−18,ν }×{θV0 ,αV0}





|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},λ = 0
0 otherwise
(ψ,φ) ∈ {ξ−15,ν ,ξ−17,ν }×{θ−1Vλ ,αVλ }





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉},ν = λ 6= 0
0 otherwise
If T = Eλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ−13,ν ,ξ−14,ν }×{θλ ,θ−1λ }





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉,〈t,z〉,〈ssλ1 , t〉}
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{ξ−15,ν ,ξ−18,ν }×{Θ1,0,Θ3,0}





|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},ν1 = 0
0 otherwise
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4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈{ξ−15,ν ,ξ−17,ν }×{Θ−11,ν1,Θ−13,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},
ν = ν1
0 otherwise
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4,ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈{ξ−15,ν ,ξ−17,ν }×{ϑ2,ν1,ϑ3,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},
ν =−ν1
0 otherwise
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8,ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ−11,ν ,ξ−12,ν }×{ξ1,ν1,ξ2,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise.
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8,ν1 =−1,1.
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=⇒ |Oψ|Qφ |P |=


















=⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉}
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

33 Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},ν = ν1
or Q= P= 〈s,z〉,ν = ν1
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉}
0 otherwise.


















=⇒ |Oψ|Qφ |P |=
3
2k+3



















=⇒ |Oψ|Qφ |P |=
3
2k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},ν = ν1
0 otherwise
ψ = φ =⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉}
or Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},ν = ν1
32 if Q= P= 〈s,z〉,ν = ν1
0 otherwise.
Suppose 1≤ µ ≤ 4 and 5≤ µ1 ≤ 8. Then,
|Oψ|Qφ |P |=
32 if Q= 〈s〉,P= 〈s,z〉,ν = ν10 otherwise.
Suppose 5≤ µ ≤ 8 and 1≤ µ1 ≤ 4. Then |Oψ|Qφ |P |= 0.
320
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,
〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {ξ−11,ν ,ξ−12,ν }×{θˆVν1 , βˆVν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
10. Let φ = ϑˆµ1,ν1 for µ2 = 1, ..,4 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ξ−11,ν ,ξ−12,ν }×{ϑˆ2,ν1, ϑˆ3,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
B.1.8 ψ = θ±1ν ◦η and Q ∈Dν , for ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θν ◦η ,θ−1ν ◦η}×{η ,ω ◦η} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉 ≤ P
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
If T =Vλ for λ =−1,0,1. Then |Oψ|Qφ |P |= 0.
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If T = Eλ then
(ψ,φ) ∈{(θν ◦η ,βλ ),(θ−1ν ◦η ,αλ )}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},λ = ν 6= 0
or Q ∈ {〈t〉,〈t,z〉},P ∈ {〈t,z〉,〈ssν1 , t〉},λ =−ν 6= 0
32k+1 if Q= P= 〈ssλ1 〉,λ = ν 6= 0
or Q= P= 〈t〉,λ =−ν 6= 0
0 otherwise
(ψ,φ) ∈{(θ−1ν ◦η ,θλ ),(θν ◦η ,θ−1λ )}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},λ = ν 6= 0
32k+1 if Q= P= 〈ssλ1 〉,λ = ν 6= 0
0 otherwise
(ψ,φ) ∈{(θν ◦η ,θλ ),(θ−1ν ◦η ,θ−1λ )}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if Q= 〈t〉,P ∈ {〈t,z〉,〈ssν1 , t〉},λ =−ν 6= 0
32k+1 if Q= P= 〈t〉,λ =−ν 6= 0
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1., ,4 and ν1 =−1,0,1. Then
|Oψ|Qφ |P |=
32k if Q= 〈ssν1 〉,P= 〈ss
ν1
1 ,z〉,ν = ν1 6= 0
0 otherwise
4. Let φ =Θ−1µ1,ν1 for µ1 = 1., ,4 and ν1 =−1,0,1. Then
|Oψ|Qφ |P |=
32k if Q= 〈t〉,P〈t,z〉,ν =−ν1 6= 00 otherwise
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then |Oψ|Qφ |P |= 0.
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6. Let φ = ξµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if





|P| if Q= 〈z〉,P ∈ {〈z〉,P ∈ 〈ssν11 ,z〉}
0 otherewise
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if





|P| if Q= 〈z〉,P ∈ {〈z〉,P ∈ 〈s,z〉}
0 otherewise
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then
{ψ,φ} ∈{(θν ◦η ,θ−1ν1 ◦η),(θ−1ν ◦η ,θν1 ◦η)}
=⇒ |Oψ|Qφ |P |=

34k+2
|P| if (Q,P) ∈ {〈z〉}×{〈z〉,〈t,z〉,
〈ssν11 ,z〉,〈ssν11 , t〉},ν = ν1 6= 0
0 otherwise
{ψ,φ} ∈{(θν ◦η ,θν1 ◦η),(θ−1ν ◦η ,θ−1ν1 ◦η)}
=⇒ |Oψ|Qφ |P |=

32k+3
|P| if (Q,P) ∈ {〈ss
ν
1 〉,〈ssν1 ,z〉}×{〈ssν11 ,z〉,〈ssν11 , t〉},ν = ν1 6= 0
or (Q,P) ∈ {〈t〉,〈t,z〉}×{〈t,z〉,〈ssν11 , t〉},ν = ν1 6= 0
32k+1 if Q= P ∈ {〈ssν1 , t〉,〈t〉},ν = ν1 6= 0
34k+2
|P| if (Q,P) ∈ {〈z〉}×{〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉},ν = ν1 6= 0
3 if Q= P= 〈ssν1 , t〉,ν = ν1 6= 0
0 otherwise
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or if,





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
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B.1.9 ψ ∈ {θˆVν , θˆ−1Vν , αˆVν , βˆVν} and Q ∈DVν , for ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {(θˆVν , IdS),(βˆVν ,ω)} =⇒ |Oψ|Qφ |P |=
33 if Q= 〈ssν1 〉 ≤ P0 otherwise




33 if Q ∈ {〈ssν1 〉,〈ssν1 ,z〉},Q≤ P
34k+2
|P| if Q= 〈z〉 ≤ P
0 otherwise
(ψ,φ) ∈ {θˆVν βˆVν}×{η ,ω ◦η}





|P| if Q= 〈z〉 ≤ P
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
If T =Vλ for λ =−1,0,1, then
|Oψ|Qφ |P |=
32 if Q= 〈ssν1 〉,P= 〈ssλ1 ,z〉,λ = ν 6= 00 otherwise
If T = Eλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θˆVν , βˆVν}×{αλ ,βλ}




32 if Q= 〈ssν1 〉,P= 〈ssλ1 , t〉,ν = λ 6= 0
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉}
0 otherwise
(ψ,φ) ∈ {θˆVν , βˆVν}×{θλ ,θ−1λ }
unionsq{θˆ−1Vν , αˆVν}×{αλ ,βλ} =⇒ |O
ψ|Q
φ |P |=
32 if Q= 〈ssν1 〉,P= 〈ssλ1 , t〉,ν = λ 6= 00 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1. Then |Oψ|Qφ |P |= 0.
4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1. Then |O
ψ|Q
φ |P |= 0.
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then |Oψ|Qφ |P |= 0.
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6. Let φ = ξµ1,ν1 for µ = 1, ..,8 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θˆVν , βˆVν}×{ξ1,ν1,ξ2,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {θˆVν , βˆVν}×{ξ−11,ν1,ξ−12,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉}
0 otherwise
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then
(ψ,φ) ∈ {θˆ−1Vν , βˆVν}×{θν1 ◦η ,θ−1ν1 ◦η}
=⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {(θˆVν , αˆVν1 ),(αˆVν , θˆVν1 ),
(θˆ−1Vν , βˆVν1 ),(βˆVν , θˆ
−1
Vν1
)} =⇒ |Oψ|Qφ |P |=
33 if Q= 〈ssν1 〉,P ∈ {〈ss
ν1
1 〉,〈ssν11 ,z〉},λ = ν
0 otherwise
(ψ,φ) ∈ {(θˆVν , βˆVν1 ),(βˆVν , θˆVν1 ),
(θˆ−1Vν , αˆVν1 ),(αˆVν , θˆ
−1
Vν1
)} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
(ψ,φ) ∈ {(θˆVν , θˆVν1 ),(θˆ−1Vν , θˆ−1Vν1 ),




33 if Q= P= 〈ssν1 〉,ν = ν1
or Q ∈ {〈ssν1 〉,〈ssν1 ,z〉},P= 〈ssν11 ,z〉,λ = ν1
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
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10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {θˆVν , βˆVν}×{ϑˆ2,ν1, ϑˆ3,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
B.1.10 ψ = ϑˆµ,ν and Q ∈DVν , for µ = 1, ..,4 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {(ϑˆ1,Vν ,η),(ϑˆ4,Vν ,ω ◦η)} =⇒ |Oψ|Qφ |P |=
33 if Q= 〈ssν1 〉 ≤ P0 otherwise
(ψ,φ) ∈ {(ϑˆ3,Vν ,η),(ϑˆ2,Vν ,ω ◦η)} =⇒ |Oψ|Qφ |P |=

33 if Q ∈ {〈ssν1 〉,〈ssν1 ,z〉},Q≤ P
34k+2
|P| if Q= 〈z〉 ≤ P
0 otherwise
(ψ,φ) ∈ {ϑˆ1,Vν ϑˆ4,Vν}×{IdS,ω}
unionsq{(ϑˆ2,Vν ,η),(ϑˆ3,Vν ,ω ◦η)} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉 ≤ P
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
If T =Vλ , for λ =−1,0,1, then |Oψ|Qφ |P |= 0.
If T = Eλ for λ =−1,0,1, then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ϑˆ1,ν , ϑˆ4,ν}×{θλ ,θ−1λ }
unionsq{ϑˆ2,ν , ϑˆ3,ν}×{αλ ,βλ} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉}
0 otherwise
If T = A, then |Oψ|Qφ |P |= 0.
3. Let φ = θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1. Then |Oψ|Qφ |P |= 0.
4. Let φ = θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1. Then |O
ψ|Q
φ |P |= 0.
326
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then
|Oψ|Qφ |P |=
32 if Q= 〈ssν1 〉,P= 〈ss
ν1
1 ,z〉,ν = ν1 6= 0
0 otherwise
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {ϑˆ1,ν , ϑˆ4,ν}×{ξ3,ν1,ξ4,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {ϑˆ1,ν , ϑˆ4,ν}×{ξ−13,ν1,ξ−14,ν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉}
0 otherwise
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {ϑˆ2,ν , ϑˆ3,ν} =⇒ |Oψ|Qφ |P |=
3
4k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉}
0 otherwise
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1. Then, either |O
ψ|Q
φ |P |= 0, or, if
(ψ,φ) ∈ {ϑˆ1,ν , ϑˆ4,ν}×{θˆ−1Vν1 , αˆVν1}





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
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10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1. Then, either |Oψ|Qφ |P |= 0, or, if
(ψ,φ) ∈ {(ϑˆ1,ν , ϑˆ3,ν1),(ϑˆ3,ν , ϑˆ1,ν1),
(ϑˆ2,ν , ϑˆ4,ν1),(ϑˆ4,ν , ϑˆ2,ν1)} =⇒ |O
ψ|Q
φ |P |=
33 if Q= 〈ssν1 〉,P ∈ {〈ss
ν1
1 〉,〈ssν11 ,z〉},ν = ν1
0 otherwise
(ψ,φ) ∈ {(ϑˆ1,ν , ϑˆ4,ν1),(ϑˆ4,ν , ϑˆ1,ν1),





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉}
0 otherwise
(ψ,φ) ∈ {(ϑˆ1,ν , ϑˆ1,ν1),(ϑˆ2,ν , ϑˆ2,ν1),




33 if Q= P= 〈ssν1 〉,ν = ν1
or Q ∈ {〈ssν1 〉,〈ssν1 ,z〉},P= 〈ssν11 ,z〉,ν = ν1
34k+2




Before we prove the results in Section B.1, we state, and prove a few lemmas. We first start
with a series of definitions.
For any T ∈ T f ull, we write MT = {IdS,ω,η ,ω ◦η}×{θT ,θ−1T ,αT ,βT}, and for any Q ≤ S
define
MT (Q) = {(ψ,φ) ∈MT | φ |Q ◦ψ = cg for some g ∈ S}.
We also write MVˆλ = {Id|S,ω,η ,ω ◦η}×{θVˆλ ,θ
−1
Vˆλ
,αVˆλ ,βVˆλ }, and for any Q≤ 〈ssλ1 ,z〉, define
MVˆλ
(Q) = {(ψ,φ) ∈MVˆλ | φ |Q ◦ψ = cg|Q for some g ∈ S}.
We also write Mϑλ = {Id|S,ω,η ,ω ◦η}×{ϑ1,λ ,ϑ2,λ ,ϑ3,λ ,ϑ4,λ}, and for any Q ≤ 〈ssλ1 ,z〉,
define
Mϑλ (Q) = {(ψ,φ) ∈Mϑλ | φ |Q ◦ψ = cg|Q for some g ∈ S}.
We also write Mξλ = {Id|S,ω,η ,ω ◦η}× {ξ1,λ ,ξ2,λ ,ξ3,λ ,ξ4,λ}, and for any Q ≤ 〈ssλ1 ,z〉,
define
Mξλ (Q) = {(ψ,φ) ∈Mξλ | φ |Q ◦ψ = cg|Q for some g ∈ S}.
Finally, we also write Mξ−1λ
= {Id|S,ω,η ,ω ◦η}×{ξ−11,λ ,ξ−12,λ ,ξ−13,λ ,ξ−14,λ}, and for Q ≤ 〈s,z〉,
we define
Mξ−1λ
(Q) = {(ψ,φ) ∈Mξ−1λ | φ |Q ◦ψ = cg|Q for some g ∈ S}.
We use these definitions in a number of proofs.
Lemma B.2.1. Let ψ ∈ {Id|S,ω,η ,ω ◦η} and φ ∈ {θT ,θ−1T ,αT ,βT} for some T ∈ Tfull.
Then φ |Q ◦ψ = cg|Q for some 1 6= Q ≤ S and g ∈ S if and only if Q ≤ P and g ∈ C, where
(P;C) is the pair listed in the table corresponding to maps (φ ,ψ).
T =Vλ :




Id|S ω η ω ◦η
θV0 〈sz−1〉;〈s,z〉t 〈sz〉;〈s,z〉 〈sz−1〉;〈s,z〉 〈sz〉;〈s,z〉t−1
θ−1V0 〈sz〉;〈s,z〉t−1 〈sz−1〉;〈s,z〉 〈sz〉;〈s,z〉 〈sz−1〉;〈s,z〉t
αV0 〈sz〉;〈s,z〉 〈sz−1〉;〈s,z〉t 〈sz〉;〈s,z〉t−1 〈sz−1〉;〈s,z〉




Id|S ω η ω ◦η
θVλ 〈ssλ1 z−1〉;〈ssλ1 ,z〉t 〈ssλ1 z〉;〈ssλ1 ,z〉 /0 /0
θ−1Vλ 〈ssλ1 z〉;〈ssλ1 ,z〉t−1 〈ssλ1 z−1〉;〈ssλ1 ,z〉 /0 /0
αVλ 〈ssλ1 z〉;〈ssλ1 ,z〉 〈ssλ1 z−1〉;〈ssλ1 ,z〉t /0 /0
βVλ 〈ssλ1 z−1〉;〈ssλ1 ,z〉 〈ssλ1 z〉;〈ssλ1 ,z〉t−1 /0 /0
T = Eλ :






Id|S ω η ω ◦η
θ0 〈st−1,z〉;〈s, t〉u−1t 〈st,z〉;〈s, t〉ut 〈st−1z`〉;〈st−1,z〉t1−` 〈stz`〉;〈st,z〉t−`
or 〈z〉;S or 〈z〉;S
θ−10 〈st,z〉;〈s, t〉ut−1 〈st−1,z〉;〈s, t〉u−1t−1 〈stz`〉;〈st,z〉t−1−` 〈st−1z`〉;〈st−1,z〉t−`
or 〈z〉;S or 〈z〉;S
α0 〈stz`〉;〈st,z〉t−1−` 〈st−1z`〉;〈st−1,z〉t−` 〈st,z〉;〈s, t〉ut−1 〈st−1,z〉;〈s, t〉u−1t−1
or 〈z〉;S or 〈z〉;S
β0 〈st−1z`〉;〈st−1,z〉t−1−` 〈stz`〉;〈st,z〉t−` 〈st−1,z〉;〈s, t〉u−1t 〈st,z〉;〈s, t〉u
or 〈z〉;S or 〈z〉;S







Id|S ω η ω ◦η
θλ 〈ssλ1 t−1,z〉;〈ssλ1 , t〉u−1t 〈ssλ1 t,z〉;〈ssλ1 , t〉ut /0 /0
or 〈z〉;S or 〈z〉;S
θ−1λ 〈ssλ1 t,z〉;〈ssλ1 , t〉ut−1 〈ssλ1 t−1,z〉;〈ssλ1 , t〉u−1t−1 /0 /0
or 〈z〉;S or 〈z〉;S
αλ 〈ssλ1 tz`〉;〈ssλ1 t,z〉t−1−` 〈ssλ1 t−1z`〉;〈ssλ1 t−1,z〉t−` 〈z〉;S 〈z〉;S




Id|S ω η ω ◦η
θA 〈tz−1〉;s−1A 〈d2〉;s−1A 〈tz〉;sA 〈d1〉;s−1A
θ−1A 〈tz〉;sA 〈d1〉;s−1A 〈tz−1〉;s−1A 〈d2〉;s−1A
αA 〈d2〉;A 〈tz−1〉;sA 〈d1〉;A 〈tz〉;A
βA 〈d1〉;A 〈tz〉;A 〈d2〉;A 〈tz−1〉;sA








2 and where ak is defined recursively as follows:
a1 ≡ 0 mod 3 and ak ≡−(a2k−1−3ak−1+3) mod 3k.
Proof. We prove the lemma case by case.
Case 1: T =Vλ .
Let Q≤ S and g ∈ S. We have (ssλ1 )φ ◦ψ = z±1 and zφ ◦ψ = (ssλ1 )±1. However, (ssλ1 )±1 is
not S-conjugate to z±1. It follows that ssλ1 ,z /∈Q. Thus, Q= 〈(ssλ1 )iz j〉 for some i, j ∈ {−1,1}.
Since ((ssλ1 )
iz j)2 = (ssλ1 )
−iz− j, we may write Q= 〈ssλ1 z j〉. Define
δ (ψ) =
1 if (ssλ1 )ψ ∈ sA−1 if (ssλ1 )ψ ∈ s−1A and δ (φ) =




s jA if δ (φ)δ (ψ) = 1s− jA if δ (φ)δ (ψ) =−1
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Since no element of sA is S-conjugate to an element of s−1A, we have
j =
1 if δ (φ)δ (ψ) = 1−1 if δ (φ)δ (ψ) =−1
That is,
Q≤
〈ssλ1 z〉 if δ (φ)δ (ψ) = 1〈ssλ1 z−1〉 if δ (φ)δ (ψ) =−1.
Note that, if λ 6= 0, and ψ ∈ {η ,ω ◦η}, then (ssλ1 z j)φ ◦ψ ∈V−λ ∩ (S\A). However, no ele-
ment of Vλ ∩ (S\A) is S-conjugate to an element of V−λ ∩ (S\A). Thus, in that case, there is
no such subgroup Q. After determining the values of δ (φ) and δ (ψ) for all maps φ and ψ we
can fill in the values of P in the table. Choose a P from the table and write N =NS(P,Pφ ◦ψ).
Note that, for all P, NS(P) = 〈s,z〉. In order to determine C, it suffices to find one element
g ∈ N, since N = NS(P)g= 〈s,z〉g, and we are done.
Case 2: T = Eλ .
Let Q ≤ S and g ∈ S. We have (ssλ1 )φ ◦ψ ∈ t±1〈z〉 and tφ ◦ψ ∈ s±1A. However, no ele-
ment of A is S-conjugate to an element lying outside of A. It follows that ssλ1 , t /∈ Q. Thus
Q≤ 〈(ssλ1 )it j,z〉 for some i, j ∈ {−1,1}. Since
((ssλ1 )





) jt j ∈ (ssλ1 )−i(t〈z〉) jt j = (ssλ1 )−it− j〈z〉,
it suffices to write Q≤ 〈ssλ1 t j,z〉. Define
δ1(ψ) =
1 if (ssλ1 )ψ ∈ sA−1 if (ssλ1 )ψ ∈ s−1A δ1(φ) =
1 if tφ = ssλ1−1 if tφ = (ssλ1 )−1
and
δ2(ψ) =
1 if zψ = z−1 if zψ = z−1 δ2(φ) =




s jA if δ1(φ)δ1(ψ) = 1s− jA if δ1(φ)δ1(ψ) =−1 and zφ ◦ψ =
z if δ2(φ)δ2(ψ) = 1z−1 if δ2(φ)δ2(ψ) =−1
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Since no element of sA is S-conjugate to an element of s−1A, we have
j =
1 if δ1(φ)δ1(ψ) = 1−1 if δ1(φ)δ1(ψ) =−1
Similarly, z is not S-conjugate to z−1. We conclude,
Q≤

〈ssλ1 t,z〉 if δ1(φ)δ1(ψ) = δ2(φ)δ2(ψ) = 1
〈ssλ1 t−1,z〉 if −δ1(φ)δ1(ψ) = δ2(φ)δ2(ψ) = 1
〈ssλ1 tz`〉, ` ∈ {−1,0,1} if δ1(φ)δ1(ψ) =−δ2(φ)δ2(ψ) = 1
〈ssλ1 t−1z`〉, ` ∈ {−1,0,1} if −δ1(φ)δ1(ψ) =−δ2(φ)δ2(ψ) = 1.
Note also that, if λ 6= 0 and ψ ∈ {η ,ω ◦η}, then (ssλ1 t jz`)φ ◦ψ ∈ E−λ ∩ (S\A). However,
by 5.2.3 and 5.2.4, no element of Eλ ∩ (S\A) is S-conjugate to an element in E−λ ∩ (S\A).
Thus, in that case there is no such subgroup Q, other than 〈z〉. After determining the values
of δ1(φ),δ1(ψ),δ2(φ) and δ2(ψ) for all maps φ and ψ we can fill in the values for P in the
table as required. Finally, choose a P from the table and write N = NS(P,Pφ ◦ψ). In order to
determine C, it suffices to find NS(P) and one element g ∈ N.
Case 3: T = A.
For this case we will need to recall definitions and results from Section 6.2. Note that for
n= 0,1, we have
θA ◦ωn ◦η = θ−1A ◦ωn
θ−1A ◦ωn ◦η = θA ◦ωn
αA ◦ωn ◦η = βA ◦ωn
βA ◦ωn ◦η = αA ◦ωn.
Thus, for this case, it suffices to determine Q and g for the first two columns of the table.
Since A is abelian of index 3 it suffices to assume that g = smg for some mg ∈ {−1,0,1}.
Suppose q = sik1 s
jk
2 ∈ Q, where, as we recall, k ≥ 2 is the fixed integer which determines the
size of S. If there is no ambiguity, we’ll write ik = i and jk = j. If ψ = IdS, then under the




][ δ (φ)ak δ (φ)bk








where ak,bk, δ (φ),ck(φ),ag and bg are as defined in Section 6.2. This equality holds if and
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only if the following two congruences are satisfied:
δ (φ)(aki− ck(φ) j)≡k agi−3mg j
and δ (φ)(bki−ak j)≡k mgi+bg j.




][ δ (φ)ak δ (φ)bk











which holds if and only if the two congruences are satisfied:
δ (φ)[(2ak−3bk)i− (2ck(φ)−3ak) j]≡k agi−3mg
and δ (φ)[(ak−2bk)i− (ck(φ)−2ak) j]≡k mgi+bg j.
For simplicity, we write a = ag,b = bg, and m = mg, where there is no ambiguity. Explicitly,
we have the following table:
(φ ,ψ) ai−3m j ≡k mi+b j ≡k
(θA, IdS) aki− (ak+1) j bki−ak j
(θ−1A , IdS) −aki+(ak+1) j −bki+ak j
(αA, IdS) aki− (2ak−1) j bki−ak j
(βA, IdS) −aki+(2ak−1) j −bki+ak j
(θA,ω) (2ak−3bk)i+(ak−2) j (ak−2bk)i+(ak−1) j
(θ−1A ,ω) −(2ak−3bk)i− (ak−2) j −(ak−2bk)i− (ak−1) j
(αA,ω) (2ak−3bk)i− (ak−2) j (ak−2bk)i+ j
(βA,ω) −(2ak−3bk)i+(ak−2) j −(ak−2bk)i− j
Define αk ≡k a2k−1− 2ak−1 + 3. By Lemma 6.2.1, we have αk ≡k−1 0. We also have ak ≡k
−(αk−ak−1). It follows that
ak ≡k−1 ak−1 and bk ≡k−1 bk−1.
Thus, the equations in the above table satisfy
ik ≡k−1 ik−1 and jk ≡k−1 jk−1.
We solve the equations in the table by dividing them to various cases:
Case 3.1:
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Suppose that for each pair (φ ,ψ), and for two fixed elements m ∈ {−1,0,1} (which, as
we’ll see, is chosen to depend on the pair (φ ,ψ)), we have ik−1 ≡k−1 jk−1 ≡k−1 0. That is
ik ≡k 3k−1u and jk ≡k 3k−1v for some integers u,v. We show ik ≡k jk ≡k 0. Substituting
in these congruences into those in the table above gives us the following ones,1 reduced to
modulo 3:
(φ ,ψ) au≡1 mu+bv≡1
(θA, IdS) −v u
(θ−1A , IdS) v −u
(αA, IdS) v u
(βA, IdS) −v −u
(θA,ω) −2v −2u− v
(θ−1A ,ω) 2v 2u+ v
(αA,ω) 2v −2u+ v
(βA,ω) −2v 2u− v
We substitute in two values of m for each pair (φ ,ψ), including their corresponding values for
a and b.2 We do not substitute in the corresponding third value of m for the pair of maps,
which we’ll discuss in the later cases, for the reason that they will not provide us with any
meaningful result.
1For example, if (φ ,ψ) = (αA, IdS), then aik−3mjk ≡k akik−(2ak−1) jk implies 3k−1au−3kmv≡k 3k−1aku−
3k−1(2ak−1)v, that is, au−3mv≡1 aku−(2ak−1)v. Since 3 | ak, this is equivalent to saying au≡1 v. Similarly,
mik+b jk ≡k bkik−ak jk gives mu+bv≡1 u.
2For example, if (φ ,ψ) = (αA, IdS) and m = −1, then a = −2 and b = 1. Thus, au ≡1 v gives −2u ≡1 v,
and mu+bv≡1 u gives −u+ v≡1 u, as seen in the table.
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(φ ,ψ) m=−1 m= 0 m= 1
(θA, IdS) - u≡1 −v; u≡1 −v;
v≡1 u u−2v≡1 u
(θ−1A , IdS) −2u≡1 v; u≡1 v; -
−u+ v≡1 −u v≡1 −u
(αA, IdS) −2u≡1 v; - u≡1 v;
−u+ v≡1 u u−2v≡1 u
(βA, IdS) −2u≡1 −v; - u≡1 −v;
−u+ v≡1 −u u−2v≡1 −u
(θA,ω) - u≡1 −2v; u≡1 −2v;
v≡1 −2u− v u−2v≡1 −2u−v
(θ−1A ,ω) - u≡1 2v; u≡1 2v;
v≡1 2u+ v u−2v≡1 2u+ v
(αA,ω) −2u≡1 2v; u≡1 2v; -
−u+ v≡1 2u− v v≡1 −2u+ v
(βA,ω) −2u≡1 −2v; - u≡1 −2v;
−u+ v≡1 2u− v u−2v≡1 2u− v
Each corresponding pair of congruences deduce u ≡1 v ≡1 0. It follows that ik ≡k jk ≡k 0.
Now, when we force k = 1, the equations for pairs of maps, are as exactly those in the table
above (resulting in without the reduction). It follows, by induction, that for all k≥ 1, we have
ik ≡k jk ≡k 0, for the selected cases of m. This means, for the cases considered here, Q= 1.
It is left to consider the cases of m not considered here.
Case 3.2:
Suppose that for each of the following pairs (φ ,ψ) ∈ {(θA, IdS),(θ−1A , IdS),(αA,ω),(βA,ω)},
and that for the third m not considered in the previous case, we have 3ik−1 ≡k−1 3 jk−1 ≡k−1 0.
It follows that there exists integers u,v such that ik ≡k 3k−2u and jk ≡k 3k−2v. We show
3ik ≡k 3 jk ≡k 0. Substituting in these congruences into the table on page 334 gives us the
following ones, reduced to modulo 3:
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(φ ,ψ) m
(θA, IdS) −1 6u−7v≡2 −2u+3v =⇒ u≡2 −v
4u−6v≡2 −u+ v 3u≡2 3v≡2 0
(θ−1A , IdS) 1 −6u+7v≡2 u−3v =⇒ u≡2 v
−4u+6v≡2 u−2v 3u≡2 3v≡2 0
(αA,ω) 1 −4v≡2 u−3v =⇒ u≡2 −v
−2u+ v≡2 u−2v 3u≡2 3v≡2 0
(βA,ω) 0 4u≡2 u =⇒ u≡2 v
2u− v≡2 v 3u≡2 3v≡2 0
Each corresponding pair gives us 3u ≡2 3v ≡2 0. This means 3ik ≡k 3 jk ≡k 0. If (φ ,ψ) ∈
{(θA, IdS),(αA,ω)}, we also have ik≡k − jk, that is, Q≤〈tz−1〉. If (φ ,ψ)∈{(θ−1A , IdS),(βA,ω)},
then ik ≡k jk, that is, Q ≤ 〈tz〉. Now, when k = 2, the equations for pairs of maps are ex-
actly as those in the table above, without the reduction. It follows, by induction, that for
all k ≥ 2, we have Q≤ 〈tz−1〉 whenever (φ ,ψ) ∈ {(θA, IdS),(αA,ω)}, and Q≤ 〈tz〉 whenever
(φ ,ψ) ∈ {(θ−1A , IdS),(βA,ω)}.
Case 3.3:
We have a small number of cases left to consider. In this case, we do not use induction, but
direct calculation. Given a pair (φ ,ψ) and m ∈ {−1,0,1}, we label the two corresponding
congruences, given in the table on page 334, as pi1 and pi2, after rearranging them to make
one side equivalent to 0 mod 3k. It turns out that it suffices to consider only one of them, as
shown in the table below. We attempt to spell out the first example as an illustration:
When (φ ,ψ) = (αA, IdS) and m= 0, then we have the two congruence relations:
i≡k aki− (2ak−1) j and j ≡ bki−ak j
=⇒ (ak−1)i− (2ak−1) j ≡k 0 and bki− (ak+1) j ≡k 0
Let pi1 = (ak−1)i− (2ak−1) j and pi2 = bki− (ak+1) j. Now, since pi1 ≡k 0, we have
(a2k+1)pi1 ≡k 0 (which we can multiply since 3 | ak)
⇔(ak−1)(a2k+1)i− (2ak−1)(a2k+1)≡k 0
⇔(ak−1)(2ak−2)i− (2ak−1)(2ak−2) j ≡k 0 (since a2k ≡k 2ak−3)
⇔(2a2k−4ak+2)i−2(2a2k−3ak+1) j ≡k 0
⇔−4i−2(ak−5) j ≡k 0 (since a2k ≡k 2ak−3)
⇔2i+(ak−5) j ≡k 0.
Similarly, pi2≡k 0⇔ (ak+1)(ak−1)pi2≡k 0⇔ 2i+(ak−5) j≡k 0, as shown in the table below.
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Here are the full set of examples which were left to consider:
(φ ,ψ) m
(αA, IdS) 0 (ak+1)(ak−1)pi2 ≡k 0
⇔ (ak+1)(ak−1)[bki− (ak+1) j]≡k 0
⇔ (ak−1)(a2k+1)i− (ak−1)(ak+1)2 j ≡k 0
⇔ 2i+(ak−5) j ≡k 0.
Similarly, (a2k+1)pi1 ≡k 0⇔ 2i+(ak−5) j ≡k 0.
(βA, IdS) 0 (ak+1)(ak−1)pi2 ≡k 0
⇔ (ak+1)(ak−1)[−bki+(ak−1) j]≡k 0
⇔−(ak−1)(a2k+1)i+(ak−1)2(ak+1) j ≡k 0
⇔ 2i− (ak+1) j ≡k 0.
Similarly, bk(ak−1)pi1 ≡k 0⇔ 2i− (ak+1) j ≡k 0.
(θA,ω) −1 (ak+1)pi2 ≡k 0
⇔ (ak+1)[(ak−2bk+1)i+(ak−2) j]≡k 0
⇔ [(ak+1)2−2(a2k+1)]i+(ak−2)(ak+1) j ≡k 0
⇔ 2i+(ak−5) j ≡k 0.
Similarly, pi1 ≡k 0⇔ 2i+(ak−5) j ≡k 0.
(θ−1A ,ω) −1 (ak+1)pi1 ≡k 0
⇔ (ak+1)[(−2ak+3bk+2)i− (ak+1) j]≡k 0
⇔ [2(1−ak)(ak+1)+3(a2k+1)]i− (ak+1)2 j ≡k 0
⇔ (2ak+2)i− (4ak−2) j ≡k 0
⇔ 2(ak+1)i− (ak+1)2 j ≡k 0
⇔ 2i− (ak+1) j ≡k 0.
Similarly, pi1 ≡k 0⇔ 2i− (ak+1) j ≡k 0.
This means that
(φ ,ψ) ∈ {(αA, IdS),(θA,ω)} =⇒ 2i≡k (5−ak) j
(φ ,ψ) ∈ {(βA, IdS),(θ−1A ,ω)} =⇒ 2i≡k (ak+1) j.
This completes the proof.
Lemma B.2.2. Let ψ ∈ {IdS,ω,η ,ω ◦η}.
1. If φ = Θ±1µ,λ for µ = 1, ..4 and λ = −1,0,1, then for all 1 6= Q ≤ S, φ |Q ◦ψ is never a
conjugation map.
2. If φ = ϑµ,λ for µ = 1, ..,4 and λ =−1,1, then φ |Q ◦ψ = cg|Q for some 1 6= Q≤ S and
g ∈ S if and only if Q≤ P and g ∈C, where (P;C) is the pair listed in the table below,




IdS ω η ω ◦η
ϑ1,λ /0 /0 〈ssλ1 z−1〉;〈ssλ1 ,z〉t 〈ssλ1 z〉;〈ssλ1 ,z〉
ϑ2,λ /0 /0 〈ssλ1 z〉;〈ssλ1 ,z〉t−1 〈ssλ1 z−1〉;〈ssλ1 ,z〉
ϑ3,λ /0 /0 〈ssλ1 z〉;〈ssλ1 ,z〉 〈ssλ1 z−1〉;〈ssλ1 ,z〉t
ϑ4,λ /0 /0 〈ssλ1 z−1〉;〈ssλ1 ,z〉 〈ssλ1 z〉;〈ssλ1 ,z〉t−1
3. Let φ = ξ±1µ,λ for µ = 1, ..,8 and λ =−1,1. If µ = 5, ..,8, then for all 1 6=Q≤ S, φ |Q ◦ψ
is never a conjugation map. If µ = 1, ..,4, then φ |Q ◦ψ = cg|Q for some 1 6=Q≤ S and
g ∈ S if and only if Q≤ P and g ∈C, where (P;C) is the pair listed in the table below,
corresponding to the maps (φ ,ψ).
HHHHHHHφ
ψ
IdS ω η ω ◦η
ξ±11,λ /0 /0 〈z〉;S 〈z〉;S
ξ±12,λ /0 /0 〈z〉;S 〈z〉;S
ξ±13,λ 〈z〉;S 〈z〉;S /0 /0
ξ±14,λ 〈z〉;S 〈z〉;S /0 /0
Proof. We prove the lemma case by case:
Case 1 Suppose φ =Θ±1µ,λ for µ = 1, ..,4 and λ =−1,0,1.
First suppose φ = Θµ,λ . Let Q ≤ S and g ∈ S. We have (ssλ1 )φ ◦ψ = z±1ψ = z±1 and
zφ ◦ψ = t±1ψ ∈ t±1〈z〉. However ssλ1 is not S-conjugate to z±1, nor does z conjugate into
t±1〈z〉. So ssλ1 ,z /∈ Q. We may assume Q = 〈ssλ1 zi〉 for i = −1,1. However, (ssλ1 zi)φ ◦ψ =
(z±1t±1)ψ = t±1z±1. Since ssλ1 z
i is not S-conjugate to any element of 〈t,z〉, Q= 1.
Now suppose φ =Θ−1µ,λ . Let Q≤ S and g ∈ S. We have (tφ)ψ = z±1 and (zφ)ψ = (ss±λ1 )±1.
Since z is central in S, we have t,z /∈ Q. We may assume Q = 〈tzi〉 for i = −1,1. However,
(tzi)φ ◦ψ = z±1(ss±λ1 )±1. Since 〈t,z〉 is normal in S, we have tzi /∈ Q. So Q= 1.
Case 2 Suppose φ = ϑµ,λ for µ = 1, ..,4 and λ =−1,1.
Let Q≤ S and g∈ S. We have ssλ1 φ ◦ψ = z±1ψ = z±1 and zφ ◦ψ = (ssλ1 )±1ψ = (ss−λ1 )±1ψ /∈
A. Thus ssλ1 ,z /∈ Q. So assume Q= 〈ssλ1 zi〉 for i=−1,1. Define
δ (ψ) =
1 sψ = s−1 sψ = s−1 δ (φ) =




i)φ ◦ψ = (z±1(ss−λ1 )δ (φ)i)ψ =
z±1(ssλ1 )δ (φ)δ (ψ)i if ψ = η ,ω ◦ηz±1(ss−λ1 )δ (φ)δ (ψ)i if ψ = IdS,ω
Thus, if η = IdS,ω , then ssλ1 z
i /∈ Q. If, on the other hand ψ = η ,ω ◦η , then δ (ψ)δ (φ) = i,
thereby giving us the results in the table. The set C can be calculated easily.
Case 3 Suppose φ = ξ±1µ,λ for µ = 1, ..,4 and λ =−1,1.
First suppose that φ = ξµ,λ . Let Q≤ S and g∈ S. For i=−1,0,1, we have (ssλ1 zi)φ ◦ψ ∈ 〈s,z〉
for i = −1,0,1. However ssλ1 zi is not S-conjugate to any element of 〈s,z〉. So ssλ1 zi /∈ Q. It
follows that Q= 〈z〉. If µ = 5, ..,8, then zφ ◦ψ = s±1. Thus, in this case z /∈ Q. We are left
with the case µ = 1, ..,4 and Q= 〈z〉. Define
δ (ψ) =
1 if zψ = z−1 if zψ = z−1 δ (φ) =
1 if zφ = z−1 if zφ = z−1
Then
zφ ◦ψ =
z if δ (φ)δ (ψ) = 1z−1 if δ (φ)δ (ψ) =−1
Note that z is not S-cojugate to its inverse. Thus, µ = 1, ..,4, Q = 〈z〉 and δ (φ)δ (ψ) = 1.
After determining the values of δ (ψ) and δ (φ) we can fill in the values of P in the table.
Since z is central in S, we have C = S.
When φ = ξ−1µ,λ , then again, we have sz
i /∈ Q for all i=−1,0,1, since in that case, (szi)φ ◦ψ
is not S-conjugate of szi. We therefore have Q= 〈z〉 which occurs only when δ (φ)δ (ψ) = 1.
Hence the values of P and C are the same as in the case for φ = ξµ,λ .
Lemma B.2.3. Let ψ ∈ {IdS,ω,η ,ω ◦η}. Let φ ∈ {θˆVλ , θˆVλ , αˆVλ , βˆVλ } for λ =−1,1. Then
φ ◦ψ = cg|Q for some 1 6= Q ≤ S and g ∈ S if and only if Q ≤ P and g ∈C, where (P;C) is




Id|S ω η ω ◦η
θˆVλ 〈ssλ1 zi〉;〈ssλ1 ,z〉t−i /0 〈z〉;S 〈z〉;S
i=−1,0,1
θˆ−1Vλ 〈z〉;S 〈ssλ1 ,z〉;〈ssλ1 ,z〉 /0 /0
〈z〉;S
αˆVλ 〈ssλ1 ,z〉;〈ssλ1 ,z〉 〈z〉;S /0 /0
〈z〉;S




1 if (ssλ1 )ψ = ss±11−1 if (ssλ1 )ψ = (ss±11 )−1 and δλ (φ) =
1 if (ssλ1 )φ = ssλ1−1 if (ssλ1 )φ = (ssλ1 )−1
δ ′λ (ψ) =
1 if (ssλ1 )ψ = (ssλ1 )±1−1 if (ssλ1 )ψ = (ss−λ1 )±1
δz(ψ) =
1 if zψ = z−1 if zψ = z−1 and δz(φ) =






±1 if δ ′λ (ψ) = 1,δλ (ψ)δλ (φ) = 1
(ssλ1 )
−1z±1 if δ ′λ (ψ) = 1,δλ (ψ)δλ (φ) =−1
ss−λ1 z
±1 if δ ′λ (ψ) =−1,δλ (ψ)δλ (φ) = 1
(ss−λ1 )
−1z±1 if δ ′λ (ψ) =−1,δλ (ψ)δλ (φ) =−1
and
zφ ◦ψ =
z if δz(ψ)δz(φ) = 1z−1 otherwise
It follows that
Q≤
〈ssλ1 ,z〉 if δ ′λ (ψ) = 1,δλ (ψ)δλ (φ) = 1,δz(ψ)δz(φ) = 1〈ssλ1 z j〉, j =−1,0,1 if δ ′λ (ψ) = 1,δλ (ψ)δλ (φ) = 1,δz(ψ)δz(φ) =−1
After determining the values of δλ (ψ),δλ (φ),δ ′λ (ψ),δz(ψ) and δz(φ) we can fill in the values
for all P. The set C can be calculated easily.
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Lemma B.2.4. Let Q≤ S. Define u= s3k−22 and let λ =−1,0,1,i ∈ {1,2}. Then
1. If Q ∈D, then NS(Q,〈ssλ1 zi〉) =
t−i〈ssλ1 ,z〉 if Q= 〈ssλ1 〉/0 otherwise
2. If Q ∈D and j ∈ {−1,0,1}, then NS(Q,〈ssλ1 t iz j〉) =
uit i− j〈ssλ1 t i,z〉 if Q= 〈ssλ1 〉/0 otherwise
3. If Q ∈D, then NS(Q,〈ssλ1 t i,z〉) =

∪ j∈{−1,0,1}uit j〈ssλ1 t i,z〉 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}
S if Q= 〈z〉
/0 otherwise
4. If Q ∈DA and j ∈ {−1,0,1}, then NS(Q,〈di〉) =
s jA if Qs
j ≤ 〈di〉
/0 otherwise
5. If Q ∈DA, then NS(Q,〈tzi〉) =
siA if Q= 〈t〉/0 otherwise
Proof. 1. Write N = NS(Q,〈ssλ1 zi〉). If N 6= /0, then it is immediate that |Q| ≤ 3 and
Q  A, since A is normal in S. Moreover ssλ1 is not S-conjugate to ss
µ
1 for µ 6= λ and
µ = −1,0,1. Thus Q = 〈ssλ1 〉. Now we calculate N = NS(〈ssλ1 〉,〈ssλ1 zi〉). We have
t−i ∈ N. Thus N = NS(ssλ1 ,ssλ1 zi) = t−iCS(ssλ1 zi) = t−iCS(ssλ1 ) = t−i〈ssλ1 ,z〉.
2. Write N =NS(Q,〈ssλ1 t iz j〉). If N 6= /0, then it is immediate that |Q| ≤ 3 and QA since A
is normal in S. Moreover ssλ1 t
iz j is not S-conjugate to ssµ1 for µ 6= λ and µ ∈ {−1,0,1}.
Thus Q= 〈ssλ1 〉. We calculate N = NS(〈ssλ1 〉,〈ssλ1 t iz j〉) for this case. It is easily verified
that uit i− j ∈ N. Thus N = uit i− jCS(〈ssλ1 t iz j〉) = uit i− jCS(ssλ1 t i) = uit i− j〈ssλ1 t i,z〉.
3. Write N = NS(Q,〈ssλ1 t j,z〉). Suppose N 6= /0. Then it is immediate that |Q| ≤ 32 and
Q  A (other than 〈z〉) since A is normal in S. Moreover, ssλ1 t j is not S-conjugate to
ssµ1 for µ 6= λ and µ ∈ {−1,0,1}. It follows that Q∈ {〈z〉,〈ssλ1 〉,〈ssλ1 ,z〉}. We calculate
N for these cases. If Q = 〈z〉, then N = S. So suppose Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}. Rewrite
N = NS(〈ssλ1 〉,〈ssλ1 t j,z〉). Since z is central in S, we have NS(〈ssλ1 ,z〉,〈ssλ1 t j,z〉) = N.
Thus it suffices to calculate N. Since
NS(〈ssλ1 〉,〈ssλ1 t i,z〉) =
⊔
j=−1,0,1




uit i− j〈ssλ1 t i,z〉
by the previous result.
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4. Write N = NS(Q,〈di〉). Suppose g ∈ N. We may assume g= s j for some j ∈ {−1,0,1}.
Thus s jA ≤ NS(Q,〈s1si2〉). If also snA ≤ NS(Q,〈di〉) for some j 6= n ∈ {−1,0,1}, then
Q≤ 〈di〉s− j ∩〈di〉s−n = 1, by definition of di, a contradiction. It follows that
NS(Q,〈di〉) =
s jA if Qs
j ≤ 〈di〉
/0 otherwise
5. Write N = NS(Q,〈tzi〉). If N 6= /0, then |Q| ≤ 3 and Q ≤ A. This leaves 〈t〉 and 〈z〉
as possible cases for Q. However, only 〈t〉 is S-conjugate to 〈tzi〉. Now we calculate
N = NS(〈t〉,〈tzi〉). We have si ∈ N. Thus, N = NS(t, tzi) = siCS(tzi) = siCS(t) = siA.
If ψ is a restriction of some morphism ψ¯ in Aut(S), with Q≤ Dψ , then note that CS(Qψ) =
CS(Qψ¯) = (CS(Q))ψ¯ , where the latter equality holds because
g ∈CS(Qψ¯)⇔ (qψ¯)g = (qψ¯) (for all q ∈ Q)
⇔ (qgψ¯−1)ψ¯ = qψ¯ (for all q ∈ Q)
⇔ qgψ¯−1 = q (for all q ∈ Q)
⇔ g ∈ (CS(Q))ψ¯






for any morphism φ such that P≤Dφ . Thus, when ψ is a restriction of an element in Aut(S),
then in determining |Oψ|Qφ |P |, it suffices to determine |Nψ|Q,φ |P| and |CS(Q)|.
Throughout the following set of proofs, we may use the following equivalence. Given x ∈
Nψ|Q,φ |P for some morphism φ and domain P, and some automorphisms ψ ∈ AutF(S), there
exists y ∈ S such that
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ φ |Qx = cx−1|Qx ◦ψ ◦ cy−1
⇔ φ |Qx = cx−1(yψ)−1 |Qx ◦ψ
⇔ φ |Qx ◦ψ = cx−1(yψ)−1|Qx
where the last equivalence is because ψ is either the identity map or an involution. By Lemma
B.2.1 and B.2.2 we already know under which circumstances will φ |Qx ◦ψ will be a conjugation




We may in some cases define the following: Suppose that for some morphism ψ with x ∈
Dψ ≤ S, we have (xψ) = y or y−1. Then define
δx(ψ) =
1 if (xψ) = y−1 if (xψ) = y−1
The proof will have the following structure. Let ψ and φ be two maps with Q≤ Dψ ≤ S and
P≤Dφ ≤ S. We suppose that Nψ|Q,φ |P 6= /0, in which case there exists x∈Nψ|Q,φ |P ⊆NS(Q,P).
This means that
q ∈ Q =⇒ ∃y ∈ S with (qx)φ)y = qψ
for all q ∈ Q with qx ∈ P. From this we will either derive a contradiction, or determine some
conditions under which the above holds. We now list our proofs:
B.2.1 ψ ∈ {IdS,ω,η ,ω ◦η} and Q ∈D
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
Let x ∈ Nψ|Q,φ |P . Then, for some y ∈ S, we have
cx|Q ◦φ ◦ cy = ψ|Q⇔ cx(yφ)|Q ◦φ = ψ|Q
⇔ cx(yφ)|Q = ψ|Q ◦φ
where the latter equivalence holds since φ is an automorphism of order at most 2. Recall
that D is the set of S-conjugacy class representatives in S, containing 〈s〉,〈s1〉 and 〈s2〉.
Thus, if Q  〈s2〉 and ψ ◦ φ = ω , or if Q  〈s〉 and ψ ◦ φ = η , or if Q  〈s1〉 and
ψ ◦ φ = ω ◦η , then by 6.1.3 and 6.1.4, ψ|Q ◦ φ cannot be equal to a restriction of a
conjugation map. Therefore, in these cases, |Nψ|Q,φ |P| = 0. In the rest of the cases, if
we define y, which are permitted to do, so that
x(yφ) =

1 if ψ ◦φ = IdS
s if Q≤ 〈s2〉;ψ ◦φ = ω
s if Q≤ 〈s〉;ψ ◦φ = η
s−1 if Q≤ 〈s1〉;ψ ◦φ = ω ◦η
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|P| if Q≤ S,ψ◦= IdS
or Q≤ 〈s2〉,ψ ◦φ = ω
or Q≤ 〈s〉,ψ ◦φ = η
or Q≤ 〈s1〉,ψ ◦φ = ω ◦η
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
Suppose T =Vλ for λ =−1,0,1.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.1, we have
x ∈ NS(Q,〈ssλ1 zi〉) and (ψ,φ) ∈MVλ (〈ssλ1 zi〉).
for some i = −1,1. By Lemma B.2.4, if Q 6= 〈ssλ1 〉, then NS(Q,〈ssλ1 zi〉) = /0, and thus
Nψ|Q,φ |P = /0. So suppose Q= 〈ssλ1 〉. We have
NS(Q,P) =

〈ssλ1 , t〉 if P= 〈ssλ1 ,z〉
〈ssλ1 ,z〉 if P= 〈ssλ1 〉
/0 if P= 〈z〉
By applying B.2.4 again, we see that
NS(Q,P)∩NS(Q,〈ssλ1 zi〉) =
t−i〈ssλ1 ,z〉 if P= 〈ssλ1 ,z〉,Q= 〈ssλ1 〉/0 otherwise
Collecting the data,
|Nψ|Q,φ |P |=
32 if P= 〈ssλ1 ,z〉,Q= 〈ssλ1 〉,(ψ,φ) ∈MVλ (〈ssλ1 zi) for i=−1,10 otherwise
Thus,
|Oψ|Qφ |P |=
32 if P= 〈ssλ1 ,z〉,Q= 〈ssλ1 〉,(ψ,φ) ∈MVλ (〈ssλ1 zi) for i=−1,10 otherwise
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Suppose T = Eλ for λ =−1,0,1.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.1, we have
x ∈NS(Q,〈ssλ1 t i,z〉) and (ψ,φ) ∈Mλ (〈ssλ1 t i,z〉), or
x ∈NS(Q,〈ssλ1 t iz j〉) and (ψ,φ) ∈Mλ (〈ssλ1 t iz j〉)
for some i=−1,1 and j =−1,0,1. By B.2.4, if Q /∈ {〈z〉,〈ssλ1 〉,〈ssλ1 ,z〉} and (ψ,φ) ∈
Mλ (〈ssλ1 t i,z〉), then NS(Q,〈ssλ1 t i,z〉) = /0, that is, |Nψ|Q,φ |P|= 0. Similarly, if Q 6= 〈ssλ1 〉
and (ψ,φ) ∈ Mλ (〈ssλ1 t iz j〉), then NS(Q,〈ssλ1 t iz j〉) = /0, that is, |Nψ|Q,φ |P| = 0. We
study both cases separately. First suppose that Q ∈ {〈z〉,〈ssλ1 〉,〈ssλ1 ,z〉} and (ψ,φ) ∈
Mλ (〈ssλ1 t i,z〉). Define u= s3
k−2
2 . We have
NS(Q,P) =

〈ssλ1 ,z〉 if Q= P= 〈ssλ1 〉
〈ssλ1 , t〉 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P= 〈ssλ1 ,z〉
〈ssλ1 ,u〉 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P= 〈ssλ1 , t〉
S if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉}
/0 otherwise
By B.2.4, we see that
|NS(Q,〈ssλ1 t i,z〉)∩NS(Q,P)|=

33 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P= 〈ssλ1 , t〉





33 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P= 〈ssλ1 , t〉,(ψ,φ) ∈Mλ (〈ssλ1 t i,z〉) for i=−1,1





32 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},P= 〈ssλ1 , t〉,(ψ,φ) ∈Mλ (〈ssλ1 t i,z〉) for i=−1,1
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉},(ψ,φ) ∈Mλ (〈ssλ1 t i,z〉〉), i=−1,1
0 otherwise





〈ssλ1 ,z〉 if P= 〈ssλ1 〉
〈ssλ1 , t〉 if P= 〈ssλ1 ,z〉
〈ssλ1 ,u〉 if P= 〈ssλ1 , t〉
/0 otherwise
which is similar to the previous situation. By B.2.4, we see that
|NS(Q,〈ssλ1 t iz j〉)∩NS(Q,P)|=
32 if Q= 〈ssλ1 〉,P= 〈ssλ1 , t〉0 otherwise




∑`∈{−1,0,1} |NS(Q,〈ssλ1 t iz`〉)∩NS(Q,P)| if Q= 〈ssλ1 〉,P= 〈ssλ1 , t〉,
(ψ,φ) ∈Mλ (〈ssλ1 t iz j〉),
for i=−1,1, j =−1,0,1
0 otherwise
=
33 if Q= 〈ssλ1 〉,P= 〈ssλ1 , t〉,(ψ,φ) ∈Mλ (〈ssλ1 t iz j〉) for i=−1,1, j =−1,0,10 otherwise
Thus,
|Oψ|Qφ |P |=
32 if Q= 〈ssλ1 〉,P= 〈ssλ1 , t〉,(ψ,φ) ∈Mλ (〈ssλ1 t iz j〉) for i=−1,1, j =−1,0,10 otherwise
Suppose T = A.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.1, we have
x ∈NS(Q,〈di〉) and (ψ,φ) ∈MA(〈di〉), or
x ∈NS(Q,〈tz j〉) and (ψ,φ) ∈MA(〈tz j〉).
for some i= 1,2 and j =−1,1. We have
NS(Q,P)≥
smA if Qs
m ≤ P for some m=−1,0,1
/0 otherwise
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m ≤ P∩〈di〉 for some m=−1,0,1
/0 otherwise
Similarly, if we suppose that x∈NS(Q,〈tzi〉) and (ψ,φ)∈MA(〈tz j〉), for some j=−1,1,
then by B.2.4, we have
NS(Q,P)∩NS(Q,〈tz j〉) =
smA if Qs





32k if (ψ,φ) ∈MA(〈di〉),Qg ≤ P∩〈di〉 for some g ∈ S






|P| if (ψ,φ) ∈MA(〈di〉),Qg ≤ P∩〈di〉 for some g ∈ S, i= 1,2
or (ψ,φ) ∈MA(〈tz j〉),Qg ≤ P∩〈tz j〉 for some g ∈ S, j =−1,1
0 otherwise
3. Let φ =Θµ,ν and P ∈DVν for µ = 1, ..,4, ν =−1,0,1.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.2, φ |Qx ◦ψ is never a conjugation map, that is,
|Nψ|Q,φ |P |= 0.
4. Let φ =Θ−1µ,ν and P ∈DVν for µ = 1, ..,4, ν =−1,0,1.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.2, φ |Qx ◦ψ is never a conjugation map, that is,
|Nψ|Q,φ |P |= 0.
5. Let φ = ϑµ,ν and P ∈DVν for µ = 1, ..,4 and ν =−1,1.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.2
x ∈ NS(Q,〈ssν1 zi〉) and (ψ,φ) ∈Mϑ (〈ssν1 zi〉)
for i=−1,1. By Lemma B.2.4, if Q 6= 〈ssν1 〉, then NS(Q,〈ssν1 zi〉)= /0, that is, |Nψ|Q,φ |P|=
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0. So suppose Q= 〈ssν1 〉. We have
NS(Q,P) =

〈ssν1 , t〉 if P= 〈ssν1 ,z〉
〈ssν1 ,z〉 if P= 〈ssν1 〉
/0 P= 〈z〉
By applying Lemma B.2.4 again, we see that
NS(Q,P)∩NS(Q,〈ssλ1 zi〉) =
t i〈ssν1 ,z〉 if P= 〈ssν1 ,z〉,Q= 〈ssν1 〉/0 otherwise
Collecting the data,
|Nψ|Q,φ |P|=
32 if P= 〈ssν1 ,z〉,Q= 〈ssν1 〉,(ψ,φ) ∈Mϑ (〈ssν1 zi〉) for i=−1,10 otherwise
Thus,
|Oψ|Qφ |P |=
32 if P= 〈ssν1 ,z〉,Q= 〈ssν1 〉,(ψ,φ) ∈Mϑ (〈ssν1 zi〉) for i=−1,10 otherwise
6. Let φ = ξµ,ν and P ∈Dν for µ = 1, ..,8, ν =−1,1.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.2, we have
x ∈ NS(Q,〈z〉) and (ψ,φ) ∈Mξ (〈z〉).
Thus, if Q 6= 〈z〉, then NS(Q,〈z〉) = /0, that is, Nψ|Q,φ |P = /0. So suppose Q= 〈z〉. Note
that
NS(Q,P) =
S if Q= 〈z〉 ≤ P/0 otherwise
Since NS(Q,P)∩NS(Q,〈z〉) = NS(Q,P), we can conclude
Nψ|Q,φ |P =






|P| if Q= 〈z〉 ≤ P,(ψ,φ) ∈Mξ (〈z〉)
0 otherwise
7. Let φ = ξ−1µ,ν and P ∈DV0 for µ = 1, ..,8 and ν =−1,1.
Since, in this case (ψ,φ) ∈Mξ−1(R)⇔ (ψ−1,φ) ∈Mξ (R) for all 1 6= R≤ S, the argu-




|P| if Q= 〈z〉 ≤ P,(ψ,φ) ∈Mξ−1(〈z〉)
0 otherwise
8. Let φ = θ±1λ ◦η for λ =−1,1.
Let x ∈ Nψ|Q,φ |P . For any y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ1|P ◦η ◦ cy = ψ|Q for φ1 ∈ {θλ ,θ−1λ }
⇔ cx|Q ◦φ1|P ◦η ◦ cy ◦η = ψ|Q ◦η
⇔ cx|Q ◦φ1|P ◦ c(yη) = ψ|Q ◦η
Thus, it suffices to look at the case when ψ ◦η ∈ {IdS,ω,η ,ω ◦η} and φ1 ∈ {θλ ,θ−1λ }.
9. Let φ ∈ {θˆVλ , θˆ−1Vλ , αˆVλ , βˆVλ } for λ =−1,1.
Let x ∈ Nψ|Q,φ |P . By Lemma B.2.3, we have
x ∈NS(Q,〈ssλ1 ,z〉) and (ψ,φ) ∈MVˆλ (〈ss
λ
1 ,z〉)




x ∈NS(Q,〈z〉) and (ψ,φ) ∈MVˆλ (〈z〉)




and we know by definition that αˆVλ = Id|〈ssλ1 ,z〉 and θˆ
−1
Vλ
= ω|〈ssλ1 ,z〉. So it suffices to use
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corresponding results, from which we get
|Oψ|Qφ |P |=

33 if Q= 〈ssλ1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}
or Q= P= 〈ssλ1 ,z〉
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉}
0 otherwise
By Lemma B.2.4, if Q 6= 〈ssλ1 〉 and (ψ,φ) ∈MVˆλ (〈ssλ1 zi〉), then NS(Q,〈ssλ1 zi〉) = /0, that
is, |Nψ|Q,φ |P|= 0. So suppose Q= 〈ssλ1 〉 and (ψ,φ) ∈MVˆλ (〈ssλ1 zi〉). Note that
NS(Q,P) =

〈ssλ1 ,z〉 if P= 〈ssλ1 〉





t−i〈ssλ1 ,z〉 if Q= 〈ssλ1 〉,P= 〈ssλ1 ,z〉





∑i=−1,0,1 |NS(Q,〈ssλ1 zi〉)∩NS(Q,P)| if Q= 〈ssλ1 〉,P= 〈ssλ1 ,z〉




32 if Q= P= 〈ssλ1 〉




33 if Q= 〈ssλ1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉}0 otherwise
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Now suppose Q= 〈z〉 and (ψ,φ) ∈MVˆλ (〈z〉). Note that
NS(Q,P) =
S if P ∈ {〈z〉,〈ssλ1 ,z〉}/0 otherwise
Since NS(Q,P)≤ NS(Q,〈z〉), it follows that
|Nψ|Q,φ |P |=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉}
0 otherwise
10. Let φ = ϑˆµ,λ for µ = 1, ..,4 and λ =−1,1.
Let x ∈ Nψ|Q,φ |P . For any y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ1|P ◦η ◦ cy = ψ|Q for φ1 ∈ {θˆVλ , θˆ−1Vλ , αˆVλ , βˆVλ }
⇔ cx|Q ◦φ1|P ◦η ◦ cy ◦η = ψ|Q ◦η
⇔ cx|Q ◦φ1|P ◦ c(yη) = ψ|Q ◦η
Thus, it suffices to look at the case when ψ ◦η ∈{IdS,ω,η ,ω ◦η} and φ1 ∈{θˆVλ , θˆ−1Vλ , αˆVλ , βˆVλ }.
B.2.2 ψ ∈ {θT ,θ−1T ,αT ,βT} and Q ∈DT for T ∈ T f ull
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
Suppose T =Vλ for λ =−1,0,1.
By Lemma B.2.1, the only time when ψ|Q ◦φ is a conjugation map is when Q≤ 〈ssλ1 zi〉
for some i=−1,1. However 〈ssλ1 zi〉 /∈DVλ . Thus, |Nψ|Q,φ |P|= 0.
Suppose T = Eλ for λ =−1,0,1.
By Lemma B.2.1, ψ|Q ◦ φ is a conjugation map when Q ≤ 〈ssλ1 t i,z〉 and (φ ,ψ) ∈
Mλ (〈ssλ1 t i,z〉) for i = −1,1, or when Q ≤ 〈ssλ1 t iz j〉 and (φ ,ψ) ∈ Mλ (〈ssλ1 t iz j〉) for
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i = −1,1, j = −1,0,1. In the latter case, 〈ssλ1 t iz j〉 /∈Dλ , which implies |Nψ|Q,φ |P | = 0.
In the former case, the only subgroup Q in 〈ssλ1 t i,z〉 that lies in Dλ is 〈z〉.
Let Q = 〈z〉 and (φ ,ψ) ∈Mλ (〈z〉). Let x ∈ Nψ|Q,φ |P . Then, by choosing any value
of y ∈ S, we see that cx(yφ)|Q = ψ|Q ◦φ . Collecting the data,
Nψ|Q,φ |P =





|P| if Q= 〈z〉 ≤ P,(φ ,ψ) ∈Mλ (〈z〉)
0 otherwise
Suppose T = A.
By Lemma B.2.1, ψ|Q ◦φ is a conjugation map when Q≤ 〈di〉 and (φ ,ψ) ∈MA(〈di〉)
for i= 1,2, or when Q≤ 〈tz j〉 and (φ ,ψ) ∈MA(〈tz j〉) for j =−1,1. In the latter case
〈tz j〉 /∈DA, which implies |Nψ|Q,φ |P |= 0. We consider the former case.
Let Q ≤ 〈di〉 and (φ ,ψ) ∈MA(〈di〉). Suppose x ∈ Nψ|Q,φ |P . By choosing a suitable
element y ∈ S such that x(yφ) = 1, we see that cx(yφ)|Q = ψ|Q ◦φ . Collecting the data,
Nψ|Q,φ |P =





|P| if 〈di〉 ≤ Q,(φ ,ψ) ∈MA(〈di〉) for i= 1,2
0 otherwise
2. Let φ ∈ {θT1,θ−1T1 ,αT1,βT1} and P ∈DT1 , for T1 ∈ T f ull.
First suppose that T1 6= T .
Suppose (T,T1) = (Vλ ,Vµ) for some λ 6= µ . let x ∈ Nψ|Q,φ |P . Note that ssλ1 /∈ Q since
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ssλ1 is not S-conjugate to any element of P. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssµ1 )δz(φ))y = (ssλ1 )δz(ψ)
=⇒ λ = µ, a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose (T,T1) = (Eλ ,Eµ) for some λ 6= µ . Let x ∈ Nψ|Q,φ |P . Note that ssλ1 /∈ Q
since ssλ1 is not S-conjugate to any element of P. If t ∈ Q, then tx = tzi for some
i=−1,0,1. Thus, for some y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ ((ssµ1 )δt(φ)zδz(φ))y = (ssλ1 )δt(ψ)
=⇒ λ = µ, a contradiction.
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ss
µ






|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ss
µ
1 ,z〉,〈ssµ1 , t〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose (T,T1) = (Vλ ,A) and let x ∈ Nψ|Q,φ |P . Note that s /∈ Q, since ssλ1 is not S-
conjugate to any element of A. For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ (tδz(φ))y = (ssλ1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
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Suppose (T,T1) = (A,Vλ ) and let x ∈ Nψ|Q,φ |P . Since A is normal in S, the only ele-
ments that could S-conjugate into P are in A∩Vλ = 〈z〉. For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose (T,T1) = (Eλ ,A) and let x ∈ Nψ|Q,φ |P . Note that ssλ1 /∈ Q, since ssλ1 is not
S-conjugate to any element of A. If t ∈Q, then tx = tzi for some i=−1,0,1. For some
y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ (zδt(φ)tδz(φ))y = (ssλ1 )δt(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose (T,T1) = (A,Eλ ) and let x∈Nψ|Q,φ |P . Since A is normal in S, the only elements
that could S-conjugate into P are in A∩Eλ = 〈t,z〉. If t ∈ Q, then tx = tzi for some
i=−1,0,1. For some y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ ((ssλ1 )δt(φ)ziδz(φ))y = zδt(ψ) a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose (T,T1) = (Vµ ,Eλ ) and let x ∈ Nψ|Q,φ |P . If ssµ1 ∈ Q, then λ = µ and (ssµ1 )x =
ssµ1 t
iz j for some i, j =−1,0,1. Thus, for some y ∈ S, we have
ssµ1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssµ1 )ψ
=⇒ (tδλ (φ)(ssλ1 )iδt(φ)z jδz(φ))y = zδz(ψ), a contradiction.
z ∈ Q =⇒ (zxφ)y = zψ
=⇒ (zδz(φ))y = (ssµ1 )δz(ψ) a contradiction.
355
Thus, |Oψ|Qφ |P |= 0.
Suppose (T,T1) = (Eλ ,Vµ) and let x ∈ Nψ|Q,φ |P . Note that t /∈ Q, since it is not S-
conjugate to any element of P. If ssλ1 ∈ Q, then λ = µ and (ssλ1 )x = ssλ1 zi for some
i=−1,0,1. Thus, for some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssµ1 zi)φ)y = (ssλ1 )ψ
=⇒ (zδµ (φ)(ssµ1 )iδz(φ))y = tδt(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssµ1 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = T1 =Vλ for λ =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q, then (ssλ1 )x = ssλ1 zi for some i = −1,0,1. For some
y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssλ1 )ψ =⇒ (zδλ (φ)(ssλ1 )iδz(φ))y = zδλ (ψ)
=⇒ i= 0 and δλ (ψ)δλ (φ) = 1
z ∈ Q =⇒ (zφ)y = zψ =⇒ ((ssλ1 )δz(φ))y = (ssλ1 )δz(ψ)




NS(Q,P)∩〈ssλ1 ,z〉 if Q= 〈ssλ1 〉,δλ (ψ)δλ (φ) = 1
or Q= 〈ssλ1 ,z〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1




〈ssλ1 ,z〉 if (Q,P) ∈ {〈ssλ1 〉}×{〈ssλ1 〉,〈ssλ1 ,z〉},δλ (ψ)δλ (φ) = 1
or Q= P= 〈ssλ1 ,z〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1







|P| if (Q,P) ∈ {〈ss
λ
1 〉}×{〈ssλ1 〉,〈ssλ1 ,z〉},δλ (ψ)δλ (φ) = 1
or Q= P= 〈ssλ1 ,z〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
|S||CS((Q)ψ)|
|P| if (Q,P) ∈ {〈z〉}×{〈z〉,〈ss
λ





|P| if (Q,P) ∈ {〈ss
λ
1 〉}×{〈ssλ1 〉,〈ssλ1 ,z〉},δλ (ψ)δλ (φ) = 1
or (Q,P) ∈ {〈z〉}×{〈z〉,〈ssλ1 ,z〉},δz(ψ)δz(φ) = 1
32 if Q= P= 〈ssλ1 ,z〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
/0 otherwise
Suppose T = T1 = Eλ for λ =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q, then (ssλ1 )x = ssλ1 t iz j, for some i, j = −1,0,1, and if
t ∈ Q, then tx = tzl for some i=−1,0,1. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssλ1 )ψ =⇒ (tδλ (φ)(ssλ1 )iδt(φ)zδz(φ))y = tδλ (ψ)
=⇒ i= 0 and δλ (ψ)δλ (φ) = 1
t ∈ Q =⇒ ((tzi)φ)y = tψ =⇒ ((ssλ1 )δt(φ)ziδz(φ))y = (ssλ1 )δt(ψ)
=⇒ δt(ψ)δt(φ) = 1
z ∈ Q =⇒ ((z)φ)y = zψ =⇒ zδz(φ) = zδz(ψ)




〈ssλ1 , t〉∩NS(Q,P) if Q= 〈ssλ1 〉,δλ (ψ)δλ (φ) = 1
or Q= 〈ssλ1 ,z〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
or Q= 〈ssλ1 , t〉,δλ (ψ)δλ (φ) = δt(ψ)δt(φ) = 1
NS(Q,P) if Q= 〈t〉,δt(ψ)δt(φ) = 1
or Q= 〈t,z〉,δt(ψ)δt(φ) = δz(ψ)δz(φ) = 1






〈ssλ1 , t〉 if (Q,P) ∈ {〈ssλ1 〉}×{〈ssλ1 ,z〉,〈ssλ1 , t〉},δλ (ψ)δλ (φ) = 1
or (Q,P) ∈ {〈ssλ1 ,z〉}×{〈ssλ1 ,z〉,〈ssλ1 , t〉},δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
or Q= P= 〈ssλ1 , t〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
〈ssλ1 ,z〉 if Q= P= 〈ssλ1 〉,δλ (ψ)δλ (φ) = 1
S if (Q,P) ∈ {〈t〉}×{〈t,z〉,〈ssλ1 , t〉},δt(ψ)δt(φ) = 1
or (Q,P) ∈ {〈t,z〉}×{〈t,z〉,〈ssλ1 , t〉},δt(ψ)δt(φ) = δz(ψ)δz(φ) = 1
or (Q,P) ∈ {〈z〉}×{〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉},δz(ψ)δz(φ) = 1






|P| if (Q,P) ∈ {〈ssλ1 〉}×{〈ssλ1 ,z〉,〈ssλ1 , t〉},δλ (ψ)δλ (φ) = 1
or (Q,P) ∈ {〈ssλ1 ,z〉}×{〈ssλ1 ,z〉,〈ssλ1 , t〉},
δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
or Q= P= 〈ssλ1 , t〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
|〈ssλ1 ,z〉||CS((Q)ψ)|
|P| if Q= P= 〈ssλ1 〉,δλ (ψ)δλ (φ) = 1
|S||CS((Q)ψ)|
|P| if (Q,P) ∈ {〈t〉}×{〈t,z〉,〈ssλ1 , t〉},δt(ψ)δt(φ) = 1
or (Q,P) ∈ {〈t,z〉}×{〈t,z〉,〈ssλ1 , t〉},δt(ψ)δt(φ) = δz(ψ)δz(φ) = 1
or (Q,P) ∈ {〈z〉}×{〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉},δz(ψ)δz(φ) = 1
|A||CS((Q)ψ)|





|P| if (Q,P) ∈ {〈ssλ1 〉}×{〈ssλ1 ,z〉,〈ssλ1 , t〉},δλ (ψ)δλ (φ) = 1
or (Q,P) ∈ {〈ssλ1 ,z〉}×{〈ssλ1 ,z〉,〈ssλ1 , t〉},δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
or (Q,P) ∈ {〈t〉}×{〈t,z〉,〈ssλ1 , t〉},δt(ψ)δt(φ) = 1
or (Q,P) ∈ {〈t,z〉}×{〈t,z〉,〈ssλ1 , t〉},δt(ψ)δt(φ) = δz(ψ)δz(φ) = 1
3 or Q= P= 〈ssλ1 , t〉,δλ (ψ)δλ (φ) = δz(ψ)δz(φ) = 1
32k+1 if Q= P= 〈ssλ1 〉,δλ (ψ)δλ (φ) = 1
or Q= P= 〈t〉,δt(ψ)δt(φ) = 1
34k+2
|P| or (Q,P) ∈ {〈z〉}×{〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉},δz(ψ)δz(φ) = 1
0 otherwise
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Suppose T = T1 = A.
Let x ∈ Nψ|Q,φ |P . Then there exists y ∈ S such that cx|Q ◦φ ◦ cy = ψ|Q. Since P,Q≤ A,
we may assume x= smx and y= smy for some mx,my =−1,0,1. Under the identification











for some δ1(φ) ∈ {−1,1} and
ck(φ) =
ak+1 if φ ∈ {θA,θ−1A }2ak−1 if φ ∈ {αA,βA}
where, for g= x,y, we have
ag =
1 if mg 6=−1−2 if mg =−1 and bg =
1 if mg 6= 1−2 if mg = 1.
Define
δ2(φ) =
−δ1(φ) if φ ∈ {θA,θ−1A }δ1(φ) if φ ∈ {αA,βA}
Explicitly, from the definitions of the morphisms, we get
δ1(φ) =
1 if φ ∈ {θA,αA}−1 if φ ∈ {θ−1A ,βA} and δ2(φ) =
1 if ∈ {θ−1A ,αA}−1 if φ ∈ {θA,βA}
We also define




/0 if (φ ,ψ) ∈ {{θA,θ−1A },{αA,βA}}
{1} if (φ ,ψ) ∈ {{θA,βA},{θ−1A ,αA}}
{2} if (φ ,ψ) ∈ {{θA,αA},{θ−1A ,βA}}
{1,2} if φ = ψ.
In particular, note that we have the following properties of the morphisms:
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φ θA θ−1A αA βA
(δ1(φ),δ2(φ)) (1,−1) (−1,1) (1,1) (−1,−1)
Now that we have set the stage, by making a number of definitions, we begin our
calculations. Let q= sik1 s
jk
2 ∈ Q for some ik, jk ∈ {1, ..,3k−1}. If there is no ambiguity,


















which holds, if and only if, the following two congruences are satisfied:
ay[δ1(φ)ak(axi−3mx j)−δ1(φ)ck(φ)(mxi+bx j)]
−3my[δ1(φ)bk(axi−3mx j)−δ1(φ)ak(mxi+bx j)]≡k δ1(ψ)aki−δ1(ψ)ck(ψ) j
my[δ1(φ)ak(axi−3mx j)−δ1(φ)ck(φ)(mxi+bx j)]
+by[δ1(φ)bk(axi−3mx j)−δ1(φ)ak(mxi+bx j)]≡k δ1(ψ)bki−δ1(ψ)ak j
where ≡k denotes modulo 3k. We split our calculations into three cases as follows,




/0 {1} {2} {1,2}
0 Case 2 Case 1 Case 1 Case 3
6= 0 Case 3 Case 2 Case 2 Case 2
Case 1
In this case we have (ck(φ),ck(ψ))∈ {(ak+1,2ak−1),(2ak−1,ak+1)}. First suppose
that (ck(φ),ck(ψ)) = (ak + 1,2ak − 1), that is, (φ ,ψ) ∈ {θA,θ−1A }× {αA,βA}. The
following table solves the two congruences for ik and jk and thus determines Q for
different values of (mx,my).
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(mx,my) (ck(φ),ck(ψ)) = (1+ak,1−2ak)
(0,0) δ1(φ)aki+δ2(φ)(ak+1) j≡kδ1(ψ)aki+δ2(ψ)(1−2ak) j
δ1(φ)bki−δ1(φ)ak j≡kδ1(ψ)bki−δ1(ψ)ak j
If δ={1}, then j≡k0. If follows that Q≤〈s1〉
If δ={2}, then 2i≡k3 j. It follows that Q≤〈s31s22〉=〈s2〉s
(0,1) [akδ1(φ)i+δ2(φ)(ak+1) j]−3[δ1(φ)bki−δ1(φ)ak j]≡kδ1(ψ)aki+δ2(ψ)(1−2ak) j
[δ1(φ)aki+δ2(φ)(ak+1) j]−2[δ1(φ)bki−δ1(φ)ak j]≡kδ1(ψ)bki−δ1(ψ)ak j
If δ={1}, then aki≡k (1−2ak) j





If δ={2}, then (ak−bk)i≡k j, that is, (ak−1)i≡k (ak+1) j
Since i≡k−(1+ak) and j≡k (1−ak) satisfy this congruence, we have Q≤〈s−1−ak1 s
1−ak
2 〉=〈d2〉s
(0,−1) −2[δ1(φ)aki+δ2(φ)(ak+1) j]+3[δ1(φ)bki−δ1(φ)ak j]≡kδ1(ψ)aki+δ2(ψ)(1−2ak) j
−[δ1(φ)aki+δ2(φ)(ak+1) j]+[δ1(φ)bki−δ1(φ)ak j]≡kδ1(ψ)bki−δ1(ψ)ak j
If δ={1}, then aki≡k (1+ak) j






If δ={2}, then (−ak+3bk)i≡k3(ak−1) j and (−ak+2bk)i≡k (ak−1) j
=⇒ aki≡k3(ak−1) j and (ak−1)i≡k2(ak−2) j






(1,0) δ1(φ)ak(i−3 j)+δ2(φ)(ak+1)(i−2 j)≡kδ1(ψ)aki+δ2(ψ)(1−2ak) j
δ1(φ)(i−3 j)bk−δ1(φ)ak(i−2 j)≡kδ1(ψ)bki−δ1(ψ)ak j
If δ={1}, then i≡k j. It follows that Q≤〈s1s2〉=〈s1〉s
If δ={2}, then i≡k3 j. It follows that Q≤〈s31s2〉=〈s2〉s
−1
(−1,0) δ1(φ)ak(−2i+3 j)+δ2(φ)(ak+1)(−i+ j)≡kδ1(ψ)aki+δ2(ψ)(1−2ak) j
δ1(φ)(−2+3 j)bk−δ1(φ)ak(−i+ j)≡kδ1(ψ)bki−δ1(ψ)ak j
If δ={1}, then i≡k2 j. It follows that Q≤〈s21s2〉=〈s1〉s
−1
If δ={2}, then i≡k0. It follows that Q≤〈s2〉
In the case when (ck(φ),ck(ψ))= (2ak−1,ak+1), we have (φ ,ψ)∈{αA,βA}×{θA,θ−1A }.
Write P=Qx and p= qx for some q ∈Q and x ∈Nψ|Q,φ |P . Then, there exists y ∈ S such
that (q)cx◦φ ◦cy= (q)ψ , which holds if and only if, (p)φ = (p)cx−1 ◦ψ ◦cy−1 . Note that
(ψ,φ)∈ {θA,θ−1A }×{αA,βA} and (ck(ψ),ck(φ)) = (1+ak,2ak−1). Thus, with ψ and
φ switched, ik and jk satisfy the congruences listed in the table above, corresponding
to the pair (mx−1,my−1) = (−mx,−my). This means P≤ R, and therefore Q≤ Rx
−1
, for
some subgroup R, as described in the table below:
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(mx−1 ,my−1) (mx,my) ck(φ),ck(ψ) = (1−2ak,1+ak)
(0,0) (0,0) If δ={1}, then P≤〈s1〉. So Q≤〈s1〉. If δ={2} then P≤〈〈s2〉s. So Q≤〈s2〉s
(0,1) (0,1) If δ={1}, then P≤〈d1〉s. So Q≤〈d1〉s. If δ={2}, then P≤〈d2〉s. So Q≤〈d2〉s
(0,−1) (0,−1) If δ={1}, then P≤〈d2〉s−1 . So Q≤〈d2〉s−1 . If δ={2}, then P≤〈d1〉s−1 . So Q≤〈d1〉s−1 .
(1,0) (−1,0) If δ={1}, then P≤〈s1〉s. So Q≤〈s1〉s−1 . If δ={2}, then P≤〈s2〉s−1 . So Q≤〈s2〉s
(−1,0) (1,0) If δ={1}, then P≤〈s1〉s−1 . So Q≤〈s1〉s. If δ={2}, then P≤〈s2〉. So Q≤〈s2〉s−1
Case 2
Unlike the previous case, we prove this case by induction on k. Suppose that k = 1.
Then the two congruences simplify to
ayδ2(φ)(mxi+bx j)≡1 δ2(ψ) j
myδ2(φ)(mxi+bx j)+axbyδ1(φ)i≡1 δ1(ψ)i
We choose k = 1, instead of k = 2 as our base case for induction, because the corres-
ponding congruences are simpler. This is despite the fact that we do not need to find the
solution to the congruences when k= 1, as k≥ 2, in the construction of our DRV-fusion
systems. The following table lists the congruences for i1 and j1, identified as u and v
respectively. The blank cells represent those instances from cases 1 and 3.









(1,1) u−2v≡1v −(u−2v)≡1v (u−2v)≡1v
±(−u+v)+2u≡1u ±(u−2v)−2u≡1u ±(u−2v)−2u≡1u




(−1,1) (−u+v)≡1v −(−u+v)≡1v (−u+v)≡1v
±(−u+v)−4u≡1u ±(−u+v)+4u≡1u ±(−u+v)+4u≡1u
(−1,−1) −2(−u+v)≡1v 2(−u+v)≡1v −2(−u+v)≡1v
±(−u+v)+2u≡1u ±(−u+v)−2u≡1u ±(−u+v)−2u≡1u
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The unique property of this case is that each pair of the simplified congruences listed
in the table above evaluate to i1 ≡1 j1 ≡1 0. Now suppose that k ≥ 2 and assume for
induction that ik−1 ≡k−1 jk−1 ≡k−1 0. Since ak ≡k−1 ak−1 and bk ≡k−1 bk−1, we have
ik ≡k−1 ik−1 and jk ≡k−1 jk−1. By induction, ik ≡k 3k−1u and jk ≡k 3k−1v for some
u,v ∈ Z. We can now reduce the congruences to modulo 3, as follows:
ayδ2(φ)(mxu+bxv)≡1 δ2(ψ)v
myδ2(φ)(mxu+bxv)+axbyδ1(φ)u≡1 δ1(ψ)u
Switching u and v with ik and jk respectively, these congruences are those in the calcu-
lation for k = 1. It follows that u≡1 v≡1 0, that is, ik ≡k jk ≡k 0, as required.
Case 3
We prove this case also by induction on k. Suppose that k = 2. Since 7δ2(φ) ≡2




+by[4δ1(φ)(axi−3mx j)−6δ1(φ)(mxi+bx j)]≡2 4δ1(ψ)i−6δ1(ψ) j
The following tables solves the congruences for i2 and j2 and thus determine Q for
different values of (mx,my). First suppose that mxmy 6= 0 and δ = /0:
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(mx,my) δ = /0
(1,1) [6δ1(φ)(u−3v)+7δ2(φ)(u−2v)]−12δ1(φ)u≡2 6δ1(ψ)u+7δ2(ψ)v
[6δ1(φ)(u−3v)+7δ2(φ)(u−2v)]−2[4δ1(φ)(u−3v)−6δ2(φ)(u−2v)]≡24δ1(ψ)−6δ1(ψ)
If δ2(φ)6=δ1(φ), then u≡2v≡20
If δ2(φ)6=δ1(φ) then 3u≡23v≡20 and v≡2u. It follows that Q≤〈tz〉.
(1,−1) −2[6δ1(φ)(u−3v)+7δ2(φ)(u−2v)]+12δ1(φ)u≡2 6δ1(ψ)u+7δ2(ψ)
−[6δ1(φ)(u−3v)+7δ2(φ)(u−2v)]+[4δ1(φ)(u−3v)−6δ1(φ)(u−2v)]≡2 4δ1(ψ)−6δ1(ψ)
If δ2(φ)=δ1(φ) then 3u≡23v≡20 and v≡2u. It follows that Q≤〈tz〉.
If δ2(φ)6=δ1(φ) then u≡2v≡2 0
(−1,1) [6δ1(φ)(−2u+3v)+7δ2(φ)(−u+v)]+24δ1(φ)u≡26δ1(ψ)u+7δ2(ψ)v
[6δ1(φ)(−2u+3v)+7δ2(φ)(−u+v)]−2[4δ1(φ)(−2u+3v)−6δ1(φ)(−u+v)]≡24δ1(ψ)u−6δ1(ψ)v




If δ2(φ)6=δ1(φ), then u≡2v≡20.
If δ2(φ)=δ1(φ), then 3u≡23v≡20 and v≡2−u. It follows that Q≤〈tz−1〉
Now suppose that mxmy = 0 and δ = {1,2}:
(mx,my) δ = {1,2}
(0,1) [6δ1(φ)u+7δ2(φ)v]−12δ1(φ)u≡26δ1(ψ)u+7δ2(ψ)
[6δ1(φ)u+7δ2(φ)v]−2[4δ1(φ)−6δ1(φ)v]≡24δ1(ψ)u−6δ1(ψ)v
=⇒ 3u≡2v≡20. It follows that Q≤〈t〉
(0,−1) −2[6δ1(φ)u+7δ2(φ)v]+12δ1(φ)u≡26δ1(ψ)u+7δ2(ψ)v
−[6δ1(φ)u+7δ2(φ)v]+[4δ1(φ)u−6δ1(φ)v]≡2 4δ1(ψ)u−6δ1(ψ)
=⇒ 3u≡2v≡20. It follows that Q≤〈t〉.
(1,0) [6δ1(φ)(u−3v)+7δ2(φ)(u−2v)]≡26δ1(ψ)u+7δ2(ψ)v
[4δ1(φ)(u−3v)−6δ1(φ)(u−2v)]≡24δ1(ψ)u−6δ1(ψ)v
=⇒ u≡23v≡20. It follows that Q≤〈z〉.
(−1,0) [6δ1(φ)(−2u+3v)+7δ2(φ)(−u+v)]≡26δ1(ψ)u+7δ2(ψ)v
[4δ1(φ)(−2u+3v)−6δ1(φ)(−u+v)]≡24δ1(ψ)u−6δ1(ψ)v
=⇒ u≡23v≡20. It follows that Q≤〈z〉.
Now fix (mx,my) and δ ∈ { /0,{1,2}} and suppose k ≥ 3. We may assume for induction
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3ik−1 ≡k−1 3 jk−1 ≡k−1 0 and one of the following:
ik−1 ≡k−1 jk−1 if i2 ≡2 j2
ik−1 ≡k−1 − jk−1 if i2 ≡2 j2
ik−1 ≡k−1 jk−1 ≡k−1 0 if i2 ≡2 j2 ≡2 0
ik−1 ≡k−1 0 if i2 ≡2 0
jk−1 ≡k−1 0 if j2 ≡2 0
Since ak ≡k−1 ak−1 and bk ≡k−1 bk−1, we have ik ≡k−1 ik−1 and jk ≡k−1 jk−1. By the
induction assumption ik−1 = 3k−2u′ and jk−1 = 3k−2v′ for some u′,v′ ∈ Z. We can write
ik = 3k−2u and jk = 3k−2v for some u,v ∈ Z satisfying u = u′+ 3u′′ and v = v′+ 3v′′.





Switching u and v with i2 and j2 respectively, these congruences are the same as those
in the calculation for k = 2. Note 3ik ≡k 3k−1u and 3 jk ≡k 3k−1v and
ik ≡k jk+3k−2(u− v) if ik−1 ≡k−1 jk−1
ik ≡k − jk+3k−2(u+ v) if ik−1 ≡k−1 − jk−1
ik ≡k 3k−2u and jk ≡k 3k−2v if ik−1 ≡k−1 jk−1 ≡k−1 0
ik ≡k 3k−2u if ik−1 ≡k−1 0
jk ≡k 3k−2u if jk−1 ≡k−1 0
Using these facts, the following tables list the solutions to the congruences and determine
Q for varying values of (mx,my).
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(mx,my) δ = /0
(1,1) If δ2(φ)=δ1(φ), then u≡2v≡20. It follows that ik≡k jk≡k0.
If δ2(φ)6=δ1(φ), then 3u≡2 3≡2 0 and v≡2u. It follows that ik≡k jk and Q≤〈tz〉.
(1,−1) If δ2(φ)=δ1(φ), then 3u≡2 3v≡20 and v≡2u. It follows that ik≡k jk and Q≤〈tz〉
If δ2(φ)6=δ1(φ) then u≡2v≡20. It follows that ik≡k jk≡k0
(−1,1) If δ2(φ)=δ1(φ) then 3u≡23v≡20 and v≡2−u. It follows that ik≡k− jk and Q≤〈tz−1〉.
If δ2(φ)6=δ1(φ), then u≡2v≡20. It follows that ik≡k jk≡k0
(−1,−1) If δ2(φ)6=δ1(φ), then u≡2v≡20. It follows that ik≡2 jk≡k0
If δ2(φ)=δ1(φ), then 3u≡2 3v≡20 and v≡2−u. It follows that ik≡k− jk and Q≤〈tz−1〉.
(mx,my) δ = {1,2}
(0,1) 3u≡2v≡2 0. It follows that 3ik≡k jk≡k0 and Q≤〈t〉
(0,−1) 3u≡2v≡2 0. It follows that 3ik≡k jk≡k0 and Q≤〈t〉
(1,0) u≡23v≡2 0. It follows that 3ik≡k jk≡k0 and Q≤〈z〉
(−1,0) u≡23v≡2 0. It follows that ik≡k3 jk≡k0 and Q≤〈z〉
Collecting the data from the three cases,





|P| if Q≤ 〈s1〉,〈d1〉
s,〈d2〉s−1
32k|sA∩NS(Q,P)|
|P| if Q≤ 〈s1〉
s
32k|s−1A∩NS(Q,P)|
|P| if Q≤ 〈s1〉
s−1
32k+1|A∩NS(Q,P)




|P| if Q≤ 〈s1〉∩P,〈d1〉
s∩P,〈d2〉s−1 ∩P
or Q≤ 〈s1〉s∩Ps−1 ,〈s1〉s−1 ∩Ps
34k+1
|P| if Q= 〈t〉 ≤ P
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|P| if Q≤ 〈s2〉
s,〈d1〉s−1 ,〈d2〉s
32k|sA∩NS(Q,P)|
|P| if Q≤ 〈s2〉
s−1
32k|s−1A∩NS(Q,P)|
|P| if Q≤ 〈s2〉
32k|NS(Q,P)




|P| if Q≤ 〈s2〉
s∩P,〈d1〉s−1 ∩P,〈d2〉s∩P
or Q≤ 〈s2〉s−1 ∩Ps−1,〈s2〉∩Ps
34k+1
|P| if Q= 〈z〉 ≤ P
{ψ,φ} ∈ {{θA,θ−1A },{αA,βA}} =⇒ |O
ψ|Q
φ |P |= 0
ψ = φ =⇒ |OψQφ |P|=

32k|A∩NS(Q,P)|
|P| if Q /∈ {〈t〉,〈z〉}
32k+1|A∩NS(Q,P)|
|P| if Q= 〈t〉
32k|NS(Q,P)|




|P| if Q /∈ {〈t〉,〈z〉},Q≤ P
34k+1
|P| if Q ∈ {〈t〉,〈z〉} ≤ P
3. Suppose φ =Θµ,ν for µ = 1, ..,4 and ν =−1,0,1.
Suppose T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q, then ν = λ and
(ssλ1 )
x = ssλ1 z
i for some i=−1,0,1. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ =⇒ (zδν (φ)tδz(φ)i)y = zδλ (ψ)
=⇒ i= 0 and δλ (ψ) = δν(φ)




〈ssλ1 ,z〉∩NS(Q,P) if Q= 〈ssλ1 〉,δλ (ψ) = δν(φ),ν = λ/0 otherwise
=










|P| if Q= 〈ssλ1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},δλ (ψ) = δν(φ),ν = λ
0 othersiwise
Suppose that T = Eλ . Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q, then λ = ν , and (ssλ1 )x = ssλ1 zi
for some i=−1,0,1. Since t is not S-conjugate to any element of P, t /∈ Q. For some
y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ =⇒ (zδν (φ)tδz(φ)i)y = tδλ (ψ)
=⇒ iδz(φ)δλ (ψ) = 1
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Note that in the case when ssλ1 ∈Q, if i= 1, we have x∈NS(〈ssλ1 〉,〈ssλ1 z〉) = 〈ssλ1 ,z〉t−1.
Otherwise, if i=−1, we have x ∈ NS(〈ssλ1 〉,〈ssλ1 z−1〉) = 〈ssλ1 ,z〉t. Collecting the data,
Nψ|Q,φ |P =

〈ssλ1 ,z〉t−1∩NS(Q,P) if Q= 〈ssλ1 〉,δz(φ)δλ (ψ) = 1,λ = ν




〈ssλ1 ,z〉t−1 if Q= 〈ssλ1 〉,P= 〈ssν1 ,z〉,δz(φ)δλ (ψ) = 1,λ = ν







|P| if Q= 〈ssλ1 〉,P= 〈ssν1 ,z〉,λ = ν
0 otherwise
=
32k if Q= 〈ssλ1 〉,P= 〈ssν1 ,z〉,λ = ν0 otherwise
Suppose that T = A. Let x ∈ Nψ|P,φ |Q . Since A is normal in S, the only elements that
could S-conjugate into P are in A∩〈ssλ1 ,z〉= 〈z〉. For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ (tδz(φ))y = tδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=










|P| if Q= 〈z〉,P ∈ {〈ssν1 ,z〉,〈z〉},δz(ψ)δz(φ) = 1
0 otherwise
4. Let φ =Θ−1µ,ν for µ = 1, ..,4 and ν =−1,0,1.
Suppose that T = Vλ for some λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . Note that ssλ1 /∈ Q.
For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ (ssν1 )δz(φ) = (ssλ1 )δz(ψ)




NS(Q,P) if Q= 〈z〉,δz(φ)δz(ψ) = 1,λ = ν/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},δz(φ)δz(ψ) = 1,λ = ν
0 otherwise.
Suppose that Eλ . Let x ∈ Nψ|Q,φ |P . Note that ssλ1 /∈ Q. If t ∈ Q, then tx = tzi for some
i=−1,0,1. Thus, for some y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ (zδt(φ)(ssν1 )δz(φ)i)y = (ssλ1 )δt(ψ)
=⇒ λ = ν and iδz(φ)δt(ψ) = 1,
z ∈ Q =⇒ (zφ)y = zψ




sA∩NS(Q,P) if Q= 〈t〉,δz(φ)δt(ψ) = 1,λ = ν




sA if Q= 〈t〉,P= 〈t,z〉,δz(φ)δt(ψ) = 1,λ = ν




32k if Q= 〈t〉,P= 〈t,z〉,λ = ν0 otherwise.
Let T = A. Let x ∈ Nψ|Q,φ |P . The only elements that could conjugate into P are in
A∩P ≤ 〈t,z〉. If t ∈ Q, then tx = tzi for some i = −1,0,1. Thus, for some y ∈ S, we
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have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ (zδt(φ)(ssν1 )δz(φ)i)y = zδt(ψ)
=⇒ i= 0 and δt(φ)δt(ψ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν1 )δz(φ))y = tδz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
A∩NS(Q,P) if Q= 〈t〉,δt(φ)δt(ψ) = 1/0 otherwise
=





|P| if Q= 〈t〉,P ∈ {〈t〉,〈t,z〉},δt(φ)δt(ψ) = 1
0 otherwise.
5. Let φ = ϑµ,ν for µ = 1, ..,4 and ν =−1,1.
Suppose that T =Vλ for λ =−1,0,1. Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈Q then λ = ν 6= 0. For
some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ =⇒ zδν (φ)(ss−ν1 )iδz(φ) = zδλ (ψ)
=⇒ i= 0 and δλ (ψ)δν(φ) = 1
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ss−ν1 )δz(φ))y = (ssλ1 )δz(ψ)





NS(Q,P)∩〈ssλ1 ,z〉 if Q= 〈ssλ1 〉,δλ (ψ)δν(φ) = 1,λ = ν 6= 0




〈ssλ1 ,z〉 if Q= 〈ssλ1 〉,P ∈ {〈ssν1 〉,〈ssν1 ,z〉},δλ (ψ)δν(φ) = 1,λ = ν 6= 0






|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 〉,〈ssν1 ,z〉},δλ (ψ)δν(φ) = 1,λ = ν 6= 0
or Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉},δz(ψ)δz(φ) = 1,λ =−ν 6= 0
0 otherwise
Suppose that T = Eλ for λ =−1,0,1. Let x ∈ Nψ|Q,φ |P . Note that t is not S-conjugate
to any element of P. Thus, t /∈Q. If ssλ1 ∈Q, then (ssλ1 )x = ssλ1 zi for some i=−1,0,1.
Thus, for some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssλ1 )ψ =⇒ (zδν (φ)(ss−ν1 )δz(φ))y = tδλ (ψ), a contradiction.
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ss−ν1 )δz(φ))y = zδλ (ψ) a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose that T = A. Let x ∈ Nψ|Q,φ |P . Since A is normal in S, every element that
conjugates into P is in A∩〈ssλ1 ,z〉= 〈z〉. For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ss−ν1 )δz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
6. Let φ = ξµ,ν for µ = 1, ..,8 and ν =−1,1.
Suppose that T =Vλ for λ =−1,0,1. If ssλ1 ∈Q then λ = ν 6= 0 and (ssλ1 )x = (ssλ1 )x =
ssλ1 z
i for some i=−1,0,1.
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First suppose that 1≤ µ ≤ 4. For some y ∈ S,
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ (sδν (φ)ziδz(φ))y = zδλ (ψ), a contradiction
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssλ1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Now, suppose that 5≤ µ ≤ 8. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ (zδν (φ)siδz(φ))y = zδλ (ψ)
=⇒ i= 0 and δλ (ψ)δν(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = (ssλ1 )δz(ψ)




NS(Q,P)∩〈ssλ1 ,z〉 if Q= 〈ssλ1 〉,δλ (ψ)δν(φ) = 1,λ = ν 6= 0




〈ssλ1 ,z〉 if Q= 〈ssλ1 〉,P ∈ {〈ssν1 〉,〈ssν1 ,z〉},δλ (ψ)δν(φ) = 1,λ = ν 6= 0






|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 〉,〈ssν1 ,z〉},δλ (ψ)δν(φ) = 1,λ = ν 6= 0
or Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉},δz(ψ)δz(φ) = 1,λ = 0
0 otherwise
Suppose that T = Eλ for λ = −1,0,1. If ssλ1 ∈ Q, then λ = ν 6= 0 and (ssλ1 )x = ssλ1 zi
for some i=−1,0,1. Note also that t /∈ Q.
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First suppose that 1≤ µ ≤ 4. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ (sδν (φ)ziδz(φ))y = tδλ (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise.
Now suppose 5≤ µ ≤ 8. For some y ∈ S,
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ (zδν (φ)siδz(φ))y = tδλ (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose that T = A. In this cases, the only elements of Q that could conjugate into P
are in A∩〈ssν1 ,z〉= 〈z〉.
First suppose that 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0. Now, suppose 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
7. Let φ = ξ−1µ,ν for µ = 1, ..,8 and ν =−1,1.
Suppose that T = Vλ for some λ = −1,0,1. If ssλ1 ∈ Q, then λ = 0 and sx = szi
for i=−1,0,1.
First suppose 1≤ µ ≤ 4. For some y ∈ Q, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ ((ssν1 )δs(φ)ziδz(φ))y = zδs(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssλ1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Now, suppose 5≤ µ ≤ 8. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)(ssν1 )iδz(φ))y = zδs(ψ)
=⇒ i= 0 and δs(ψ)δs(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν1 )δz(φ))y = (ssλ1 )δz(ψ)




NS(Q,P)∩〈s,z〉 if Q= 〈s〉,δs(ψ)δs(φ) = 1,λ = 0




〈s,z〉 if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},δs(ψ)δs(φ) = 1,λ = 0







|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},δs(ψ)δs(φ) = 1,λ = 0
or Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},δz(ψ)δz(φ) = 1,λ = ν 6= 0
0 otherwise.
Suppose that T = Eλ for λ = −1,0,1. If ssλ1 ∈ Q then λ = 0 and sx = szi for some
i=−1,0,1. Note also that t /∈ Q.
First suppose 1≤ µ ≤ 4. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ ((ssν1 )δs(φ)ziδz(φ))y = tδs(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},δz(ψ)δz(φ) = 1
0 otherwise
Now suppose 5≤ µ ≤ 8. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδz(φ)(ssν1 )iδz(φ))y = tδs(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν1 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
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Suppose T = A. Since A is normal in S, the only elements in Q that could conjug-
ate into S are in A∩〈s,z〉= 〈z〉.
First suppose 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Now suppose that 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν1 )δz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
8. Let φ = θ±1ν ◦η , for some ν =−1,1.
Suppose that T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q, then λ = ν
and (ssλ1 )
x = ssλ1 t
iz j for i, j =−1,0,1. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 t iz j)φ)y = (ssλ1 )ψ
=⇒ (tδν (φ)(ss−ν1 )iδt(φ)z jδz(φ))y = zδλ (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssλ1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = Eλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q, then λ = ν and
(ssλ1 )
x = ssλ1 t
iz j for some i, j = −1,0,1. If t ∈ Q, then tx = tz` for some ` = −1,0,1.
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For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 t iz j)φ)y = (ssλ1 )ψ
=⇒ (tδν (φ)(ss−ν1 )iδt(φ)z jδz(φ))y = tδλ (ψ)
=⇒ i= 0 and δλ (ψ)δν(φ) = 1
t ∈ Q =⇒ ((tz`)φ)y = tψ
=⇒ ((ss−ν1 )δt(φ)z`δz(φ))y = (ssλ1 )δt(ψ)
=⇒ λ =−ν and δt(ψ)δt(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)




〈ssλ1 , t〉∩NS(Q,P) if Q= 〈ssλ1 〉,δλ (ψ)δν(φ) = 1,λ = ν
or Q= 〈ssλ1 ,z〉,δλ (ψ)δν(φ) = δz(ψ)δz(φ) = 1,λ = ν
NS(Q,P) if Q= 〈t〉,δt(ψ)δt(φ) = 1,λ =−ν




〈ssλ1 ,z〉 if Q= P= 〈ssλ1 〉,δλ (ψ)δν(φ) = 1,λ = ν
〈ssλ1 , t〉 if Q= 〈ssλ1 〉,P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},δλ (ψ)δν(φ) = 1,λ = ν
or Q= 〈ssλ1 ,z〉,P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},δλ (ψ)δν(φ) = δz(ψ)δz(φ) = 1,
and λ = ν 6= 0
A if Q= P= 〈t〉,δt(ψ)δt(φ) = 1,λ =−ν
S if Q= 〈t〉,P ∈ {〈t,z〉,〈ssν1 , t〉},δt(ψ)δt(φ) = 1,λ =−ν







|P| if Q= 〈ssλ1 〉,P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},δλ (ψ)δν(φ) = 1,λ = ν 6= 0
or Q= 〈ssλ1 ,z〉,P ∈ {〈ssν1 ,z〉,〈ssν1 , t〉},δλ (ψ)δν(φ) = δz(ψ)δz(φ) = 1,
and λ = ν 6= 0
or Q= 〈t〉,P ∈ {〈t,z〉,〈ssν1 , t〉},δt(ψ)δt(φ) = 1,λ =−ν
or Q= 〈t,z〉,P ∈ {〈t,z〉,〈ssν1 , t〉},δt(ψ)δt(φ) = δz(ψ)δz(φ) = 1,λ =−ν
32k+1 if Q= P= 〈ssλ1 〉,δλ (ψ)δν(φ) = 1,λ = ν 6= 0
or Q= P= 〈t〉,δt(ψ)δt(φ) = 1,λ =−ν
0 otherwise
Let T = A. Let x ∈ Nψ|Q,φ |P . Note that the only elements that could be in Q are in
A∩〈ssν1 ,z〉= 〈t,z〉. If t ∈ Q, then tx = tzi for some i=−1,0,1. For some y ∈ S,
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ ((ssν1 )δt(φ)ziδz(φ))y = zδz(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
9. Let φ ∈ {θˆVν , θˆ−1Vν , αˆVν , βˆVν} for ν =−1,1.
Suppose T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q then λ = ν and
(ssλ1 )
x = ssλ1 z
i for i=−1,0,1. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ ((ssν1 )δν (φ)ziδz(φ))y = zδλ (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssλ1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = Eλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. If ssλ1 ∈ Q,
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then λ = ν and (ssλ1 )
x = ssλ1 z
i for i=−1,0,1. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ ((ssν1 )δν (φ)ziδz(φ))y = tδλ (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose T = A. Since A is normal, the only elements that lie Q are in A∩〈ssν1 ,z〉= 〈z〉.
Thus, for some y ∈ S,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
10. Let φ = ϑˆµ,ν for µ = 1, ..,4 and ν =−1,1.
Suppose T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssλ1 ∈ Q then λ = ν and
(ssλ1 )
x = ssλ1 z
i for i=−1,0,1. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ ((ss−ν1 )δν (φ)ziδz(φ))y = zδλ (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssλ1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
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Suppose T = Eλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. If ssλ1 ∈ Q,
then λ = ν and (ssλ1 )
x = ssλ1 z
i for i=−1,0,1. For some y ∈ S, we have
ssλ1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssλ1 )ψ
=⇒ ((ss−ν1 )δν (φ)ziδz(φ))y = tδλ (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| Q= 〈z〉,P ∈ {〈z〉,〈ssν1 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose T = A. Since A is normal, the only elements that lie Q are in A∩〈ssν1 ,z〉= 〈z〉.
Thus, for some y ∈ S,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
B.2.3 ψ =Θµ,ν and Q ∈DVν , for µ = 1, ..,4 and ν =−1,0,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
By Lemma B.2.2, ψ|Q ◦φ is never a conjugation map. It follows that |Nψ|Q,φ |P |= 0.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
Suppose that T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = λ and
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(ssν1 )
x = ssν1 z
i for i=−1,0,1. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssν1 )ψ =⇒ (zδλ (φ)(ssλ1 )δz(φ)i)y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δλ (φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ =⇒ (ssλ1 )δz(φ) = tδz(ψ),a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δλ (φ) = 1,ν = λ 6= 0/0 otherwise
=





|P| if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},δν(ψ)δλ (φ) = 1,ν = λ 6= 0
0 otherwise.
Suppose T = Eλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then, λ = ν and
(ssν1 )
x = ssν1 t
iz j for some i, j =−1,0,1. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδλ (φ)(ssλ1 )δt(φ)izδz(φ) j)y = zδν (ψ), a contradiction.
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = A. Let x ∈ Nψ|Q,φ |P . In this case, the only elements in Q that could
S-conjugate into P are in 〈z〉. Thus, for some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ (tδz(φ))y = tδz(ψ)




NS(Q,P) if Q= 〈z〉,δz(φ)δz(ψ) = 1/0 otherwise
=










|P| if Q= 〈z〉,〈z〉 ⊆ P,P ∈DA,δz(ψ)δz(φ) = 1
0 otherwise
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for some i = −1,0,1.
Thus, for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssν1 )ψ =⇒ (zδν1(φ)tδz(φ)i)y = zδν (ψ)
=⇒ i= 0 and δν(ψ) = δν1(φ)
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ (tδz(φ))y = tδz(ψ)
=⇒ δz(ψ) = δz(φ)
Collecting the data, we have
Nψ|Q,φ |P =

〈ssν1 ,z〉∩NS(Q,P) if Q= 〈ssν1 〉;δν(ψ) = δν1(φ);ν = ν1
NS(Q,P) if Q= 〈z〉;δz(ψ) = δz(φ)




〈ssν1 ,z〉 if Q= 〈ssν1 〉;P ∈ {〈ssν11 〉,〈ssν11 ,z〉};δν(ψ)δν1(φ) = 1;ν = ν1
S if Q= 〈z〉;P ∈ {〈z〉,〈ssν11 ,z〉};δz(ψ) = δz(φ)







|P| if Q= 〈ssν1 〉;P ∈ {〈ssν11 〉,〈ssν11 ,z〉};δν(ψ)δν1(φ) = 1;ν = ν1
|S||CS(Qψ)|
|P| if Q= 〈z〉;P ∈ {〈z〉,〈ssν11 ,z〉};δz(ψ) = δz(φ)
|〈ssν1 ,z〉||CS(Qψ)|





|P| if Q= 〈ssν1 〉;P ∈ {〈ssν11 〉,〈ssν11 ,z〉};δν(ψ)δν1(φ) = 1;ν = ν1
34k+1
|P| if Q= 〈z〉;P ∈ {〈z〉,〈ssν11 ,z〉};δz(ψ) = δz(φ)
32k if Q= P= 〈ssν1 ,z〉;δν(ψ)δν1(φ) = δz(ψ)δz(φ) = 1;ν = ν1
0 otherwise
4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q. For some y ∈ S,
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ ((ssν11 )δz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for some i = −1,0,1.
Thus, for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssν1 )ψ =⇒ (zδν1(φ)(ss−ν11 )δz(φ)i)y = zδν (ψ)
=⇒ i= 0 and δν(φ) = δν1(ψ)
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ss−ν11 )δz(φ))y = tδz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
〈ssν1 ,z〉∩NS(Q,P) if Q= 〈ssν1 〉;δν(ψ)δν1(φ) = 1;ν = ν1/0 otherwise
=
〈ssν1 ,z〉 if Q= 〈ssν1 〉;P ∈ {〈ss
ν1












|P| if Q= 〈ssν1 〉;P ∈ {〈ssν1 〉,〈ssν1 ,z〉};δν(ψ)δν1(φ) = 1;ν = ν1
0 otherwise
6. Suppose φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for some i=−1,0,1.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (sδν (φ)ziδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ ≤ 8. For some y ∈ S,we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν (φ)siδz(φ))y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δν1(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = tδz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1/0 otherwise
=

〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},







|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
δν(ψ)δν1(φ) = 1,ν = ν1
0 otherwise.
7. Suppose φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = 0 and sx = szi for i=−1,0,1.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ ((ssν11 )δs(φ)ziδz(ψ))y = zδs(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)(ssν11 )iδz(ψ))y = zδs(ψ)
=⇒ i= 0 and δs(ψ)δs(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = tδz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈s,z〉 if Q= 〈s〉,δs(ψ)δs(φ) = 1,ν = 0/0 otherwise
=

〈s,z〉 if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},







|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},
δs(ψ)δs(φ) = 1,ν = 0
0 otherwise.
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q then ν = ν1 and (ssν1 )x = ssν11 t iz j for i, j =−1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδν1 (ss−ν11 )iδt(φ)z jδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Then,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ssν11 )δν1(φ)ziδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Then,
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for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ss−ν11 )δν1(φ)ziδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = tδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
B.2.4 ψ =Θ−1µ,ν and Q ∈DA0, for µ = 1, ..4 and ν =−1,0,1.
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
By Lemma B.2.2, ψ|Q ◦φ is never a conjugation map. It follows that |Nψ|Q,φ |P|= 0.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
Suppose T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. For some y ∈ S,
we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ssλ1 )δz(φ))y = (ssν1 )δz(ψ)
=⇒ ν = λ and δz(φ)δz(ψ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1,ν = λ/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉},δz(ψ)δz(φ) = 1,ν = λ
0 otherwise.
Suppose T = Eλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If t ∈ Q, then tx = tzi for some
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i=−1,0,1. Thus, for some y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ ((ssλ1 )δt(φ)zδz(φ)i)y = zδt(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = A. Let x ∈ Nψ|Q,φ |P . If t ∈ Q then tx = tzi for some i=−1,0,1. Thus, for
some y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ (zδt(φ)tδz(φ)i)y = zδt(ψ)
=⇒ i= 0 and δt(φ)δt(ψ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩A if Q= 〈t〉,δt(ψ)δt(φ) = 1/0 otherwise
=





|P| if Q= 〈t〉,〈t〉 ≤ P,P ∈DA,δt(ψ)δt(φ) = 1
0 otherwise
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ (tδz(φ))y = (ssν11 )δz(ψ) a contradiction
Thus, |Oψ|Qφ |P |= 0.
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4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If t ∈ Q, then tx = tzi for some i=−1,0,1. Thus, for some y ∈ S, we
have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ (zδt(φ)(ssν11 )δz(φ)i)y = zδt(ψ)
=⇒ i= 0 and δt(φ) = δt(ψ)
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ ((ssν11 )δz(φ))y = (ssν1 )δz(ψ)




A∩NS(Q,P) if Q= 〈t〉,δt(φ)δt(ψ) = 1
NS(Q,P) if Q= 〈z〉,δz(φ)δz(ψ) = 1,ν = ν1




A if Q= 〈t〉,P ∈ {〈t〉,〈t,z〉},δt(φ)δt(ψ) = 1
S if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},δz(φ)δz(ψ) = 1,ν = ν1






|P| if Q= 〈t〉,P ∈ {〈t〉,〈t,z〉},δt(φ)δt(ψ) = 1
32k+1|CS((〈z〉)ψ)|
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},δz(φ)δz(ψ) = 1,ν = ν1
32k|CS((〈t,z〉)ψ)|





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},δt(φ)δt(ψ) = 1
32k+3
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},δz(φ)δz(ψ) = 1,ν = ν1
32k if Q= P= 〈t,z〉,δz(φ)δz(ψ) = δt(φ)δt(ψ) = 1,ν = ν1
0 otherwise
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
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Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ss−ν11 )δz(φ))y = (ssν1 )δz(ψ)
=⇒ ν =−ν1 and δz(φ) = δz(ψ)
Thus,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(φ) = δz(ψ),ν =−ν1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈ss
ν1











|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(φ) = δz(ψ),ν =−ν1
0 otherwise
6. Suppose φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = (ssν1 )δz(ψ)




NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1,ν = 0/0 otherwise
=

S if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},






|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},
δz(ψ)δz(φ) = 1,ν = 0
0 otherwise
7. Suppose φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = (ssν1 )δz(ψ)
=⇒ ν = ν1 and δz(ψ)δz(ψ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1,ν = ν1 6= 0/0 otherwise
=

S if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},







|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},
δz(ψ)δz(φ) = 1,ν = ν1 6= 0
0 otherwise.
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If t ∈ Q then tx = tzi for some i = −1,0,1. Thus, for some y ∈ S,
we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ ((ss−ν11 )δt(φ)ziδz(φ))y = zδt(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δt(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
9. φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
10. φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
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B.2.5 ψ = ϑµ,ν and Q ∈DVν , for µ = 1, ..4 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
By B.2.2, the only time when ψ|Q ◦ φ is a conjugation map is when Q ≤ 〈ssλ1 zi〉 for
some i=−1,1. However, 〈ssλ1 zi〉 /∈DVν . Thus, |Nψ|Q,φ |P |= 0.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
Suppose T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = λ 6= 0 and
(ssν1 )
x = ssν1 z
i for i=−1,0,1. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssν1 )ψ
=⇒ (zδλ (φ)(ssλ1 )δz(φ)i)y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δλ (φ) = 1
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = (ss−ν1 )δz(ψ)




NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δλ (φ) = 1,ν = λ 6= 0




〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},δν(ψ)δλ (φ) = 1,ν = λ 6= 0






|P| if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},δν(ψ)δλ (φ) = 1,ν = λ 6= 0
or Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉},δz(ψ)δz(φ) = 1,ν =−λ 6= 0
0 otherwise.
Suppose T = Eλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = λ 6= 0 and
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(ssν1 )
x = ssν1 t
iz j for some i, j =−1,0,1. Thus, for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδλ (φ)(ssλ1 )δt(φ)izδz(φ) j)y = zδν (ψ), a contradiction.
z ∈ Q =⇒ ((zx)φ)y = zψ
=⇒ zδz(φ) = (ss−ν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = A. Since A is normal in S, the elements in Q that S-conjugate into P
are in 〈z〉. Thus, for some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ (tδz(φ))y = (ss−ν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for some i = −1,0,1.
Thus, for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ =⇒ (zδν1(φ)tδz(φ)i)y = zδν (φ)
=⇒ i= 0 and δν(ψ) = δν1(φ)
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ (tδz(φ))y = (ss−ν11 )δz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1/0 otherwise
=

〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},






|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
δν(ψ)δν1(φ) = 1,ν = ν1
0 otherwise.
395
4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ssν11 )δz(φ))y = (ss−ν1 )δz(ψ)
=⇒ ν =−ν1 and δz(φ)δz(ψ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},δz(φ)δz(ψ) = 1,ν =−ν1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},δz(φ)δz(ψ) = 1,ν =−ν1
0 otherwise
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Suppose that ssν1 ∈ Q. Then ν = ν1 and (ssν1 )x = ssν11 zi for some
i=−1,0,1. Then for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν1 zi)φ)y = (ssν1 )ψ =⇒ (zδν1(φ)(ss−ν11 )δz(φ)i)y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δν1(φ) = 1
z ∈ Q =⇒ ((zx)φ)y = zψ =⇒ ((ss−ν11 )δz(φ))y = (ss−ν1 )δz(ψ)





〈ssν1 ,z〉∩NS(Q,P) if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈ssν1 ,z〉,δν(ψ)δν1(φ) = δz(ψ)δz(φ) = 1,ν = ν1




〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},δν(ψ)δν1(φ) = 1,ν = ν1
or Q= P= 〈ssν1 ,z〉,δν(ψ)δν1(φ) = δz(ψ)δz(φ) = 1,ν = ν1






|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},δν(ψ)δν1(φ) = 1,ν = ν1
or Q= P= 〈ssν1 ,z〉,δν(ψ)δν1(φ) = δz(ψ)δz(φ) = 1,ν = ν1
|S||CS(Qψ)|





|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1,ν = ν1
32 if Q= P= 〈ssν1 ,z〉,δν(ψ)δν1(φ) = δz(ψ)δz(φ) = 1,ν = ν1
0 otherwise
6. Suppose φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i=−1,0,1.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (sδν1(φ)ziδz(φ))y = zδν (ψ), a contradiction
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ss−ν1 )δz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)siδz(φ))y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δν1(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = (ss−ν1 )δz(ψ)
=⇒ ν = 0, a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1/0 otherwise
=

〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},






|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
δν(ψ)δν1(φ) = 1,ν = ν1
0 otherwise.
7. Suppose φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ss−ν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = (ss−ν1 )δz(ψ)




NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1,ν =−ν1/0 otherwise
=

S if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},






|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},
δz(ψ)δz(φ) = 1,ν =−ν1
0 otherwise.
8. Let φ = θ±1ν1 ◦η for µ1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q then ν = ν1 and (ssν1 )x = ssν1 t iz j for i, j = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδλ (φ)(ss−ν1 )iδt(φ)z jδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ss−ν1 )δz(ψ), a contradiction.
Thus |Oψ|Qφ |P |= 0.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ssν11 )δν1(φ)ziδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ss−ν1 )δz(ψ), a contradiction.
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
399
Let x ∈ Nψ|Q,φ |P . Then for some y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ1|P ◦η ◦ cy = ψ1|Q ◦η
⇔ cx|Q ◦φ1|P ◦η ◦ cy ◦η = ψ1|Q
⇔ cx|Q ◦φ1|P ◦ c(yη) = ψ1|Q
where ψ1 ∈ {θVν ,θ−1Vν ,αVν ,βVν} and φ1 ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1}. It follows that we can
apply this case.
B.2.6 ψ = ξµ,ν and Q ∈DVν , for µ = 1, ..8 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
By Lemma B.2.2, ψ|Q◦φ is a conjugation map only when Q= 〈z〉 and (φ ,ψ)∈Mξ (〈z〉).
Let Q= 〈z〉. Suppose x ∈ Nψ|Q,φ |P . Then, by choosing any y ∈ S, we see that cx(yφ)|Q =
ψ|Q ◦φ . Collecting the data,
Nψ|Q,φ |P =





|P| if Q= 〈z〉 ≤ P,(φ ,ψ) ∈Mξ (〈z〉)
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
Suppose T =Vλ for some λ =−1,0,1. If ssν1 ∈ Q, then ν = λ 6= 0 and (ssν1 )x = ssν1 zi
for some i=−1,0,1.
First suppose 1≤ µ ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssν1 )ψ
=⇒ (zδλ (φ)(ssλ1 )iδz(φ))y = sδν (ψ)
=⇒ λ = 0 =⇒ ν = 0, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = zδz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0. Now, suppose 5≤ µ ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssν1 )ψ
=⇒ (zδλ (φ)(ssλ1 )iδz(φ))y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δλ (φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = sδz(ψ)




NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δλ (φ) = 1,ν = λ 6= 0




〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},δν(ψ)δλ (φ) = 1,ν = λ 6= 0






|P| if Q= 〈ssν1 〉,P ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},δν(ψ)δλ (φ) = 1,ν = λ 6= 0
or Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉},δz(ψ)δz(φ) = 1,λ = 0
0 otherwise
Suppose T = Eλ for λ = −1,0,1. If ssν1 ∈ Q, then ν = λ 6= 0 and (ssν1 )x = ssν1 t iz j for
some i, j =−1,0,1.
First suppose 1≤ µ ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδλ (φ)(ssλ1 )iδt(φ)ziδz(φ))y = sδν (ψ)
=⇒ λ = 0, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)




NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉,〈t,z〉,〈ssλ1 , t〉},δz(ψ)δz(φ) = 1
0 otherwise
Now, suppose 5≤ µ ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδλ (φ)(ssλ1 )iδt(φ)z jδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = (zψ)
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = A. Since A is normal, the only elements in Q that S-conjugate into P
are in A∩〈ssν1 ,z〉= 〈z〉.
Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = sδz(ψ)
Thus, |Oψ|Qφ |P |= 0.
3. Suppose φ =Θµ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i=−1,0,1.
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Suppose that 1≤ µ ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)t iδz(φ))y = sδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose that 5≤ µ ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)t iδz(φ))y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δν1(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = sδz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1/0 otherwise
=





|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
δν(ψ)δν1(φ) = 1,ν = ν1
0 otherwise.
4. Suppose φ =Θ−1µ1,ν1 for µ1 = 1, ..,4,ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q.
Suppose that 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = zδz(ψ), a contradiction.
403
Thus, |Oψ|Qφ |P |= 0. Suppose that 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = sδz(ψ)
=⇒ ν1 = 0 and δz(ψ)δz(φ) = 1
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1,ν1 = 0/0 otherwise
=

S if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},






|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},
δz(ψ)δz(φ) = 1,ν1 = 0
0 otherwise
5. Suppose φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 6= 0 and (ssν1 )x = ssν1 zi for i=−1,0,1.
Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)(ss−ν11 )iδz(φ))y = sδν (ψ)
=⇒ ν = ν1 = 0, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (ss−ν11 )δz(φ) = zδz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)(ss−ν11 )iδz(φ))y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δν1(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (ss−ν11 )δz(φ) = sδz(ψ)
=⇒ ν1 = 0, a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1/0 otherwise
=

〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},






|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},
δν(ψ)δν1(φ) = 1,ν = ν1
0 otherwise
6. Suppose φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i=−1,0,1.
Suppose 1≤ µ,µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (sδν1(φ)ziδz(φ))y = sδν (ψ)
=⇒ δν(ψ)δν1(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)





NS(Q,P) if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈z〉,δz(ψ)δz(φ) = 1




〈ssν1 ,z〉 if Q= P= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1
〈ssν1 , t〉 if Q= 〈ssν1 〉,P= 〈ssν11 ,z〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= P= 〈ssν1 ,z〉,δν(ψ)δν1(ψ) = δz(ψ)δz(φ) = 1,ν = ν1





33 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},δν(ψ)δν1(φ) = 1,ν = ν1
or Q= P= 〈ssν1 ,z〉,δν(ψ)δν1(ψ) = δz(ψ)δz(φ) = 1,ν = ν1
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|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1
/0 otherwise
Suppose 5≤ µ,µ1 ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)siδz(φ))y = zδν (ψ)
=⇒ i= 0 and δν(ψ)δν1(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = sδz(ψ)





NS(Q,P)∩〈ssν1 ,z〉 if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈ssν1 ,z〉,δν(ψ)δν1(ψ) = δz(ψ)δz(φ) = 1,ν = ν1




〈ssν1 ,z〉 if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},δν(ψ)δν1(φ) = 1,ν = ν1
or Q= P= 〈ssν1 ,z〉,δν(ψ)δν1(ψ) = δz(ψ)δz(φ) = 1,ν = ν1






|P| if Q= 〈ssν1 〉,P ∈ {〈ssν11 〉,〈ssν11 ,z〉},δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1
32 if Q= P= 〈ssν1 ,z〉,δν(ψ)δν1(ψ) = δz(ψ)δz(φ) = 1,ν = ν1
/0 otherwise
Suppose 1≤ µ ≤ 4 and 5≤ µ1 ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)siδz(φ))y = sδν (ψ)
=⇒ i 6= 0 and iδν(ψ)δz(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ




NS(Q,P)∩〈ssν1 ,z〉t−1 if Q= 〈ssν1 〉,δν(ψ)δz(φ) = i= 1,ν = ν1




〈ssν1 ,z〉t−1 if Q= 〈ssν1 〉,P= 〈ssν11 ,z〉,δν(ψ)δz(φ) = i= 1,ν = ν1





32 if Q= 〈ssν1 〉,P= 〈ss
ν1
1 ,z〉,δν(ψ)δz(φ) 6= 0,ν = ν1
/0 otherwise.
Suppose 5≤ µ ≤ 8 and 1≤ µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (sδν1(φ)ziδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = sδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
7. Suppose φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q.
Suppose 1≤ µ,µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},δz(ψ)δz(φ) = 1
0 otherwise.
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Suppose 5≤ µ,µ1 ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = sδz(φ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 1≤ µ ≤ 4 and 5≤ µ1 ≤ 8. For some y ∈ S, we have,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ ≤ 8 and 1≤ µ1 ≤ 4. For some y ∈ S, we have,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = sδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 t iz j for i, j =−1,0,1.
Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 t iz j)φ)y = (ssν11 )ψ
=⇒ (tδν1(φ)(ss−ν11 )iδt(φ)z jδz(φ))y = sδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδν1(φ)(ss−ν11 )iδt(φ)z jδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = sδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i=−1,0,1.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ssν11 )δν1(φ)ziδz(φ))y = sδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise
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Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ssν11 )δν1(φ)ziδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = sδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i=−1,0,1.
Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ss−ν11 )δν1(φ)ziδz(φ))y = sδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise
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Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ss−ν11 )δν1(φ)ziδz(φ))y = zδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = sδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
B.2.7 ψ = ξ−1µ,ν and Q ∈DV0, for µ = 1, ..8 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
By Lemma B.2.2, ψ|Q ◦φ is a conjugation map when Q= 〈z〉 and (φ ,ψ) ∈Mξ−1(〈z〉).
Let Q= 〈z〉. Suppose x ∈ Nψ|Q,φ |P . Then, by choosing any y ∈ S, we see that cx(yφ)|Q =
ψ|Q ◦φ . Collecting the data,
Nψ|Q,φ |P =





|P| if Q= 〈z〉 ≤ P,(φ ,ψ) ∈Mξ−1(〈z〉)
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
Suppose T =Vλ . If s ∈ Q, then λ = 0 and sx = szi for i=−1,0,1.
First suppose 1≤ µ ≤ 4. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)siδz(φ))y = (ssν1 )δs(ψ)
=⇒ ν = 0, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = zδz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0. Now, suppose 5≤ µ ≤ 8. Thus, for some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)siδz(φ))y = zδs(ψ)
=⇒ i= 0 and δs(ψ)δs(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = (ssν1 )δz(ψ)




NS(Q,P)∩〈s,z〉 if Q= 〈s〉,δs(ψ)δs(φ) = 1,λ = 0




〈s,z〉 if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},δs(ψ)δs(φ) = 1,λ = 0






|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},δs(ψ)δs(φ) = 1,λ = 0
or Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉},δz(ψ)δz(φ) = 1,ν = λ 6= 0
/0 otherwise.
Suppose T = Eλ for λ =−1,0,1. If s ∈ Q, then λ = 0 and sx = szi for i=−1,0,1.
First suppose 1≤ µ ≤ 4. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (tδs(φ)ziδz(φ))y = (ssν1 )δs(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)




NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssλ1 ,z〉,〈t,z〉,〈ssλ1 , t〉},δz(ψ)δz(φ) = 1
/0 otherwise
Now, suppose 5≤ µ ≤ 8. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (tδs(φ)ziδz(φ))y = zδs(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(φ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = A. Since A is normal in S, the only elements in Q that could conjug-
ate in P are in A∩〈s,z〉= 〈z〉.
First suppose 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Now, suppose 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
3. Suppose φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If s ∈ Q, then ν1 = 0 and sx = szi for i=−1,0,1.
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Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)t iδz(φ))y = (ssν1 )δs(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)t iδz(φ))y = zδs(ψ)
=⇒ i= 0 and δs(ψ)δs(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P)∩〈s,z〉 if Q= 〈s〉,δs(ψ)δs(φ) = 1,ν1 = 0/0 otherwise
=

〈s,z〉 if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},






|P| if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},
δs(ψ)δs(φ) = 1,ν1 = 0
/0 otherwise
4. Suppose φ =Θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . Note that s /∈ Q.
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Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose that 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = (ssν1 )δz(ψ)
=⇒ ν = ν1 and δz(ψ) = δz(φ).
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1,ν1 = ν1/0 otherwise
=

S if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},






|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉},
δz(ψ)δz(φ) = 1,ν = ν1
/0 otherwise.
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that s /∈ Q.
Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ss−ν11 )δz(φ))y = zδz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ ≤ 8. For some y ∈ S,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ss−ν11 )δz(φ))y = (ssν1 )δz(ψ)
=⇒ ν =−ν1 and δz(ψ)δz(φ) = 1
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1,ν =−ν1/0 otherwise
=

S if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},






|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},
δz(ψ)δz(φ) = 1,ν =−ν1
0 otherwise.
6. Suppose φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that s /∈ Q.
Suppose 1≤ µ,µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈ss
ν1







|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise.
Suppose 5≤ µ,µ1 ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 1≤ µ ≤ 4 and 5≤ µ1 ≤ 8. For some y ∈ S, we have,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0. Suppose 5≤ µ ≤ 8 and 1≤ µ1 ≤ 4. For some y ∈ S, we have,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
7. Suppose φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If s ∈ Q, then sx = szi for i=−1,0,1.
Suppose 1≤ µ,µ1 ≤ 4. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ ((ssν11 )δs(φ)ziδz(φ))y = (ssν1 )δs(ψ)
=⇒ ν = ν1 and δs(ψ)δs(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)





NS(Q,P) if Q= 〈s〉,δs(ψ)δs(φ) = 1,ν = ν1
or Q= 〈z〉,δz(ψ)δz(φ) = 1




〈s,z〉 if Q= P= 〈s〉,δs(ψ)δs(φ) = 1,ν = ν1
〈s, t〉 if Q= 〈s〉,P= 〈s,z〉,δs(ψ)δs(φ) = 1,ν = ν1
or Q= P= 〈s,z〉,δs(ψ)δs(φ) = δz(ψ)δz(φ) = 1,ν = ν1





33 if Q= 〈s〉,P ∈ {〈s〉,〈s,z〉},δs(ψ)δs(φ) = 1,ν = ν1
or Q= P= 〈s,z〉,δs(ψ)δs(φ) = δz(ψ)δz(φ) = 1,ν = ν1
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|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},δz(ψ)δz(φ) = 1
0 otherwise.
Suppose 5≤ µ,µ1 ≤ 8. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)(ssν11 )iδz(φ))y = zδs(ψ)
=⇒ i= 0 and δs(ψ)δs(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = (ssν1 )δz(ψ)





NS(Q,P)∩〈s,z〉 if Q= 〈s〉,δs(ψ)δs(φ) = 1
or Q= 〈s,z〉,δs(φ)δs(ψ) = δz(ψ)δz(φ) = 1,ν = ν1




〈s,z〉 if Q= 〈s〉,δs(ψ)δs(φ) = 1
or Q= 〈s,z〉,δs(φ)δs(ψ) = δz(ψ)δz(φ) = 1,ν = ν1






|P| if Q= 〈s〉,δs(ψ)δs(φ) = 1
or Q= 〈z〉,δz(ψ)δz(φ) = 1,ν = ν1
32 or Q= 〈s,z〉,δs(φ)δs(ψ) = δz(ψ)δz(φ) = 1,ν = ν1
0 otherwise.
Suppose 1≤ µ ≤ 4 and 5≤ µ1 ≤ 8. For some y ∈ S, we have,
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ (zδs(φ)(ssν11 )iδz(φ))y = (ssν1 )δs(ψ)
=⇒ ν = ν1 and i 6= 0 and iδz(φ)δs(ψ) = 1
z ∈ Q =⇒ (zφ)y = zψ




NS(Q,P)∩〈s,z〉t−1 if Q= 〈s〉,δs(ψ)δz(φ) = i= 1,ν = ν1




〈s,z〉t−1 if Q= 〈s〉,P= 〈s,z〉,δs(ψ)δz(φ) = i= 1,ν = ν1





32 if Q= 〈s〉,P= 〈s,z〉,δs(ψ)δz(φ) 6= 0,ν = ν1/0 otherwise.
Suppose 5≤ µ ≤ 8 and 1≤ µ1 ≤ 4. For some y ∈ S, we have
s ∈ Q =⇒ ((szi)φ)y = sψ
=⇒ ((ssν11 )δs(φ)ziδz(φ))y = zδz(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that s /∈ Q.
Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssν11 ,z〉,〈ssν11 , t〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that s /∈ Q.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈ssν11 ,z〉,〈z〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that s /∈ Q.
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Suppose 1≤ µ ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈ssν11 ,z〉,〈z〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose 5≤ µ ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = (ssν1 )δz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
B.2.8 ψ = θ±1ν ◦η and Q ∈Dν , for ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
Let x ∈ Nψ|Q,φ |P . For any y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ |P ◦ cy = ψ1|Q ◦η for ψ1 ∈ {θλ ,θ−1λ }
⇔ cx|Q ◦φ |P ◦ cy ◦η = ψ1|Q
⇔ cx|Q ◦φ |P ◦η ◦ c(yη) = ψ1|Q
Thus, it suffices to look at the case when φ ◦η ∈ {IdS,ω,η ,ω ◦η} and ψ1 ∈ {θλ ,θ−1λ }.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
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Suppose that T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. If ssν1 ∈ Q,
then ν = λ and (ssν1 )
x = ssλ1 z
i for i=−1,0,1. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssν1 )ψ
=⇒ (zδλ (φ)(ssλ1 )iδz(φ))y = tδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
Suppose T = Eλ for λ =−1,0,1. Let x ∈ Nψ|Q,φ |P . Then for some y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ |P ◦ cy ◦η = ψ1|Q ◦η (for ψ1 = θ±1ν )
⇔ cx|Q ◦φ |P ◦ cy ◦η = ψ1|Q
⇔ cx|Q ◦ (φ |P ◦η)◦ c(yη) = ψ1|Q
Thus |Oψ|Qφ |P |= |O
ψ1|Q
(φ◦η)|P |, which we have already calculated in another section. Although
in the calculation of |Oψ1|Q
(φ◦η)|P|, φ ◦η is limited to θ
±1
λ ◦η for λ = −1,1, the proof is
the same when φ ◦η ∈ {θλ ◦η ,θ−1λ ◦η ,αλ ◦η ,βλ ◦η | λ =−1,0,1}, though the proof
gives us slightly different results.
Suppose T = A. Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q. If t ∈ Q then tx = tzi for
i=−1,0,1. For some y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)φ = tψ
=⇒ (zδt(φ)t iδz(φ))y = (ssν1 )δt(ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for
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i=−1,0,1. Thus, for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)t iδz(φ))y = tδν (ψ)
=⇒ iδν(ψ)δz(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ




NS(Q,P)∩〈ssν1 ,z〉t−1 if Q= 〈ssν1 〉,δν(ψ)δz(φ) = 1, i= 1,ν = ν1




〈ssν1 ,z〉t−1 if Q= 〈ssν1 〉,P= 〈ssν11 ,z〉,δν(ψ)δz(φ) = 1, i= 1,ν = ν1




32k if Q= 〈ssν1 〉,P= 〈ss
ν1
1 ,z〉,ν = ν1
0 otherwise
4. Let φ =Θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q. If t ∈ Q, then tx = tzi for i = −1,0,1. Thus,
for some y ∈ S, we have
t ∈ Q =⇒ ((tzi)φ)y = tψ
=⇒ (zδt(φ)(ssν11 )iδz(φ))y = (ss−ν1 )δt(ψ)
=⇒ ν =−ν1 6= 0 and iδt(ψ)δz(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = zδz(ψ), a contradiction.
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Collecting the data, we have
Nψ|Q,φ |P =

NS(Q,P)∩ sA if Q= 〈t〉,δt(ψ)δz(φ) = 1, i= 1,ν =−ν1 6= 0




sA if Q= 〈t〉,P= 〈t,z〉,δt(ψ)δz(φ) = 1, i= 1,ν =−ν1 6= 0




32k if Q= 〈t〉,P= 〈t,z〉,ν =−ν1 6= 00 otherwise
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for
some i=−1,0,1. Then, for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)(ss−ν11 )iδz(φ))y = tδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ss−ν11 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for
some i=−1,0,1.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (sδν1(φ)ziδz(φ))y = tδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
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Collecting the data, we have
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈ssν11 ,z〉,〈z〉},δz(ψ)δz(φ) = 1
/0 otherwise
Suppose that 5≤ µ1 ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi))y = (ssν1 )ψ
=⇒ (zδν1(φ)siδz(φ))y = tδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = zδz(ψ), a contradiction
Thus, |Oψ|Qφ |P |= 0.
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Suppose x ∈ Nψ|Q,φ |P . Note that t /∈ Q and ssν1 /∈ Q.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S,
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=






|P| if Q= 〈z〉,P ∈ {〈s,z〉,〈z〉},δZ(ψ)δz(φ) = 1
/0 otherwise
8. Let φ = θ±1ν1 ◦η for ν =−1,1.
Let x ∈ Nψ|Q,φ |P . Then for some y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ1|P ◦η ◦ cy = ψ1|Q ◦η for ψ1 = θ±1ν ,φ1 = θ±1ν1
⇔ cx|Q ◦φ1|P ◦η ◦ cy ◦η = ψ1|Q
⇔ cx|Q ◦φ1|P ◦ c(yη) = ψ1|Q
It follows that we can apply the case when (ψ1,φ1) = (θ±1ν ,θ±1ν1 ).
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that t /∈ Q. If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for
some i=−1,0,1. Thus, for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ssν11 )δν1(φ)ziδz(φ))y = tδν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈ssν11 ,z〉,〈z〉},δz(ψ)δz(φ) = 1
/0 otherwise
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
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Let x ∈ Nψ|Q,φ |P . Then for some y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ1|P ◦η ◦ cy = ψ1|Q ◦η for ψ1 = θ±1ν ,φ1 ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1}
⇔ cx|Q ◦φ1|P ◦η ◦ cy ◦η = ψ1|Q
⇔ cx|Q ◦φ1|P ◦ c(yη) = ψ1|Q
It follows that we can apply the case when ψ1 = θ±1ν and φ1 ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1}.
B.2.9 ψ ∈ {θˆVν , θˆ−1Vν , αˆVν , βˆVν} and Q ∈DVν , for ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
By Lemma B.2.3, ψ|Q ◦φ is a conjugation map when
Q= 〈ssλ1 zi〉 and (φ ,ψ) ∈MVˆλ (〈z〉) for i=−1,0,1, or
Q= 〈z〉 and (φ ,ψ) ∈MVˆλ (〈z〉), or
Q≤ 〈ssλ1 ,z〉 and (φ ,ψ) ∈MVˆλ (〈ss
λ
1 ,z〉).
In the first case, 〈ssλ1 zi〉 /∈DVλ for i=−1,1. So suppose i= 0. Let x ∈ Nψ|Q,φ |P . Then
by defining y= x−1, we see that cx(yφ)|Q = ψ|Q ◦φ . It follows that
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈ssλ1 〉/0 otherwise
Thus,
|Oψ|Qφ |P |=
33 if Q= 〈ssλ1 〉 ≤ P0 otherwise
For the second case, let x∈Nψ|Q,φ |P . Then for any y∈ S, we see that cx(yφ)|Q =ψ|Q ◦φ .
It follows that
Nψ|Q,φ |P =






|P| if Q= 〈z〉 ≤ P
0 otherwise
For the final case, note that (φ ,ψ) ∈ {(IdS, αˆVλ ),(ω, θˆ−1Vλ )}. Since αˆVλ = Id|〈ssλ1 ,z〉 and
θˆ−1Vλ = ω|〈ssλ1 ,z〉, we apply results from another section to get
|Oψ|Qφ |P |=

33 if Q ∈ {〈ssλ1 〉,〈ssλ1 ,z〉},Q≤ P
34k+2
|P| if Q= 〈z〉 ≤ P
0 otherwise
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and P ∈DT , for T ∈ T f ull.
Let T =Vλ for λ =−1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈Q, then ν = λ and (ssν1 )x = ssν1 zi
for i=−1,0,1. Thus, for some y ∈ S,
ssν1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssν1 )ψ
=⇒ (zδλ (φ)(ssλ1 )iδz(φ))y = (ssν1 )δν (ψ)
=⇒ iδν(ψ)δz(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ




NS(Q,P)∩ t−1〈ssν1 ,z〉 if Q= 〈ssν1 〉, i= 1,δν(ψ)δz(φ) = 1,λ = ν




t−1〈ssν1 ,z〉 if Q= 〈ssν1 〉,P= 〈ssλ1 ,z〉, i= 1,δν(ψ)δz(φ) = 1,λ = ν




32 if Q= 〈ssν1 〉,P= 〈ssλ1 ,z〉,λ = ν0 otherwise
430
Suppose T = Eλ for λ =−1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈Q, then ν = λ and (ssν1 )x =
ssν1 t
iz j for i, j =−1,0,1. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδλ (φ)(ssλ1 )iδt(φ)z jδz(φ))y = (ssν1 )δν (ψ)
=⇒ iδν(ψ)δt(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)




NS(Q,P)∩u〈ssν1 , t〉 if Q= 〈ssν1 〉, i= 1,δν(ψ)δt(φ) = 1
NS(Q,P)∩u−1〈ssν1 , t〉 if Q= 〈ssν1 〉, i=−1,δν(ψ)δt(φ) =−1




u〈ssν1 , t〉 if Q= 〈ssν1 〉,P= 〈ssλ1 , t〉, i= 1,δν(ψ)δt(φ) = 1,λ = ν
u−1〈ssν1 , t〉 if Q= 〈ssν1 〉,P= 〈ssλ1 , t〉, i=−1,δν(ψ)δt(φ) =−1,λ = ν







32 if Q= 〈ssν1 〉,P= 〈ssλ1 , t〉,λ = ν
34k+2
|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose T = A. Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then (ssν1 )x = ssν1 zi and ν = ν1. Thus, for some y ∈ S, we
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have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)t iδz(φ))y = (ssν1 )δν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
4. φ = Θ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1. Note that ssν1 /∈ Q. Thus for some y ∈ S,
we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν1 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
5. Let φ = ϑµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q then (ssν1 )x = ssν11 zi and ν = ν1. Thus, for some y ∈ S,
we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδz(φ)(ss−ν11 )iδz(φ))y = (ssν1 )δν (ψ)
=⇒ ν =−ν1, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ss−ν11 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν11 zi for some i=−1,0,1.
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Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (sδν1(φ)ziδz(φ))y = (ssν1 )δν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)siδz(φ))y = (ssν1 )δν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(ψ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)




NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈t,z〉,〈z〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
8. Let φ = θ±1ν1 ◦η for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, the ν = ν1 and (ssν1 )x = ssν1 t iz j for i, j = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδν1(φ)(ss−ν11 )iδt(φ)z jδz(φ))y = (ssν1 )δν (ψ)
=⇒ ν =−ν1, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈ss
ν1







|P| if Q= 〈z〉,P ∈ {〈ssν11 , t〉,〈ssν11 ,z〉,〈t,z〉,〈z〉},δz(ψ)δz(φ) = 1
0 otherwise
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ssν11 )δν1(φ)ziδz(φ))y = (ssν1 )δν (ψ)
=⇒ δν(ψ)δν1(φ) = 1
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)




NS(Q,P) if Q= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈z〉,δz(ψ)δz(φ) = 1




〈ssν1 ,z〉 if Q= P= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1
〈ssν1 , t〉 if Q= 〈ssν1 〉,P= 〈ssν11 ,z〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈ssν1 ,z〉,δν(ψ)δν1(φ) = δz(ψ)δz(φ) = 1,ν = ν1





33 if Q= P= 〈ssν1 〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈ssν1 〉,P= 〈ssν11 ,z〉,δν(ψ)δν1(φ) = 1,ν = ν1
or Q= 〈ssν1 ,z〉,δν(ψ)δν1(φ) = δz(ψ)δz(φ) = 1,ν = ν1
34k+2
|P| if Q= 〈z〉,δz(ψ)δz(φ) = 1
0 otherwise
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10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ss−ν11 )δz(φ)ziδz(φ))y = (ssν1 )δν (ψ)
=⇒ ν =−ν1, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,δz(ψ)δz(φ) = 1
0 otherwise
B.2.10 ψ = ϑˆµ,ν and Q ∈DVν , for µ = 1, ..,4 and ν =−1,1
1. Let φ ∈ {IdS,ω,η ,ω ◦η} and P ∈D.
Let x ∈ Nψ|Q,φ |P . For any y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ |P ◦ cy = ψ1|Q ◦η for ψ1 ∈ {θˆVλ , θˆ−1Vλ , αˆVλ , βˆVλ }
⇔ cx|Q ◦φ ◦◦cy ◦η = ψ1|Q
⇔ cx|Q ◦φ |P ◦η ◦ c(yη) = ψ1|Q
Thus, it suffices to look at the case when φ ◦η ∈{IdS,ω,η ,ω ◦η} and ψ1 ∈{θˆVλ , θˆ−1Vλ , αˆVλ , βˆVλ }.
2. Let φ ∈ {θT ,θ−1T ,αT ,βT} and T ∈DT , for T ∈ T f ull.
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Suppose T = Vλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = λ and
(ssν1 )
x = ssν1 z
i for i=−1,0,1. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 zi)φ)y = (ssν1 )ψ
=⇒ (zδλ (φ)(ssλ1 )iδz(φ))y = (ss−ν1 )δν (ψ)
=⇒ ν =−λ , a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssλ1 )δz(φ))y = zδz(ψ), a contradiction.
Thus |Oψ|Qφ |P |= 0.
Suppose T = Eλ for λ = −1,0,1. Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = λ and
(ssν1 )
x = ssν1 t
iz j for i, j =−1,0,1. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssλ1 t iz j)φ)y = (ssν1 )ψ
=⇒ (tδλ (φ)(ssλ1 )iδt(φ)z jδz(φ))y = (ss−ν1 )δν (ψ)
=⇒ ν =−λ , a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδZ(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈t,z〉,〈ssλ1 ,z〉,〈ssλ1 , t〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose T = A. Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
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Thus, |Oψ|Qφ |P |= 0.
3. Let φ =Θµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)t iδz(φ))y = (ss−ν1 )δν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (tδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
4. Let φ =Θ−1µ1,ν1 for µ = 1, ..,4 and ν1 =−1,0,1.
Let x ∈ Nψ|Q,φ |P . Note that ssν1 /∈ Q. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
5. Let φ = ϑµ,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)(ss−ν11 )iδz(φ))y = (ss−ν1 )δν (ψ)
=⇒ iδν(ψ)δz(φ) = 1.
z ∈ Q =⇒ (zφ)y = zψ





NS(Q,P)∩〈ssν1 ,z〉t−1 if Q= 〈ssν1 〉, i= 1,δν(ψ)δz(φ) = 1,ν = ν1




〈ssν1 ,z〉t−1 if Q= 〈ssν1 〉,P= 〈ssν1 ,z〉, i= 1,δν(ψ)δz(φ) = 1,ν = ν1




32 if Q= 〈ssν1 〉,P= 〈ss
ν1
1 ,z〉,ν = ν1
0 otherwise
6. Let φ = ξµ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q then ν = ν1 and (ssν1 )x = ssν11 zi for i=−1,0,1.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (sδν1(φ)ziδz(φ))y = (ss−ν1 )δν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ).
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,P ∈ {〈ss
ν1
1 ,z〉,〈z〉},δz(ψ)δz(φ) = 1
/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈ssν11 ,z〉,〈z〉},δz(ψ)δz(φ) = 1
0 otherwise
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Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ (zδν1(φ)siδz(φ))y = (ss−ν1 )δν (ψ), a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (sδz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
7. Let φ = ξ−1µ1,ν1 for µ1 = 1, ..,8 and ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . Since ν 6= 0, note that ssν1 /∈ Q.
Suppose 1≤ µ1 ≤ 4. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=





|P| if Q= 〈z〉,P ∈ {〈z〉,〈s,z〉},δz(ψ)δz(φ) = 1
0 otherwise
Suppose 5≤ µ1 ≤ 8. For some y ∈ S, we have
z ∈ Q =⇒ (zφ)y = zψ
=⇒ ((ssν11 )δz(φ))y = zδz(ψ), a contradiction.
Thus, |Oψ|Qφ |P |= 0.
8. Let φ = θ±1ν1 ◦η .
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Let x ∈ Nψ|Q,φ |P . Then for some y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ1|P ◦η ◦ cy = ψ1|Q ◦η for φ1 = θ±1ν1 ,ψ1 ∈ {θˆVν , θˆ−1Vν , αˆVν , βˆVν}
⇔ cx|Q ◦φ1|P ◦η ◦ cy ◦η = ψ1|Q
⇔ cx|Q ◦φ1|P ◦ c(yη) = ψ1|Q
It follows that we can apply the case when φ1 = θ±1ν1 and ψ1 ∈ {θˆVν , θˆ−1Vν , αˆVν , βˆVν}.
9. Let φ ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1} for ν1 =−1,1.
Let x ∈ Nψ|Q,φ |P . If ssν1 ∈ Q, then ν = ν1 and (ssν1 )x = ssν1 zi for i = −1,0,1. Thus,
for some y ∈ S, we have
ssν1 ∈ Q =⇒ ((ssν11 zi)φ)y = (ssν1 )ψ
=⇒ ((ssν11 )δν1(φ)ziδz(φ))y = (ss−ν1 )δz(ψ)
=⇒ ν =−ν1, a contradiction.
z ∈ Q =⇒ (zφ)y = zψ
=⇒ (zδz(φ))y = zδz(ψ)
=⇒ δz(ψ)δz(φ) = 1.
Collecting the data,
|Nψ|Q,φ |P =
NS(Q,P) if Q= 〈z〉,δz(ψ)δz(φ) = 1/0 otherwise
=
S if Q= 〈z〉,P ∈ {〈z〉,〈ss
ν1






|P| if Q= 〈z〉,P ∈ {〈z〉,〈ssν11 ,z〉},δz(ψ)δz(φ) = 1
0 otherwise
10. Let φ = ϑˆµ1,ν1 for µ1 = 1, ..,4 and ν1 =−1,1.
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Let x ∈ Nψ|Q,φ |P . Then for some y ∈ S, we have
cx|Q ◦φ |P ◦ cy = ψ|Q⇔ cx|Q ◦φ1|P ◦η ◦ cy = ψ1|Q ◦η
⇔ cx|Q ◦φ1|P ◦η ◦ cy ◦η = ψ1|Q
⇔ cx|Q ◦φ1|P ◦ c(yη) = ψ1|Q
where ψ1 ∈ {θˆVν , θˆ−1Vν , αˆVν , βˆVν} and φ1 ∈ {θˆVν1 , θˆ−1Vν1 , αˆVν1 , βˆVν1}. It follows that we can
apply these cases.
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