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NONSMOOTH ANALYSIS AND HAMILTON-JACOBI
EQUATIONS ON RIEMANNIAN MANIFOLDS
DANIEL AZAGRA, JUAN FERRERA, FERNANDO LO´PEZ-MESAS.
Abstract. We establish some perturbed minimization principles, and we de-
velop a theory of subdifferential calculus, for functions defined on Riemannian
manifolds. Then we apply these results to show existence and uniqueness of
viscosity solutions to Hamilton-Jacobi equations defined on Riemannian man-
ifolds.
1. Introduction
The aim of this paper is threefold. First, we extend some perturbed minimization
results such as the smooth variational principle of Deville, Godefroy and Zizler,
and other almost-critical-point-spotting results, such as approximate Rolle’s type
theorems, to the realm of Riemannian manifolds. Second, we introduce a definition
of subdifferential for functions defined on Riemannian manifolds, and we develop a
theory of subdifferentiable calculus on such manifolds that allows most of the known
applications of subdifferentiability to be extended to Riemannian manifolds. For
instance, we show that every convex function on a Riemannian manifold (that
is, every function which is convex along geodesics) is everywhere subdifferentiable
(on the other hand, every continuous function is superdifferentiable on a dense set,
hence convex functions are differentiable on dense subsets of their domains). Third,
we also use this theory to prove existence and uniqueness of viscosity solutions to
Hamilton-Jacobi equations defined on Riemannian manifolds. Let us introduce
some of these results.
It is known that the classic Rolle’s theorem fails in infinite-dimensions, that is,
in every infinite-dimensional Banach space with a C1 smooth (Lipschitz) bump
function there are C1 smooth (Lipschitz) functions which vanish outside a bounded
open set and yet have a nonzero derivative everywhere inside this set; see [8] and
the references therein. In fact, the failure of Rolle’s theorem infinite dimensions
takes on a much more dramatic form in a recent result of D. Azagra and M. Ce-
pedello Boiso [4]: the smooth functions with no critical points are dense in the
space of continuous functions on every Hilbert manifold (this result may in turn
be viewed as a very strong approximate version for infinite dimensional manifolds
of the Morse-Sard theorem). So, when we are given a smooth function on an
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infinite-dimensional Riemannian manifold we should not expect to be able to find
any critical point, whatever the overall shape of this function is, as there might be
none. This important difference between finite and infinite dimensions forces us to
consider approximate substitutes of Rolle’s theorem and the classic minimization
principles, looking for the existence of arbitrarily small derivatives (instead of van-
ishing ones) for every function satisfying (in an approximate manner) the conditions
of the classical Rolle’s theorem. This is what the papers [7, 5] deal with, one in the
differentiable case (showing for instance that if a differentiable function oscillates
less than 2ε on the boundary of a unit ball then there is a point inside the ball such
that the derivative of the function has norm less than or equal to ε), and the other
in the subdifferentiable one. More generally, a lot of perturbed minimization (or
variational) principles have been studied, perhaps the most remarkable being Eke-
land’s Principle, Borwein-Preiss’ Principle, and Deville-Godefroy-Zizler’s Smooth
Variational Principle. See [27, 28] and the references therein.
There are many important applications of those variational principles. Therefore,
it seems reasonable to look for analogues of these perturbed minimizations principles
within the theory of Riemannian manifolds. In Section 3 we prove some almost-
critical-point spotting results. First we establish an approximate version of Rolle’s
theorem which holds for differentiable mappings defined on subsets of arbitrary
Riemannian manifolds. Then we give a version of Deville-Godefroy-Zizler smooth
variational principle which holds for those complete Riemannian manifoldM which
are uniformly bumpable (meaning that there exists some numbers R > 1, r > 0 such
that for every point p ∈M and every δ ∈ (0, r) there exists a function b :M → [0, 1]
such that b(x) = 0 if d(x, p) ≥ δ, b(p) = 1, and supx∈M ‖db(x)‖x ≤ R/δ. Of course
every Hilbert space is uniformly bumpable, and there are many other examples of
uniformly bumpable manifolds: as we will see, every Riemannian manifold which
has strictly positive injectivity and convexity radii is uniformly bumpable). For
those Riemannian manifolds we show that, for every lower semicontinuous function
f : M → (−∞,∞] which is bounded below, there exists a C1 smooth function
ϕ : M → R, which is arbitrarily small and has an arbitrarily small derivative
everywhere, such that f − ϕ attains a strong global minimum at some p ∈M .
This result leads up to one of the main topic of this paper: subdifferentiability
of functions on Riemannian manifolds, since, according to the definition we are
going to give of subdifferential, this implies that such f is subdifferentiable at the
point p. We will say that a function f : M → (−∞,∞] is subdifferentiable at p
provided there exists a C1 smooth function ϕ : M → R such that f − ϕ attains
a local minimum at p. The set of the derivatives dϕ(p) of all such functions ϕ
will be called subdifferential of f at p, a subset of T ∗Mp which will be denoted
by D−f(p). Of course, when M is Rn or a Hilbert space, this definition agrees
with the usual one. Apart from being a useful generalization of the theory of
subdifferentiability of convex functions, this notion of subdifferentiability plays a
fundamental role in the study of Hamilton-Jacobi equations in Rn and infinite-
dimensional Banach spaces. Not only is this concept necessary to understand the
notion of viscosity solution (introduced by M. G. Crandall and P. L. Lions, see
[12, 13, 14, 15, 16, 17, 18, 19, 20, 21]); from many results concerning subdifferentials
one can also deduce relatively easy proofs of the existence, uniqueness and regularity
of viscosity solutions to Hamilton-Jacobi equations; see, for instance, [22, 23, 39, 26].
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We refer to [24, 28] for an introduction to subdifferential calculus in Banach spaces
and its applications (especially Hamilton-Jacobi equations).
Section 4 is devoted to the study of subdifferentials of functions defined on man-
ifolds. We start by giving other equivalent definitions of subdifferentiability and
superdifferentiability, including a local one through charts, which sometimes makes
it easy to translate some results already established in the Rn or the Banach space
cases to the setting of Riemannian manifolds. We also show that a function f is
differentiable at a point p if and only if f is both subdifferentiable and superdif-
ferentiable at p. Next we study the elementary properties of this subdifferential
with respect to sums, products and composition, including direct and inverse fuzzy
rules. We finish this section by establishing two mean value theorems, and showing
that lower semicontinuous functions are subdifferentiable on dense subsets of their
domains.
In section 5 we study the links between convexity and (sub)differentiability of
functions defined on Riemannian manifolds. Recall that a function f : M → R
defined on a Riemannian manifold M is said to be convex provided f ◦σ is convex,
for every geodesic σ. The papers [35, 36, 37, 38] provide a very good introduction
to convexity on Riemannian manifolds and the geometrical implications of the exis-
tence of global convex functions on a Riemannian manifold; for instance it is shown
in [35] that every two-dimensional manifold which admits a global convex function
which is locally nonconstant must be diffeomorphic to the plane, the cylinder, or
the open Mo¨bius strip. Among other things, we show in this section that every
convex function defined on a Riemannian manifold is everywhere subdifferentiable,
and is differentiable on a dense set (when the manifold is finite-dimensional, the set
of points of nondifferentiability has measure zero).
Finally, in Section 6 we study some Hamilton-Jacobi equations defined on Rie-
mannian manifolds (either finite or infinite-dimensional). Examples of Hamilton-
Jacobi equations arise naturally in the setting of Riemannian manifolds, see [1] in
relation to Lyapounov theory and optimal control. However, we do not know of
any work that has studied nonsmooth solutions, in general, or viscosity solutions, in
particular, to Hamilton-Jacobi equations defined on Riemannian manifolds . This
may be due to the lack of a theory of nonsmooth calculus for functions defined
on Riemannian manifolds. Here we will show how the subdifferential calculus and
perturbed minimization principles that we develop in the previous sections can be
applied to get results on existence and uniqueness of viscosity solutions to equations
of the form {
u+ F (du) = f
u bounded,
where f :M → R is a bounded uniformly continuous function, and F : T ∗M → R is
a function defined on the cotangent bundle ofM which satisfies a uniform continuity
condition. The manifold M must also satisfy that it has positive convexity and
injectivity radii (this condition is automatically met by every compact manifold, for
instance). We also prove some results about “regularity” (meaning differentiability
almost everywhere) of the viscosity solutions to some of these equations. Finally,
we study the equation ‖du(x)‖x = 1 for all x ∈ Ω, u(x) = 0 for all x ∈ ∂Ω, where
Ω is a bounded open subset of M , and we show that x 7→ d(x, ∂Ω) is the unique
viscosity solution to this equation (which has no classical solution).
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Let us also mention that one can develop other theories of subdifferentiability
on Riemannian manifolds which have very interesting applications as well. For
instance, one can consider quite natural extensions of the proximal subgradient
and Clarke’s generalized gradient for functions defined on Riemannian manifolds.
By teaming these notions with infimal convolutions with squared geodesic distance
functions one can get very interesting results about differentiability properties of
the distance function to a closed subset of a Riemannian manifold; see [6].
2. Preliminaries and tools
In this section we recall some definitions and known results about Riemannian
manifolds which will be used later on.
We will be dealing with functions defined on Riemannian manifolds (either finite
or infinite-dimensional). A Riemannian manifold (M, g) is a C∞ smooth manifold
M modelled on some Hilbert space H (possibly infinite-dimensional), such that for
every p ∈M we are given a scalar product g(p) = gp := 〈·, ·〉p on the tangent space
TMp ≃ H so that ‖x‖p = (〈x, x〉p)1/2 defines an equivalent norm on TMp for each
p ∈M , and in such a way that the mapping p ∈M 7→ gp ∈ S2(M) is a C∞ section
of the bundle σ2 : S2 →M of symmetric bilinear forms.
If a function f :M −→ R is differentiable at p ∈M , the norm of the differential
df(p) ∈ T ∗Mp at the point p is defined by
‖df(p)‖p = sup{df(p)(v) : v ∈ TMp, ‖v‖p ≤ 1}.
Since (TMp, ‖ · ‖p) is a Hilbert space, we have a linear isometric identification
between this space and its dual (T ∗Mp, ‖ · ‖p) through the mapping TMp ∋ x 7→
fx = x ∈ T ∗Mp, where fx(y) = 〈x, y〉 for every y ∈ TMp.
For every piecewise C1 smooth path γ : [a, b]→M we define its length as
L(γ) =
∫ b
a
‖dγ
dt
(s)‖γ(s)ds.
This length depends only on the path γ[a, b] itself, and not on the way the point
γ(t) moves along it: if h : [0, 1] → [a, b] is a continuous monotone function then
L(γ ◦ h) = L(γ). We can always assume that a path γ is parameterized by arc
length, which means that γ : [0, T ] → M satisfies ‖ dγdt (s)‖γ(s) = 1 for all s, and
therefore
L(γ|[0,r]) =
∫ r
0
‖dγ
dt
(s)‖γ(s)ds = r
for each r ∈ [0, T ]. For any two points p, q ∈M , let us define
d(p, q) = inf{L(γ) : γ is a C1 smooth path joining p and q in M}.
Then d is a metric on M (called the g-distance on M) which defines the same
topology as the one M naturally has as a manifold. For this metric we define the
closed ball of center p and radius r > 0 as
Bg(p, r) = {q ∈M : d(p, q) ≤ r}.
Let us recall that in every Riemannian manifold there is a unique natural covariant
derivation, namely the Levi-Civita connection (see Theorem 1.8.11 of [40]); follow-
ing Klingenberg we denote this derivation by ∇XY for any vector fields X,Y on
M . We should also recall that a geodesic is a C∞ smooth path γ whose tangent is
parallel along the path γ, that is, γ satisfies the equation ∇dγ(t)/dtdγ(t)/dt = 0. A
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geodesic always minimizes the distance between points which are close enough to
each other.
Any path γ joining p and q in M such that L(γ) = d(p, q) is a geodesic, and it
is called a minimal geodesic. In the sequel all geodesic paths will be assumed to be
parameterized by arc length, unless otherwise stated.
Theorem 2.1 (Hopf-Rinow). If M is a finite-dimensional Riemannian manifold
which is complete and connected, then there is at least one minimal geodesic con-
necting any two points in M .
On the other hand, for any given point p, the statement ”q can be joined to p
by a unique minimal geodesic“ holds for almost every q ∈M ; see [43].
As is well known, the Hopf-Rinow theorem fails when M is infinite-dimensional,
but Ekeland [31] proved (by using his celebrated variational principle) that, even
in infinite dimensions, the set of points that can be joined by a minimal geodesic
in M is dense.
Theorem 2.2 (Ekeland). If M is an infinite-dimensional Riemannian manifold
which is complete and connected then, for any given point p, the set {q ∈ M :
q can be joined to p by a unique minimal geodesic} is residual in M .
The existence theorem for ODEs implies that for every V ∈ TM there is an
open interval J(V ) containing 0 and a unique geodesic γV : J(V ) → M with
dγ(0)/dt = V . This in turn implies that there is an open neighborhood T˜M of M
in TM such that for every V ∈ T˜M , the geodesic γV (t) is defined for |t| < 2. The
exponential mapping exp : T˜M → M is then defined as exp(V ) = γV (1), and the
restriction of exp to a fiber TMx in T˜M is denoted by expx.
Let us now recall some useful properties of the exponential map. See [42, 40],
for instance, for a proof of the following theorem.
Theorem 2.3. For every Riemannian manifold (M, g) and every x ∈ M there
exists a number r > 0 and a map expx : B(0x, r) ⊂ TMx →M such that
(1) expx : B(0x, δ) → BM (x, δ) is a bi-Lipschitz C∞ diffeomorphism, for all
δ ∈ (0, r].
(2) expx takes the segments passing through 0x and contained in B(0x, r) ⊂
TMx into geodesic paths in BM (x, r).
(3) d expx(0x) = idTMx .
In particular, taking into account condition (3), for every C > 1, the radius r can
be chosen to be small enough so that the mappings expx : B(0x, r)→ BM (x, r) and
exp−1x : BM (x, r)→ B(0x, r) are C-Lipschitz.
Recall that a Riemannian manifoldM is said to be geodesically complete provided
the maximal interval of definition of every geodesic in M is all of R. This amounts
to saying that for every x ∈ M , the exponential map expx is defined on all of the
tangent space TMx (though, of course, expx is not necessarily injective on all of
TMx). It is well known that every complete Riemannian manifold is geodesically
complete. In fact we have the following result (see [42], p. 224 for a proof).
Proposition 2.4. Let (M, g) be a Riemannian manifold. Consider the following
conditions:
(1) M is complete (with respect to the g-distance).
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(2) All geodesics in M are defined on R.
(3) For every x ∈M , the exponential map expx is defined on all of TMx.
(4) There is some x ∈M such that the exponential map expx is defined on all
of TMx.
Then, (1) =⇒ (2) =⇒ (3) =⇒ (4). Furthermore, if we assume that M is
finite-dimensional, then all of the four conditions are equivalent to a fifth:
(5) Every closed and dg-bounded subset of M is compact.
Next let us recall some results about convexity in Riemannian manifolds.
Definition 2.5. We say that a subset U of a Riemannian manifold is convex if
given x, y ∈ U there exists a unique geodesic in U joining x to y, and such that the
length of the geodesic is dist(x, y).
Every Riemannian manifold is locally convex, in the following sense.
Theorem 2.6 (Whitehead). Let M be a Riemannian manifold. For every x ∈M ,
there exists c > 0 such that for all r with 0 < r < c, the open ball B(x, r) =
expxB(0x, r) is convex.
This theorem gives rise to the notion of uniformly locally convex manifold, which
will be of interest when discussing smooth variational principles and Hamilton-
Jacobi equations on Riemannian manifolds.
Definition 2.7. We say that a Riemannian manifoldM is uniformly locally convex
provided that there exists c > 0 such that for every x ∈ M and every r with
0 < r < c the ball B(x, r) = expxB(0x, r) is convex.
This amounts to saying that the global convexity radius ofM (as defined below)
is strictly positive.
Definition 2.8. The convexity radius of a point x ∈M in a Riemannian manifold
M is defined as the supremum in R+ of the numbers r > 0 such that the ball B(x, r)
is convex. We denote this supremum by c(M,x). We define the global convexity
radius of M as c(M) := inf{c(M,x) : x ∈M}.
Remark 2.9. By Whitehead’s theorem we know that c(x,M) > 0 for every x ∈M .
On the other hand, the function x 7→ c(x,M) is continuous onM , see [40, Corollary
1.9.10]. Consequently, if M is compact, then c(M) > 0, that is, M is uniformly
locally convex.
The notion of injectivity radius of a Riemannian manifold will also play a role
in the study of variational principles and Hamilton-Jacobi equations. Let us recall
its definition.
Definition 2.10. We define the injectivity radius of a Riemannian manifold M
at a point x ∈ M as the supremum in R+ of the numbers r > 0 such that expx
is a C∞ diffeomorphism onto its image when restricted to the ball B(0x, r). We
denote this supremum by i(M,x). The injectivity radius ofM is defined by i(M) :=
inf{i(M,x) : x ∈M}.
Remark 2.11. For a finite-dimensional manifold M , it can be seen that i(M,x)
equals the supremum of the numbers r > 0 such that expx is injective when re-
stricted to the ball B(0x, r), see [40]. However, for infinite dimensional manifolds
it is not quite clear if this is always true.
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Remark 2.12. By Theorem 2.3 we know that i(x,M) > 0 for every x ∈ M . On
the other hand, it is well known that the function x 7→ i(x,M) is continuous on M
[40, Proposition 2.1.10]. Therefore, if M is compact, then i(M) > 0.
We will also need to use the parallel translation of vectors along geodesics. Recall
that, for a given curve γ : I →M , a number t0, t1 ∈ I, and a vector V0 ∈ TMγ(t0),
there exists a unique parallel vector field V (t) along γ(t) such that V (t0) = V0.
Moreover, the mapping defined by V0 7→ V (t) is a linear isometry between the
tangent spaces TMγ(t0) and TMγ(t), for each t ∈ I. We denote this mapping by
P tt0 = P
t
t0,γ , and we call it the parallel translation from TMγ(t0) to TMγ(t) along
the curve γ.
The parallel translation will allow us to measure the length of the “difference”
between vectors (or forms) which are in different tangent spaces (or in duals of
tangent spaces, that is, fibers of the cotangent bundle), and do so in a natural
way. Indeed, let γ be a minimizing geodesic connecting two points x, y ∈ M , say
γ(t0) = x, γ(t1) = y. Take vectors V ∈ TMx, W ∈ TMy. Then we can define the
distance between V and W as the number
‖W − P t1t0,γ(V )‖y = ‖V − P t0t1,γ(W )‖x
(this equality holds because P t1t0 is a linear isometry between the two tangent spaces,
with inverse P t0t1 ). Since the spaces T
∗Mx and TMx are isometrically identified by
the formula v = 〈v, ·〉, we can obviously use the same method to measure distances
between forms ξ ∈ T ∗Mx and η ∈ T ∗My lying in different fibers of the cotangent
bundle.
Finally, let us consider some mean value theorems. The following two results are
easily deduced from the mean value theorem for functions of one variable, but it
will be convenient to state and prove them for future reference.
Theorem 2.13 (Mean value theorem). Let (M, g) be a Riemannian manifold,
and f : M → R a Fre´chet differentiable mapping. Then, for every pair of points
p, q ∈ M and every minimal geodesic path σ : I →M joining p and q, there exists
t0 ∈ I such that
f(p)− f(q) = d(p, q)df(σ(t0))(σ′(t0));
in particular |f(p)− f(q)| ≤ ‖df(σ(t0))‖σ(t0)d(p, q).
Proof. Since σ is a minimal geodesic we may assume I = [0, d(p, q)], ‖σ′(t)‖σ(t) = 1
for all t ∈ I, σ(0) = q, σ(d(p, q)) = p. Consider the function h : I → R defined by
h(t) = f(σ(t)). By applying the mean value theorem to the function h we get a
point t0 ∈ I such that
f(p)− f(q) = h(d(p, q))− h(0) = h′(t0)(d(p, q)− 0) = df(σ(t0))(σ′(t0))d(p, q),
and, since ‖σ′(t0)‖σ(t0) = 1 and |df(σ(t0))(σ′(t0))| ≤ ‖df(σ(t0))‖σ(t0), we also get
that |f(p)− f(q)| ≤ ‖df(σ(t0))‖σ(t0)d(p, q). 
When the points cannot be joined by a minimal geodesic we have a less accurate
but quite useful result which tells us that every function with a bounded derivative
is Lipschitz with respect to the g-distance on M . In fact this results holds even
for functions which take values in other Riemannian manifolds. For a differentiable
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function between Riemannian manifolds f : M → N , we define the norm of the
derivative df(p) at a point p ∈M by
‖df(p)‖p := sup{‖df(p)(v)‖f(p) : h ∈ TMp, ‖v‖p ≤ 1} =
sup{ζ(df(p)(v)) : v ∈ TMp, ζ ∈ T ∗Nf(p), ‖v‖p = 1 = ‖ζ‖f(p)}.
Theorem 2.14 (Mean value inequality). Let M,N be Riemannian manifolds, and
f :M → N a Fre´chet differentiable mapping. Assume that f has a bounded deriv-
ative, say ‖df(x)‖x ≤ C for every x ∈M . Then f is C-Lipschitz, that is
dN
(
f(p), f(q)
) ≤ CdM (p, q)
for all p, q ∈M .
Proof. Fix any two points p, q ∈M . Take any ε > 0. By definition of d(p, q), there
exists a C1 smooth path γ : [0, T ]→M with γ(0) = q, γ(T ) = p, and
L(γ) ≤ dM (p, q) + ε
C
;
as usual we may assume ‖γ′(t)‖γ(t) = 1 for all t ∈ [0, T ] = [0, L(γ)]. By considering
the path β(t) := f(γ(t)), which joins the points f(p) and f(q) in N , and bearing
in mind the definitions of dN (f(p), f(q)) and the fact that ‖dγ(t)‖γ(t) = 1 for all t,
we get
dN
(
f(p), f(q)
) ≤ L(β) = ∫ T
0
‖dβ(t)‖β(t)dt =
∫ T
0
‖df(γ(t))(dγ(t))‖f(γ(t))dt ≤∫ T
0
‖df(γ(t))‖γ(t)dt ≤
∫ T
0
Cdt = CT ≤ C(dM (p, q) + ε/C) = CdM (p, q) + ε.
We have shown that dN (f(p), f(q)) ≤ CdM (p, q) + ε for every ε > 0, which means
that dN (f(p), f(q)) ≤ CdM (p, q). 
In Section 4 below we will generalize these mean value theorems for the case of
subdifferentiable or superdifferentiable functions defined on Riemannian manifolds.
The preceding mean value theorem has a converse, which is immediate in the
case whenM andN are Hilbert spaces, but requires some justification in the setting
of Riemannian manifolds.
Proposition 2.15. Let M,N be Riemannian manifolds. If f : M → N is K-
Lipschitz (that is, dN (f(x), f(y)) ≤ KdM (x, y) for all x, y ∈ M), then ‖df(x)‖x ≤
K for every x ∈M .
Proof. Consider first the case when N = R. Suppose that there exists x0 ∈M with
‖df(x0)‖x0 > K. Take v0 ∈ TMx0 so that ‖v0‖x0 = 1 and df(x0)(v0) > K. Consider
the geodesic γ(t) = expx0(tv0) defined for |t| ≤ r0 with r0 > 0 small enough. Define
F : [−r0, r0] → R by F (t) = f(γ(t)). We have that F ′(0) = df(x0)(v0) > K. By
the definition of F ′(0) we can find some δ0 ∈ (0, r0) such that
F (t)− F (0)
t
> K if |t| ≤ δ0.
Taking t1 = −δ0, t2 = δ0 we get F (t1) − F (0) < Kt1 and F (t2) − F (0) > Kt2,
hence, by summing,
F (t2)− F (t1) > K(t2 − t1).
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If we set x1 = γ(t1), x2 = γ(t2) this means that
f(x2)− f(x1) > K(t2 − t1) = Kd(x2, x1),
which contradicts the fact that f is K-Lipschitz.
Now let us consider the general case when the target space is a Riemannian
manifold N . Suppose that ‖df(x0)‖x0 > K for some x0 ∈ M . Then there
are ζ0 ∈ T ∗Nf(x0) and v0 ∈ TMx0 with ‖v0‖x0 = 1 = ‖ζ0‖f(x0) and such that
K < ‖df(x0)‖x0 = ζ0
(
df(x0)(v0)
)
. Take s0 > 0 and ε > 0 small enough so that
exp−1f(x0) : B(f(x0), s0) → B(0f(x0), s0) is a (1 + ε)-Lipschitz diffeomorphism and
K < (1 + ε)K < ‖df(x0)‖x0 . Now take r0 > 0 small enough so that f(B(x0, r0)) ⊂
B(f(x0), s0), and define the composition
g : B(x0, r0)→ R, g(x) = ζ0
(
exp−1f(x0)(f(x))
)
.
It is clear that g is (1 + ε)K-Lipschitz. But, since d exp−1f(x0)(f(x0)) is the identity,
we have that
dg(x0)(v0) = ζ0
(
d exp−1f(x0)(f(x0))(df(x0)(v0))
)
=
ζ0
(
df(x0)(v0)
)
= ‖df(x0)‖x0 > (1 + ε)K,
and this contradicts the result we have just proved for the case N = R. 
3. Almost-critical-point-spotting results
As said in the introduction, in infinite dimensions one cannot generally hope to
find any critical point for a given smooth function, whatever its shape, so one has
to make do with almost critical points.
An approximate Rolle’s theorem
We begin with an approximate version of Rolle’s theorem which holds in every
Riemannian manifold (even though it is infinite-dimensional) and ensures that every
differentiable function which has a small oscillation on the boundary of an open set
whose closure is complete has an almost critical point.
Theorem 3.1 (Approximate Rolle’s theorem). Let (M, g) be a Riemannian man-
ifold, U an open subset of M such that U is complete and bounded with respect to
the g-distance, and p0 ∈M , R > 0 be such that Bg(p0, R) ⊆ U . Let f : U −→ R be
a continuous function which is differentiable on U . Then:
(1) If sup f(U) > sup f(∂U) then, for every r > 0 there exists q ∈ U such that
‖df(q)‖q ≤ r.
(2) If inf f(U) < inf f(∂U) then, for every r > 0 there exists q ∈ U such that
‖df(q)‖q ≤ r.
(3) If f(U) ⊆ [−ε, ε] for some ε > 0, then there exists q ∈ U such that
‖df(q)‖q ≤ ε/R.
Corollary 3.2. Let (M, g) be a complete Riemannian manifold, U a bounded open
subset of M , and p0 ∈ M , R > 0 be such that Bg(p0, R) ⊆ U , ε > 0. Suppose that
f(∂U) ⊆ [−ε, ε]. Then there exists some q ∈ U such that ‖df(q)‖q ≤ ε/R.
To prove Theorem 3.1 we begin with a simple lemma.
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Lemma 3.3. Let (M, g) be a Riemannian manifold, and f :M −→ R be a differ-
entiable function on M . Suppose that ‖df(p)‖p > ε > 0. Then there exist a number
δ > 0 and two C1 paths α, β : [0, δ]→M , parameterized by arc length, such that
f(α(t)) < f(p)− εt, and f(β(t)) > f(p) + εt,
for all t ∈ (0, δ].
Proof. Let us show the existence of such a path α (a required path β can be obtained
in a similar manner). Since ‖df(p)‖p > ε, there exists h ∈ TMp so that ‖h‖p = 1
and df(p)(h) < −ε. Then (by the characterization of the tangent space TMp as the
set of derivatives of all smooth paths passing through p) we can choose a C1 path
α : [0, r]→M , parameterized by arc length, such that
dα
dt
(0) = h, and α(0) = p.
Define the function F : [0, r]→ R by F (t) = f(α(t)). We have that
F ′(s) = df(α(s))(
dα
dt
(s))
for all s ∈ [0, r]. In particular, for s = 0, we have that F ′(0) = df(p)(h) < ε, and
therefore there exists some δ > 0 such that
F (t)− F (0)
t
< −ε
for all t ∈ (0, δ]. This means that f(α(t)) < f(p)− εt for all t ∈ (0, δ]. 
We will also make use of the following version of Ekeland’s Variational Principle
(see [30] for a proof).
Theorem 3.4 (Ekeland’s Variational Principle). Let X be a complete metric space,
and let f : X −→ [−∞,∞) be a proper upper semicontinuous function which is
bounded above. Let ε > 0 and x0 ∈ X such that f(x0) > sup{f(x) : x ∈ X} − ε.
Then for every λ with 0 < λ < 1 there exists a point z ∈ Dom(f) such that:
(i) λd(z, x0) ≤ f(z)− f(x0)
(ii) d(z, x0) < ε/λ
(iii) λd(x, z) + f(z) > f(x) whenever x 6= z.
Proof of Theorem 3.1.
Case 1: Let η = sup f(U) − sup f(∂U) > 0. Define X = (U, dg), which is a
complete metric space. Let n > 1 be large enough so that U ⊂ Bg(p0, n), and set
λ = min{η/8n, r} > 0. Observe that, since the diameter of U is less than or equal
to 2n, we have that λd(x, y) ≤ η/4 for all x, y ∈ U . Now, according to Ekeland’s
Variational Principle 3.4, there exists q ∈ U such that
f(y) ≤ f(q) + λd(y, q) for all y ∈ X. (1)
In fact, it must be q ∈ U : if q ∈ ∂U then, taking a such that f(a) ≥ sup f(U)− η/4
we would get
sup f(U)− η/2 = (sup f(U)− η/4)− η/4 ≤ f(a)− λd(a, q) ≤ f(q) ≤ sup f(∂U),
a contradiction.
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We claim that ‖df(q)‖q ≤ λ ≤ r. Indeed, assume that ‖df(q)‖q > λ. Then,
according to Lemma 3.3, there would exist a C1 path β, parameterized by arc
length, such that β(0) = q and
f(β(t)) > f(q) + λt (2)
for all t > 0 small enough. By combining (1) and (2), we would get that
f(q) + λt < f(β(t)) ≤ f(q) + λd(β(t), q) ≤ f(q) + λL(β|[0,t]) = f(q) + λt
if t > 0 is small enough; but this is a contradiction.
Case 2: consider the function −f and apply Case (1).
Case 3: We will consider two situations.
Case 3.1: Suppose that f(p0) 6= 0. We may assume that f(p0) < 0 (the case
f(p0) > 0 is analogous). Define λ = ε/R. According to Ekeland’s Variational
Principle, there exists q ∈ U such that
(i) d(p0, q) ≤ 1λ(f(p0)− f(q)) ≤ 1λ(f(p0) + ε) < R, and
(ii) f(q) < f(y) + λd(y, q) if y 6= q.
The first property tells us that q ∈ intBg(p0, R) ⊆ U . And, by using Lemma
3.3 as in Case 1, it is immediately seen that the second property implies that
‖df(q)‖q ≤ λ = ε/R.
Case 3.2: Suppose finally that f(p0) = 0. We may assume that ‖df(p0)‖p0 > ε/R
(otherwise we are done). By Lemma 3.3, there exist δ > 0 and a C1 path α in U
such that
f(α(t)) < f(p0)− ε
R
t
if 0 < t ≤ δ. Define x0 = α(δ) ∈ Bg(p0, δ). We have that
f(x0) < f(p0)− ε
R
δ = − ε
R
δ < 0.
By applying again Ekeland’s Variational Principle with λ = ε/R we get a point
q ∈ U such that
(i) d(q, x0) ≤ f(x0)+εε < −εδ/R+εε/R = R− δ, and
(ii) f(q) < f(y) + εRd(y, q) for all y 6= q.
Now, (i) implies that d(q, p0) ≤ d(q, x0) + d(x0, p0) < R − δ + δ = R, that is,
q ∈ intBg(p0, R) ⊆ U . And, as above, bearing in mind Lemma 3.3, (ii) implies that
‖df(q)‖q ≤ ε/R. 
Remark 3.5. If U is not complete the result is obviously false: consider for instance
M = (−1, 1) ⊂ R, U = (0, 1), ∂U = {0}, f(x) = x. On the other hand, the estimate
ε/R is sharp, as this example shows: M = R, U = (−1, 1), f(x) = x, R = 1, p0 = 0,
ε = 1.
A smooth variational principle
Now we turn our attention to perturbed minimization principles on Riemannian
manifolds. Of course, since every Riemannian manifold is a metric space, Ekeland’s
variational principle quoted above holds true and is very useful in this setting: ev-
ery lower semicontinuous function can be perturbed with a function whose shape
is that of an almost flat cone in such a way that the difference attains a global
minimum. But sometimes, especially when one wants to build a good theory of
subdifferentiability, one needs results ensuring that the perturbation of the func-
tion is smooth, that is, one needs to replace that cone with a smooth function
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which is arbitrarily small and has an arbitrarily small Lipschitz constant. This is
just what the Deville-Godefroy-Zizler Smooth Variational Principle does in those
Banach spaces having C1 smooth Lipschitz bump functions; see [27].
Unfortunately, the main ideas behind the proof of this Variational Principle
in the case of Banach spaces cannot be transferred to the setting of Riemannian
manifolds in full generality. One has to impose some restriction on the structure
of the manifold in order that those ideas work. That is why we need the following
definition.
Definition 3.6. We will say that a Riemannian manifoldM is uniformly bumpable
provided there exist numbers R > 1 (possibly large) and r > 0 (small) such that for
every p ∈M , δ ∈ (0, r) there exists a C1 smooth function b :M → [0, 1] such that:
(1) b(p) = 1
(2) b(x) = 0 if d(x, p) ≥ δ
(3) supx∈M ‖db(x)‖x ≤ R/δ.
Remark 3.7. It is easy to see that every Riemannian manifold M is bumpable,
in the sense that for every p ∈ M , δ > 0, there exists a smooth bump function
b : M → [0, 1] with b(p) = 1, b(x) = 0 for x /∈ B(p, δ), and b is Lipschitz, that is
supx∈M ‖db(x)‖x < ∞. However it is not quite clear which Riemannian manifolds
are uniformly bumpable. Of course every Hilbert space is uniformly bumpable, and
there are many other natural examples of uniformly bumpable Riemannian mani-
folds. In fact we do not know of any Riemannian manifold which is not uniformly
bumpable.
Open Problem 3.8. Is every Riemannian manifold uniformly bumpable? If not,
provide useful characterizations of those Riemannian manifolds which are uniformly
bumpable.
The following Proposition provides some sufficient conditions for a Riemannian
manifold to be uniformly bumpable: it is enough that expx is a diffeomorphism
and preserves radial distances when restricted to balls of a fixed radius r > 0.
This is always true when M is uniformly locally convex and has a strictly positive
injectivity radius.
Proposition 3.9. Let M be a Riemannian manifold. Consider the following six
conditions:
(1) M is compact.
(2) M is finite-dimensional, complete, and has a strictly positive injectivity
radius i(M).
(3) M is uniformly locally convex and has a strictly positive injectivity radius.
(4) There is a constant r > 0 such that for every x ∈ M the mapping expx is
defined on B(0x, r) ⊂ TMx and provides a C∞ diffeomorphism
expx : B(0x, r)→ B(x, r),
and the distance function is given here by the expression
d(y, x) = ‖ exp−1x (y)‖x for all y ∈ B(x, r).
(5) There is a constant r > 0 such that for every x ∈ M the distance function
to x, y ∈M 7→ d(y, x), is C∞ smooth on the punctured ball B(x, r) \ {x}.
(6) M is uniformly bumpable.
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Then (1) =⇒ (2) =⇒ (3) ⇐⇒ (4) =⇒ (5) =⇒ (6).
Proof. (1) =⇒ (2) is a trivial consequence of Remark 2.12.
(2) =⇒ (3): In [40, Chapter 2], the injectivity radius of a point x ∈ M is
characterized as the distance from x to the cut locus C(x) of x. Hence, for every
r > 0 with r < i(M) and every x ∈ M it is clear that expx is a diffeomorphism
and preserves radial distances when restricted to balls of a fixed radius r > 0 in the
tangent space TMx, and M is uniformly locally convex. See Theorems 2.1.14 and
2.1.12 of [40].
(3) =⇒ (4): Since i(M) > 0, we know that there is some r1 > 0 such that expx
is a diffeomorphism onto its image when restricted to the ball B(0x, r1), for all
x ∈ M . The fact that M is uniformly locally convex clearly implies that there is
some r2 > 0 such that
d(y, x) = ‖ exp−1x (y)‖x for all y ∈ B(x, r2).
We may obviously assume that r1 = r2 := r. In particular expx maps B(0x, r) onto
B(x, r).
(4) =⇒ (3) is obvious.
(4) =⇒ (5) is trivial, since exp−1x is a C∞ diffeomorphism between those balls,
‖ · ‖x is C∞ smooth on TMx \ {0x}, and d(y, x) = ‖ exp−1x (y)‖x for all y ∈ B(x, r).
(5) =⇒ (6): Assume that the distance function y 7→ d(y, x) is C∞ smooth on
B(x, r) \ {x}. Let θ : R → [0, 1] be a C∞ smooth Lipschitz function such that
θ−1(1) = (−∞, 1/3] and θ−1(0) = [1,∞). For a given point x ∈ M and a number
δ ∈ (0, r), define b :M → [0, 1] by
b(y) = θ
(1
δ
d(y, x)
)
.
Taking into account the fact that the distance function y 7→ d(y, x) is 1-Lipschitz
and therefore the norm of its derivative is everywhere bounded by 1 (see Proposition
2.15), it is easy to check that b satisfies conditions 1-2-3 of Definition 3.6, for a
constant R = ‖θ′‖∞ > 1 that only depends on the real function θ, but not on the
point x ∈M . 
Remark 3.10. The condition thatM has a strictly positive injectivity radius is not
necessary in order that M is uniformly bumpable, as the following example shows.
Let M be the surface of R3 defined by the equation z = 1/(x2+ y2), (x, y) 6= (0, 0),
with the natural Riemannian structure inherited from R3. Then i(M) = 0, but, as
is not difficult to see, M is uniformly bumpable.
The following theorem is the natural extension of the Deville-Godefroy-Ziz-
ler Smooth Variational Principle to Riemannian manifolds which are uniformly
bumpable. Recall that a function F : M → R ∪ {+∞} is said to attain a strong
minimum at p provided F (p) = infx∈M F (x) and limn→∞ d(pn, p) = 0 whenever
(pn) is a minimizing sequence (that is, if limn→∞ F (pn) = F (p)).
Theorem 3.11 (DGZ Smooth Variational Principle). Let (M, g) be a complete
Riemannian manifold which is uniformly bumpable, and let F : M −→ (−∞,+∞]
be a lower semicontinuous function that is bounded below, F 6≡ +∞. Then, for
every δ > 0 there exists a bounded C1 smooth function ϕ :M −→ R such that:
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(1) F − ϕ attains its strong minimum in M ,
(2) ‖ϕ‖∞ := supp∈M |ϕ(p)| < δ, and ‖dϕ‖∞ := supp∈M ‖dϕ(p)‖p < δ.
Remark 3.12. The assumption that M is complete is necessary here, as the fol-
lowing trivial example shows: M = (−1, 1) ⊂ R, f(x) = x.
We will split the proof of Theorem 3.11 into three lemmas. In the sequel B(x, r)
denotes the open ball of center x and radius r in the metric space M , and B(ϕ, r)
stands for the open ball of center ϕ and radius r in the Banach space Y .
Lemma 3.13. Let M be a complete metric space, and (Y, ‖ · ‖) be a Banach space
of real-valued bounded and continuous functions on M satisfying the following con-
ditions:
(1) ‖ϕ‖ ≥ ‖ϕ‖∞ = sup{|ϕ(x)| : x ∈M} for every ϕ ∈ Y .
(2) There are numbers C > 1, r > 0 such that for every p ∈ M , ε > 0 and δ ∈
(0, r) there exists a function b ∈ Y such that b(p) = ε, ‖b‖Y ≤ Cε(1+1/δ),
and b(x) = 0 if x 6∈ B(p, δ).
Let f :M → R∪{+∞} be a lower semicontinuous function which is bounded below
and such that Dom(f) = {x ∈ M |f(x) < +∞} 6= ∅. Then, the set G of all the
functions ϕ ∈ Y such that f + ϕ attains a strong minimum in M contains a Gδ
dense subset of Y .
Proof. Take a number N ∈ N such that N ≥ 1/r, and for every n ∈ N with n ≥ N ,
consider the set
Un = {ϕ ∈ Y | ∃x0 ∈M : (f + ϕ)(x0) < inf{(f + ϕ)(x)|x ∈M\B(x0, 1
n
)}}.
Let us see that Un is an open dense subset of Y . Indeed,
• Un is open. Take ϕ ∈ Un. By the definition of Un there exists x0 ∈ M such
that (f + ϕ)(x0) < inf{(f + ϕ)(x)|x ∈ M\B(x0, 1n )}. Set 2ρ = inf{(f + ϕ)(x)|x ∈
M\B(x0, 1n )}− (f+ϕ)(x0) > 0. Then, since ‖ ·‖Y ≥ ‖·‖∞, we get that BY (ϕ, ρ) ⊂
B∞(ϕ, ρ) ⊂ Un.
• Un is dense in Y . Take ϕ ∈ Y and ε > 0. Since f+ϕ is bounded below there exists
x0 ∈M such that (f + ϕ)(x0) < inf{(f + ϕ)(x)|x ∈M}+ ε. Set now δ = 1/n < r,
and use condition (2) to find a function b ∈ Y such that b(x0) = ε, ‖b‖Y ≤ C(n+1)ε,
and b(x) = 0 for x 6∈ B(x0, 1n ). Then (f + ϕ)(x0)− b(x0) < inf{(f + ϕ)(x)|x ∈M}
and, if we define h = −b, we have
(f + ϕ+ h)(x0) < inf{(f + ϕ)(x)|x ∈M} ≤ inf{(f + ϕ)(x)|x 6∈ B(x0, 1
n
)}.
Since inf{(f+ϕ)(x)|x 6∈ B(x0, 1n )} = inf{(f+ϕ+h)(x)|x 6∈ B(x0, 1n )}, it is obvious
that the above inequality implies that ϕ + h ∈ Un. On the other hand, we have
‖h‖Y ≤ C(n + 1)ε. Since C and n are fixed and ε can be taken to be arbitrarily
small, this shows that ϕ ∈ Un, and Un is dense in Y .
Therefore we can apply Baire’s theorem to conclude that the set G =
⋂∞
n=N Un
is a Gδ dense subset of Y . Now we must show that if ϕ ∈ G then f + ϕ attains
a strong minimum in M . For each n ≥ N , take xn ∈ M such that (f + ϕ)(xn) <
inf{(f + ϕ)(x)|x 6∈ B(xn, 1n )}. Clearly, xk ∈ B(xn, 1n ) if k ≥ n, which implies that
(xn)
∞
n=N is a Cauchy sequence inM and therefore converges to some x0 ∈M . Since
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f is lower semicontinuous and
⋂∞
n=N B(x0, 1/n) = {x0}, we get
(f + ϕ)(x0) ≤ lim inf(f + ϕ)(xn) ≤ lim inf[inf{(f + ϕ)(x)|x ∈M \B(x0, 1
n
)}]
= inf{inf{(f + ϕ)(x)|x ∈M \B(x0, 1
n
)} : n ∈ N, n ≥ N}
= inf{(f + ϕ)(x)|x ∈M \ {x0}},
which means that f + ϕ attains a global minimum at x0 ∈M .
Finally, let us check that in fact f + ϕ attains a strong minimum at the point
x0. Suppose {yn} is a sequence in M such that (f + g)(yn) → (f + g)(x0) and
(yn) does not converge to x0. We may assume d(yn, x0) ≥ ε for all n. Bearing in
mind this inequality and the fact that x0 = limxn, we can take k ∈ N such that
d(xk, yn) >
1
k for all n, and therefore
(f + ϕ)(x0) ≤ (f + ϕ)(xk) < inf{(f + ϕ)(x)|x /∈ B(xk, 1
k
)} ≤ (f + ϕ)(yn)
for all n, which contradicts the fact that (f + ϕ)(yn)→ (f + ϕ)(x0). 
Lemma 3.14. Let M be a uniformly bumpable Riemannian manifold. Then there
are numbers C > 1, r > 0 such that for every p ∈ M , ε > 0 and δ ∈ (0, r) there
exists a C1 smooth function b :M → [0, ε] such that:
(1) b(p) = ε = ‖b‖∞ := supx∈M |b(x)|.
(2) ‖db‖∞ := supx∈M ‖db(x)‖x ≤ Cε/δ.
(3) b(x) = 0 if x 6∈ B(p, δ).
In particular, max{‖b‖∞, ‖db‖∞} ≤ Cε(1 + 1/δ).
Proof. The definition of uniformly bumpable manifold provides such b in the case
when ε = 1. If ε 6= 1, it is enough to consider bε = εb. 
Lemma 3.15. Let (M, g) be a complete Riemannian manifold. Then the vector
space Y = {ϕ : M → R |ϕ is C1 smooth, bounded and Lipschitz}, endowed with
the norm ‖ϕ‖Y = max{‖ϕ‖∞, ‖dϕ‖∞}, is a Banach space.
Proof. It is obvious that (Y, ‖·‖Y ) is a normed space. We only have to show that Y
is complete. Let (ϕn) be a Cauchy sequence with respect to the norm ‖ · ‖Y . Since
the uniform limit of a sequence of continuous mappings between metric spaces is
continuous, it is obvious that (ϕn) uniformly converges to a continuous function
ϕ : M → R. Since T ∗Mx is a complete normed space for each x ∈ M , it is also
clear that (dϕn) converges to a function ψ :M → T ∗M defined by
ψ(x) = lim
n→∞
dϕn(x)
(where the limit is taken in TMx for each x ∈ M). Let us see that ψ = dϕ. Take
p ∈ M . From Theorem 2.3 we know that there exists some r > 0 (depending on
p) such that the exponential mapping is defined on B(0p, r) ⊂ TMp and gives a
diffeomorphism expp : B(0p, r) → B(p, r) such that the derivatives of expp and its
inverse (expp)
−1 are bounded by 2 on B(0p, r) and B(p, r) respectively; in particular
expp provides a bi-Lipschitz diffeomorphism between these balls. We denote ϕ˜(h) =
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(ϕ ◦ expp)(h), for h ∈ B(0p, r), and ϕ˜(0p) = dϕ(p) ◦ (d expp(0p)) = dϕ(p). We have∣∣ ϕ˜(h)− ϕ˜(0)− ψ(p)(h)
‖h‖
∣∣ = ∣∣ ϕ˜(h)− ϕ˜(0)‖h‖ − ψ(p)( h‖h‖ )
∣∣ ≤
∣∣ ϕ˜(h)− ϕ˜(0)− (ϕ˜n(h)− ϕ˜n(0))
‖h‖
∣∣+ ∣∣ ϕ˜n(h)− ϕ˜n(0)‖h‖ − dϕ˜n(0)( h‖h‖)
∣∣+
∣∣(dϕ˜n(0)− ψ(p))( h‖h‖ )
∣∣. (1)
Let us first consider the expression | ϕ˜(h)−ϕ˜(0)−(ϕ˜n(h)−ϕ˜n(0))‖h‖ |. By applying the mean
value inequality theorem we get
|ϕ˜m(h)− ϕ˜m(0)− (ϕ˜n(h)− ϕ˜n(0))| ≤ sup
x∈B(0p,r)
‖dϕ˜m(x)− dϕ˜n(x)‖p‖h‖p ≤
2‖dϕm − dϕn‖∞‖h‖p.
Since (ϕn) is a Cauchy sequence in Y we deduce that for every ε > 0 there exists
n0 ∈ N such that |ϕ˜m(h)−ϕ˜m(0)−(ϕ˜n(h)−ϕ˜n(0))| < (ε/3)‖h‖ wheneverm,n ≥ n0
so, by letting m → ∞ we get that |ϕ˜(h) − ϕ˜(0) − (ϕ˜n(h) − ϕ˜n(0))| < (ε/3)‖h‖ if
n ≥ n0.
On the other hand, the term |(dϕ˜n(0)− ψ˜(p))( h‖h‖ )| in the right side of inequality
(1) above is less than ε/3 when n is large enough; we may assume this happens if
n ≥ n0.
Finally, if we fix n = n0, the term | ϕ˜n0(h)−ϕ˜n(0)‖h‖ − dϕ˜n0(0)( h‖h‖ )| can be made to
be less than ε/3 if ‖h‖ is small enough, say ‖h‖ ≤ δ.
By combining these estimations we get that, for n = n0, the left side of inequality
(1) is less than ε if ‖h‖ ≤ δ. This shows that ϕ˜ is differentiable at p, with dϕ˜(0p) =
ψ(p). Hence ϕ is differentiable at p, with dϕ(p) = ψ(p).
To conclude that Y is a Banach space it only remains to check that dϕ = ψ is
continuous and bounded. Take ε > 0. Since (ϕn) is a Cauchy sequence in Y , there
exists n0 ∈ N such that ‖dϕn(y)− dϕm(y)‖y ≤ ε for all y ∈M provided n,m ≥ n0.
By letting m→∞ we deduce that ‖dϕn(y)− ψ(y)‖y ≤ ε for all y ∈M , if n ≥ n0.
That is, we have
lim
n→∞
‖dϕn − dϕ‖∞ = 0.
In particular, this implies that ‖dϕ‖∞ < ∞, that is, ϕ is Lipschitz. Now we can
show ψ = dϕ is continuous. Take any p ∈ M . As above, there exists r > 0 such
that expp : B(0p, r)→ B(p, r) is a 2-Lipschitz diffeomorphism, and so is the inverse
exp−1p . Define ϕ˜ = ϕ ◦ expp : B(0p, r) → R. In order to see that dϕ is continuous
at p it is enough to see that dϕ˜ is continuous at 0p. By applying the mean value
inequality we have that
‖dϕ˜(x)− dϕ˜(0)‖p ≤
‖dϕ˜(x)− dϕ˜n(x)‖p + ‖dϕ˜n(x) − dϕ˜n(0)‖p + ‖dϕ˜n(0)− dϕ˜(0)‖p ≤
2‖dϕ− dϕn‖∞ + ‖dϕ˜n(x)− dϕ˜n(0)‖p + 2‖dϕ− dϕn‖∞ =
4‖dϕ− dϕn‖∞ + ‖dϕ˜n(x)− dϕ˜n(0)‖p (2)
for all n ∈ N, x ∈ B(0p, r) ⊂ TMp. Since ‖dϕ− dϕn‖∞ → 0 as n→∞ we can find
n0 ∈ N so that
‖dϕ− dϕn0‖∞ ≤ ε/8. (3)
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Finally, since dϕ˜n0 is continuous at 0p, there exists δ ∈ (0, r) such that
‖dϕ˜n0(x) − dϕ˜n0(0)‖p ≤
ε
2
(4)
if ‖x‖p ≤ δ. By combining (2), (3) and (4), we get that ‖dϕ˜(x) − dϕ˜(0)‖p ≤ ε if
‖x‖p ≤ δ. This shows that dϕ˜ is continuous at 0p. 
Now the proof of Theorem 3.11 is an obvious combination of the above Lemmas.
Remark 3.16. It should be noted that Lemma 3.13 is quite a powerful statement
from which a lot of other perturbed minimization principles can be obtained. For
instance:
(1) When we take M = X , a complete metric space, and Y is the space of all
the Lipschitz and bounded functions f : X → R, with the norm
‖f‖Y = ‖f‖∞ + Lip(f) = ‖f‖∞ + sup{ |f(x)− f(y)|
d(x, y)
: x, y ∈ X, x 6= y}
(which satisfies (1) and (2) of Lemma 3.13 with C = 1 and any r), then
we obtain a statement that is easily seen to imply Ekeland’s variational
principle.
(2) When we consider M = X , a Banach space having a C1 smooth Lipschitz
bump function, and we define Y as the Banach space of C1 smooth Lipschitz
functions f : X → R, with the norm
‖f‖Y = ‖f‖∞ + ‖f ′‖∞,
then we recover the known DGZ smooth variational principle for Banach
spaces.
(3) Let M = X be any metric space in which some notion of differentiability
has been defined, and Y be a Banach space of differentiable (whatever this
word should mean in this context) and Lipschitz functions f : X → R, with
the norm
‖f‖Y = ‖f‖∞ + Lip(f).
Suppose that X is uniformly bumpable in the sense that Y satisfies (2)
of Lemma 3.13. Then we get a perturbed minimization principle with
functions which are differentiable and Lipschitz.
Open Problem 3.17. Is Theorem 3.11 true if one drops the assumption that M
is uniformly bumpable?
4. A notion of viscosity subdifferential for functions defined on
Riemannian manifolds
Definitions and basic properties
Definition 4.1. Let (M, g) be a Riemannian manifold, and f :M −→ (−∞,∞] be
a proper function. We will say that f is subdifferentiable at a point p ∈ dom(f) =
{x ∈ M : f(x) < ∞} provided there exists a C1 function ϕ : M −→ R such
that f − ϕ attains a local minimum at the point p. In this case we will say that
ζ = dϕ(p) ∈ (TMp)∗ ≃ H∗ = H is a subdifferential of f at p. We define the
subdifferential set of f at p by
D−f(p) = {dϕ(p) : ϕ ∈ C1(M,R), f − ϕ attains a local minimum at p},
18 DANIEL AZAGRA, JUAN FERRERA, FERNANDO LO´PEZ-MESAS.
a subset of T ∗Mp. Similarly, we define
D+f(p) = {dϕ(p) : ϕ ∈ C1(M,R), f − ϕ attains a local maximum at p},
and we say that f is superdifferentiable at p provided D+f(p) 6= ∅.
For every ζ ∈ D−f(p) ∪D+f(p), the norm of ζ is defined as
‖ζ‖p = sup{|ζ(h)| : h ∈ TMp, ‖h‖p = 1}.
Remark 4.2. The following properties are obvious from the definition:
(1) f is subdifferentiable at p if and only if −f is superdifferentiable at p, and
D+(−f)(p) = −D−f(p).
(2) If f has a local minimum at p then 0 ∈ D−f(p).
(3) If h has a local maximum at p then 0 ∈ D+f(p).
Next we give other useful equivalent definitions of subdifferentiability.
Theorem 4.3 (Characterizations of subdifferentiability). Let f : M → (−∞,∞]
be a function defined on a Riemannian manifold, p ∈ M , and η ∈ T ∗Mp. The
following statements are equivalent:
(1) η ∈ D−f(p), that is, there exists a C1 smooth function ϕ :M → R so that
f − ϕ attains a local minimum at p, and η = dϕ(p).
(2) There exists a function ϕ :M → R so that f − ϕ attains a local minimum
at p, ϕ is Fre´chet differentiable at p, and η = dϕ(p).
(3) For every chart h : U ⊂M → H with p ∈ U , if we take ζ = η ◦ dh−1(h(p))
then we have that
lim inf
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≥ 0.
(4) There exists a chart h : U ⊂ M → H with p ∈ U and such that, for
ζ = η ◦ dh−1(h(p)), we have
lim inf
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≥ 0.
Moreover, if the function f is locally bounded below (that is, for every x ∈ M
there is a neighborhood U of x such that f is bounded below on U), then the above
conditions are also equivalent to the following one:
(5) There exists a C1 smooth function ϕ :M → R so that f−ϕ attains a global
minimum at p, and η = dϕ(p).
Consequently, any of these statements can be taken as a definition of η ∈ D−f(p).
Analogous statements are equivalent in the case of a superdifferentiable function;
in particular ζ ∈ D+f(p) if and only if there exists a chart h : U ⊂ M → H with
p ∈ U and such that, for ζ = η ◦ dh−1(h(p)),
lim sup
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≤ 0.
Proof. (1) =⇒ (2) and (3) =⇒ (4) are obvious.
(2) =⇒ (3). If f − ϕ has a local minimum at p then g := f ◦ h−1 − ϕ ◦ h−1 has
also a local minimum at h(p), which implies
lim inf
v→0
g(h(p) + v)− g(h(p))
‖v‖ ≥ 0
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and, by combining this inequality with the fact that
lim
v→0
(ϕ ◦ h−1)(h(p) + v)− (ϕ ◦ h−1)(h(p))− 〈ζ, v〉
‖v‖ = 0
(because ζ = d(ϕ ◦ h−1)(h(p))), it is easily deduced that
lim inf
v→0
(f ◦ h−1)(h(p) + v)− (f ◦ h−1)(h(p)) − 〈ζ, v〉
‖v‖ ≥ 0.
(4) =⇒ (1). In order to prove this we will use the following lemma, which is shown
in [27] in a more general situation.
Lemma 4.4. If V is an open set of a Hilbert space H, x ∈ V , and F : V →
(−∞,∞] is a function satisfying
lim inf
v→0
F (x+ v)− F (x) − 〈τ, v〉
‖v‖ ≥ 0
for some τ ∈ H∗, then there exists a C1 smooth function ψ : H → R such that
F − ψ has a local minimum at x, and dψ(x) = τ .
Take an open neighborhood V of p so that V ⊂ U . Note that F := f ◦ h−1 is a
function from the open subset h(U) of the Hilbert space H into (−∞,∞], and by
the hypothesis we have that
lim inf
v→0
F (h(p) + v)− F (h(p))− 〈ζ, v〉
‖v‖ ≥ 0.
By the preceding lemma, there exists a C1 smooth function ψ : h(U) → R such
that F − ψ has a local minimum at h(p) and ζ = dψ(h(p)). Let us define φ :=
ψ ◦h : U → R, which is a C1 smooth function. It is clear that F ◦h−ψ ◦h = f −φ
has a local minimum at p, and dφ(p) = dψ(h(p)) ◦ dh(p) = ζ ◦ dh(p) = η. In order
to finish the proof it is enough to extend φ to the complement of V by defining
ϕ = θφ, where θ is a C1 smooth Uryshon-type function which is valued 1 on the
set V and 0 outside U (such a function certainly exists because M has C∞ smooth
partitions of unity and V ⊂ U). It is obvious that ϕ keeps the relevant properties
of φ.
Finally, let us see that, when f is locally bounded below, (1) ⇐⇒ (5). Obvi-
ously, (5) =⇒ (1). To see that (1) =⇒ (5), let us assume that there exists a C1
smooth function ψ :M → R and some r > 0 such that 0 = f(p)−ψ(p) ≤ f(x)−ψ(x)
if x ∈ B(p, r), and denote η = dψ(p). We have to see that there exists a C1 smooth
function ϕ :M → R such that f −ϕ attains a global minimum at p and dϕ(p) = η.
Consider the open set U =M \B(p, r/2). Since f −ψ is locally bounded below,
for each x ∈ U there exist δx > 0 and mx ∈ R such that B(x, δx) ⊂ U and
mx ≤ f(y)− ψ(y) for all y ∈ B(x, δx). Consider the open covering
G := {B(x, δx) : x ∈ U} ∪ {B(p, r)}
ofM . SinceM has C∞ smooth partitions of unity there exists a locally finite refine-
ment {Ui}i∈I of the covering G and a family of functions {ψi}i∈I ⊂ C∞(M, [0, 1])
so that supp(ψi) ⊂ Ui for each i and
∑
i∈I ψi = 1.
For each i ∈ I, if Ui ⊂ B(p, r) then we define αi = 0. Otherwise we can pick
some xi ∈ U =M \ B(p, r/2) such that Ui ⊂ B(xi, δxi), and in this case we define
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αi = mxi . Now we can define our function ϕ :M → R by
ϕ(x) = ψ(x) +
∑
i∈I
αiψi(x).
It is clear that ϕ is a C1 smooth function such that ϕ = ψ on B(p, r/2) (indeed,
take x ∈ B(p, r/2); if x ∈ Ui then Ui ⊂ B(p, r) because of the choice of the covering
G and the δy, so αi = 0, while for all the rest of j ∈ I we have ψj(x) = 0; therefore
ϕ(x) = ψ(x) + 0 = ψ(x)). In particular, it follows that η = dψ(p) = dϕ(p).
We claim that f − ϕ attains a global minimum at p. Indeed, fix x ∈ M . If
x ∈ B(p, r/2) =M\U then, as we have just seen, ϕ(x) = ψ(x), and 0 = (f−ϕ)(p) ≤
(f − ψ)(x) = (f − ϕ)(x). If x ∈ U then, for those i ∈ I such that x ∈ Ui we have
(f − ψ)(x) ≥ mxi = αi, while ψj(x) = 0 for those j ∈ I with x /∈ Uj . Therefore,
f(x)− ϕ(x) = f(x)− ψ(x)−
∑
i∈I
αiψi(x) =
f(x)− ψ(x)−
∑
{αiψi(x) : i ∈ I, x ∈ Ui} ≥
sup{αi : i ∈ I, x ∈ Ui} −
∑
{αiψi(x) : i ∈ I, x ∈ Ui} ≥ 0 = f(p)− ϕ(p),
and f − ϕ has a global minimum at p. 
Corollary 4.5. Let f : M → (−∞,∞] be a function defined on a Riemannian
manifold, and let h : U ⊂M → h(U) ⊂ H be a chart of M . Then,
D−f(p) = {ζ ◦ dh(p) : ζ ∈ H∗, lim inf
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≥ 0}
= {ζ ◦ dh(p) : ζ ∈ D−(f ◦ h−1)(h(p))}.
Now we can show that subdifferentiable plus superdifferentiable equals differen-
tiable.
Proposition 4.6. A function f is differentiable at p if and only if f is both subdif-
ferentiable and superdifferentiable at p. In this case, {df(p)} = D−f(p) = D+f(p).
Proof. Assume first that f is both subdifferentiable and superdifferentiable at p.
Then there exist C1 functions ϕ, ψ : M → R such that f − ϕ and f − ψ have a
local minimum and a local maximum at p, respectively. We can obviously assume
f(p) = ϕ(p) = ψ(p). Then these conditions mean that f(x) − ϕ(x) ≥ 0 and
f(x) − ψ(x) ≤ 0 for all x ∈ U , where U is an open neighborhood of p. On
the other hand, (f − ϕ) − (f − ψ) = ψ − ϕ has a local minimum at p, hence
0 = d(ψ − ϕ)(p) = dψ(p) − dϕ(p). That is, we have that
ϕ(x) ≤ f(x) ≤ ψ(x) for all x ∈ U, ϕ(p) = ψ(p) = f(p), and dϕ(p) = dψ(p).
By using charts, it is an easy exercise to check that these conditions imply that f is
differentiable at p, with df(p) = dψ(p) = dϕ(p); in particular this argument shows
that {df(p)} = D−f(p) = D+f(p).
Now, if f is differentiable at p then, by the chain rule, so is f ◦ h−1 at h(p) for
any chart h : U ⊂M → H ; in particular, putting ζ = d(f ◦ h−1)(h(p)), we have
lim
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ = 0,
which, thanks to Theorem 4.3, yields df(p) = ζ ◦ dh(p) ∈ D−f(p) ∩D+f(p). 
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What the above proof really shows is the (not completely obvious) following
result: a function f is differentiable at a point p if and only if its graph is trapped
between the graphs of two C1 smooth functions which have the same derivative at
p and touch the graph of f at p.
Corollary 4.7 (Criterion for differentiability). A function f : M → R is Fre´chet
differentiable at a point p if and only if there are C1 smooth functions ϕ, ψ :M → R
such that
ϕ(x) ≤ f(x) ≤ ψ(x) for all x ∈M, ϕ(p) = ψ(p) = f(p), and dϕ(p) = dψ(p).
Let us say a few words about the relationship between subdifferentiability and
continuity. In general, a subdifferentiable function need not be continuous. For
instance, the function f : R −→ R defined by f(x) = 0 if x ∈ [0, 1], and 1 elsewhere,
is Fre´chet subdifferentiable everywhere in R, and yet f is not continuous at 0 and
1. However, it is easy to see that subdifferentiability implies lower semicontinuity.
Proposition 4.8. If f is subdifferentiable at p then f is lower semicontinuous at
p. In the same way, superdifferentiability implies upper semicontinuity.
Proof. The result is immediate in the case of a function g : V ⊂ H → (−∞,∞];
indeed, if
lim inf
v→0
g(x+ v)− g(x)− 〈τ, v〉
‖v‖ ≥ 0
then lim infy→x g(y) ≥ g(x). The general case follows by applying Theorem 4.3. 
Some rules and fuzzy rules
Next we study some properties of the subdifferentials related to composition,
sum and product of subdifferentiable and differentiable functions. Of course, all
the statements hold for superdifferentials as well, with obvious modifications.
Proposition 4.9 (Chain rule). Let M , N be Riemannian manifolds, g :M → N ,
and f : N → (−∞,∞]. Assume that the function f is subdifferentiable at g(p), and
that g is Fre´chet differentiable at p. Then the composition f ◦ g :M → (−∞,∞] is
subdifferentiable at p, and
{ζ ◦ dg(p) : ζ ∈ D−f(g(p))} ⊆ D−(f ◦ g)(p).
Proof. Take ζ ∈ D−f(g(p)), then there exists a function ϕ : N → R so that f − ϕ
has a local minimum at g(p), ϕ is Fre´chet differentiable at g(p), and ζ = dϕ(g(p)).
In particular there exists ε > 0 such that f(y)−ϕ(y) ≥ f(g(p))−ϕ(g(p)) whenever
d(y, g(p)) < ε. Define ψ = ϕ◦g. Since g is differentiable at p and ϕ is differentiable
at g(p), by the chain rule it follows that ψ is a function from M into R which is
Fre´chet differentiable at p, with dψ(p) = dϕ(g(p)) ◦ dg(p). Since g is continuous at
p, there exists δ > 0 such that d(g(x), g(p)) < ε for all x with d(x, p) < δ. Then
we get f(g(x)) − ϕ(g(x)) ≥ f(g(p)) − ϕ(g(p)) if d(x, p) < δ, that is, f ◦ g − ψ has
a local minimum at p. By Theorem 4.3[(1) ⇐⇒ (2)], this ensures that f ◦ g is
subdifferentiable at p, with ζ ◦dg(p) = dϕ(g(p))◦dg(p) = dψ(p) ∈ D−(f ◦g)(p). 
The following example shows that the inclusion provided by Proposition 4.9 is
strict, in general.
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Example 4.10. Let M = N = R, g(x) = |x|3/2, f(y) = |y|1/2; f ◦ g(x) = |x|3/4.
Then g is C1 smooth on R, and we have dg(0) = 0, D−f(g(0)) = D−f(0) =
(−∞,∞), D−(f ◦ g)(0) = (−∞,∞). Therefore ζ ◦ dg(0) = 0 for every ζ ∈
D−f(g(0)).
Corollary 4.11. Let M , N be Riemannian manifolds, h : M → N a C1 diffeo-
morphism. Then, f :M → (−∞,∞] is subdifferentiable at p if and only if f ◦ h−1
is subdifferentiable at h(p), and
D−f(p) = {ζ ◦ dh(p) : ζ ∈ D−(f ◦ h−1)(h(p))}.
Proof. If f :M → (−∞,∞] is subdifferentiable at p then, by the preceding Propo-
sition, f ◦ h−1 : N → (−∞,∞] is subdifferentiable at h(p) ∈ N and, moreover, we
know that if T ∈ D−f(p) then ζ := T ◦ dh−1(h(p)) ∈ D−(f ◦ h−1)(h(p)). Then
T = ζ ◦ dh(p), with ζ ∈ D−(f ◦ h−1)(h(p)).
Conversely, if f ◦ h−1 is subdifferentiable at h(p) then, again by the preceding
result, f = (f ◦h−1)◦h is subdifferentiable at p and, for any ζ ∈ D−(f ◦h−1)(h(p)),
we have ζ ◦ dh(p) ∈ D−1((f ◦ h−1) ◦ h)(p) = D−f(p). 
Proposition 4.12 (Sum rule). For all functions f1, f2 :M −→ (−∞,∞], p ∈M ,
we have
D−f1(p) +D
−f2(p) ⊆ D−(f1 + f2)(p),
and analogous inclusions hold for superdifferentials.
Proof. Take ζi ∈ D−fi(p), i = 1, 2. There are C1 smooth functions ϕi : M →
R such that fi − ϕi have a minimum at p and ζi = dϕi(p) for i = 1, 2. Then
(f1 + f2) − (ϕ1 + ϕ2) = (f1 − ϕ1) + (f2 − ϕ2) clearly has a minimum at p, hence
ζ1 + ζ2 = d(ϕ1 + ϕ2)(p) belongs to D
−(f1 + f2)(p). 
When one of the functions involved in the sum is uniformly continuous the in-
clusion provided by this statement can be reversed in a fuzzy way. This assumption
is necessary in general, as a counterexample (in the Hilbert space) of Deville and
Ivanov shows; see [29].
Theorem 4.13 (Fuzzy rule for the subdifferential of the sum). Let (M, g) be a
Riemannian manifold. Let f1, f2 :M −→ R be such that f1 is lower semicontinuous
and f2 is uniformly continuous. Take p ∈ M , a chart (U,ϕ) with p ∈ U , ζ ∈
D−(f1 + f2)(p), ε > 0, and a neighborhood V of (p, ζ) in the cotangent bundle
T ∗M . Then there exist p1, p2 ∈ U , ζ1 ∈ D−f1(p1), ζ2 ∈ D−f2(p2) such that:
(pi, ζ1 ◦ dϕ(p1)−1 ◦ dϕ(pi) + ζ2 ◦ dϕ(p2)−1 ◦ dϕ(pi)) ∈ V for i = 1, 2; and |fi(pi) −
fi(p)| < ε for i = 1, 2.
Proof. Fix a chart (U,ϕ) such that p ∈ U and T ∗U is diffeomorphic to U × H∗
through the canonical diffeomorphism L : T ∗U → U × H∗ defined by L(q, ξ) =
(q, ξ ◦ dϕ(q)−1). The theorem can be reformulated as follows: for every p ∈ U , ζ ∈
D−(f1 + f2)(p), and ε > 0, there exist p1, p2 ∈ U , ζ1 ∈ D−f1(p1), ζ2 ∈ D−f2(p2)
such that: d(p1, p2) < ε, ||ζ1 ◦ dϕ(p1)−1 + ζ2 ◦ dϕ(p2)−1 − ζ ◦ dϕ(p)−1|| < ε, and
|fi(pi)−fi(p)| < ε for i = 1, 2. But this statement follows immediately from Deville
and El Haddad’s fuzzy rule for Banach spaces [25] applied to the functions f1 ◦ϕ−1
and f2 ◦ ϕ−1. 
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Proposition 4.14 (Product rule). Suppose f1, f2 : M −→ [0,∞) are functions
subdifferentiable at p ∈M . Then f1f2 is subdifferentiable at p, and
f1(p)D
−f2(p) + f2(p)D
−f1(p) ⊆ D−(f1f2)(p).
Proof. If one of the functions vanishes at p then it has a minimum at p, and so does
its product with the other function, hence the result obviously holds true (recall
that if g has a minimum at p then 0 ∈ D−g(p)). Therefore we may assume that
fi(p) > 0 for i = 1, 2.
Pick ζi ∈ D−fi(p), and find C1 smooth functions ϕi :M → R such that fi − ϕi
have a local minimum at p and ζi = dϕi(p) for i = 1, 2. As usual we may assume
that ϕi(p) = fi(p), so that fi−ϕi ≥ 0. Since ϕi(p) = fi(p) > 0 and ϕi is continuous,
there exists a neighborhood V of p such that ϕi ≥ 0 on V . We may assume that V
is small enough so that the restrictions of ϕi − fi to V have a global minimum at
p. Then we deduce that f1f2 ≥ ϕ1f2 ≥ ϕ1ϕ2 on V, that is,
(f1f2 − ϕ1ϕ2)(x) ≥ 0 = (f1f2 − ϕ1ϕ2)(p) for all x ∈ V,
which means that f1f2 − ϕ1ϕ2 has a local minimum at p, and therefore
f1(p)ζ2 + f2(p)ζ1 = ϕ1(p)dϕ2(p) + ϕ2(p)dϕ1(p) = d(ϕ1ϕ2)(p) ∈ D−(f1f2)(p).

Remark 4.15. If the functions are not positive, the result is not necessarily true,
as the following example shows: M = R, f1(x) = |x|, f2(x) = −1, p = 0 (note that
the function (f1f2)(x) = −|x| is not subdifferentiable at 0).
Topological and geometrical properties of the subdifferential sets.
Proposition 4.16. D−f(p) and D+f(p) are closed and convex subsets of T ∗Mp.
In particular, if f is locally Lipschitz then these sets are w∗-compact as well.
Proof. Let us first check that D−f(p) is convex. Pick ζ1, ζ2 ∈ D−f(p), and find C1
smooth functions ϕ1, ϕ2 : M → R such that dϕi(p) = ζi, and (f − ϕi)(x) ≥ 0 =
(f −ϕi)(p) for all x in a neighborhood of p. Take t ∈ [0, 1], and define the function
ϕt : M → R by ϕt(x) = (1 − t)ϕ1(x) + tϕ2(x). It is immediately seen that ϕt is a
C1 smooth function such that f − ϕt attains a local minimum at p, and therefore
(1 − t)ζ1 + tζ2 = dϕt(p) ∈ D−f(p).
Now let us see that D−f(p) is closed. Take a chart h : U ⊂ M → H with
p ∈ U . Since dh(p) : TMp → H is a linear isomorphism and (dh(p))∗ : H∗ →
(TMp)
∗ (defined by (dh(p))∗(ζ) = ζ ◦ dh(p)) is a linear isomorphism as well, and,
by Corollary 4.5, we know that
D−f(p) = {ζ ◦ dh(p) : ζ ∈ D−(f ◦ h−1)(h(p))} = (dh(p))∗(D−(f ◦ h−1)(h(p))),
it is enough to show that D−(f ◦ h−1)(h(p)) is closed in H∗. That is, we have
to show the result in the case of a function g : V ⊂ H → (−∞,∞] which is
subdifferentiable at a point x. So let us prove that D−g(x) is closed in (H∗, ‖ · ‖).
Let (pn) ⊂ D−g(x) be such that ‖pn − p‖ → 0, and let us check that p ∈ D−g(x).
We have
lim inf
v→0
g(x+ v)− g(x)− 〈pn, v〉
‖v‖ ≥ 0
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for all n, and therefore
lim inf
v→0
g(x+ v)− g(x)− 〈p, v〉
‖v‖ =
= lim inf
v→0
[
1
‖v‖ (g(x+ v)− g(x)− 〈pn, v〉) +
1
‖v‖〈pn − p, v〉
]
≥ lim inf
v→0
1
‖v‖ (g(x+ v)− g(x)− 〈pn, v〉) + lim infv→0
1
‖v‖〈pn − p, v〉
≥ 0 + lim inf
v→0
1
‖v‖〈pn − p, v〉 = −‖pn − p‖
for all n, that is,
lim inf
v→0
g(x+ v)− g(x)− 〈p, v〉
‖v‖ ≥ −‖pn − p‖
for all n ∈ N, and since ‖pn − p‖ → 0 we deduce that
lim inf
v→0
g(x+ v)− g(x) − 〈p, v〉
‖v‖ ≥ 0,
which means p ∈ D−g(x).
Finally, when f is locally Lipschitz, by composing with the inverse of the expo-
nential map (which provides a Lipschitz chart on a neighborhood of each point) and
using Corollary 4.5, it is easily seen that D−f(p) and D+f(p) are bounded. Then,
by the Alaoglu-Bourbaki Theorem it follows that these sets are w∗-compact. 
Density of the points of subdifferentiability
As a consequence of the Smooth Variational Principle, every lower semicontinu-
ous function is subdifferentiable on a dense subset of its domain.
Proposition 4.17. Let M be a Riemannian manifold. If f : M −→ (−∞,∞]
is lower semicontinuous and proper then {p ∈ dom(f) : D−f(p) 6= ∅} is dense in
dom(f) := {x ∈M : f(x) <∞}.
Proof. Assume first that M is complete and uniformly bumpable (such is, for in-
stance, the case when M is a Hilbert space H). In this case we can deduce the
result directly by applying the Smooth Variational Principle 3.11 as follows. Pick
any point p0 with f(p0) <∞, and any open neighborhood U of p0. We must show
that there is some p ∈ U such that D−f(p) 6= ∅. Since M has smooth partitions
of unity, there is a C∞ smooth function b : M → [0,∞) such that b(y) > 0 if and
only if y ∈ U . Consider the function g :M → (−∞,∞] defined by
g(y) =
1
b(y)
if y ∈ U, and g(y) =∞ if y /∈ U.
The function g is lower semicontinuous onM , and C∞ smooth on U . Then the sum
f + g is lower semicontinuous, and (f + g)(p0) < +∞. According to the Smooth
Variational Principle, there exists a C1 smooth function ϕ : M → R such that
(f + g)−ϕ attains a strong minimum at some point p ∈M . In fact we have p ∈ U ,
because this function is valued +∞ outside U . But, since the function ϕ− g is C1
smooth on U , and f − (ϕ− g) attains its minimum at p, we conclude that
d(ϕ− g)(p) ∈ D−f(p) 6= ∅.
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Now let us consider the case when M is not necessarily complete or uniformly
bumpable. Pick a point p0 ∈ dom(f) and an open set U containing p0. We may
assume that U is small enough so that there is a chart h : U ⊂ V → H . By
Corollary 4.5 we know that, for any p ∈ M , we have D−f(p) 6= ∅ if and only
if D−(f ◦ h−1)(p) 6= ∅, so it is enough to see that there is some x ∈ h(U) with
D−(f ◦ h−1)(x) 6= ∅. Define F (x) = f ◦ h−1(x) if x ∈ h(U), and F (x) = +∞
otherwise. The function F is lower semicontinuous on H , and F = f ◦h−1 on h(U).
Since the Hilbert space H is certainly complete and uniformly bumpable, we can
apply the first part of the argument to find some x ∈ h(U) so that ∅ 6= D−F (x) =
D−(f ◦ h−1)(x). 
Mean value inequalities
There are many subdifferential mean value inequality theorems for functions de-
fined on Banach spaces. Here we will only consider two of them, which complement
each other. The first one is due to Deville [22] and holds for all lower semicontinu-
ous functions f defined on an open convex set of a Banach space, even if they are
not required to be everywhere subdifferentiable, but it demands a bound for all of
the subgradients of the function at all the points where it is subdifferentiable. The
second one is due to Godefroy (who improved a similar previous result of Azagra
and Deville), see [34, 5], and only demands the existence of one subdifferential or
superdifferential which is bounded (by the same constant) at each point, but it
requires the function to satisfy D−f(x) ∪ D+f(x) 6= ∅ for all the points x in the
domain of f (an open convex subset of a Banach space).
Next we extend these mean value inequality theorems to the setting of Riemann-
ian manifolds. The main ideas of the proofs of these results could be adapted to
obtain direct proofs which would be valid for the case of manifolds, but for shortness
we choose here to deduce them from the Hilbert space case.
Theorem 4.18 (Deville’s mean value inequality). Let (M, g) be a Riemannian
manifold, and let f : M −→ R be a lower semicontinuous function. Assume that
there exists a constant K > 0 such that ‖ζ‖p ≤ K for all ζ ∈ D−f(p) and p ∈ M .
Then,
|f(p)− f(q)| ≤ KdM (p, q) for all p, q ∈M.
Proof. The result is true in the case whenM = H is a Hilbert space [22]. For com-
pleteness we give a hint of Deville’s argument, which is an instructive application
of the Smooth Variational Principle. By standard arguments it suffices to show
the result locally (see the proof of the general case below). Fix x0 ∈ H . Since f
is locally bounded below there are N, δ > 0 so that f(x) − f(x0) ≥ −N whenever
x ∈ B(x0, 2δ). For fixed y ∈ B(x0, δ/4), ε > 0, consider the function defined by
F (x) = f(x)−f(y)−α(‖x−y‖) for ‖x−y‖ ≤ δ, and F (x) = +∞ elsewhere, where
α : [0,∞)→ [0,∞) is C1 smooth and satisfies α(t) = (K+ε)t if t ≤ δ/2, α(δ) ≥ N ,
and α′(t) ≥ K + ε for all t > 0. If inf F < 0, by applying the Smooth Variational
Principle one can get a point x1 ∈ B(y, δ) \ {y} and a subgradient ζ ∈ D−f(x1) so
that ‖ζ‖ > K, a contradiction. Hence F ≥ 0, and by letting ε→ 0 the local result
follows. See [22] for the details.
Now consider the general case of a Riemannian manifold. Fix any two points
p, q ∈M , and consider a continuous and piecewise C1 smooth path γ : [0, T ]→M ,
parameterized by arc length, with γ(0) = p, γ(T ) = q. Take ε > 0. According to
Theorem 2.3, for each x ∈ γ([0, T ]) there exists rx > 0 so that expx : B(0x, 2rx) ⊂
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TMx → B(x, 2rx) ⊂M is a C∞ diffeomorphism so that the derivatives of expx and
exp−1x are bounded by 1 + ε on these balls. Since γ([0, T ]) is compact, there are a
finite collection of points x1 = p, x2, ..., xn = q ∈ γ[0, T ] so that
γ
(
[0, T ]
) ⊂ n⋃
j=1
B(xj , rj),
where we denote rj = rxj for short. Set r = min{r1, ..., rn}, and pick an m ∈ N big
enough so that T/m < r/2. Define t0 = 0 < t1 = T/m < ... < tj = jT/m < ... <
T = tm, and consider the points aj , bj with aj = bj−1 = γ(tj−1), j = 1, ...,m, and
bm = γ(tm).
For each j ∈ {1, ...,m− 1} we may choose an ij ∈ {1, ..., n} so that
γ[tj−1, tj ] ∩B(xij , rij ) 6= ∅,
and we also set i0 = 1, im = n (so that xi0 = p and xim = q). Since the length of the
restriction of γ to [tj−1, tj ], which we denote γj, is tj − tj−1 = T/m < r/2 ≤ rij/2,
this obviously means that
γ[tj−1, tj ] ⊂ B(xij , 2rij )
for each j = 1, ...,m. In order to avoid an unnecessary burden of notation, in the
sequel we denote yj = xij , and sj = rij , for j = 0, 1, ...,m.
Consider the function fj : B(0yj , 2sj) → R defined by fj = f ◦ expyj . By
Corollary 4.11 we know that
D−fj(x) = {ζ ◦ d expyj (x) : ζ ∈ D−(f)(expyj (x))}
for all x ∈ B(0yj , 2sj). Since ‖ζ‖y ≤ K for all ζ ∈ D−f(y) with y ∈ M , and
‖d expyj (x)‖ ≤ (1 + ε) for all x ∈ B(0yj , 2sj), we deduce that ‖η‖yj ≤ (1 + ε)K
for all η ∈ D−fj(x), x ∈ B(0yj , 2sj). Then we can apply the result for the case
H = TMxj and the function fj to see that
|f(aj)− f(bj)| = |fj(exp−1yj (aj))− f(exp−1yj (bj))| ≤
(1 + ε)KdTMyj
(
exp−1yj (aj)), exp
−1
yj (bj)
)
for all j = 1, 2, ...,m. On the other hand, since exp−1xj is (1 + ε)-Lispchitz we also
have
dTMyj
(
exp−1yj (aj)), exp
−1
yj (bj)
) ≤ (1 + ε)dM (aj , bj)
for all j = 1, 2, ...,m. By combining these two last inequalities we deduce that
|f(aj)− f(bj)| ≤ (1 + ε)2KdM (aj , bj) ≤ (1 + ε)2K
∫ tj
tj−1
‖dγ(t)‖dt
for all j = 1, ...,m. Therefore,
|f(p)− f(q)| = |
m∑
j=1
(f(aj)− f(bj))| ≤
m∑
j=1
|f(aj)− f(bj)| ≤
(1 + ε)2K
m∑
j=1
∫ tj
tj−1
‖dγ(t)‖dt = (1 + ε)2K
∫ T
0
‖dγ(t)‖dt = (1 + ε)2KL(γ).
By taking the infimum over the set of continuous and piecewise C1 paths γ joining
p and q with length L(γ), we get
|f(q)− f(p)| ≤ (1 + ε)2KdM (q, p).
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Finally, by letting ε go to 0 we obtain the desired inequality: |f(q) − f(p)| ≤
KdM (q, p). 
Corollary 4.19. Let (M, g) be a Riemannian manifold, and let f :M −→ R be a
continuous function. Then
sup
{‖ζ‖p : ζ ∈ D−f(p), p ∈M} = sup{‖ζ‖p : ζ ∈ D+f(p), p ∈M} .
These quantities are finite if and only if f is Lipschitz on M , and in this case they
are equal to the Lipschitz constant of f .
Theorem 4.20 (Godefroy’s mean value inequality). Let (M, g) be a Riemannian
manifold, and let f :M −→ R be a Borel function such that
D−f(p) ∪D+f(p) 6= ∅
for every p ∈M . Define Φ :M −→ R by
Φ(p) = inf{‖ζ‖p : ζ ∈ D−f(p) ∪D+f(p)}.
Then, for every path γ : I →M parameterized by arc length, one has that
µ
(
f(γ(I))
) ≤ ∫
I
Φ(γ(t))dt.
Here µ is the Lebesgue measure in R.
Proof. The result is already proved in the case when M = H is a Hilbert space,
see [34]. Let us see how the general case can be deduced. Let us denote I = [0, T ].
For a given ε > 0, choose points yj = xij , aj , bj , and numbers sj = rij , tj , exactly
as in the proof of Theorem 4.18. Let us denote fj = f ◦ expyj : B(0yj , 2sj) → R,
γj = exp
−1
yj ◦γ : Ij := [tj−1, tj]→ B(0yj , 2sj) ⊂ TMyj , and
Φj(y) = inf{‖ζ‖yj : ζ ∈ D−fj(x) ∪D+fj(x)}
for each x ∈ B(0yj , 2sj). Since D−fj(x) = {ζ ◦ d expyj (x) : ζ ∈ D−(f)(expyj (x))}
for all x ∈ B(0yj , 2sj), and expyj is (1 + ε)-bi-Lipschitz on these balls, it is easy to
see that Φj(x) ≤ (1 + ε)Φ(expyj (x)) for all x ∈ B(0yj , 2sj).
By applying the result for H = TMyj , the function fj and the path γj , we get
that
µ
(
f(γ(Ij))
)
= µ
(
fj(γj(Ij))
) ≤ ∫
Ij
Φj(γj(t))dt, (1)
for all j = 1, 2, ...,m. But we also have that∫
Ij
Φj(γj(t))dt ≤
∫
Ij
(1 + ε)Φ(expyj (γj(t)))dt = (1 + ε)
∫
Ij
Φ(γ(t))dt. (2)
By combining inequalities (1) and (2), and summing over j = 1, ...,m, we get
µ
(
f(γ(I))
) ≤ m∑
j=1
µ
(
f(γ(Ij))
) ≤ m∑
j=1
(1 + ε)
∫
Ij
Φ(γ(t))dt ≤
(1 + ε)
m∑
j=1
∫
Ij
Φ(γ(t))dt = (1 + ε)
∫
I
Φ(γ(t))dt.
Finally, by letting ε go to 0 we get µ
(
f(γ(I))
) ≤ ∫
I
Φ(γ(t))dt. 
28 DANIEL AZAGRA, JUAN FERRERA, FERNANDO LO´PEZ-MESAS.
Corollary 4.21. Let (M, g) be a Riemannian manifold, f : M → R a Borel
function such that for every p ∈M there exists ζ ∈ D−f(p) ∪D+f(p) with ‖ζ‖p ≤
K. Then,
µ
(
f(γ(I))
) ≤ KL(γ)
for every path γ : I → M . In particular, when f is continuous it follows that
|f(p)− f(q)| ≤ KdM (p, q) for all p, q ∈M .
5. (Sub)differentiability of convex functions on Riemannian
manifolds
he aim of this section is to prove that every (continuous) convex function defined
on a Riemannian manifold is everywhere subdifferentiable, and differentiable on a
dense set.
Definition 5.1. Let M be a Riemannian manifold. A function f :M → R is said
to be convex provided that the function f ◦ σ : I ⊆ R → R is convex for every
geodesic σ : I →M (parameterized by arc length).
The following Proposition is probably known, at least in the case when M is
finite-dimensional, but we provide a short proof for the reader’s convenience, as we
have not been able to find an explicit reference.
Proposition 5.2. Let M be a Riemannian manifold. If a function f : M → R
is convex and locally bounded, then f is locally Lipschitz. In particular, every
continuous convex function is locally Lipschitz.
Proof. Take p ∈ M . Since f is locally bounded there exists R > 0 such that f
is bounded on the ball B(p,R). According to Theorem 2.6, there exists r > 0
with 0 < r < R/2 such that the open balls B(p, 2r) and B(p, r) are convex. Fix
C = sup{f(x) : x ∈ B(p, 2r)}, and m = inf{f(x) : x ∈ B(p, 2r)}. We are going to
see that f is K-Lispchitz on the ball B(p, r), where K = (C −m)/r. Indeed, take
x1, x2 ∈ B(p, r). Since B(p, r) is convex, there exists a unique geodesic γ : [t1, t2]→
B(p, r), with length d(x1, x2) = t2 − t1, joining x1 to x2. Take v1 ∈ TMx1 such
that γ(t) = expx1
(
(t − t1)v1
)
for t ≥ t1 small enough. Since the ball B(p, 2r) is
still convex and x1 ∈ B(p, r), we may define a geodesic σ1 : [−r, r]→ B(p, 2r) ⊂M
through x1 by
σ1(t) = expx1(tv1) for all t ∈ [−r, r].
In the same way we may take v2 ∈ TMx2 and define a geodesic σ2 : [−r, r] →
B(p, 2r) ⊂M through x2 by
σ2(t) = expx2(tv2) for all t ∈ [−r, r],
in such a way that γ(t) = expx2
(
(t − t2)v2
)
for t ≤ t2 with |t| small enough. Set
t3 = t1 − r, t4 = t2 + r, x3 = σ1(−r), x4 = σ2(r), and I = [t3, t4]. Then, if we
define σ : I → B(p, 2r) by
σ(t) =


σ1(t− t1) if t ∈ [t3, t1];
γ(t) if t ∈ [t1, t2];
σ2(t− t2) if t ∈ [t2, t4],
it is clear that σ is a geodesic joining x3 to x4 in B(p, 2r). Now, since f is convex,
the function g : [t3, t4] ⊂ R→ R defined as
g(t) = f(σ(t))
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is convex. Therefore we have
g(t1)− g(t3)
t1 − t3 ≤
g(t2)− g(t1)
t2 − t1 ≤
g(t4)− g(t2)
t4 − t2 ,
where t3 = t1 − r < t1 < t2 < t2 + r = t4. Bearing in mind that x3, x4 ∈ B(p, 2r),
and t2 − t1 = d(x1, x2), it follows that
−C −m
r
≤ f(x1)− f(x3)
r
≤ f(x2)− f(x1)
d(x1, x2)
≤ f(x4)− f(x2)
r
≤ C −m
r
.
This shows that |f(x1) − f(x2)| ≤ Kd(x1, x2) for all x1, x2 ∈ B(p, r), where K =
(C −m)/r. 
Let us recall that for a locally Lipschitz function F : H → R on a Hilbert space
H , we may define the generalized directional derivative F 0(x, v) as the
lim sup
(y,t)→(x,0+)
F (y + tv)− F (y)
t
.
For every x ∈ H , F 0(x, v) is a subadditive positively homogeneous function of v,
and the set {x∗ ∈ H∗ : x∗(v) ≤ F 0(x, v) for all v} is called the generalized gradient
of F at x, and is denoted by ∂F (x). The generalized gradient is a nonempty, convex,
w∗-compact subset of H∗; see [11] for more information.
Theorem 5.3. Let g : M → R be a continuous convex function on a Riemannian
manifold. Then g is subdifferentiable at every point of M .
Proof. Let φp : Up → H be an exponential chart at p. We have φp(p) = 0. Given
another point q ∈ Up, take a (φp, v) ∈ TMq, and denote σq,v(t) = φ−1q (tw), where
(φp, v) ∼ (φq, w), which is a geodesic passing through q with derivative (φp, v).
Here, (φp, v) ∼ (φq , w) means that w = d(φq ◦ φ−1p )(φp(q))(v), or equivalently
v = d(φp ◦ φ−1q )(0q)(w).
Let us define
f0(p, v) = lim sup
q→p t→0+
f(σq,v(t))− f(q)
t
Claim 5.4. We have that f0(p, v) = inft>0
f(σp,v(t))−f(p)
t , and consequently
f0(p, v) = inf
t>0
(f ◦ φ−1p )(tv) − (f ◦ φ−1p )(0)
t
.
Claim 5.5. There exists x∗ ∈ H∗ such that x∗(v) ≤ f0(p, v) for every v ∈ H .
From these facts it follows that
(f ◦ φ−1p )(tv)− (f ◦ φ−1p )(0)− x∗(tv) ≥ 0
for every v ∈ SH , and every t ∈ [0, r), provided that B(0, r) ⊂ φp(Up). Hence
(f ◦ φ−1p ) − x∗ attains a minimum at 0 and therefore x∗ ∈ D−((f ◦ φ−1p ))(0). We
then conclude that D−f(p) 6= ∅ by Corollary 4.5. This shows the theorem. 
Proof of Claim 5.4. Fix a δ > 0. Since f ◦ σq,v is convex we have that
f0(p, v) = lim
ε→0+
sup
d(p,q)≤εδ
sup
0<t<ε
f(σq,v(t))− f(q)
t
=
= lim
ε→0+
sup
d(p,q)≤εδ
f(σq,v(ε))− f(σq,v(0))
ε
= (∗).
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Next we estimate d(σp,v(ε), σq,v(ε)). We have
d(σp,v(ε), σq,v(ε)) ≤ Kp||φp(σp,v(ε))− φp(σq,v(ε))|| = Kp||εv − φp(σq,v(ε))|| =
= Kp||εv− (φp ◦φ−1q )(εw)|| = Kp||εv− (φp ◦φ−1q )(0)−εd(φp ◦φ−1q )(0)(w)−o(ε)|| =
= Kp||(φp ◦ φ−1q )(0) + o(ε)|| ≤ Kp(||φp(q)||+ ||o(ε)||) ≤
≤ Kp(Lpd(p, q) + ||o(ε)||) ≤ Kp(Lpεδ + εδ) ≤ Cεδ,
where Lp and Kp are the Lipschitz constants of φp and φ
−1
p respectively, C =
Kp(Lp+1), and ε is small enough so that ‖o(ε)‖ ≤ εδ and ||D(φp◦φ−1q )(v)−v|| < δ.
Since f is locally Lipschitz there exists K > 0 so that f is K-Lispchitz on a
neighborhood of p which may be assumed to be Up. From the above estimates we
get that, for d(p, q) ≤ εδ,∣∣∣f(σq,v(ε))− f(σq,v(0))
ε
− f(σp,v(ε))− f(σp,v(0))
ε
∣∣∣ ≤
≤ 1
ε
(|f(σq,v(ε))− f(σp,v(ε))|+ |f(p)− f(q)|) ≤
≤ K
ε
(d(σp,v(ε), σq,v(ε)) + d(p, q)) ≤ K(C + 1)δ.
Now we deduce that
(∗) ≤ lim
ε→0+
f(σp,v(ε))− f(σp,v(0))
ε
+K(C + 1)δ
and, by letting δ → 0, we get
f0(p, v) ≤ lim
t→0+
f(σp,v(t)) − f(p)
t
= inf
t>0
f(σp,v(t))− f(p)
t
.
Since the other inequality holds trivially the claim is proved. 
Proof of Claim 5.5. We have that
lim sup
q→p t→0+
f(σq,v(t))− f(σq,v(0))
t
= lim
ε→0+
sup
d(p,q)<ε 0<t<ε
f(σq,v(t)) − f(σq,v(0))
t
=
= lim
ε→0+
sup
d(p,q)<ε 0<t<ε
(f ◦ φ−1p )(φp(σq,v(t)) − (f ◦ φ−1p )(φp(q))
t
=
= lim
ε→0+
sup
d(p,q)<ε 0<t<ε
F (y + λy(t))− F (y)
t
,
where (f ◦ φ−1p ) = F , y = φp(q), and λy(t) = φp(σq,v(t))− φp(q). Next we get
lim
ε→0+
sup
d(p,q)<ε 0<t<ε
F (y + λy(t))− F (y)
t
= lim
ε→0+
sup
||y||<ε 0<t<ε
F (y + λy(t))− F (y)
t
,
because Lp||y|| ≤ d(p, q) ≤ Kp||y|| (recall that φp and (φp)−1 are Lipschitz).
Now, if we take ||y|| < ε and 0 < t < ε, we have∣∣∣F (y + λy(t)) − F (y)
t
− F (y + tv)− F (y)
t
∣∣∣ = ∣∣∣F (y + λy(t)) − F (y + tv)
t
∣∣∣ ≤
≤ K ′ ||λy(t)− tv||
t
= K ′ϕ(t),
where K ′ is the Lipschitz constant of F and ϕ satisfies limt→0+ ϕ(t) = 0, because
λy(t)− tv = φp(σq,v(t))− φp(q)− tv = o(t).
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Finally, we have∣∣∣ sup
||y||<ε 0<t<ε
F (y + λy(t))− F (y)
t
− sup
||y||<ε 0<t<ε
F (y + tv)− F (y)
t
∣∣∣ ≤
≤ sup
||y||<ε 0<t<ε
∣∣∣F (y + λy(t))− F (y)
t
− F (y + tv)− F (y)
t
∣∣∣ ≤
≤ K ′ sup
0<t<ε
ϕ(t),
which goes to 0 as ε → 0+. Therefore f0(p, v) = F 0(0, v) and x∗(v) ≤ f0(p, v) for
every v ∈ H , provided that x∗ ∈ ∂F (0), the generalized gradient of F at 0. 
Theorem 5.6. Let g : M → R be a continuous convex function on a complete
Riemannian manifold. Then the set Diff(g) := {x ∈M : g is differentiable at x} is
dense in M .
Proof. According to Proposition 4.17, Diff+(g) := {p ∈ M : D+g(p) 6= ∅} is dense
in M . On the other hand, by Theorem 5.3, we know that Diff−(g) := {p ∈ M :
D−g(p) 6= ∅} =M . Then, by Proposition 4.6, we get that
Diff(g) = Diff+(g) ∩Diff−(g) = Diff+(g) is dense in M .

By using more sophisticated tools, this result can be extended to the category
of locally Lipschitz functions, as we next show.
Theorem 5.7. Let g : M → R be a locally Lipschitz function. If M is finite-
dimensional, then g is differentiable almost everywhere, that is, the set M \Diff(g)
has measure zero. If M is infinite-dimensional, then the set of points of differen-
tiability of g, Diff(g), is dense in M .
Proof. Since M is separable, it suffices to prove the result for any small enough
open set U ⊂ M so that g is Lipschitz on U . Take a point p ∈ U . Since the
exponential mapping at p is locally almost an isometry, in particular Lipschitz, it
provides us with a chart h = Φp : V → H which is Lipschitz, for a suitably small
open set V ⊂ U . Then the composition g ◦ h−1 : h(V ) ⊂ H → R is a Lipschitz
function from an open subset of a Hilbert space into R.
In the case when H is finite-dimensional, the classic theorem of Rademacher tells
us that g ◦ h−1 is differentiable almost everywhere in h(V ) (see [32]) and, since h is
a C1 diffeomorphism (so h preserves points of differentiability and sets of measure
zero), it follows that g is differentiable almost everywhere in V .
If H is infinite-dimensional then we can apply a celebrated theorem of Preiss
that ensures that every Lipschitz function from an open set of an Asplund Banach
space (such as the Hilbert space) has at least one point of differentiability [45]. By
this theorem, it immediately follows that g ◦ h−1 is differentiable on a dense subset
of h(V ). Since again h is a C1 diffeomorphism, we have that g is differentiable on
a dense subset of V .
Finally, since M can be covered by a countable union of such open sets V on
each of which g is Lipschitz, the result follows. 
Corollary 5.8. Let M be a Riemannian manifold, and f : M → R a convex and
locally bounded function. Then f is differentiable on a dense subset of M (whose
complement has measure zero if M is finite-dimensional).
32 DANIEL AZAGRA, JUAN FERRERA, FERNANDO LO´PEZ-MESAS.
Proof. By Proposition 5.2 we know that f is locally Lipschitz. Then, by Theorem
5.7. it follows that f is differentiable on a dense subset of M . 
6. Hamilton-Jacobi equations in Riemannian manifolds
First order Hamilton-Jacobi equations are of the form
F (x, u(x), du(x)) = 0
in the stationary case, and of the form
F (t, x, u(x, t), du(t, x)) = 0
in the evolution case. These equations arise, for instance, in optimal control theory,
Lyapounov theory, and differential games.
Even in the simplest cases, such as the space Rn, it is well known that very
natural Hamilton-Jacobi equations do not always admit classical solutions. How-
ever, weaker solutions, such as the so-called viscosity solutions, do exist under very
general assumptions. There is quite a large amount of literature about viscosity
solutions to Hamilton-Jacobi equations, see [9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 27, 28] and the references cited therein, for instance. All these works deal with
Hamilton Jacobi equations in Rn or in infinite-dimensional Banach spaces.
Examples of Hamilton-Jacobi equations also arise naturally in the setting of Rie-
mannian manifolds, see [1]. However, we do not know of any work that has studied
nonsmooth solutions, in general, or viscosity solutions, in particular, to Hamilton-
Jacobi equations defined on Riemannian manifolds (either finite-dimensional or
infinite-dimensional). This may be due to the lack of a theory of nonsmooth calcu-
lus for functions defined on Riemannian manifolds.
In this final section we will show how the subdifferential calculus we have devel-
oped can be applied to get results on existence and uniqueness of viscosity solutions
to some Hamilton-Jacobi equations defined on Riemannian manifolds. We will also
prove some results about “regularity” (meaning Lipschitzness) of viscosity solutions
to some of these equations.
There are lots of Hamilton-Jacobi equations on Riemannian manifolds M for
which the tools we have just developed could be used in one way or the other to get
interesting results about viscosity solutions. For instance, one could get a maximum
principle for stationary first order Hamilton-Jacobi equations of the type{
u(x) + F (x, du(x)) = 0 for all x ∈ Ω
u(x) = 0 for all x ∈ ∂Ω,
where Ω is an open submanifold of M with boundary ∂Ω. One could also prove a
maximum principle for parabolic Hamilton-Jacobi equations of the form{
ut + F (x, ux) = 0,
u(0, x) = u0(x),
where u : R+ ×M → R, and u0 : M → R is an initial condition (assumed to be
bounded and uniformly continuous), in the manner of [28, Section 6].
However, this final section is only intended to give a glimpse of the potential
applications of nonsmooth calculus to the theory of Hamilton-Jacobi equations on
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Riemannian manifolds, and not to elaborate a comprehensive treatise on such equa-
tions. That is why we will restrict ourselves mainly to one of the most interesting
examples of first-order Hamilton-Jacobi equations, namely equations of the form
(∗)
{
u+G(du) = f
u bounded,
where f : M → R is a bounded uniformly continuous function, and G : T ∗M → R
is a function defined on the cotangent bundle of M . In fact these equations are
really of the form
(∗)
{
u+ F (du) = 0
u bounded,
where F : T ∗M → R, since we can always take a function F of the form F (x, ξx) =
G(x, ξx)− f(x).
A bounded Fre´chet-differentiable function u : M → R is a classical solution of
the equation (∗) provided that
u(p) + F (p, du(p)) = 0 for every p ∈M.
Let us now introduce the notion of viscosity solution.
Definition 6.1. An upper semicontinuous (usc) function u :M → R is a viscosity
subsolution of u+F (du) = 0 if u(p)+F (p, ζ) ≤ 0 for every p ∈M and ζ ∈ D+u(p).
A lower semicontinuous (lsc) function u : M → R is a viscosity supersolution of
u+F (du) = 0 if u(p)+F (p, ζ) ≥ 0 for every p ∈M and ζ ∈ D−u(p). A continuous
function u :M → R is a viscosity solution of u+ F (du) = 0 if it is both a viscosity
subsolution and a viscosity supersolution of u+ F (du) = 0.
We can define viscosity solutions on a open set Ω ⊂ M in a natural way when
the functions are defined on Ω.
Remark 6.2. Since for a Fre´chet differentiable function u we have D+u(p) =
D−u(p) = {du(p)}, it is clear that every bounded Frechet differentiable viscosity
solution of u+ F (du) = 0 is a classical solution of (∗).
We are going to show the existence and uniqueness of viscosity solutions to
Hamilton-Jacobi equations of the form (∗) provided that F : T ∗M → R is a function
defined on the cotangent bundle of M which satisfies a certain uniform continuity
condition, see Definition 6.10 below. The manifoldM must also satisfy the following
requirement.
Throughout the remainder of this section M will be a complete Riemannian
manifold (either finite-dimensional or infinite-dimensional) such that M satisfies
conditions (3) or (4) (which are both equivalent) of Proposition 3.9, that is, M is
uniformly locally convex and has a strictly positive injectivity radius. Equivalently,
there is a constant r = rM > 0 such that for every x ∈ M the mapping expx is
defined on B(0x, r) ⊂ TMx and provides a C∞ diffeomorphism
expx : B(0x, r)→ B(x, r),
and the distance function is given by the expression
d(y, x) = ‖ exp−1x (y)‖x for all y ∈ B(x, r).
In particular, all compact manifolds satisfy this property. In the remainder of this
section the constant r = rM will be fixed.
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Note also that ifM satisfies condition (3) of Proposition 3.9 thenM is uniformly
bumpable and therefore the Smooth Variational Principle 3.11 holds for M .
We begin with a simple observation that if M is uniformly bumpable then so is
M ×M .
Lemma 6.3. Let M be a Riemannian manifold. If M is uniformly bumpable then
M ×M is uniformly bumpable as well.
Proof. The natural Riemannian structure in M ×M induced by (M, g) is the one
given by
(g × g)(p1,p2)
(
(v1, v2), (w1, w2)
)
:= gp1(v1, w1) + gp2(v2, w2).
Let dM×M denote the Riemannian distance that this metric gives rise to in the
product M ×M . It is obvious that if γ(t) = (α(t), β(t)) is a path in M ×M then
α and β are paths in M satisfying
max{L(α), L(β)} ≤ L(γ) ≤ L(α) + L(β) ≤ 2max{L(α), L(β)},
which implies that
max{dM (x1, y1), dM (x2, y2)} ≤ dM×M
(
(x1, x2), (y1, y2)
) ≤
dM (x1, y1) + dM (x2, y2) ≤ 2max{dM (x1, y1), dM (x2, y2)}
for every x = (x1, x2), y = (y1, y2) ∈M ×M .
Since M is uniformly bumpable, there exist numbers R = RM > 1 and rM > 0
such that for every p0 ∈M , δ ∈ (0, rM ) there exists a C1 smooth function b :M →
[0, 1] such that b(p0) = 1, b(x) = 0 if dM (x, p0) ≥ δ, and supx∈M ‖db(x)‖x ≤ R/δ.
Now take a point p = (p1, p2) ∈M ×M . For any δ ∈ (0, rM ), there are C1 smooth
bumps b1, b2 on M such that bi(pi) = 1, bi(xi) = 0 whenever dM (xi, pi) ≥ δ,
and ‖db(xi)‖ ≤ R/δ for every xi ∈ M ; i = 1, 2. Define a C1 smooth bump
b :M ×M → R by
b(x) = b(x1, x2) = b1(x1)b2(x2) for all x = (x1, x2) ∈M ×M.
It is obvious that b(p1, p2) = 1. If dM×M (x, p) ≥ 2δ we have that
2max{dM (x1, p1), dM (x2, p2)} ≥ dM×M (x, p) ≥ 2δ,
so dM (xi, pi) ≥ δ for some i ∈ {1, 2}, hence bi(xi) = 0 for the same i, and b(x) = 0.
Finally, we have that
‖db(x1, x2)‖2(x1,x2) = ‖db1(x1)‖2x1 + ‖db2(x2)‖2x2 ≤ 2(R/δ)2,
which means that
‖db(x)‖x ≤ 2
√
2R
2δ
for every x = (x1, x2) ∈ M × M . Therefore M × M satisfies the conditions in
Definition 3.6, with RM×M = 2
√
2R, and rM×M = 2rM . 
Since we are assuming that M is uniformly locally convex and i(M) > r > 0,
hence that the distance function y 7→ d(y, x) is C∞ smooth on B(x, r) \ {x} for
every x ∈ M , we can consider the distance function d : M × M → R and its
partial derivatives ∂d(x0, y0)/∂x and ∂d(x0, y0)/∂y. We next see that these partial
derivatives satisfy a nice antisymmetry property. In order to compare them in a
natural way we need to use the parallel translation from TMx0 to TMy0 along the
geodesic joining x0 to y0 (note that there is a unique minimizing geodesic joining
x0 to y0 because M is uniformly locally convex and d(x0, y0) < r).
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Notation 6.4. Let x0, y0 ∈ M be such that d(x0, y0) < r. Let γ(t) = expx0(tv0),
0 ≤ t ≤ 1 be the unique minimizing geodesic joining these two points. For every
vector w ∈ TMx0, we denote
Lx0y0(w) = P
1
0,γ(w)
the parallel translation of w from x0 to y0 along γ. Recall that the mapping
Lx0y0 : TMx0 → TMy0 is a linear isometry, with inverse Ly0x0 : TMy0 → TMx0. As
we customarily identify TMp with T
∗Mp (via the linear isometry v 7→ 〈v, ·〉p), the
isometry Lx0y0 induces another linear isometry between the cotangent fibers T
∗Mx0
and T ∗My0 . We will still denote this new isometry by Lx0y0 : T
∗Mx0 → T ∗My0 .
Lemma 6.5. Let x0, y0 ∈M be such that 0 < d(x0, y0) < r. Then
Ly0x0
(∂d(y0, x0)
∂y
)
= −∂d(x0, y0)
∂x
.
Proof. Denote r0 = d(x0, y0) < r. Consider the geodesic γ(t) = expx0(tv0), 0 ≤
t ≤ 1, where y0 = expx0(v0). By the definitions of parallel translation and geodesic
it is clear that
Lx0y0(v0) = γ
′(1) = d expx0(v0)(v0).
On the other hand, under the current assumptions onM , and by the Gauss Lemma
(see [40, 42]), we know that γ′(1) is orthogonal to the sphere S(x0, r0) = {y ∈
M : d(y, x0) = r0} = expx0(S(0x0 , r0)). Since this sphere S(x0, r0) is a one-
codimensional submanifold of M defined as the set of zeros of the smooth function
y 7→ d(y, x0)− r0 and (as is easily checked)
∂d(y0, x0)
∂y
6= 0,
we also have that this partial derivative is orthogonal to the sphere S(x0, r0) at the
point y0. Therefore,
Lx0y0(v0) = γ
′(1) = λ
∂d(y0, x0)
∂y
for some λ 6= 0. Furthermore, since the function t 7→ d(γ(t), x0) is increasing, we
get that λ > 0. Finally, it is clear that y 7→ d(y, x0) is 1-Lipschitz, and
‖∂d(y0, x0)
∂y
‖ = 1,
from which we deduce that λ = ‖Lx0y0(v0)‖y0 = ‖v0‖x0 , and
Lx0y0(v0) = ‖v0‖x0
∂d(x0, y0)
∂y
. (1)
Now consider the geodesic β(t) = expy0(tw0), 0 ≤ t ≤ 1, where expy0(w0) = x0.
By the definitions of parallel translation and geodesic we know that
Lx0y0(v0) = −w0, and ‖w0‖y0 = ‖v0‖x0. (2)
A completely analogous argument to the one we used for γ above shows that
Ly0x0(w0) = ‖w0‖
∂d(x0, y0)
∂x
. (3)
By combining (1), (2) and (3) we immediately get that
Ly0x0
(∂d(y0, x0)
∂y
)
=
v0
‖v0‖x0
= −Ly0x0(w0)‖w0‖y0
= −∂d(x0, y0)
∂x
.
36 DANIEL AZAGRA, JUAN FERRERA, FERNANDO LO´PEZ-MESAS.

The following Proposition can be viewed as a perturbed minimization principle
for the sum or the difference of two functions. Its proof is a consequence of the
Smooth Variational Principle 3.11 and Lemma 6.5
Proposition 6.6. Let u, v : M → R be two bounded functions which are upper
semicontinuous (usc) and lower semicontinuous (lsc) respectively. Then, for every
ε > 0, there exist x0, y0 ∈M , and ζ ∈ D+u(x0), ξ ∈ D−v(y0) such that
(i) d(x0, y0) < ε,
(ii) ‖ζ − Ly0x0(ξ)‖x0 < ε
(iii) v(z)− u(z) ≥ v(y0)− u(x0)− ε for every z ∈M .
Here Ly0x0 : T
∗My0 → T ∗Mx0 stands for the parallel translation.
Proof. We can obviously assume that ε < r(M). Let b : R → R be a C∞ smooth
function such that b is non-increasing,
b(t) = b(0) > 2(‖v‖∞ + ‖u‖∞) + ε if t ≤ ε/4, and b(t) = 0 if t ≥ ε. (1)
Define the function w :M ×M → R by
w(x, y) = v(y)− u(x)− b(d(x, y)) for all (x, y) ∈M ×M.
The function w is lower semicontinuous and bounded. By Lemma 6.3 we know
that M × M is uniformly bumpable, and M × M is obviously complete, so we
can apply the Smooth Variational Principle 3.11 to the function w to get a pair
(x0, y0) ∈M ×M and a C1 smooth function g :M ×M → R such that
(a) ‖g‖∞ < ε/2 > ‖dg‖∞
(b) v(y)− u(x) − b(d(x, y))− g(x, y) ≥ v(y0)− u(x0)− b(d(x0, y0)) − g(x0, y0)
for all x, y ∈M .
If we take x = x0 in (b) we get that v is subdifferentiable at the point y0, and
ξ :=
∂g(x0, y0)
∂y
+
∂(b ◦ d)(x0, y0)
∂y
∈ D−v(y0). (2)
In a similar manner, by taking y = y0 in (b) we get that
ζ := −
(∂g(x0, y0)
∂x
+
∂(b ◦ d)(x0, y0)
∂x
)
∈ D+u(x0). (3)
Let us note that
Ly0x0
(∂(b ◦ d)(x0, y0)
∂y
)
+
∂(b ◦ d)(x0, y0))
∂x
=
b′(d(x0, y0))
[
Ly0x0
(∂d(x0, y0)
∂y
)
+
∂d(x0, y0)
∂x
]
= 0, (4)
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thanks to Lemma 6.5 when x0 6= y0, and to the definition of b when x0 = y0.
Therefore,
‖Ly0x0(ξ)− ζ‖x0 =
‖Ly0x0
(∂g(x0, y0)
∂y
)
+ Ly0x0
(∂(b ◦ d)(x0, y0)
∂y
)
+
∂g(x0, y0)
∂x
+
∂(b ◦ d)(x0, y0)
∂x
‖x0 =
‖Ly0x0
(∂g(x0, y0)
∂y
)
+
∂g(x0, y0)
∂x
‖x0 ≤
‖∂g(x0, y0)
∂y
‖y0 + ‖
∂g(x0, y0)
∂x
‖x0 ≤ ‖dg‖∞ + ‖dg‖∞ <
ε
2
+
ε
2
= ε,
which shows (ii).
On the other hand, if we had d(x0, y0) ≥ ε then, by taking x = y = z in (b) we
would get
b(0) ≤ v(z)− u(z)− g(z, z) + g(x0, y0)− v(y0) + u(x0) ≤
2(‖v‖∞ + ‖u‖∞) + ε,
which contradicts the definition of b, see (1) above. Therefore d(x0, y0) < ε and (i)
is proved.
Finally, if we take z = x = y in (b) and we bear in mind that ‖g‖∞ < ε/2 and
the function b is non-increasing, we get that
v(z)− u(z) ≥ v(y0)− u(x0) + b(0)− b(d(x0, y0)) + g(z, z)− g(x0, y0) ≥
v(y0)− u(x0) + 0− ε/2− ε/2 = v(y0)− u(x0)− ε,
which shows (iii) and finishes the proof. 
Remark 6.7. Let us observe that the preceding proposition is no longer true if
the manifold is not complete. For example: M = (0, 1) ⊂ R, g(x) = x, f(x) = 0,
and ε > 0 small.
Definition 6.8. For a given open set Ω ⊂M and a function u : Ω→ R, we define
the upper semicontinuous envelope of u, which we denote u∗, by
u∗(x) = inf{v(x) | v : Ω→ R is continuous and u ≤ v on Ω} for any x ∈ Ω.
In a similar way we define the lower semicontinuous envelope, denoted by u∗.
Proposition 6.9. Let Ω be an open subset of M . Let F be a uniformly bounded
family of upper semicontinuous functions on Ω, and let u = sup{v : v ∈ F}. Then,
for every p ∈ Ω, and every ζ ∈ D+u∗(p), there exist sequences {vn} ⊂ F , and
{(pn, ζn)} ⊂ T ∗(Ω), with ζn ∈ D+vn(pn) and such that
(1) limn vn(pn) = u
∗(p)
(2) limn(pn, ζn) = (p, ζ).
Proof. Fix a chart (U,ϕ), with p ∈ U . Let us consider the family F◦ϕ−1 = {v◦ϕ−1 :
v ∈ F}. The functions of this collection are upper semicontinuous on ϕ(U ∩Ω), and
the family is uniformly bounded. On the other hand u◦ϕ−1 = sup{v◦ϕ−1 : v ∈ F},
and u∗ ◦ ϕ−1 = (u ◦ ϕ−1)∗. Now apply [27, Proposition VIII.1.6] (which is nothing
but the result we want to prove in the case of a Banach space) to the Hilbert space,
the open set ϕ(U ∩Ω), the family F ◦ϕ−1, the point ϕ(p), and the superdifferential
ζ ◦dϕ(p)−1 ∈ D+(u◦ϕ−1)(ϕ(p)). We get sequences {ϕ(pn)} in ϕ(U ∩Ω), {vn◦ϕ−1}
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in F ◦ ϕ−1, and ζn ◦ dϕ(p)−1 ∈ D+(vn ◦ ϕ−1)(ϕ(pn)) such that limn ϕ(pn) = ϕ(p),
limn ζn ◦ dϕ(p)−1 = ζ ◦ dϕ(p)−1, and
lim
n
(vn ◦ ϕ−1)(ϕ(pn)) = (u ◦ ϕ−1)∗(ϕ(p)) = u∗ ◦ ϕ−1(ϕ(p)).
Hence limn pn = p, limn vn(pn) = u
∗(p), and
lim
n
ζn ◦ dϕ(pn)−1 = lim
n
ζn ◦ dϕ(pn)−1 ◦ dϕ(p) ◦ dϕ(p)−1 = lim
n
ζn ◦ dϕ(p)−1
because ϕ is C1, so limn dϕ(pn)
−1 ◦ dϕ(p) = id. The result follows trivially from
the local representation of the cotangent bundle. 
Now we introduce the notion of uniform continuity that we have to require of
F : T ∗M → R in order to prove the existence and uniqueness of viscosity solutions
to the Hamilton-Jacobi equation (∗).
Definition 6.10. We will say that a function F : T ∗M → R is intrinsically uni-
formly continuous provided that for every ε > 0 there exists δ ∈ (0, rM ) such that
d(x, y) ≤ δ, ζ ∈ T ∗Mx, ξ ∈ T ∗My, ‖ζ − Lyx(ξ)‖x ≤ δ =⇒ |F (x, ζ) − F (y, ξ)| ≤ ε.
Remark 6.11. It should be noted that if F satisfies the above definition then F
is continuous. This is obvious once we notice that the mapping
(x, ζ) ∈ T ∗Mx 7→ Lxx0(ζ)
is continuous at (x0, ζ0), that is, if (xn, ζn)→ (x0, ζ0) in T ∗M then Lxnx0(ζn)→ ζ0,
for every (x0, ζ0) ∈ T ∗M . The fact that this mapping is continuous is an easy
consequence of the definition of the parallel translation along a curve as a solution
to an ordinary linear differential equation.
Remark 6.12. Consider a finite-dimensional manifold M embedded in Rn, so
T ∗M ⊂ R2n. Assume that M satisfies the following condition:
∀ε ∃ δ > 0: v, h ∈ TMx x ∈M , ‖v‖x ≤ δ =⇒ ‖d expx(v)(h)− h‖x ≤ ε
(note in particular that this condition is automatically met when M is compact,
and in many other natural examples). Then every function F : T ∗M → R which is
uniformly continuous with respect to the usual Euclidean metric in R2n is intrinsi-
cally uniformly continuous as well, as is easily seen. Consequently there are lots of
natural examples of intrinsically uniformly continuous functions F : T ∗M → R.
Now we can prove the following maximum principle for Hamilton-Jacobi equa-
tions of the form (∗).
Theorem 6.13. Let f, g :M → R be bounded uniformly continuous functions, and
F : T ∗M → R be intrinsically uniformly continuous. If u is a bounded viscosity
subsolution of u + F (du) = f and v is a bounded viscosity supersolution of v +
F (dv) = g, then v − u ≥ inf(g − f).
Proof. If ε > 0 is given, then, by Proposition 6.6, there exist p, q ∈ U , and ζ ∈
D+u(p), ξ ∈ D−v(q) such that
i) d(p, q) < ε, ‖ζ − Lqp(ξ)‖p < ε
ii) v(x)− u(x) ≥ v(q)− u(p)− ε for every x ∈M .
Since u and v are viscosity sub and super solutions respectively, we have u(p) +
F (p, ζ) ≤ f(p) and v(q) + F (q, ξ) ≥ g(q). Hence, for every x ∈M ,
v(x) − u(x) ≥ v(q)− u(p)− ε ≥ g(q)− F (q, ξ)− f(p) + F (p, ζ)− ε ≥
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≥ inf(g − f) + (f(q)− f(p)) + (F (p, ζ)− F (q, ξ))− ε.
Now, if we let ε → 0+, we have that f(q) − f(p) goes to 0 because f is uniformly
continuous. On the other hand, the fact that F is intrinsically uniformly continuous
implies that F (p, ζ)−F (q, ξ) goes to 0 as ε→ 0+. Consequently we obtain v−u ≥
inf(g − f). 
Proposition 6.14. Let Ω be an open subset of M . Let F be a uniformly bounded
family of functions on Ω, and let u = sup{v : v ∈ F}. If every v is a viscosity
subsolution of u+ F (du) = 0, then u∗ is a viscosity subsolution of u+ F (du) = 0.
Proof. Let p ∈ Ω and ζ ∈ D+u∗(p). According to Proposition 6.9, there exist
sequences {vn} ⊂ F , and {(pn, ζn)} ⊂ T ∗(Ω) with ζn ∈ D+vn(pn) and such that
i) limn vn(pn) = u
∗(p)
ii) limn(pn, ζn) = (p, ζ).
Since vn are viscosity subsolutions of u + F (du) = 0, we have that vn(pn) +
F (pn, ζn) ≤ 0. Hence u∗(p) + F (p, ζ) ≤ 0. 
Corollary 6.15. The supremum of two viscosity subsolutions is a viscosity subso-
lution.
Theorem 6.16. Let M be a complete Riemannian manifold which is uniformly
locally convex and has a strictly positive injectivity radius. Let F : T ∗M → R be
an intrinsically uniformly continuous function (see Definition 6.10 above). Assume
also that there is a constant A > 0 so that −A ≤ F (x, 0x) ≤ A for every x ∈ M .
Then, there exists a unique bounded viscosity solution of the equation u+F (du) = 0.
Proof. Uniqueness follows from Theorem 6.13, by taking f = g = 0. In order to
show existence, let us define F as the family of the viscosity subsolutions w :M → R
to u+ F (du) = 0 that satisfy
−A ≤ w(p) ≤ A for every p ∈M.
The family F is nonempty, as the function w0(p) = −A belongs to F (because
−A+F (p, 0p) ≤ 0). Let u be the upper semicontinuous envelope of sup{w : w ∈ F},
and v be the lower semicontinuous envelope of u. By the definition, we have v ≤ u.
On the other hand, according to Proposition 6.14, u is a viscosity subsolution of
u+ F (du) = 0.
Claim 6.17. v is a viscosity supersolution of u+ F (du) = 0.
Once we have proved the claim, we have that u ≤ v by Proposition 6.13, hence
u = v is a viscosity solution, and existence is established.
So let us prove the claim. If v is not a viscosity supersolution, there exist p0 ∈M
and ζ0 ∈ D−v(p) such that v(p0) + F (p0, ζ0) < 0. By Theorem 4.3(5), there exists
a C1 smooth function h : M → R with ζ0 = dh(p0) and such that v − h attains a
global minimum at p0. Hence we may assume that
v(p0) + F (p0, dh(p0)) < 0, v(p0) = h(p0), and h(p) ≤ v(p) for all p ∈M. (1)
From the inequality h(p) ≤ v(p) ≤ u(p) ≤ A we get h(p0) < A: otherwise A − h
would have a local minimum at p0, and consequently dh(p0) = 0, which implies
v(p0) + F (p0, dh(p0)) = h(p0) + F (p0, dh(p0)) = A + F (p0, 0) ≥ A − A = 0, a
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Now we can take a number δ > 0 and a C1 smooth function b : M → [0,∞)
with support on B(p0, δ), b(p0) > 0, and such that ||b||∞, ||db||∞ are small enough
so that
h(p) + b(p) + F (p, dh(p) + db(p)) < 0 for every p ∈ B(p0, 2δ), and (2)
h(p) + b(p) ≤ A for every p ∈M (3).
This is possible because of (1) and the fact that F is continuous.
Let us consider the following function:
w(p) =
{
max{h(p) + b(p), u(p)} if p ∈ B(p0, 2δ)
u(p) otherwise.
We have that w(p) = u(p) if p ∈ Ω1 := M \ B(p0, δ), because u(p) ≥ v(p) ≥
h(p) = h(p) + b(p) whenever p ∈ B(p0, 2δ) \ B(p0, δ). Therefore w is a viscosity
subsolution of u + F (du) = 0 on Ω1. On the other hand, bearing (2) in mind, it
is clear that w is the maximum of two viscosity subsolutions on Ω2 := B(p0, 2δ),
and consequently w is a viscosity subsolution on Ω2. Therefore w is a viscosity
subsolution of u + F (du) = 0 on M = Ω1 ∪ Ω2. This implies that w ∈ F , since
−A ≤ u ≤ w and w(p) ≤ A, by (3).
Finally, we have that u ≥ w, because u ≥ supF . Therefore we have u(p) ≥
w(p) ≥ h(p) + b(p) on B(p0, δ), and in particular v(p0) = u∗(p0) ≥ h(p0) + b(p0) >
h(p0), which contradicts (1). 
When M is compact, the preceding Theorem takes on a simpler appearance.
Corollary 6.18. Let M be a compact Riemannian manifold, f :M → R a contin-
uous function, and F : T ∗M → R an intrinsically uniformly continuous function.
Then there exists a unique viscosity solution of the equation u+ F (du) = f .
Proof. This follows immediately from Theorem 6.16, taking into account the follow-
ing facts: 1) ifM is compact thenM is uniformly locally convex and i(M) > 0 (see
Remarks 2.9 and 2.12 above); 2) every viscosity solution u is continuous, hence u is
bounded on the compact manifold M ; and of course 3) f is uniformly continuous
because f is continuous on M , compact. 
Remark 6.19. In particular, when a compact manifoldM is regarded as embedded
in Rn, so T ∗M ⊂ R2n, and F : T ∗M → R is uniformly continuous with respect to
the usual Euclidean metric in R2n, then Corollary 6.18 and Remark 6.12 yield the
existence of a unique viscosity solution to the equation u+ F (du) = f .
However, the requirement that F is uniformly continuous cannot be relaxed in
principle, because the cotangent bundle T ∗M is never compact, so, even though F
is continuous, we cannot ensure that F is uniformly continuous on T ∗M .
Remark 6.20. It should be noted that one may pose a Hamilton-Jacobi problem
such as
u+ F (du) = 0, u bounded (∗)
on a manifold M without presupposing any Riemannian structure defined on M .
Then one may consider the natural question whether it is possible to find a suit-
able Riemannian structure g which makes M uniformly locally convex and with a
positive injectivity radius, and which makes F intrinsically uniformly continuous
as well. In other words, one can seek for a Riemannian manifold N with positive
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convexity and injectivity radii and a diffeomorphism ψ : N →M so that the func-
tion G : T ∗N → R is intrinsically uniformly continuous, where G = F ◦ (T ∗ψ), with
T ∗ψ : T ∗N → T ∗M defined by T ∗ψ(x, η) := (ψ(x), η ◦ (dψ−1)(ψ(x))). Then, by
Theorem 6.16, the equation
v +G(dv) = 0, v bounded (∗∗)
has a unique viscosity solution. But it is obvious that v is a viscosity solution to
(∗∗) if and only if the function u = v ◦ ψ−1 is a viscosity solution to (∗). Hence
the equation (∗) has a unique viscosity solution as well. This means that Theorem
6.16 above is applicable to even more situations than one might think of at a single
glance. The following example reveals the power of this scheme.
Example 6.21. Let M be the submanifold of R3 defined by
z =
1
x2 + y2
,
let F : T ∗M ⊂ R6 → R, and consider the Hamilton-Jacobi equation u+F (du) = 0.
If we endow M with its natural Riemannian structure inherited from R3, M will
not be uniformly locally convex, and besides i(M) = 0, so Theorem 6.16 is not
directly applicable. Now let us define N by
z =
1
x2 + y2 − 1 , z > 0,
with its natural Riemannian structure as a submanifold of R3. It is clear that
N is uniformly locally convex and has a positive injectivity radius. The mapping
ψ : N →M defined by
F (x, y, z) =
(√x2 + y2 − 1√
x2 + y2
x,
√
x2 + y2 − 1√
x2 + y2
y, z
)
is a C∞ diffeomorphism. Assume that the function G = F ◦ (T ∗ψ) : T ∗N → R
is uniformly continuous with respect to the usual metric in R6. Since N satisfies
the property of Remark 6.12, we have that G is intrinsically uniformly continuous.
Therefore, by the preceding Remark 6.20, the equation u+ F (du) = 0, u bounded
on M , has a unique viscosity solution.
Now let us see how Deville’s mean value Theorem 4.18 allows to deduce a result
on the regularity of viscosity solutions (or even subsolutions) to Hamilton-Jacobi
equations with a “coercive” structure.
Corollary 6.22. Let M be a Riemannian manifold, and F : R × T ∗M → R a
function. Consider the following Hamilton-Jacobi equation:
F (u(x), du(x)) = 0. (HJ3)
Assume that there exists a constant K > 0 such that F (t, ζx) > 0 whenever ‖ζx‖x ≥
K and t ∈ R. Let u :M → R be a viscosity subsolution of (HJ3). Then:
(1) u is K-Lipschitz, that is, |u(x)− u(y)| ≤ Kd(x, y) for every x, y ∈M .
(2) If M is finite dimensional, u is Fre´chet differentiable almost everywhere.
(3) If M is infinite-dimensional u is Fre´chet differentiable on a dense subset of
M .
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Proof. If u is a viscosity subsolution then F (u(x), ζx) ≤ 0 for every x ∈ M and
ζx ∈ D−u(x). Hence ‖ζx‖ ≤ K for every ζx ∈ D−u(x) (otherwise F (u(x), ζx) > 0,
a contradiction). Then, by Theorem 4.18, u is K-Lipschitz.
On the other hand, (2) and (3) follow immediately from Theorem 5.7. 
Let us conclude with a brief study of a HJ equation which is not of the form
(∗) above, but which is still very interesting because of the geometrical significance
of its unique viscosity solution. Let M be a complete Riemannian manifold, Ω
a bounded open subset of M , and let ∂Ω be the boundary of Ω. Consider the
Hamilton-Jacobi equation
(HJ4)
{‖du(x)‖x = 1 for all x ∈ Ω
u(x) = 0 for all x ∈ ∂Ω.
There is no classical solution of (HJ4). Indeed, if we had a function u : Ω ⊂M → R
which is differentiable on Ω and satisfies ‖du(x)‖x = 1 for x ∈ Ω and u = 0 on ∂Ω,
then we could apply Theorem 3.1 to find a point x0 ∈ Ω so that ‖du(x0)‖x0 < 1/2,
a contradiction.
Nevertheless, we are going to see that there is a unique viscosity solution to
(HJ4), namely the distance function to the boundary ∂Ω. By definition, a function
u is a viscosity solution to (HJ4) if and only if u is continuous; u = 0 on ∂Ω;
‖ζ‖x ≥ 1 for all ζ ∈ D−u(x), x ∈ Ω; and ‖ζ‖x ≤ 1 for all ζ ∈ D+u(x), x ∈ Ω.
Theorem 6.23. LetM be a complete Riemannian manifold, and Ω a bounded open
subset of M with boundary ∂Ω. Then the function x 7→ d(x, ∂Ω) := inf{d(x, y) :
y ∈ ∂Ω} is a viscosity solution of the equation (HJ4). Moreover, if M is uniformly
locally convex and has a positive injectivity radius, then d(·, ∂Ω) is the unique vis-
cosity solution of this equation.
Proof. Let us first check uniqueness. Assume u, v : Ω → R are viscosity solutions
of (HJ4). Since u and v are continuous, and u = v = 0 on ∂Ω, we can extend u and
v with continuity to the whole of M by setting u = 0 = v on M \ Ω. It is enough
to see that u ≤ v on Ω (in a similar way, or by symmetry, v ≤ u, hence u = v). To
this end we take any α ∈ (0, 1) and we check that αu ≤ v. Indeed, suppose we had
that inf{v(x) − αu(x) : x ∈ Ω} < 0. Pick ε with
0 < 2ε < min
{1− α
2
, − inf{v(x)− αu(x) : x ∈ Ω}
}
.
Note that, as u and v are viscosity solutions, we have ‖ζ‖x ≤ 1 for every ζ ∈
D+u(x) ∪ D+v(x), x ∈ Ω, so by the mean value Theorem 4.18 u and v are 1-
Lipschitz. In particular, since Ω is bounded we have that u and v are bounded.
Then, according to Proposition 6.6, there exist x0, y0 ∈ M , ζ ∈ D+(αu)(x0),
ξ ∈ D−v(y0) with
(1) d(x0, y0) < ε
(2) ‖ζ − Lx0y0(ξ)‖x0 < ε
(3) inf(v − αu) ≥ v(y0)− αu(x0)− ε.
Taking into account the facts that u and v are 1-Lipschitz, and u = v = 0 onM \Ω,
it is easy to see that (3) and the choice of ε imply that x0, y0 ∈ Ω. Now, since u
and v are viscosity solutions we have that
1
α
ζ ∈ D+u(x0) =⇒ ‖ 1
α
ζ‖x0 ≤ 1 =⇒ ‖ζ‖x0 ≤ α, and
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ξ ∈ D−v(y0) =⇒ ‖ξ‖y0 ≥ 1.
Now, from (2), and bearing in mind that Lx0y0 is a linear isometry, we get that
1 ≤ ‖ξ‖y0 = ‖Lx0y0(ξ)‖x0 ≤ ‖ζ‖x0 + ε ≤ α+ ε < 1,
a contradiction.
Now let us prove that u := d(·, ∂Ω) is a viscosity solution to (HJ4), hence the
only one. The property u = 0 on ∂Ω is obvious from the definition, so we only have
to check the conditions on the norms of the vectors of D−u(x) and D+u(x), for
x ∈ Ω.
Step 1. Take ξ ∈ D−u(x), x ∈ Ω. We have to see that ‖ξ‖x ≥ 1. By Theorem 4.3
we can pick a C1 smooth function ϕ :M → R so that u(y)−ϕ(y) ≥ u(x)−ϕ(x) = 0
for all y ∈ M . Fix 0 < ε < 1. Now, for every α with 0 < α < d(x, ∂Ω), by the
definition of d(x, ∂Ω) we can take xα ∈ ∂Ω with
d(x, ∂Ω) ≥ d(x, xα)− εα
4
.
Next, by making use of Ekeland’s approximate Hopf-Rinow type Theorem 2.2, we
can find a point yα ∈ Ω with
d(xα, yα) <
εα
4
and a geodesic γα : [0, Tα] → Ω ⊂ M joining x = γα(0) to yα = γα(Tα), and such
that L(γα) = d(x, yα). Then we have
L(γα) = d(x, yα) ≤ d(x, xα) + d(xα, yα) ≤ d(x, xα) + εα
4
≤ d(x, ∂Ω) + εα
2
,
that is
d(x, ∂Ω) ≥ L(γα)− εα
2
. (4)
Set vα = dγα(0)/dt ∈ TMx, so that γα(t) = expx(tvα) and ‖vα‖x = 1, and define
zα = γα(α). Then we have
ϕ(zα)− ϕ(x) ≤ u(zα)− u(x) = d(zα, ∂Ω)− d(x, ∂Ω) ≤
d(zα, ∂Ω)− L(γα) + εα
2
≤ d(zα, yα) + d(yα, xα)− L(γα) + εα
2
≤
L(γα|[α,Tα])) +
εα
2
− L(γα) + εα
2
=
L(γα)− α+ εα
2
− L(γα) + εα
2
= α(−1 + ε),
hence
ϕ(zα)− ϕ(x)
α
≤ −1 + ε. (5)
By the mean value theorem there is sα ∈ [0, α] such that
dϕ(γα(sα))(
dγα(sα)
dt
) =
ϕ(zα)− ϕ(x)
α
. (6)
By combining(5) and (6), and bearing in mind that ‖dγα(s)/dt‖γα(s) = 1 for all s,
we get that
‖dϕ(γα(sα))‖γα(sα) ≥ 1− ε (7)
for every α ∈ (0, u(x)). Then, since the functions y → dϕ(y) and (y, ζ)→ ‖ζ‖y are
continuous, and γα(sα) = expx(sαvα)→ expx(0) = x as α→ 0, it follows that
‖ξ‖x = ‖dϕ(x)‖x = lim
α→0+
‖dϕ(γα(sα))‖γα(sα) ≥ 1− ε. (8)
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Finally, by letting ε→ 0 in (8), we deduce that ‖ξ‖x ≥ 1.
Step 2. Now take ζ ∈ D+u(x), x ∈ Ω, and let us see that ‖ζ‖x ≤ 1. This is
much easier. Pick a C1 smooth function ψ : M → R so that dψ(x) = ζ and
u(y) − ψ(y) ≤ u(x) − ψ(x) = 0 for all y ∈ M . For each v ∈ TMx consider the
geodesic γv(t) = expx(tv). Since u = d(·, ∂Ω) is 1-Lipschitz we have that
ψ(γv(t))− ψ(γv(0)) ≥ u(γv(t)) − u(γv(0)) ≥ −d(γv(t), γv(0)) = −t,
hence
ψ(γv(t)) − ψ(γv(0))
t
≥ −1
for all t > 0 small enough, and
dψ(x)(v) = lim
t→0+
ψ(γv(t))− ψ(γv(0))
t
≥ −1. (9)
As (9) holds for every v ∈ TMx, we conclude that ‖ζ‖x = ‖dψ(x)‖x ≤ 1. 
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