Strong coupling with a CFD software is usually suited to the coupled transient simulation of an hydraulic component (like a valve, a pump, ...) with its surrounding environment. Due to the nature of the solvers used by CFD code, co-simulation is generally the best way to couple a Modelica system-level simulator and a CFD solver. This article describes a methodology and the associated technology for establishing a cosimulation between a Modelica model simulated with an ODE/DAE solver like the one encountered in LMS Imagine.Lab AMESim, and a 3D model of flow computed by a CFD software. The physical, numerical, and computer-related aspects of co-simulation handled by this methodology are exemplified on an application test case in fluid power.
Introduction
The detailed design of an hydraulic component like a compound relief valve [1] is a complex task and requires a model including many details. The methodology to model this component implies starting with a simple model and after analysis and comparison with experimental results, the model is made more complex step by step. With this approach it is possible to understand the influence of different parts of the valve on the overall system transient behavior. However experimental results might not be available for all subsystems. In such cases involving complex 2D or 3D geometries with turbulent flows and distributed phenomena like cavitation, the use of Computational Fluid Dynamics simulation is of great help. CFD modeling is easy to setup when the fluid domain to be studied can be decoupled from its surrounding environment. In such a case, the boundary conditions are well-known, and act as real sources with no reactions. If the flow is coupled to its environment, and this is frequently the case when performing transient simulation of a complete hydraulic circuit, the whole coupled system has to be simulated. This can be done by coupling the CFD model with the system-level model, the latter providing the boundary conditions of the meshed fluid domain. Coupling a system-level simulator with a CFD code can be performed through different approaches [7] :
• Weak coupling is well suited to the case of hydraulic models (or a part of it) which can be reduced to a static relationship between a small number of lumped variables. This relationship is usually characterized by performing batch runs in the CFD code, and gathering the results in lookup tables.
• Strong coupling with a CFD software is usually suited to the coupled transient simulation of an hydraulic component with its surrounding environment (remaining part of the hydraulic circuit, thermal exchanges, mechanical work done by the fluid, ...). Due to the nature of the solvers used by CFD code, co-simulation is generally the only way to couple a Modelica system-level simulator and a CFD solver [10] .
The following sections describes a methodology for establishing a co-simulation between a Modelica simulation environment with an ODE/DAE solver and a 2D/3D model of flow computed by a CFD software. The physical, numerical, and computer-related aspects of co-simulation handled by this methodology are exemplified step-by-step on an application test case.
2 Application test case: modelling of a compound relief valve
Overall system description
The hydraulic system considered as test case is sketched out on Figure 1 . This type of pilot-operated valve is usually used for limiting the pressure in an hydraulic circuit, by releasing a fraction of the flow from the inlet of the valve to its outlet. On the contrary of the direct-acting valves like the check-valves, operation of a compound relief valve is not affected by the flow going through it. A small pressure difference across the ball valve is enough to open the pilot valve indenpendently of the main flow rate from inlet to outlet. The corresponding Modelica system-level model is shown on Figure 2 . The model tries to reproduce the transient behavior of the valve operating in a simplified hydraulic circuit made of a varying-flowrate pump and a load, on the left and right sides of the circuit sketch. At the center of the sketch, each component of the valve has a functional modeling counterpart on the Modelica model, using the hydraulic component design approach [2] [3]. The spool valve model is made of two parts:
1. The hydraulic part deals with the flow through the outer orifices of the spool, which areas depend on the spool position. It also describes the pressure dynamics in the top and bottom spool chambers using two hydraulic capacitive elements, which are explicitly materialized on the sketch. The corresponding pressures are acting on the spool body through the two piston-like elements.
2. The mechanical part directly represents the rigid body dynamics of the spool submitted to the pressure, spring and viscous damping forces.
At the top of the model sketch lies the pilot valve, which is a ball poppet valve. The hydraulic part of this model is aimed at being replaced by the detailed CFD model shown on Figure 3 . A simplified Modelica model of the flow in the valve seat is described in the next section. The remaining mechanical part is the rigid body dynamics of the ball submitted to the static and dynamic fluid forces and to the spring force. In the model, the motion of the ball is limited in its travel by an ideal endstop which corresponds to the pilot valve being closed.
System-level model of the pilot valve
To study the stability of the coupled system resulting from the co-simulation of the detailed CFD model of the ball valve with the system-level of the hydraulic cicruit and mechanical part of the valve, a simplified equivalent system-level model of the ball valve is needed.
The model tries to reproduce the transient behavior of the ball poppet submitted to the pressure and viscosity forces arising from the turbulent flow in the valve seat. The modeling assumptions and analysis follow roughly [4] . The flow rate through the valve is given by the elementary orifice law:
where p up , p dn , andp = 
with D b the ball diameter and θ the half chamfer angle. The discharge coefficient is usually modeled as a smooth function of the flow number:
the flow number λ being given by:
λ crit is the critical value of the flow number, corresponding to the laminar-turbulent transition. The hydraulic diameter D h is directly linked to the ball lift by a geometrical relation:
When the ball is rising, the actual flow rate is bounded by the inlet area rather than the throat area. This is taken into account in the Modelica model by computing a maximum lift x max such that in equation (2) the area becomes equal to the inlet area:
where D s is the seat diameter. The effective lift value, bounded by x max is then used to compute the throat area (2) and the hydraulic diameter (3). The hydromechanical part of the model deals with the fluid forces acting on the ball. Static pressure forces are usually distinguished from dynamic forces stemming from the acceleration of fluid through the orifice. Under varying flow conditions resulting from varying lift, the pressure distribution along the ball can have large variations. The dependency of the pressure distribution, and hence of the active area used in the computation of the static pressures forces, could be studied using a preliminary uncoupled CFD computation [6] . The pressure field is computed at steady-state for different value of the ball lift. Some results are shown on Figure 5 . For laminar flows, the pressure drop occurs at the minimum geometrical cross section
As it is shown on Figure 5 when transiting from small ball lift to high lift, the flow becomes turbulent and separates from the ball, and the corresponding pressure distribution moves towards the inlet [5] . A model, proposed by [4] , takes this into account by considering the laminar-turbulent transition. The active area A p is thus a fraction of the geometrical pressurized area:
where 0 < f < 1 is a turbulent active area factor, fitted on the steady-state CFD computations. Finally, the fluid forces acting on the ball are given by the sum of the static pressure forces and the dynamic or jet forces:
Coupling principles and methodology
When trying to couple simulators, many different issues arise (types of physical coupling, numerical methods, software and hardware implementations) which seem intricate at a first glance. A general methodology [7] is required to prioritize these issues, thus avoiding suboptimal choices based only on computer-related contingencies. The decision flow chart shown on Figure 6 synthesizes this methodology used to couple a system-level simulator with thirdparty simulation software. The choices made for coupling the 1D system-level model of an hydromechanic system with a CFD model are emphasized on the flow chart. The next sections explain these choices.
Type of physical coupling
The first choice to be made is between weak coupling or strong coupling. Weak coupling means that the model could be reduced to a dynamic part, cascaded with a non-linear static part, obtained by statically characterizing the system on some operating points, typically using some batch run functionality of the CFD software. Weak coupling has many advantages from the numerical and the software point of view: the external model is generally reduced to data tables that are evaluated directly in the systemlevel simulator, using a table lookup library [7] . However, as we are interested in the study of the coupled system in general transient conditions, the weak coupling seems inappropriate. Static characterization -if it makes sense -would require a lot of batch run computations with varying boundary conditions. As the model reduction assumptions cannot be always made about a CFD model, strong or full coupling between the two models is considered here.
Solver interaction
The two models being strongly coupled, the next choice to be done deals with the numerical solvers used to perform the transient simulation of the coupled system. The best way is to use only one numerical integration solver, simulating a unique mathematical model, obtained by importing one of the two involved model into the other one. This way, the numerical issues are only related to the capabilities of the numerical integration scheme to handle the physically-originating stiffnesses of the coupled system, which could typically be handled by variabletimestep variable-order linear multistep methods. Importing the external model into the system-level simulator implies obviously that this model could be exported from its simulation environment, either the mathematical structure of the equations, or the value of the parameters to be fed to an equivalent model. However, with most of the CFD software [9] , the mathematical structure of the fluid model (including conservation laws like the Navier-Stokes equations and constitutive relations like fluid properties or rheological models) is tightly linked with the numerical methods used to discretize it. Exporting the whole fluid model from a CFD software seems very difficult to realize, and the solver capabilities that would be required to solve such a model are very specific, and are not available in general system-level simulators. That is why the two solvers must be retained, and the transient simulation is performed through co-simulation.
System partitioning for co-simulation
In co-simulation, the two involved solvers exchange only a predefined set of variables at some communication time point. Thus, the whole coupled system must be partitioned in two subsystems, and the exchanged variables on the boundary have to be precisely defined.
The Modelica model described on Figure 2 is modified in order to delegate the detailed modelling of the flow in the seat to the CFD code. The modified part of the AMESim-Modelica model is shown on Figure 7 . These models act as sources or sensors from the system-level point of view and they carry the exchanged variables shown on Table 1.
In the system-level to CFD direction, the variable is directly read from the Modelica model, and applied as a space-constant boundary condition (pressure, wall position and velocity) to the CFD model. In the other direction, the variable is computed by integrating the related quantity (pressure giving force, fluid velocity giving flow rate) on the boundaries. Some additional unit conversions are performed in the external causal/a-causal connectors, since the Modelica library upon which the model is built works with SI units, whereas the CFD software user functions used for specifying the boundary conditions could be written in trade units. 
Modelica Model

Modular integration type
The two subsystems being coupled through the state variables listed on Table 1 , there is no need to set up a full algebraic coupling method, and hence only the explicit modular integration method is implemented on each simulator, as depicted on Figure 8 . The simulation time is partitioned in macro time step, in which the integration process is strictly cascaded from a simulator to another, whatever the actual order. Inside a macro time step, the exchanged variables are held constant. 
Time stepping
The choice of a co-simulation time step T (or macro time step size) is determined by numerical stability of the co-simulated system with respect to the continuous case. Co-simulating two systems with explicit modular integration method introduces a sample with zero-order hold on the exchanged variables. The whole system obtained is a loop sampled system, which numerical stability may differ from the intrinsic physical stability of the fully coupled continuous system. Stability study of such loop sampled system is carried using the usual stability criteria from linear control system theory [8] . The coupled system comprising the seat and the mechanical part of the valve has many non-linearities, arising from geometry or pressure-dependent fluid properties. To study the stability of the loop sampled system, the system has to be linearized around some operating point. This can be performed using the Linear Analysis Tools from LMS Imagine.Lab, once the most dimensioning operating point has been recognised. At high ball lift, the flow in the seat becomes turbulent, and flow separation occurs. This means that the pressure drop moves towards the inlet, and the active area of the ball is decreased, while the influence of the momentum forces is increased. Stability study of the coupled system is thus carried by considering a linearized model of the mechanical part of the valve subjected to the sole jet or momentum forces of the fluid. In this simplified linearized system, co-simulation is taken into account by considering a sample and zero-order hold at rate T of the ball position. The hydraulic stiffness k h represents the sensitivity of the jet forces with respect to the valve lift, at the desired operating point (typically high lift). The bloc-diagram of the resulting loop sampled system is depicted on Figure 9 . The discrete transfer function of this loop sampled system is then given by:
with Figure 10 . Applying the Nyquist stability criterion to (5) with these values, the crossover frequency is f cross = 390 Hz, giving a gain margin value GM = 10 log 10 (|H loop ( f cross )|) = 12 dB, and a phase margin PM = 28 • . These values are enough for ensuring the numerical stability of cosimulation, and hence the time step size may be scheduled up to 0.1µs at each macro step.
Communication protocol and computer implementation
The last choice to be done is related to the communication protocol implemented between the two simulators. Computational performance is usually considered for choosing the communication channel. Distributed co-simulation (two software running on two different processors or two different computers) leading to parallel processing speedup is interesting only if computational load is well balanced between the two software. This is clearly not the case when cosimulating a system-level model with a CFD code. The load is strongly unbalanced: typically, the complete transient simulation of the step response with the system-level model takes less than 1 minute, whereas the valve simulated with the detailed CFD model of the flow in the seat takes about 1 day on a quad core CPU computer. Distributed co-simulation being useless, there is no need for multiprocessor or multicomputer communication protocol. A direct local communication link is therefore used on the same processor. The Modelica model with embedded LMS Imagine.Lab AMESim solver and Modelica libraries is compiled as a shared library using the Generic Cosimulation Interface of LMS Imagine.Lab, and then is linked locally with the CFD software, namely ANSYS Fluent. At each macro time step, ANSYS Fluent is acting as the master simulator: it schedules the next macro step size, and calls the AMESim solver with the input variables, according to the modular integration scheme depicted on Figure 8 . Output variables are exchanged at the end of the current macro time step, and a new macro step can take place.
Some co-simulation results
As an example, we consider computing the step response of the check valve, by increasing the pressure at inlet from 0 to 10 bar in 1 ms. Some of the exchanged variables (ball lift, hydraulic forces, upstream pressure, flow rate) are monitored in LMS Imagine.Lab during co-simulation (Figure 11 ), while the other flow quantities -static pressure, velocity, Reynolds number, etc -are displayed directly in the CFD software (Figure 12 ). The variables monitored in LMS Imagine.Lab AMESim are the typical responses to such an input of pressure. It is interesting to note that the jet force values (i.e. hydrodynamic forces) can be reached, since it is a key factor in the design of such and hydromechanical systems.
The map of the static pressure can be represented for the whole geometry in the CFD software. It allows accessing detailed results that can not be reached in usual lumped-parameter models. The map of static pressure obtained here at different simulation times corresponds to the expected results for such a use-case of poppet with ball on conical seat [4] .
Conclusions
We can finally conclude that the strong coupling of some Modelica components with a CFD model combining two different software such as LMS Imagine.Lab AMESim for the system-level tool and AN-SYS Fluent for the CFD software was successful. Beside the fluid power test case exemplified in this paper, the methodology was also applied to the modeling of a full direct diesel injection system [10] using the 3D CFD code Principia Eole to accuratly predict the cavitation transients in a nozzle under multiple injection conditions. It would require some additional works to apply this methodology outside fluid power to confirm that it brings a real added-value for other types of industrial applications. Another promising way of research lies in the Functional Mock-up Interface (FMI, [11] ), which standardises the coupling be- tween two solvers through co-simulation. The general simulator coupling methodology described here could benefit from this FMI specifications, especially regarding the implementation of implicit modular integration and time stepping techniques by CFD software editors.
