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Abstract
In this paper we dene the notion of pseudo-parallel curves, extending, in the plane, that of oset curves. Then we
consider the problem of tting a set of scattered points with a curve pseudo-parallel to a given reference curve. We
propose a method of solution based on a modied version of the classical smoothing Dm-splines over a bounded domain.
The convergence of the method is established and some numerical examples are given. c© 2000 Elsevier Science B.V.
All rights reserved.
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1. Introduction
The tting of scattered spatial data points by an explicit or parametric surface constrained to
be \parallel", in some sense, to a given reference surface is a problem frequently encountered in
structural geology. A typical application is the reconstruction of a stratigraphic structure when one
layer is known and only a few data points in the other layers are available. A similar problem arises
for curves instead of surfaces if cross sections of the structure are considered (see Fig. 1).
Oset (or parallel) curves and surfaces can provide solutions to the above problem, but only in
very restricted situations (all the data points should lie at a xed distance from the reference curve
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Fig. 1. Left: Data from a cross section of a stratigraphic structure. Right: Reconstructed cross section.
or surface along normal directions). Duchesne and Klein [6] studied the case of explicit surfaces.
They modied the classical denition of discrete smoothing Dm-splines, due to Arcangeli (cf. [1,2];
see also [10] for a brief review), by the introduction of a term that takes into account the dierences
between the gradients of the reference and the tting surfaces.
In this paper we deal with the case of parametric curves. Our approach resembles that of Duchesne
and Klein in the sense that it is also based on the theory of smoothing Dm-splines. We also dene
the notion of pseudo-parallel curves in order to make clear what \parallel" curves mean in this
framework.
This paper is organized as follows. In Section 2, we introduce our notations. Section 3 is devoted
to the concept of pseudo-parallel curves, which is an easy generalization of oset curves. In Section
4 we rst state the problem of tting scattered data with curves pseudo-parallel to a given reference
curve and then we propose a method that yields an approximate solution. The convergence of the
method is established in Section 5. Finally, Section 6 provides some numerical examples.
2. Notations
All vector spaces considered in this paper are real. Likewise, n will always be an integer >2.
The number of elements of any set A is denoted by #A.
We denote by hi and h; i the Euclidean norm and scalar product in Rn, respectively. We shall
use the mapping O :Rnnf0g  Rn ! Rn given by
O(x; y) = y− hy; xihxi2 x: (2.1)
For any x 2 Rnnf0g, it is easily seen that O(x; ) is, in fact, the orthoprojector of Rn onto the
orthogonal complement to spanhxi. We remark that
8y 2 Rn; hO(x; y)i6h yi: (2.2)
For n= 2, we shall also use the mapping J :R2 ! R2 dened by
J(x1; x2) = (−x2; x1): (2.3)
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Let I be any interval in R and let k 2 N. We write Ck(I ;Rn) for the space of functions from
I to Rn which are k-times continuously dierentiable on I . If I is compact, Ck(I ;Rn) is a Banach
space for the norm
kCkCk (I ;Rn) = max06‘6k maxt2I hC
(‘)(t)i:
Let I be a bounded, open interval in R and let m 2 N. We denote by H m(I ;Rn) the Sobolev
space of (classes of) vector-valued functions C = (v1; : : : ; vn) : I ! Rn such that, for i = 1; : : : ; n; vi
belongs to the usual Sobolev space H m(I). Endowed with the norm
kCkm; I;Rn =
 
mX
‘=0
Z
I
hC(‘)(t)i2 dt
!1=2
;
H m(I ;Rn) is a Hilbert space. We shall also use the semi-norm
jCjm; I;Rn =
Z
I
hC(m)(t)i2 dt
1=2
and its associated scalar semi-product (; )m; I;Rn . We recall that
8m; k 2 N; m>k + 1; H m(I ;Rn) cCk( I ;Rn); (2.4)
where I is the closure of I and
c stands for the compact injection. Let us remark that, in particular,
for m>2, any element of H m(I ;Rn) can be seen, due to this embedding, as a vector-valued function
of class C1 in I .
As usual in elementary Dierential Geometry, we call (parametric) curve to any dierential map-
ping C : I ! Rn, I being any interval in R. The set C(I) is the trace of C. The rst derivative of C
will also be denoted by _C. For any t 2 I , the space spanned by _C(t) is called the tangent space of
C at t, and it is denoted by TC(t). Finally, we say that C is regular if, for all t 2 I , _C(t) 6= 0.
3. Pseudo-parallel curves
Let I be any interval in R.
Denition 3.1. We say that two curves u : I ! Rn and C : I ! Rn are pseudo-parallel if, for any
t 2 I , the vectors _u(t) and _C(t) are linearly dependent.
Remark 3.1. In terms of tangent spaces, the curves u and C are pseudo-parallel if and only if, for
all t 2 I; Tu(t)TC(t) or TC(t)Tu(t). Geometrically, if _u(t) and _C(t) are not null, the tangent line
to the trace of u at the point u(t) is parallel to the tangent line to the trace of C at the point C(t).
In this section we shall only prove two results concerning pseudo-parallelism. First, we show that
oset curves are particular cases of pseudo-parallel curves. Then we characterize the pseudo-parallel
curves to a C1 regular curve.
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Theorem 3.1. Let u 2 C2(I ;R2) be a regular plane curve. Let C be the oset curve of u with oset
magnitude c 2 R; given by
8t 2 I; C(t) = u(t) + ch _u(t)iJ _u(t):
Then; u and C are pseudo-parallel.
Proof. Let n(t) = h _u(t)i−1J _u(t). Since n 2 C1(I ;R2) and hn(t); n(t)i= 1, we get by derivation that
8t 2 I; h _n(t); n(t)i= 0: (3.1)
Let t 2 I . Since f _u(t); n(t)g is an orthogonal basis of R2, we deduce from (3.1) that _n(t) 2 Tu(t),
and hence _C(t) = _u(t) + c _n(t) also belongs to Tu(t). The result is then a trivial consequence.
Theorem 3.2. Let u and C be two curves belonging to C1(I ;Rn). Assume that u is regular. Then;
the following statements are equivalent:
(i) u and C are pseudo-parallel.
(ii) There exists a continuous function  : I ! R such that _C=  _u.
(iii) For all t 2 I; O( _u(t); _C(t)) = 0.
Proof. (i) ) (ii) For all t 2 I , since _u(t) and _C(t) are linearly dependent and _u(t) 6= 0, there is a
unique real number (t) such that _C(t) = (t) _u(t). The continuity of the function  : I ! R dened
in this way follows from the regularity of u and the continuity of _u and _C.
(ii) ) (iii): For all t 2 I , from (2.1) and (ii), we have
O( _u(t); _C(t)) = _C(t)− h _C(t); _u(t)ih _u(t)i2 _u(t)
= (t) _u(t)− (t)h _u(t); _u(t)ih _u(t)2 _u(t) = 0:
(iii) ) (i): For all t 2 I , we deduce from (2.1) and (iii) that
_C(t) = h _C(t); _u(t)ih _u(t)i2 _u(t)
which implies that _u(t) and _C(t) are linearly dependent. Thus, u and C are pseudo-parallel.
Remark 3.2. Point (ii) of Theorem 3.2 suggests an easy way to obtain a curve C pseudo-parallel
to a given C1 regular curve u: it suces to set a continuous function  and then compute C(t) =R
(t) _u(t) dt. Integration constants can be chosen freely, since their unique eect is to translate the
corresponding curve.
For example, let u(t) = (cos t; sin t), with t 2 [0; 2]. If (t) = 34sin t4 , we get
C(t) =

−1
2
sin
3t
4
+
3
10
sin
5t
4
;
1
2
cos
3t
4
− 3
10
cos
5t
4

:
The traces of u and C are represented in Fig. 2. Analogously, if (t)= t+ c (with c 2 R), we obtain
the curve u0 dened later in (4.2).
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Fig. 2. Pseudo-parallel curves u and C. Dotted lines connect points with the same parameter values and hence with parallel
tangent lines.
4. Fitting with pseudo-parallelism conditions
Suppose we are given:
 a bounded, open interval I R,
 a regular curve u 2 C1( I ;Rn),
 an ordered nite set A I of parameter values such that #A>2,
 for all a 2 A, a point pa 2 Rn.
We consider the following problem:
Construct a curve u0 2 C1( I ;Rn) such that u and u0 are pseudo-parallel and;
for all a 2 A; u0(a) = pa: (4.1)
Remark 4.1. If #A=1, there is a simple solution to Problem (4:1): the curve u0(t)=u(t)+pa−u(a),
where a is the unique element of A. This is why we have assumed that #A>2.
Remark 4.2. Neither the existence nor the uniqueness of a solution for Problem (4:1) is guaranteed.
For example, let I = (0; 1); u(t)= (t; 0); A= f0; 1g; p0 = (0; 0) and p1 = (1; 1). If u0 were a solution
of (4.1), there should exist a continuous function  : I ! R such that _u0 =  _u = (; 0) and hence
u0(t) = (
R
(t) dt; c) for some c 2 R. But the interpolation conditions imply that c= 0 and 1, which
is a contradiction. In this case, Problem (4:1) has no solution.
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Fig. 3. Traces of some curves dened in (4.2). Left: c = −3 (bold), c = −2 (solid), c = − (dashed). Right: c = 0
(bold), c =  (solid), c = 2 (dashed).
Likewise, for I = (0; 2); u(t) = (cos t; sin t); A = f0; 2g; p0 = (0; 0) and p2 = (2; 0), Problem
(4:1) has innite solutions, at least any curve of the form
u0(t) = ((t + c)cos t − sin t − c; cos t + (t + c)sin t − 1) (4.2)
with c 2 R. Some of these curves are represented in Fig. 3. Since any oset curve of a circumference
is a circumference with the same center, we remark that, in this case, none of the solutions of Problem
(4:1) is an oset curve of u.
In the remainder of this section, we present a method to nd an approximate solution to
Problem (4:1).
Let m be an integer such that 26m6#A. We shall need the following result.
Lemma 4.1. The mapping <  = :H m(I ;Rn)! R; given by
<C= =
 X
a2A
hC(a)i2 + jCj2m; I;Rn
!1=2
(4.3)
is a Hilbertian norm in H m(I ;Rn) equivalent to the Sobolev norm k  km; I;Rn .
Proof. From the properties of hi and j  jm; I;Rn , it is easily seen that <  = is a semi-norm in H m(I ;Rn)
associated to a scalar semi-product. Then, taking into account that A contains a Pm−1-unisolvent subset
(since m6#A), we derive that, in fact, <  = is a norm. The equivalence of <  = and k  km; I;Rn (and
hence the completeness of H m(I ;Rn) with the norm <  =) follows from Theorem 2:7:1 of Necas [7].
Let B be an ordered nite subset of I . Only for practical purposes, B should contain a large
number of points well distributed in I (i.e. in such a way that the Hausdor distance between B and
I is small).
For any ; > 0, let J be the functional dened in H m(I ;Rn) by
J(C) =
X
a2A
hC(a)− pai2 + 
X
b2B
hO( _u(b); _C(b))i2 + jCj2m; I;Rn : (4.4)
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We then consider the following minimization problem: nd s such that
s 2 H m(I ;Rn) and J(s) = inf
C2H m(I ;Rn)
J(C): (4.5)
Remark 4.3. The functional J involves three terms, weighted by the parameters  and . The rst
and second terms control, respectively, the quality of the t of the data points (in a least-squares
sense) and the degree of pseudo-parallelism to the curve u on the set B. Let us observe that these two
terms are null for any solution of Problem (4:1) that belongs to H m(I ;Rn). Finally, the third term
measures the degree of smoothness of a given function. The minimization of the Sobolev semi-norm
j  jm; I;Rn is introduced in order to reduce, as much as possible, any unwanted oscillations.
Theorem 4.2. Problem (4:5) admits a unique solution s which is also the unique solution of the
variational problem: nd s such that8>>>>><
>>>>>:
s 2 H m(I ;Rn);
8C 2 H m(I ;Rn);
X
a2A
hs(a); C(a)i+ 
X
b2B
hO( _u(b); _s(b))ihO( _u(b); _C(b))i
+(s; C)m; I;Rn =
X
a2A
hpa; C(a)i:
(4.6)
Proof. Taking into account (2.4) and, by Lemma 4.1, the equivalence in H m(I ;Rn) of the norms
<  = and k  km; I;Rn , it is readily seen that the symmetric bilinear form  :H m(I ;Rn)H m(I ;Rn)! R,
given by
(w; C) =
X
a2A
hw(a); C(a)i+ 
X
b2B
hO( _u(b); _w(b))ihO( _u(b); _C(b))i+ (w; C)m; I;Rn
is continuous and H m(I ;Rn)-elliptic. Likewise, the linear form
 : C 2 H m(I ;Rn) 7!
X
a2A
h pa; C(a)i
is continuous. The result is then a consequence of the Lax{Milgram Lemma.
The solution s of Problems (4:5) and (4:6) is called smoothing Dm-spline over I with tangent
conditions. This spline, which is an extension of the classical Dm-spline over a bounded domain due
to Atteia (cf. [3,4]), has been introduced, in a more general form, by Pasadas [8].
Suppose that Problem (4:1) has at least one solution belonging to H m(I ;Rn). Then, as Theorem
5.1 will show, s provides an approximate solution to that problem, since, for a suitable choice of
B,  and , s is close to the solution of Problem (4:1) with minimal semi-norm j  jm; I;Rn . Likewise,
if this problem has no solution, s is still a curve \almost pseudo-parallel" to the given curve u that
ts the data points in some sense (see Theorem 5.2).
Remark 4.4. In practice, the Finite-Element Method (cf., for example, [5]) is used to solve nu-
merically Problem (4:6). For this, the space H m(I ;Rn) is replaced by a nite-dimensional subspace
Vnh = Vh 
(n)   Vh, Vh being a nite element space constructed on a partition of I . The correspond-
ing discrete solution s h, called discrete smoothing D
m-spline with tangent conditions, is obtained
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by solving a linear system whose dimension is independent of #B (i.e. the number of parallelism
conditions). See [8,9].
5. Convergence results
We conserve the notations I; u; A; f paga2A and m introduced in the preceeding section.
Suppose we are given a set D(0;+1) that admits 0 as an accumulation point and a family
(Bd)d2D of nite subsets of I such that
8d 2 D; sup
t2I
inf
b2Bd
jt − bj= d: (5.1)
Let us observe that the left-hand side of (5.1) is just the Hausdor distance between Bd and I . This
hypothesis implies that D is bounded and that such distance tends to 0 when d does.
Let  :D! (0;+1) and  :D! (0;+1) be two functions such that
lim
d!0
(d) = lim
d!0
(d)
(d)
= 0: (5.2)
For simplicity, we shall frequently write  and  instead of (d) and (d).
For any d 2 D, let s d be the unique solution of the problem: nd sd such that
sd 2 H m(I ;Rn) and J d(sd) = infC2H m(I ;Rn) J
d
(C); (5.3)
where J d is dened as J in (4.4) with B
d instead of B; = (d) and = (d).
Finally, let K be the set of solutions of Problem (4.1) that belong to H m(I ;Rn).
Theorem 5.1. Suppose that hypotheses (5:1) and (5:2) hold; and assume that K is nonempty.
Then; one has
lim
d!0
ksd − skm; I;Rn = 0; (5.4)
where s is the element of minimal semi-norm j  jm; I;Rn in the set K.
Proof. (1) We endow H m(I ;Rn) with the norm <  = dened in (4.3). By Lemma 4.1, H m(I ;Rn) is
a Hilbert space for such norm. We remark that the compact embedding (2.4) is still valid.
(2) The set K is nonempty (by hypothesis), convex and closed in H m(I ;Rn). We deduce that
there exists a unique element s 2K such that <s== inf C2K <C= (s is the projection on K of the null
element of H m(I ;Rn)). Hence, there exists a unique element s of minimal semi-norm j  jm; I;Rn in the
set K, since, for all C 2K; <C= = jCjm; I;Rn .
(3) From (5.2), there exists d0> 0 such that  is bounded in D\ (0; d0). Without loss of generality,
we assume that supd2D (d)<+1.
(4) For all d 2 D, from (5.3), we have
J d(s
d
) =
X
a2A
hsd(a)− pai2 + 
X
b2Bd
hO( _u(b); _sd(b))i2 + jsdj2m; I;Rn
6 J d(s) = jsj2m; I;Rn : (5.5)
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It follows that the family (sd)d2D satises the relations
8a 2 A; hsd(a)− pai26jsj2m; I;Rn (5.6)
and
jsdjm; I;Rn6jsjm; I;Rn : (5.7)
Thus, there exists a constant C> 0 such that, for all d 2 D, <s d=6C.
(5) Since the family (sd)d2D is bounded in H
m(I ;Rn), there exists a sequence (sdlll)l2N, with
l = (dl) and l = (dl), for any l 2 N, and
lim
l!+1
dl = lim
l!+1
l = lim
l!+1
l
l
= 0
extracted from the family (sd)d2D, and there also exists an element s
 2 H m(I ;Rn) such that
lim
l!+1
sdlll = s
 weakly in H m(I ;Rn): (5.8)
Therefore, using (5.7), we have
jsjm; I;Rn6 lim inf
l!+1
jsdlll jm; I;Rn6 lim sup
l!+1
jsdlll jm; I;Rn6jsjm; I;Rn : (5.9)
Likewise, from (2.2), we obtain
sup
t2I
hO( _u(t); _sdlll(t)− _s(t))i6 sup
t2I
h _sdlll(t)− _s(t)i6ksdlll − skC1(I ;Rn)
which implies, together with (2.4) and (5.8), that
lim
l!+1
sup
t2I
hO( _u(t); _sdlll(t)− _s(t))i= 0: (5.10)
(6) Let us see that u and s are pseudo-parallel, which is equivalent, by Theorem 3.2, to prove
that
8t 2 I; O( _u(t); _s(t)) = 0: (5.11)
We shall argue by contradiction. Suppose that O( _u(t0); _s
(t0)) 6= 0 for some t0 2 I . As the mapping
t 7! O( _u(t); _s(t)) = _s(t)− h _s
(t); _u(t)i
h _u(t)i2 _u(t)
is continuous on I , there exist a constant > 0 and an open neighbourhood U of t0 such that
8t 2 U; hO( _u(t); _s(t))i>: (5.12)
From (5.10) and (5.12), we have
9l0 2 N; 8l>l0; 8t 2 U; hO( _u(t); _sdlll(t))i>

2
: (5.13)
Now, from (5.1), there follows the existence of a sequence (bl)l2N such that liml!+1 bl = t0 and,
for all l 2 N; bl 2 Bdl . Thus, there exists l1 2 N such that, for all l>l1; bl 2 Bdl \U. This implies,
with (5.13), that
8l>maxfl0; l1g; hO( _u(bl); _sdlll(bl))i>

2
: (5.14)
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But, from (5.5), we have
8l 2 N; hO( _u(bl); _sdlll(bl))i26
l
l
jsj2m; I;Rn :
Taking limits as l! +1, we deduce that
lim
l!+1
hO( _u(bl); _sdlll(bl))i= 0
leading to a contradiction with (5.14). Therefore, (5.11) holds.
(7) From (5.6), we have
8a 2 A; lim
l!+1
sdlll(a) = pa (5.15)
which implies, together with (2.4) and (5.8), that
8a 2 A; s(a) = pa:
(8) From points (6) and (7), taking into account that s 2 H m(I ;Rn), we derive that s belongs
to K. Since s is the unique element of minimal semi-norm j  jm; I;Rn in the set K; we conclude from
(5.9) that s = s.
But (5.9) now implies that liml!+1 jsdlll jm; I;Rn = jsjm; I;Rn . Using (5.15), we then deduce that
(sdlll)l2N is a sequence weakly convergent to s in H
m(I ;Rn) such that liml!+1 <sdlll == <s=. Therefore,
(sdlll)l2N is strongly convergent to s in H
m(I ;Rn), i.e.
lim
l!+1
<sdlll − s= = 0:
(9) We complete the proof showing that the whole family (sd)d2D converges to s as d! 0. We
argue again by contradiction. Suppose that limd!0 <sd − s= 6= 0. This means that there exist a real
number > 0 and three sequences (dl)l2N; (l)l2N and (l)l2N, with l = (dl) and l = (dl), for
any l 2 N, such that
lim
l!+1
dl = lim
l!+1
l = lim
l!+1
l
l
= 0
and
8l 2 N; <sdlll − s=>: (5.16)
But, from point (4), the sequence (sdlll)l2N is bounded in H
m(I ;Rn). The reasoning of points (5){(8)
then shows that there exists a sub-sequence of (sdlll)l2N that converges to s in H
m(I ;Rn). Hence, we
arrive at a contradiction with (5.16). In consequence, limd!0 <sd − s== 0, and therefore, by Lemma
4.1, (5.4) holds.
Remark 5.1. Suppose we are given a subset H of (0;+1) that admits 0 as an accumulation point
and a family (V nh )h2H of nite-dimensional subspaces of H
m(I ;Rn). Assume, as is usual in the
Finite-Element Method, that
8C 2 H m(I ;Rn); lim
h!0
inf
Ch2Vnh
kC− Chkm; I;Rn = 0:
For any (d; h) 2 D  H , let sdh 2 V nh be the discrete solution of the variational problem associated
with Problem (5.3). As pointed out in Remark 4.4, sdh is the approximate solution of Problem (4.1)
obtained in practice.
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From Cea's Lemma (cf. [5, Theorem 2:4:1]), it is clear that
8d 2 D; lim
h!0
ksd − sdh km; I;Rn = 0:
Therefore, with the notation and hypotheses of Theorem 5.1, we have
lim
d!0
lim
h!0
ksdh − skm; I;Rn = 0:
We conjecture that, in fact,
lim
(d; h)!(0;0)
ksdh − skm; I;Rn = 0
but this is still an open question.
An essential hypothesis of Theorem 5.1 is that K is nonempty, i.e. there exists at least one
solution of Problem (4.1) belonging to H m(I ;Rn). But, in practice, what usually happens is the case
K=;, due to the lack of regularity of the existing solutions or, simply, to the contradiction between
pseudo-parallelism and interpolation conditions. In such cases, if the quality of the t of the data
points is not crucial, the following result shows that \almost pseudo-parallel" curves can be still
obtained. For this, (5.2) should be replaced by the following hypotheses:
inf
d2D
(d)> 0 (5.17)
and
lim
d!0
(d) = +1: (5.18)
Theorem 5.2. Suppose that hypotheses (5:1); (5:17) and (5:18) hold. Then; one has
lim
d!0
sup
t2I
hO( _u(t); _sd(t))i= 0:
Proof. We endow again the space H m(I ;Rn) with the norm <  = dened in (4.3).
For all d 2 D, from (5.3), we get
J d(s
d
) =
X
a2A
hsd(a)− pai2 + 
X
b2Bd
hO( _u(b); _sd(b))i2 + jsdj2m; I;Rn
6 J d(0) =
X
a2A
h pai2:
Hence, the family (sd)d2D satises the relations
8a 2 A; hsd(a)− pai26
X
a2A
h pai2
and
jsdj2m; I;Rn6
1
inf d2D (d)
X
a2A
hpai2:
It follows that the family (sd)d2D is bounded in H
m(I ;Rn). Thus, there exists a sequence (sdlll)l2N,
where, for any l 2 N; l = (dl) and l = (dl), with liml!+1 dl = 0; lim inf l!+1 l > 0 and
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liml!+1 l=+1, extracted from the family (sd)d2D, and there also exists an element s 2 H m(I ;Rn)
such that
lim
l!+1
sdlll = s
 weakly in H m(I ;Rn):
Reasoning as in the proof of Theorem 5.1, we show that (5.10) and (5.11) hold. From the latter,
we have
8t 2 I; O( _u(t); _sdlll(t)) =O( _u(t); _sdlll(t)− _s(t)):
Hence, using (5.10), we deduce that
lim
l!+1
sup
t2I
hO( _u(t); _sdlll(t))i= 0:
Then, to complete the proof, it suces to argue by contradiction as in point (9) of the proof of
Theorem 5.1.
6. Numerical results
To check the tting method presented in Section 4, we have considered Problem (4.1) with two
dierent data sets. For the rst example, we have taken
 I = (0; 2),
 u(t) = (cos t; sin t),
 A= f0; ; 2g,
 p0 = (0; 0); p = (−3;−2) and p2 = (2; 0),
while for the second example we have set:
 I = (0; 1),
 u(t) = (46t3 − 72t2 + 36t; 16t3 − 27t2 + 12t) (u can be expressed as a cubic Bezier curve with
control points (0; 0); (12; 4); (0;−1) and (10; 1)),
 A= f0; 0:25; 0:5; 0:75; 1g,
 p0 = (0; 0:8); p0:25 = (4:3; 2), p0:5 = (6:8; 1:6); p0:75 = (7; 1) and p1 = (10; 1:25).
We remark that, for the rst example, there exists at least one solution u0, given by (4.2) with c=.
For both examples, we have applied the tting method with m= 2; = 10−7; = 10 and a set B
consisting of 1000 points randomly distributed in I . Problem (4.6) has been numerically solved using
the Finite-Element Method. For this, we have replaced H m(I ;R2) by the nite-dimensional space
V 2h = fC= (v1; v2) 2 C1( I ;R2) j 8i = 1; 2; 8K 2Th; vijK 2 P3g;
where Th is a partition of I into 10 equal intervals and P3 is the space of polynomials of
degree 63. After solving a linear system of dimension dim V 2h = 44, we have obtained a discrete
smoothing Dm-spline s h, which is the approximate solution to Problem (4.1) that the tting method
really yields.
Fig. 4 shows, for the rst example, the data points, the trace of s h (solid line) and the trace of the
existing solution u0 (dashed line). Likewise, in Fig. 5, we have represented, for the second example,
the data points and the traces of s h (solid line) and u (dashed line).
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Fig. 4. Example 1. Data points, existing solution u0 (dashed) and tting curve s h (solid).
Fig. 5. Example 2. Data points, data curve u (dashed) and tting curve s h (solid).
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