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R~sum~ 
Dans resDace .~"(.v'.//) des op6rateurs lindaires sur respace f f ' .W des matrices 
symdtriques rdclies d'ordre d/> 2. on consid/~re i cone ~/', (if'.//) des op&ateurs positifs 
au sens de l'ordre ddfini par le cone positif .'/'. 1'/, de . '/ ' .//, le sous-cone C+ (.'/'.//) (re:,p. 
.'d, (if'.//) ) de '2", (. ' / ' . / /),  formd des opdrateurs de :/ ' ,  (. '/.//) qui sont symdtriques ( resp. 
symdtriques positifs} au sens de la structure uclidienne naturelle de ' . / ( . . / / ) .  Dans ce 
travail, on s'intdresse a l'&ude de ia structure xtrdmale (i.e.. l'ensemble des g6ndratrices 
extrdmales} de chacun de ces cones. © 1998 Elsevier Science inc. All rights reserved. 
I. introduction 
Si V est un espace vectoriel r6el, on note 'J'(V) respace vectoriel des op6rate- 
urs lin6aires de V dans lui-meme. Un op6rateur de g'(R") sera toujours id- 
entifi~: avec sa matrice dans la base canonique de R". Pour d entier >/2, on 
note . ' f . / / l 'espace vectoriel des matrices r~elles sym6triques d'ordre d muni 
de sa structure euclidienne naturelle induite par I'op6rateur de trace, i.e., as- 
soci6e au produit scalaire ( )t~ d6fini par 
(~, ~)t~ = t r (~)  V¢,o ~Y ~. i f ' . / / .  
et .d i'espace vectoriel des matrices antisym~triques r~elles d'ordre d. On 
d6signe par ,'/'.//~. le c6ne positif de .,i/'.//, i.e. 
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.~r. // ~ = { 0 ~ ,~. ~:~ i x~ Ox >>. 0, Vx E I~ d }, 
et par ff',(.~/'.//) le c6ne convexe des op&ateurs de ~.~'(.'/'.//) qui prdservent le 
c6ne .~. # +, i.e. 
Pour tout opdrateur A E ~(.~.//), on note A l'opdrateur adjoint de A, et 
l'on ddsigne par .~(.7'.#) l'espace des opdrateurs auto-adjoints (ou symdtri- 
ques) de h" (.'/'. // ), et par .~+(.~'./[) le c6ne des opdrateurs positifs de 
.~(.~.1[) .  Enfin on pose (~ ~ (,~.1[) = ~e, (,~'.//) n ,,~ (Y/'.[[) et 
C'est le c6ne ~+(.~.ll), qui s'introduit naturellement Iors de I'dtude du 
probl~me de la projection optimale d'un nombre fini de points de !~ a sur une 
surface ellipsoidale ([6]), qui a donnd naissance aux c6nes ~(,~ ' .1 / ) ,  
.~ + (.~. l i  ) et C ~ (.el'. I'/). 
Parfois il est plus commode de travailler avec les formes bilineaires ur .~'./t 
au lieu des opdrateurs sur .~..//. Pour cela, nous rappelons que tout opdrateur 
A E ~( . ' / ' . / / )  ddfinit une forme bilindaire unique n..~ sur i'espace .9".//par 
n,,(O, t/,) = tr(A(O) • ~/') 
pour toutes matrices O, ~t' E .'/'.//. inversement, il rdsulte du thdorbme de 
reprdsentation de Riesz qu'"a toute forme bilindaire n sur . ' / ' . / /correspond un 
unique opdrateur A de ~'(. ' / ' . / /)  tel que n..~ = n. La correspondance L" A~n~ 
est un isomorphisme de ~'(. ' / ' . / /)  dans l'espace des formes bilindaires sur 
.'/'.//. L'image de .~ (.'/'. //) par cet isomorphisme st l'espace .,d(.'/'.//) des 
lbrmes bilindaires ymdtriques sur . ' / . / / ,  Its cbnes .jet', (.,/'.//) et (', (.'/'.//) s'id- 
entifient rcspectivement aux cones de .g( . ' f . / / ) .  notds encore .~'~(.'/~.//), 
¢, (~'.//), ddfinis par:.  
.,~', (.'/ //) = { n E .'d(.'r.lt) ln (O ,O)  >f O.VO E .'/'.//}, 
e,  = { ,z I ,z(4,. >i 0,v , ,p .'/;. a , / .  
(La premi/~re identitication est triviale. Pour voir ia deuxi~me il suflit d'utiliser 
la propridtd suivante, facile ~t vdrifier: Soit • E . ' f . t / ,  alors • E . '/.//~ si et 
seulement si tr(O~P) >. O, V~P E .'/'./i ',.) 
Si .~' est u.n ¢6ne convexe fermd d'un espace vectoriel rdel de dimension tinie, 
on notera Ext(.;~, ) I'ensemble des gdndratrices e×trdmales de .~. 
Chacun des c6nes ~,  (.'/'.//), .~ ,  (.'/'.//), (, ~ (.,/'.//) et .~, (.'/'. i'/) est fermd 
dans I'espace (de dimension finie)Y'(.'f.//), il serait done interessant gff~ce 
au thdorbme de Carathrodory ou ¢elui de Choquet, pour ddcrire ses dldments, 
de ddterminer I'ensemble d~e ses gdndratrices extrdmales. La thdorie spectralc 
classique nous dit que Ext(.,~", ( . ' J ' . / / ) ) -  {o'(O).O E c/,// , 
I'opdrateur ddfini sur ,~'.1/ pal o'(O)(O)= tr(OO)O. Dans ce travail nous 
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alions 6tudier ensemble des g6n6ratrices extr6males de chacun des trois autres 
c6nes. Nous d6terminc~ns au paragraphe 2 une classe d'616ments extr6maux 
pour chaque c6ne et nous montrons que lorsque d = 2, I'ensemble des g6n6rat- 
rices extr6males se r~duit -h cette classe. 
Signalons que le probl~me g6n6ral de d&erminer les g6n6ratrices extr6males 
des c6nes des op6rateurs positifs dans les C*-alg/:bres a 6t6 6tudi~ par Stormer 
dans [8] o/a il avait 6tabli, entre autres, un r6suitat tr/:s voisin de notre 
Th6orbme 2.3. D'autres travaux ([4,9]) ont 6t6s consacr6s/t r6tude des op6rate- 
urs positifs sur les algbbres de matrices. Les techniques des C*-alg~bres ne s'ap- 
pliquent pas au cadre que nous avons consid6r6 ici car respace .~ . / /n 'a  pas 
une structure de C'-algi~bre. 
2. G~n~ratrices extr~males des cbnes ~ ~ (."f. I / )  el t'~, (.9e./,¢) 
Nous allons d'abord commencer par donner une base compacte xplicite de 
~ (SP.//). Rappelons qu'une base de if)+ (.'F.//) est une section afiine C de 
~( . ' / ' . / / )  qui l'engendre, c'est-'/t-dire t lle que ~ (.~'..//) = ~, C. 
Soit {el . . . . .  ea } la base canonique de I~ a, consid6rons l'ensemble 
{ ± } c = ,4 ( . ' , " . / / )  I = l . 
i.i I 
Cet ensemble st visiblement une section afline ferm6e de .'./', (.'/'. #),  montrons 
qu'eile est compacte t qu'elle engendre le c6ne 'Y', (.~/'.//). Pour cela il suffit de 
montrer que si A E ~#, (.~/'.//) est tel que ~'/,  ~ n..~ , ' ,  . v, ~j~, ,T,j ) _ O,, alors A = 0. 
Soit donc A E Z ,  (. ' / ' .d)tel que ~;~.,, ,.,(e,e~, eie]) = 0, alors on a n6cessaire- 
ment e~'A(e,e~)ei = 0 pour tous i , j , I<~i,j<~d, eta  fortiori A(e~e T) = 0 pour 
tout i, 1 <~ i <~ d; d'oia, en utilisant rin6galit6 de Cauchy-Schwarz, 
yTA(xx v)y = Z a'aiyTA(e'e f + ejef )y 
I~ i.:j~:~d 
I ~i i - : / : : :  d 
<~2 ~ l~,~,l(v'.4(e,e])y)'/"(y~A(e,e~)y) '/2 
I i< / , :  d 
= 0 
pour tous x, 3' E 7~ 't, o/a on a pos6 x = '( :t,e,, donc A = 0. Donc C est bien 
une base compacte de ~' , (.'/'. // ). On en d6duit que les ensembles 
C n t"~, (.'/'.//) et C n .~( . ' / ' . / / )  sont des bases compactes des c6nes (c'+(.c/'.//) 
et :~ ~ (s/'.//) respectivement. 
Pour 6tudier l'ensemble des g6n~ratrices extr6males des c6nes ~'+ (.~.//),  
(!~+(c/,.//) et ,~+(.'/'.//), nous allons introduire deux classes d'op6rateurs sur 
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d~finit les op~rateurs .~J / .  Pour toutes matrices _r E ~(1~ a) et O E ...... //, on 
p(Z) et tr(O) sur .~./[ par: 
p( .Y.') (tO) -.-- ZtOZ T, 
a(O)(tO) = tr(OtO)O. 
Notons que les formes biiin6aires n~! ~ et n o sur .~.#, respectivement as- 
soci6es h p(2,') et tr(O), sont donn6es par: 
n~l(tO, 7") = tr(ZtOzm7"), 
n~(tO, 7') = tr(Ot0~. Ir(O7") 
pour routes matrices tO, 7" E ,9".//. 
Proposition 2.1. Pour tout Z ~ ~(~,t) ,  on a p(Z) E ~+(.~./ / ) .  
D~monstration. En effet, on a, pour tout t0E.qL//+ et tout x E ~d, 
xrp(z)(tO)x = (Zx)TtO(Zx) >i 0, done p(Z) E .,q'+(ff'.//). 
Proposition 2.2 ([7]). Soit Y. ~ ~(~d) ,  a/ors p(Z) E ~", (ff ' .#) si et seulement si
Z E ff'.//U.~t. 
D6monstration. Soit 2" E y,([~,l)• Un calcul simple montre que p(Z) ' = p(zT), 
done, si 2." E •'/'.//u .4, on a p(2") 3 = p(Z), et par suite p(Z) E t' ~ (,'/.//) en ve- 
rtu de la Proposition 2.1• R6ciproquemeiit, supposons que p(.r) E t:~, (.~'.//), 
alor.,~ on a p().')' = p(Z), et done tr(ZtoZvT') = tr(toZT'ZT), pour routes ma- 
( ,~ • • 
trices to, ~ E .~. #. En ecnvant cette relation pour tO - xx T et ~ - yyT avec 
x, y E R 't, on obt;~:nt: (yTZx)2 = (xTZy) 2, d'oh (yT_rx)=e(x,y).(xTZy) avec 
e = ±l .  Done, pc~ur tout x (resp. y) E [~d les formes lin6aires v ~-, vTZx et 
y ~ x TZy (resp. x ,--, f l 'Zx et x ~ x TZy) ont les m6mes noyaux, done eiies sont 
proportionnelles. On en d6duit que si ,r ~ 0, alors ¢(x,y) est constlmte n y 
pour x fix6, (x,y) e E = {(u,v) E (R't)';uTZv ~ 0}, et constante n x pour y 
fix& (x,)) ~ E, done e(x,y) est constante t vaut e E {-1,  +1} sur E, et I'on 
a xrZv = ev v_rx pour tout couple (x,y) E (Ru) ', et cela ach~ve la d6monstration 
dans ce cas. Le cas Z' = 0 est trivial. 
Remarque. Soit d E ~J~(ff'.//), alors pour tout x E [~d les termes de la matrice 
A(xx T) sont des polyn6mes homog~nes r6els de degr6 2 en les composantes de x. 
Inversement, toute application h qui, ~ tout x E I~ 'i, associe une matrice 
sym6trique d'ordre d dont les termes sont des polyn6mes homog~nes r6els 
du second degr6 en les composantes de x d6finit un op6rateur unique 
A E ..7~(ff'.//) tel que, pour tout x E ~d, A(xx v) = h(x). 
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Le th6or/mae suivant est d6montr6 dans [8] pour les op6rateurs positifs dans 
les C*-alg~bres. 
Th~or~me 2.3. Pour tout Z E ~qg(~a), p(E) E Ex~"t(~+(.~.d)). 
D~monstration. Soit x E ~':, alors on a p(Z)(xx T) = (Ex). (Ex) T E Ex"-'i(,~%t/+); 
donc si A E LP+(Sf./I) est tel que p(,Y.)-A E.,q~'+(~../I), alors 
p(Z)(xx r) -A(xx  T) E 6¢'.H+, et par suite, il existe, d'aprSs ([8], Lemma 2.1), 
~(x) E [0, 1] tel que A(xx T) = ~(x). p(Z)(xxT). On va montrer qu' on peut choi- 
sir le r6el ~(x) ind6pendant de x, ce qui d6montrera le theorY:me n vertu de ([8], 
Lemma 2.1). Posons A(xrT)=(a~i(x))~<i.~<~a et E=(bij))<~ij<~d, et soit 
i, 1 ~< i ~< d, tel que le polyn6me P = a~; est nonidentiquement nul. Posons aussi 
Q(x) = (~_,j=a b~jxi), on a alors P(x) = ~(x). Q(x)'- pour tout x. Le p61ynome P 
8tant homogSne positif de degr8 2, on peut 6crire, pour tout x E ~d, 
P(x) = P)(x) 2 + ~(x) 2 +. . .  + P,.(x) 2, oh P),P~.,... ,P, sont des formes lin6aires 
sur I~ 't. La relation P(x)= ~(x).Q2(x) pou!' tout x entraine que les formes 
lindaires P), P2,. . . ,  P,-et Q ont les m6mes n,:)yaux, donc proportionnelles, ce 
qui permet bien de choisir 0~(x) indSpendant de x. 
A 
Corollaire I. Pour tout E E / f ,d  U ,~, p(E) ~=_ Ext(d+ (,W,//)). 
D6monstration. Cela r6sulte imm6diatement du th6orbme pr6c6dent et de l'in- 
clusion suivante qui est facile 'h v6rifier m6me pour des c6nes plus g6ne~raux 
A A .  
Ext( 'J', (.'f.//)) r] (::', (.'I'.//) c Ext(C', (.,f.//)). 
Corollaire 2. On a 
A 
{p((9) I (9 .v'.//} u {.((9) I (9 .,/'. # ,  } c Ext(. + !/)). 
~ c f  Cf/l 9, t / ,  Ddmonstralion. On a ,J~ ( ...... //) = ( ..... ) fq ( . . . . .  ) d'oh 
{ (~xtxt(C,'~ (.~.//)) n .~  (.9,'.//)) LJ (~xt(.~:+ (.~'.//)) n e+ (.~'.//)) } 
A 
c Ext(,~+ (S/'.//11. 
I1 suttit alors d'utiliser les inclusions: 
{a((9) I (9 (~ .W./I, } c Ext(Je:,(.v'.tT))n~+(.~'.//), 
A 
{t,(e) I o E ) c Ext(~r ~(//'.//))N ,~+( . .  ) 
qui r~sultent respectivement de la th~orie spectrale classique, du Th~or~me 2.3 
et la Proposition 2.2. 
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Remarque. Le Th~ori:me 2.3 se g~n~ralise facilement "~ l'espace des op~rateurs 
lin~aires sur I'espace des ol~rateurs de Hilbert-Schmidt sym&riques sur un 
espace de Hilbert r6el s~parable; l'id6e de la d~monstration est ia mfime qu'en 
dimension finie. Nous reviendrons ~ cette question dans un travail ult~rieur. 
Le Th6or~me 2.3 nous dit qu'on a l'inclusion: 
dans la suite de ce paragraphe nous allons discuter I'inclusion inverse. 
Soit A E ~'+ (//~.//), on consid~re la foncion num6rique rta d6finie sur ff~(R 't) 
par 
I / " T 1 n,(t~) = inf {~.~_ ,,VA(x.,x, )v, 
i /2  , 
pour tout ~ E £t'(lRa). Nous avons alors la proposition suivante. 
Propo~on 2.4 ([5]). Les deux assertions suivantes ont ~qui~;alentes: 
(i) Ext(~, ( . ' / ' .#))= {p(2.'); 2: e ~(E")}.  
(ii) Pour tout A 6 ~'~ (// ' . / /) ,  A ¢ O. kt foncthm n l est mm identiquement ulle. 
D~monstration. (i) implique (ii). Supposons que (i) est vraie, et soit 
d e .'./" , (,'/'. // ). Alors d'apr/:s le thior~me de Caratheodory, il existe 
2: e .7'(R 't) nonnul tel que A - p(2") E ~,  (.'/'.//), d'oia, pour tous x,y E [~u, 
n.~0,x "j') >t [yVZx-I, el par suite n..~ est non nuile. 
(ii) implique (i). Soit A e ~', (// '.#). Supposons que n..~ est non identique- 
ment nulle. II est tacile de voir que la fonction n~ est convexe et homog~ne 
de degr6 1 et, comme elle est non identiquement ulle, son sous-diff6rentiel 
en 0 est non nul, d'o/a l'existence d'un d6ment _r de ~,(~a) tel que 
Itr(L'f2T)l<~n..j(12) pour tout f2E~"(R't). Ce qui implique ()XL'x)'<~ 
[n..t0.xV))] -' ,<yTA(xxV)y pour tous x.~, E R a, ou. ce qui est 6quivalent d'apr~s 
la th6orie spectrale classique, A - p(2.') ~ '.7~+ (// ' . / /) .  Done si A e Ext(//~.//), 
il existe ~t>0 tel que A=~I.'.(2.') P(V~Z). On en d6duit que 
Ext(.~ , ( . ' f . / / ) ) c  {p(X): L" e ,/,(iRa)} et le r6sultat d'apr~s le Th6or~me 2.3. 
Propositior, 2.5 ([7]). S i  on a 
Ex--i(~', (//'.//)) = {t,(z) I ~ E '-/'(~")}. 
ah,'s Ext(e, (.'/'.//)) = {t,(z) I z e . ' / ' . / /u.o/}. 
D~monstration. Un calcul simple donne [p(S)]' = p(S r) pour tout Z', et 
p(L" -i- f2) 4-p(Z - f2) = 2[p(L') + p(f2)] pour toutes les matrices Z',f2 E ~([2'i). 
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Le lemme r6sulte imm6diatement de ces deux identit6s et du fait que A = 
a). (A +A~)/2 pour tout A E. ( . .  
Th~or~me 2.6. Soit d = 2, alors on a 
Ex~t(,2"+(,~'.//)) = {p(S) I Z e ~(R" )} .  
D6monstration. L'inclusion {p(Z) IS  E ~F(R2)} C Ex~t(~(.q°.//)) a d6j',i fait 
l'objet du Th6or6me 2.3, il reste donc fi montrer l'inclusion inverse. Soit 
A E Ext(~+(,S¢'.//)); on distingue deux cas: 
I. L'ensemble {x E R-'; det(A(xxr)) = 0} est une droite vectorielle. Soit x0 
un g6n6rateur de cette droite. 
(a) A(x~a "T) = O. La matrice A(xx T) est alors de la forme 
),T2 ) 
7 fl T2 ' 
o6 Test un polyn6me homog6ne du premier degr6 en les composantes de x, et ,q 
et i' sont de:~ r6els, fl f> 0. II est facile de voir que comme A est extr6mal on a 
fl = 7 2, et donc det(A(xxV)) = 0 pour tout x E R 2, ce qui est absurde. 
(b) A(xoxo) ~ O. Alors, d'apr6s le th6or~me de Hahn-Banach, le th6oreme de 
representation de Riesz et un argument de continuit& on peut trouvc~ un v&- 
teur non nul u e R 2 tel que pour tous x, y E R 2, (uTx) 2 ~yTA(xxT)y. Soit 
-- uu  r, alors on a, pour tous x,y E 2 .e .q ' . / /  tel que 2 .2 R 2 
(2,X) T(2.x) • yTy = xTuuTx ..vTy <~ yTA(xxT)y ' et, en utilisant l'in6galit/~ de Cau- 
chy-Schwarz, on obtient (y~'x)2 ,<);rA(xx T)y. 11 en r6sulte que 
' / ' / /  Ext (2 ' , ( . .  )) donc il existe ~ > 0 tel que A -1,(2:) e ~'.,( ..... ). Or A e ~/'// , 
A = ~. p(2.), ce qui implique det(A(xxT))= ~. det((L&')(2.x) T) = 0 pour toUt 
.{" E R 2, ce qui est absurde aussi. 
On voit donc que ce premier cas ne peut avoir lieu. 
2. L'ensemble {xe R2;det(A(xxX))=0} contient deux vecteurs lin6ai-re- 
ment ind6pendants. Dans ce cas det(A(xxr)) est le carr6 d'un polyn6me homo- 
gSne du second degr6 en les composantes de x; et, par des arguments de 
divisibilit6 de polyn6mes, on voit que s'il est non nul, on peut trouver deux 
polyn6mes non nuls U~, U.,, V~ et V2 homogSnes du premier degr6 en les compo- 
santes de x tels que 
u? + v? 
A(xxT) = U2 + ) 
Soient 2.~ et -r2 les op6rateurs de ~'(R 2) d6finis par S~x= (U~,U.,) et 
2.2x = (Vl, V2), alors on a A - P(2.1) + P(2._,) et il r6sulte de son caract6re xtr& 
mal que A est de la forme p(Z), S E ff'(R2), d'oh l'inclusion cherch6e. 
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Ii d6coule de ce thgor~me, en vertu du thior~me de Caratheodory, le corol- 
iaire suivant. 
Corollaire 1. Pour tout op&ateur A E cd~'+(,~,//~, il existe dix nlatrices 
X i ,Z2 , . . . ,X lo  r~elles d'ordre 2 telle que A soit um ~ conlbinaison a~ne des 
op&ateurs p(Zi ), p(X2),..., p(ZI0). 
Ce corollaire prend une forme plus agr6able moyennant le th6or~me de 
representation int6grale de Choquet [2]. En effet, soit B une base compacte 
du c6ne ha+ (,c/',//), et soit F le compact {Z: p(X) E B}, alors nous avons le co- 
rollaire suivant. 
Corollaire Ibis. Pour tout op&ateur A E c~,+ (,~,.//), il existe une nlesure positire 
It sur F telle qtte 
= [p(Z) d/,(s). 
d 
I" 
Le Corollaire I est fi rapprocher de r~sultats analogues dans [8,9]. Dans ces 
articles on d~montre que tout op~rateur positif sur les matrices d'ordre 2 est 
d~composable (cf [8], paragraphe 8). 
Corollaire 2. Soit d = 2, alors on a 
Ext(e, (.'/'.//)) := {p(6)); 6) E .V'.//) U ~, ./,(J), 
oh J est ht matrice antisvoldtrique rOelh' d'orch'e 2, (gab' h 
,, , 
- !  0) '  
Corollaire 3. Poltr tout A E ~'~ (1~-'), A ~ O, la.hmcthm rr..t est non identiquement 
nulh'. 
Par des arguments de divisibilit6 de polyn6mes homog;~nes du second degr& 
on ddmontre le r6sultat suivant. 
A 
Th~ori~me 2.7. Soit d >i 3 et soit A E Ext( ~', (.:r.//)) tel que. pour tout x E ~,t, le 
rmlg ch' kt Olatrice .4(xx r) soil ~;gai h I, ahn's il existe tree matrice Z ~. ff,(~d) 
telh' qlw A = p(X). 
Problimle I. A-t-on Ex"-'i(Y', (.'f. #) )= {p(Z')'X E y,(~,~,t)} Iorsque d >i 3? 
En vertu du tla6or~me de Caratheodory etdu theor~me 2 de [4], la r6ponse a
ce probl~me st n~gative. Moyennant le Th6or~me 2.7, on peut dMuire de ce 
r6sultat que, pout" d >t 3, il existe des op6rateurs positifs extr6maux A de 
y', (.9".//) tels que A(xx T) puisse tre de rang >f 2. 
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3. G6n6ratriees extr6males du ebne ~+ (f/'../[). 
281 
Dans cette section nous allons nous interesser au probl~me de la d6termi- 
nation des g6n6ratrices xtr6males du c6ne .8+ (//V//). Les r6sultats de ce para- 
graphe, hormis le dernier, ont d6jh fait l'objet d'une Note dans les Comptes 
Rendus de I'Acad6mie des Sciences de Paris [3]. lls y ont dt6s 6nonc6s en termes 
de formes quadratiques, nous les reprenons ici, avec un peu plus de d6tails, en 
termes d'op6rateurs sur i'espace ff.// .  
Th6or/~me 3.1. Soit d = 2, alors pour tout A E .~ ~ (H'. #),  il existe deux matrices 
O, Z E H'.# +, et un rdel ~, 0 <~ ~ <~ 1, tels que 
A = p(o )  + (I - + p (z )  + (I - 
Corollaire. Soit d = 2, alors on a 
Ext(:8+(ff).ll)) = {p(O)  O E ,</'.ti} u {a(O): 6) E f i l l /} .  
Dimonstration. L'inclusion 
{p(O); 6) E ff ' .t l} U {a(6)): O E ff ' , / l} c Ext(./&(.'/'.li)) 
a d6jfi 6t6 prouvde au Coroilaire 2 du Thdor~me 2.3. L'inclusion inverse ddcoule 
immgdiatement du th6or~me pr6c6dent. 
Pour d6montrer l,e Th6or~me 3.1, on va d'abord &ablir quelques lemmes 
• e 
necessal res .  
Lemme 3.2. Soient 0 et E deux ~l~ments de if'.~/, alors a(6))+a(X) E (' ~ (ff'./l) 
si et seulement si xT Ox  • 3;r 6)y + x T 2"x. yTxv >i 0 pour tout couple (x, y) E I~ a. 
D~monstration. Supposons que a(O)+a(X)Et ' , ( / f . / / ) ,  alors on a 
yT(a(O) + a(Z))(xxT)y >t O, soit xr6)x .yT6)y + xTXx • vTXv >1 0 pour tout cou- 
ple (x,y) E ([~d)2. Rdciproquement, supposons " que l'on ait 
xT6)x .yTOy+xTZr .yTZy>~O pour tout couple (X,.V) E(Rd) 2, et soient 
~/'// et v E ~d alors on a ,/~ = ~;d  T E . . . . . . . . z_,,::: I ~;x,x,, ~ >1 0 d'apr& la th6orie spec- 
trale classique; d'oh yT(a(O) + a(L'))(~)v. = z_,;:lV';~dx;6)X~ vOvT+x,Ex f  vEvT 
t> 0, autrement dit a(O) + a(X) E ¢'~ (if'.//). 
Corollaire ([5]). Pour tout 0 E if'.~~, ~r(~)) E (r+(//,.//) si et seulenlent si 
6) E .~..// , u (- ff'. /l ~ ). 
Les trois lemmes qui suivent sont les lemmes clefs de !a ddmonstration du 
Th6or/:me 3. I. 
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Lemme 3.3. Soient Ot et 
( . .#)  alors. 
02 ~ ,~'. # ,  u(-.',¢'. # + ). 
02 deux 
ou bien 
~i~ments de .~/'. // tels que 
O~ E .~/'.//, U(- . ' f .  #,  ), ou bien 
D£'momtration. Supposons que O~ ¢ ,W.#. u (-.V~.#+). Cela ~quivaut "~ dire 
que -n  = inf{2 1 2 valeur propre de O! } < 0 e ta  = sup {2 I 2 valeur propre 
de Oj } > 0. Soient e et .f des vecteurs unitaires de ~,t tels que O~e = -he  et 
~tf  = af ,  posons ~ = dO2e et [I = fTo2f .  D'apr~s le Lemme 3.2 appliqu6 
au couples (O ,L ' )=(Ot ,O2)  et (x ,y )=(e , f ) ,  on a .-nrr+~[~>~O, done 
~[I >1 ntr > 0, et par suite ~ et [I sont de m~me signe et non nuls. Quitte "h rem- 
placer 02 par -O2,  on peut supposer ~, [I > 0. Soit x E ~'t, alors, d'apr~s le 
iemme 3.2, on a --rt(xrOtx) + ~t(xtO2x) >f 0 et --a(xTO~x) + [~(xTO2x) >t O, ce 
qui 6quivaut h xrO2x >1 n/z, cTO~x et xT02 X >t -(a/ lOxTOix, d'ofa 
x rO,x >t IxTO~xl . inf(n/~,a/[~), et par suite 02 E . ' f . / / , .  
Lemme 3.4. Soient O t et 02 deux ~l~ments de .c/,. // tels que 
tr(Oi) +a(02) E e+(.W.//), alors ii existe r.t E .~f.//, et 2",_ E .~'.//~ tels que 
+ a(O: )  = + 
D~monstration. Si Ot = 0 ou O2 = 0, le Lemme 3.4 r6suite aussit6t du corolla- 
ire du Lemme 3.2. On suppose que Ot #0 et 02 #0 et soient 
E = {x E ff~alxTOix # 0} et F = {xrO,x/xrOtxl.L~ • E E}. D'apr~s le Lemme 
3.3, on peut supposer que Ot E . ' / ' . / / , .  On distingue alors deux cas: 
Premier cas: L'ensemble F est non born6. D'apr~s le Lemme 3.2, la condi- 
tion du Lemme 3.4 se traduit par i'in6galit6 
(x rO2x) (y rOLv)  
I+ xTO  x >II (,) 
pour tous x,y E E. En prenant une suite (x,,) de points de F telle que 
T .'I" . Ix,, 02x,,/x,, OIx,,I tend vers +oc, on voit que xVO2x garde un signe constant 
sur E, done partout puisque E est dense dans ~d; done 
02 E .'/'. #,  U (- . ' / ' . / / ,) .  Dans ce cas. il suttit de prendre L't = Ot et L'2 = 02 
ou L', = -O ,  selon que 02 E ~/'// -s/'. - . . • ~ oUO2E //~. 
DeuMbme cas: L'ensemble F est bornd. Soient alors g = inf F et h = sup F. 
Si g f> 0, on a x TO2x >i 0 pour tout x E E, donc pour tout x E t~ 't car E est dense 
dans !~ 't, d'ofJ 02 E .'/'.11,, et il n'y a qu'~t prcndre L'~ = Oi et L'2 = 02. Si 
g < 0, on a, d'apr~:s I'in6galit6 (,), I + gh >>. O, donc h <~ - l/g. 11 cn r6sulte 
que gxTOtx<<.xrO2x<~-(I/g)xrO~x pour tout x E~ 'i, et par suite, 
g6)2 + Ot E .V'.[a'+ et 02 -- gO I  E V' g Posons L'l (! + g2)-  t/2 , , .  + .  - - -  . 
~'~ I/2 (gO,. + Or) et £'2 = (1 + g-)- • (02 - got),  alors on a, pour tout x ~ !~ '1, 
rr(L'l )(xx T) + a(S2)(xx 1) = rr(Oi )(xx T) + a(O2)(xxT), et lemme r6sulte mainten- 
ant de !a th6orie spectrale classique. 
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Soit d ia matrice antisym6trique d'ordre 2, 
(0  , )  
J -  - i  0 ' 
alors la forme bilindaire sur ,~/'. # associ6e "~ l'op6rateur p(J) est donn6e par: 
n.~(4~, ') = -tr(J4~J~'), 
pour toutes matrices 4~, ~P E S/'.//. Un calcul d6mentaire donne le lemme suiv- 
ant: 
Lemme 3.5. Soit d = 2. ah, rs pour  tout 61 E ,'/'.//, on a p (61)= rr(61)- 
det(O),  p(d). 
Lemme 3.6. Soit d--  ". ,'.,;.',,, ' '  • :. ct .,, ...... O, 2." ¢ . t . /1 ' , .  alors il existe deux vecteur:; 
xo, 3'o E R 2 - { 0 }. non colin6aires, tels qtte x~613,o = 0 et x TXyo = O. 
[~2 D6monstration. (a)z Si 6} (resp. 2.') est non inversible, il existe y0 E tel que 
03~} = 0 (resp. 2231~ = 0)~ il suflit alors de choisir xo orthogonal ~ Syo (resp 
Oyo), xo non colin6aire a yo. 
{b) Si 61 et Z" sont inversibles, alors la matrice 61-~ L" admet une valeur propre 
r6elle ;.. En effet les matrices 61 et 22, eta tant que matrices complexes, sont her- 
mitiennes positives inversibles; soit ;. une valeur propre dans C de ia matrice 
C 2 O ~22 et y. E un vccteur propre non nul associ6 '~ /., alors on a 
(O 12.~,., O.!'.) = 2(y,,61yo), oh (,) d6signe ie produit scalaire dans C a, done, 
h cause du caracthre hermiticn de la matrice 61, on a (23,.,y.) = ,;.0~}, 61yo), et 
par suite 2 est r6el, car les quantit6s (L31D,.U,) et (vo, 6})'o) sont r6elles non nulles. 
• I~" On en d6duit aussi que le vecteur t~j E . Les vecteurs 61yo et L'yo sont lin6aire- 
ment d6pendants, il n'y a donc plus qu'h choisir xo nonnul et orthogonai b. L'yo. 
Lemme 3.7. Soit  d = 2, et soit ,4 E .'d, (.'/ './/). Ahm~" il existe 0 E . ' /L//~, 
Z E . ' / ' . / / ,  et un r~el k,O<~k<~ det(E~)+det(Z'), tels que A=a(61) -~p ' ( r r )+ 
k. t,(J). 
D6monstration. Soit a la forme bilin6aire sur o'f.//associ6e '~l'op6rateur d, ~out 
revient "~ montrer qu'existe 61E .~'.//4,22 E .~'.//~ et un r6el k, 0 <~ k <~ det(61)+ 
det(~), tels que n = n~.~ + n,z + knj. Four cela on va distinguer deux ca~; 
Premier cas: Ii existe q~o E H'. #-  {0} tel que n(q~o, ~o) = 0. I1 existe ;dors 
deux formes lin6aires II et /2 sur  H'./d teiles clue n(q~, q~) =(lt(q~)) 2 + (d:(~)) 2 
pour tout q~ E H'.#. D'apr6s le th4orhme de Riesz, il existe deux ma,.rices 
Oi, O2 E H' .# telles que Ii = tr(611.) et 12 = tr(612.). En appliquant le I a.mme 
3.4 aux matrices 61~ et 612, on obtient le r4sultat avec k = 0. 
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Deuxi~me cas: Pour tout • ~ ~J / / -  {0}, n(O, 4~) > 0. Par un argument de 
continuit6 on peut trouver un r6el h > 0 tel que n(~, ~) + h. nj(O, ~) >t 0 pour 
tout 4~ E ~/ / .  Soit k le plus grand de ces h, alors la forme biiiinoLaire 
~=n+k.n j  appartient b. ~+(~ol / )  et, par d6finition de k, il existe 
• 0 E ~ J / -{0}  tel que h(O0,O0)=0. D'apr~s le premier cas, il existe 
O E ~/ /+,  2" E 3ed'/+ teis que ~ = n~ ) + n~ ). D'autre part, on peut trouver 
deux matrices O ,~PE~/ /+ relies que ng)(O, q0=n~)(g~,~P)=0 et 
nj(O, q0 >0,  ce qui r6sulte du lemme pr6c6dent en remarquant que 
nO)(xxT,yy T) = (xTOy) " et que xTdy # 0 d~s que x et y sont noncolin6aires. 
D'apr~s le Lemme 3.5, on a: n = n~ ) + n~)+ (det(O)+ det(2")- k).nj,  d'of~ 
0 ~< n(O, q~) = (det(O) + det(Z) - k)- nj(4~, ~P) et l'in6galit6 concernant k 
cherch6e. 
D6monstrat ion du Th6or6me 3.1. Soit ,4 un 616ment de ~+ (.~'J/), alors d'apr/~s 
les Lemmes 3.5 et 3.7, il existe deux matrices O E ~t /+,  Z ~ ~'~//+ et un r6el 
k, 0 <~ k ~ det(O) + det(2:)tels que 
,4 = p(O) + p(2") + (det(O) + det(Z) - k)p(J). 
II exist¢ aussi un r6ei a E [0, 1] tel que k = a(det(O) + det(Z)), d'oii, d'apr~s le 
Lemme 3.5, ,4 = ap(O) + (1 - g)e(O) + 0ep(Z) + (1 - ~)¢r(Z). 
Pour les dimensions d >I 3, nous ne savons pas d6terminer toutes les g6n6rat- 
rices ¢xtr6males de :$, (,c/',//): toutefois, nous avons le theoreme suivant. 
Th~or~me 3.8-- Pour tout d >i 3, I'inchtsion {p(O) I O E .~/'.#+} u{cr(O) [ O 
E .~.//~ } c Ext(:$~(.c/'.//))est stricte. 
D6monstration. On va faire la d6monstration pour d = 3, rextension aux di- 
mensions up6rieures 6tant imm6diate. Consid6rons la matrice antisym6trique 
d'ordre 3, 
0 1 0)  
do = -1 0 0 , 
0 0 0 
et soit A l'op6rateur de ~(,~.//) d6fini par 
A(q~) := tr($) l  + tr(A40A + do$do, 
ofJ A est la matrice 
o o o) 
0 0 0 . 
0 0 1 
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I1 est facile de voir que I'op6rateur A est sym6trique. En outre, on a 
(2~. + y + z - f l  0 
A(O) = -f l  • + 2y + z 0 ) 6. 6P./t'/+ 
0 0 o t+?+z 
pour toute matrice 
= fl ~, a 6.,9"..//+, 
~i e" z 
donc A 6_ .~+ (~.///). La forme bilin6aire sur ,~',//associ6e/t A est donn6e par 
n(O, 4,) = (~ + 7 + z) 2 + z2 + 2(fl 2 - ~7) 
pour toute matrice 
4= fl 1' tr 6.6e./1. 
t~ tr z 
Soient C une base compacte de ~+(6e..//) et F le compact 
{o e .~'.a+ I p(e) ~ c} u {o ~ .~'..a+ I o-(o) ~ c}. 
On note tout 616ment 0 de F par 
/p(O) q(O) s(O)) 
o = |q(O) ,.(o) t(o) , 
\s(O) t(o) u(O) 
o~.~p, q  r, s, t et u sont des fonctions continues de O. Supposons que l'on ait 
Ext(:~+(Se.//)) = {p(O) lO 6. Serif'+} U {a(O) lO 6. .9'.1/+}, alors, d'apr~s le 
th6or~me de repr6sentation i t6grale de Choquet [2] et l'expression de nO ) en 
fonction de nto 2), il existe deux mesures positives/~ et v sur F telles que: 
(0~-F )~-F 17) 2 -F" 1~ 2 "~- 2(fl 2 -  Ot~) 
= f (p~ + 2qfl + ry + 2s6 + 2ta + l/'c) 2 d(/t 4- v) 
+ 2(./(pr-q2) d v) " (#: - ~,) + 2( f ~ - s~) dv) " (62 -- O~T) 
+ 2 f (ru - t2) • (tr 2 - yz) + K 
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pour tous ~t, ~, ~, 6, tr, ~ E I~, o~ K est une combinaison iin6aire des quantit6s 
(aa- /~6) ,  ( /~a-  ~6) et ( /~-  ~,6). 
I1 est alors facile de voir que la quantit6 K est nulle, et, comrne les coefficients 
de 6 2, ¢r 2 et a~, dans l'expression de n(q~, q~) sont nuls, on a: 
s=t=0,  (p+v) -p .p . ,  (1) 
pr = O, p - p.p., (2) 
q=0, v-p .p . ,  (3) 
pu = ru = 0, v-p .p . .  (4) 
Comme q2 <~ pr, on d6duit des relations (2) et (3) que q = 0, (It + v) - p.p. 
D'autre part, on a aussi: 
f p2 d(l, + v) = f r2 d(p + v) = / (pr) d(p + v) = l 
(le premier et le second membre sont les co6fficients de ~2 et ~,-', le troisi~me st 
la moiti6 de celui de/J"), d'ott p = r, (It + v) -p .p . ,  et doric, gr/tce ~ (2), on a 
p = r = O, It - P.p., d'oia 
(0C+)'+T)2+T2= [(P~+r'}'+uz)2dv+ (fu2d/l) " C 2 ' ,  
ce qui est absurde puisque le coefficient de ~r dans le second membre de 
r6galit6 pr6c6dente, 6gal il 2 est nul. Le Th6or~me 3.8 est donc 
d6montr6. 
Remarque I. On pourrait utiliser, dans la d6monstration pr6cddente, le 
th6or~me de Caratheodory, de nature g6omdtrique, au lieu du th6or/:me de 
Choquet qui est plut6t de nature analytique t auquei on recourt surtout en di- 
mension infinie. Nous n'avons fait ce dernier choix que pour la commodit6 des 
calculs. 
Remarque 2. II semble que la forme bilin6aire n consid6r6e dans I'exemple 
pr6c6dent est un 616ment extr6mal de (//'.//). 
Cet exemple nous conduit "/t consid6rer une classe plus g6n6rale d'op6rateurs 
dans ;$ + (,7'.//). 
Pour tout 0 = (a!/)l ~,.i~, t E .'/'.I'/, et tout couple (i. j), I <~i,]<~d, on pose 
aaj t!i i 
On pose aussi pour tout entier i, I <~ i <~ d, Ai = eief, off {el, e2, . . . ,  ed} est la 
base canonique de I~ '~. On a le lemme suivant. 
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Lemme 3.9. Pour tout couple (i,j) d'entiers tels que 1 <~ i, j  <~ d, il existe des rdels 
sl,s2,.. .  ,Sd >i 0 tels que l'opdrateur 
i=d 
tr(O) + det[6)ijlo o rtt; + ~-~sip(AiO) 
i=1 
appartient h ~+ ( ~.~//). 
D6monstration. Le lemme se d6montre par un simple argument de continuit6 
appliqu6 aux termes de l'expression de n~l(O, q') en fonction de ng)(¢, T), 
pour ¢ et T dans ,gL.M. 
Notons (tl, t2,. . . ,  td) le d-uplet 
inf / (si,s2,... ,Sd) ~ R'~ I ~r(O) + det[n;j(O)] • p o 7T(/ 
k 
i~-d / 
+ s,0(a,o) e .e + (.,/.a) , 
i---I 
o/a l'inf est pris au sens de l'ordre produit, et soit A; 2 i'op6rateur de ~+(,Se.//) 
d6fini par 
i---d 
A;j = tr(6)) + det[ni;(6))] . p o hi2 + Zt ip (A iO) .  
i--1 
L'op6rateur de .~+(/f.//) associ6 h la forme bilin6aire n de l'exemple 
pr6c6dent est un 616ment particulier de la classe des operateurs ,4~i du type 
pr6c6dent, ce qui sugg6re le probl~me suivant 
Probl/~me 2. Les op6rateurs A u pr6c6dents sont -ils des 616ments extr6maux de 
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