Abstract. Consider the problem of selecting the member of a parametrized family of curves that best matches a given curve. This is a key step in determining proper values for adjustable parameters in low-order plasma etching and deposition models. Level set methods offer several attractive features for treating such problems. This paper presents a parameter estimation scheme that exploits the level set formulation. The method is completely geometric; there is no need to introduce an arbitrary coordinate system for the curves. Analytic results necessary for the application of gradient descent algorithms are derived, and some preliminary numerical results are presented.
1.
Introduction. This work is motivated by the need for accurate low-order phenomenological models of thin film etching and deposition processes. These processes are central to the manufacture of microelectronic devices. Phenomenological models are necessary because of the complexity of the surface chemistry and the plasma-surface interactions. Typically these models lump together numerous unknown rate constants into relatively few parameters [8, 14, 20, 21] . Reliable use of these models for simulation or control then depends on the ability of the user to choose the values of these parameters correctly. The parameter values may be selected based on surface evolution data from scanning electron micrographs. To our knowledge, only one study has investigated methods to optimize this process [8] . That work, while successful, used a nongeometric cost function that requires the user to select points in one-to-one correspondence on the actual and estimated surfaces. This selection introduces an arbitrary component of unknown significance into the procedure and places an undesirable burden on the user. In the following sections we introduce a completely coordinate-free cost function that eliminates this arbitrary element.
In a recent series of papers Sethian and Adalsteinsson apply level set methods to the simulation of feature development in a variety of semiconductor manufacturing applications [1, 18, 19] . Level set methods provide a flexible framework for surface evolution problems. String methods are the main alternatives to level set methods. Here the surface is defined by points, which are advanced according to the surface velocity. Two problems may occur if corners appear in the surface. First, if the surface points are allowed to "bunch up" at a corner, the Courant-Friedrichs-Lewy condition may be violated. Second, points on the surface may move past each other, necessitating "delooping." The level set framework is inherently immune to these problems. String methods may also become unwieldy when topological transitions occur, as during merging or splitting of surfaces. Again, these transitions are handled automatically using level sets. For a detailed discussion and a survey of the literature see [18] . Both corner formation and topological transition occur in etching and deposition, making this a promising area for the application of level set methods.
Although we are motivated by plasma etching and deposition applications, as described above, the problem we address here is more narrow in scope. We describe a geometric cost function based on level set descriptions of both the curve to be matched and the parametrized family. We then construct derivatives of the cost function in terms of the parameters. This allows us to apply the gradient descent class of minimization methods. A simple example is presented, and the tasks remaining before the results can be applied to the full problem are discussed. Several important properties of the cost function are discussed.
Level set methods have been used in identification. Approaches to real-time estimates of evolving features in plasma etching based on level sets have been put forth in [2, 3, 4, 5] . Santosa devises a level set approach to reconstruct the shape of an unknown object from a discrete set of measurements [16] . This is somewhat different from our situation. In this paper we treat the case where the shape of the object is itself the measurement.
Level sets.
The approach presented here is general, but in this paper we restrict our attention to curves in the plane. In the level set formulation, an oriented curve C is represented by the zero level set (ZLS) of a level set function (LSF) Φ(x), that is, C = {x ∈ R 2 : Φ(x) = 0}. Clearly the choice of Φ is not unique. To remove this nonuniqueness one may think of C as defining an equivalence class of LSFs on the plane, where two such functions Φ and Ψ are defined to be equivalent if they have the same signature, that is, if Φ and Ψ have the same sign (or are simultaneously zero) at every point in R 2 . As usual when dealing with equivalence classes, it is convenient to choose a canonical element. A good choice here is the signed distance function. For any curve in the plane, and given some choice of norm, the magnitude of the signed distance function at a point is the shortest distance (as defined by the norm) to the curve. The signed distance function is negative if the point is inside the curve and positive if the point is outside the curve. The choice of which component is inside and which is outside is essentially arbitrary. In situations with physical meaning the proper choice is generally obvious. Efficient algorithms exist for generating the signed distance function given an arbitrary LSF, particularly when allowed freedom in the choice of norms. The real importance of the level set approach comes when considering evolving curves. Here
2 is a parametrized curve evolving in time according to the equation
where ν is the outward pointing unit normal to C. The speed functionβ describes the outward normal velocity of C and may depend on independent variables, on local properties of the curve, or on global considerations [13] . In (1),β is defined only on the curve. Now the LSF too is time-dependent. The evolution of the LSF according to (1) is governed by the following PDE:
This PDE is derived as follows: The curve C(s, t) is represented by the ZLS of a function Φ :
Assume that Φ is negative in the interior and positive in the exterior of the zero level set. We consider the zero level set, defined by
We have to find an evolution equation of Φ, such that the evolving curve C(t) is given by the evolving zero level X(t), i.e., C(t) ≡ X(t). By differentiating Φ(X(t), t) = 0 we obtain
For any level set, the following relation holds:
Substituting (5) into (1) to eliminate ν, then placing the resulting expression for C t into (4), in place of X t , gives (2) . For more detail on the meaning of (2) when the LSF fails to be differentiable everywhere in space, and for numerical approaches to solving such cases, see [18] and the references therein.
All LSFs in the equivalence class must satisfy an equation like (2) . Here β is a function defined everywhere in the plane. Different choices for β are possible, but at any instant they must all coincide on the ZLS itself, and there be equal toβ. We will call any β satisfying this condition admissible. To remove the nonuniqueness in the definition of (2) we again turn to equivalence. Any admissible β will map a member of the equivalence class of LSFs at time t 0 into the proper equivalence class at time t. The canonical signed distance function can be recovered from any other member of the class as desired. This process is often referred to as renormalization. Note that the evolution (2) will not, in general, preserve the signed distance function.
3.
A metric for level set functions. The process of parameter identification will require that we find the parameter values that give, in some sense, the closest match to an observed evolution. To make this rigorous, we must define a metric for LSFs that formalizes the idea of "distance." We turn now to the construction of a suitable function. Our main objective is to avoid the need to parametrize the curves. Such parametrizations are intrinsically arbitrary, and place a burden on the experience and expertise of the end user. This is the motivation for defining a geometric (by which we mean coordinate-free) cost function. The idea is presented in Figure 3 .1. Figure 3 .1(a) shows two closed curves, one consisting of a single connected component, the other consisting of two connected components. In all cases "inside" is taken to be the bounded component of the plane defined by the curves. Since the two curves are not identical, there should be a positive distance between them. We define this distance to be the area of the region between the two curves. This area is shaded light gray in Figure 3 .1(b). The example shown in Figure 3 .1 is abstract. A geometry that might occur in thin film deposition into a trench or via is shown in Figure 3 .2. Here the points contained inside both curves are shaded dark, the points outside both curves are unshaded, and the points inside one curve but not the other-that set of points whose measure defines the distance-are shaded a light gray. That is, given a pair of simple closed curves, C 1 and C 2 , let the distance from C 1 to C 2 , denoted ρ(C 1 , C 2 ), be the total area of points enclosed by either one curve or the other, but not both. In three dimensions or higher area is replaced by volume, etc. The definition is extended to any curve defined by a LSF on a compact domain by including appropriate portions of the boundary.
Formally, let A and B be sets. Define the function ρ(A, B) on sets to be the Lebesgue outer measure of the symmetric difference: ρ(A, B) = µ * (S(A, B)), where S(A, B) := (A \ B) ∪ (B \ A). The symbol \ denotes the usual set difference. Unfortunately this is not a metric on sets, because sets that differ only by a set of measure zero will have a distance zero from each other, but are not equal. This problem can be resolved by defining two sets to be equivalent if ρ is zero. Then ρ is a metric on the resulting quotient space [15] . This operation is justified physically in our application since closed curves containing no area can be neglected, at least in terms of the gross structure. Whether these curves have some physical significance at a smaller length scale, or in terms of electrical or mechanical properties of the material, is an interesting question, but beyond the scope of this paper. Having defined ρ(A, B) to be a metric on sets in the above sense, we extend it to closed curves as follows: If I 1 is the interior of curve C 1 , and I 2 is the interior of curve C 2 , then ρ(C 1 , C 2 ) = ρ(I 1 , I 2 ). Finally we overload the notation still further, and extend the metric to LSFs, as fol- lows: If C 1 is the ZLS of Φ and C 2 is the ZLS of Ψ, then ρ(Ψ, Φ) = ρ(C 1 , C 2 ). For the last extension, it is again necessary to consider a quotient space of the set of all LSFs.
Here the equivalence relation defined earlier is weakened slightly to Φ(x) ∼ Ψ(x) if sign(Φ) = sign(Ψ) almost everywhere. In the context of this paper these are technical details, and do not affect the computations. We refer to the metrics thus defined on plane curves and LSFs as the area metric, and refer to its value as the error area. The Hausdorff metric is often used to compare curves in the plane. The "asymmetric Hausdorff metric" between curves C 1 and C 2 is defined, given some norm, by placing spheres of radius ǫ on each point of C 1 . The infimal value of ǫ for which the union of these spheres contains every point of C 2 is the asymmetric Hausdorff metric from C 1 to C 2 . The (symmetric) Hausdorff metric is the larger of the two asymmetric Hausdorff metrics. This paper is not intended as a comparison of the two metrics-only the area metric will be considered below. Much of the development can be accomplished using the Hausdorff metric in place of the area metric. In the context of the etching and deposition problems that motivate this work, the Hausdorff metric has advantages and disadvantages. For example, consider a case where the estimated curve agrees with the measured curve, except for the presence of a tiny bubble far from the free surface. The error according to the Hausdorff metric will be large, even though the bubble would most likely have little physical significance. The area metric would give a small error in this case. On the other hand, given two voids, the area metric does not distinguish between the situation where they are almost touching, and the situation where they are far apart. This potentially troublesome behavior does not occur with the Hausdorff metric.
3.1. The product method. When the estimate and the measurement curve are both characterized by LSFs, the area metric is easy to calculate. If the two LSFs are multiplied pointwise, the result is a new LSF, which we call the product LSF. The ZLS of the product LSF defines a curve, and the area of the interior of this curve is exactly the desired value. To see this, let C 1 be the ZLS of Φ and C 2 be the ZLS of Ψ. Recall that the distance between C 1 and C 2 is the measure of the symmetric difference between their interiors. That is, in terms of the LSFs, the measure of the set of points for which one LSF takes a positive value, while the other takes a negative value. If we form Γ(x) = ΦΨ, we see that ρ(C 1 , C 2 ) is just the area of the interior of the ZLS corresponding to Γ. Figure 3 .3 is a graphical depiction of this construction in one dimension. To calculate the area we generate C 3 -the contour corresponding to the ZLS of Γ(x) (note that the contour is now composed of oriented curves and is no longer just a set)-and apply Green's theorem:
where ·, · is the vector inner product. Here, as elsewhere in this paper, s stands for the arc length parameter [9] . Note that it is necessary to assign an LSF to the measurement.
In the procedure above, generating the contour corresponding to the ZLS of Γ is a key step. A geometric algorithm to accomplish this has been developed by Siddiqi, Kimia, and Wang, and is presented in [17] .
3.2. The symmetric difference method. In the preceding section the product LSF was used to define the error area. In this section we present an alternative that has better numerical properties. Consider the interior of the ZLS as a set, and note the following relationships between operations on LSFs and set operations on the interiors.
1. Given a LSF Φ, and denoting the interior of the ZLS of Φ as int(Φ), then int(−Φ) = int(Φ) c . That is, the interior of the negative of the ZLS is the complement of the interior of the ZLS.
Given two LSFs, Φ and Ψ, then int(max(Φ, Ψ)) = int(Φ) ∩ int(Ψ). 3. Given two LSFs, Φ and Ψ, then int(min(Φ, Ψ)) = int(Φ) ∪ int(Ψ). The symmetric difference between sets A and B is defined as S(A, B)
c . Identifying A with int(Φ) and B with int(Ψ), we define
where,
And it is seen that the error area is the Lebesgue measure of the interior of Θ. We refer to Θ as the symmetric difference LSF.
This formulation is numerically preferable to that of the previous section because if the gradients of the LSFs are near unity everywhere, then the gradient of the symmetric difference LSF will be also. In contrast, the gradients of the product LSF are not preserved. However, even for the symmetric difference method, away from the ZLS the signed distance function is not preserved. To see this, consider the case of the two LSFs, Φ(x, y) = x and Ψ(x, y) = y, whose interiors are the left half-plane and lower half-plane, respectively. These LSFs correspond to the signed distance function in the 1-norm or 2-norm. The union of their interiors is the interior of the level set function Θ = min(Φ, Ψ). The gradient of Θ has unity magnitude everywhere on the ZLS, except at the corner at the origin. To see that the signed distance function is not preserved, consider the point (−1, −1). Although its distance from the ZLS is 2 (in the 1-norm) or √ 2 (in the 2-norm), the value of Θ at (−1, −1) is −1.
Parametrized level sets.
Ultimately we wish to parametrize the speed function β. In this paper however, we consider the simpler case of a parametrized level set. For the present we suppress also the time dependence of the curves. Our objective then is as follows: We are given a measured curve, M, which is the ZLS of Φ(x). We also have a parametrized family of level set functions, Ψ(x; λ). Let L(λ) be the ZLS of Ψ(x; λ). We wish to find the value of the parameter vector λ such that L(λ) is closest to M.
One way to proceed is to treat the metric as a cost function and seek to minimize
or, in terms of Green's theorem, to minimize
where E is the ZLS of
We wish to apply gradient descent methods to accomplish this minimization. To do this, we need to calculate the gradient ρ i , where we denote partial differentiation with respect to λ i by a subscript i.
For the smooth segments of the curve we have
Equation (13) is derived as follows: Let θ parametrize the curve and take values from 0 to 2π regardless of the value of λ. Of course, this parameter is, in general, no longer the arc length. Now, writing E explicitly as (x, y), the tangent vector explicitly as (x θ , y θ )/ x 2 θ + y 2 θ , the outward normal ν as (−y θ , x θ )/ x 2 θ + y 2 θ , and recalling that
Differentiating inside the integral, and using the fact that the limits of integration no longer depend on λ,
Differentiation by λ and by θ commute. Integration of the second term by parts gives
The leading term in this expression is zero because the curve is closed. To evaluate the remaining term, write the vectors explicitly.
Substituting this result into (16) gives (13) . Now consider the change in E corresponding to a change in the ith parameter λ i . We write Γ(X(s; λ); λ) = 0. So, Γ i + ∇Γ, E i = 0. In fact, differentiation with respect to a parameter gives the same form we found when we derived the evolution equation (2), namely Γ i + E i , ν ∇Γ = 0. This time, however, we arrange the terms as follows:
Now, substituting (22) into (13), we obtain
The derivatives of Γ are replaced by Γ i = ΦΨ i , and ∇Γ = Φ∇Ψ + Ψ∇Φ. Since Φ = 0 on M and Ψ = 0 on L,
5. Corner effects. The formulas (13) and (26) of the previous section apply only to the smooth portion of the curves, and the contours will fail to be smooth at a finite number of corners. If the original curves are smooth, which we assume here for convenience, then the error contours defined by the ZLS of the product LSF will have corners only where the original curves intersect. It is now shown that, to first order, the contribution at each of these corners is zero.
Let M be the measured curve, L be the original estimated curve, corresponding to some nominal value for the parameter vector, and L ′ be the estimated curve at some new parameter vector, obtained by varying only the element λ i by ∆λ i . The change in the curve along the outward normal ν, denoted δ i , will be
We assume that L i is continuous. Now consider some neighborhood of each corner point, small enough that L i , ν may be treated as approximately constant inside that neighborhood and constructed so as to intersect every curve in the family L + L i , ν t, t ∈ [0, ∆λ i ], at a right angle. We also choose the neighborhood sufficiently small that the segments of M and L contained within it may be approximated arbitrarily closely by straight lines. Figure 5 .1 shows one such neighborhood, which we denote as Ω. Outside of these neighborhoods (13) holds; we now calculate the difference in one such neighborhood between ρ i as predicted by (13) and the actual ρ i . The sum of all such terms will give the total value required to correct the smooth approximation to ρ i . Denote the length of the curve L that lies in both Ω and the interior of M by S I , and the length of L in Ω but outside of M by S E . The neighborhood is chosen small enough that L i , ν is approximated arbitrarily well by a constant value. Hence, inside Ω, (13) becomes
where we use the fact that the outward normal to L coincides with the outward normal to the ZLS of the product LSF on the exterior of M and is opposite to it on the interior of M. The superscript s indicates that this is the smooth approximation. Then
Or, in terms of the regions shown in Figure 5 .1,
However, in terms of the regions shown in Figure 5 .1, the actual change in the area metric is
So the corrected expression for ∆ρ a is
As ∆λ j goes to zero this becomes
So L i , ν l i is the correction term that must be applied to (13) 
2 ∆λ i / tan θ vanishes, and so the corners do not affect the calculation of the first derivative. On the other hand, it is clear that for small angles of intersection, the region for which a first-order approximation to the area metric is accurate will be very small. Therefore we anticipate that such geometries will cause significant numerical difficulties in minimization.
For the case in which the curve itself has corners, the gradients calculated by (26) will require correction. We will not consider such curves in the present paper. For a treatment of corners in a related context see [3] .
5.1. Gradients by the symmetric difference method. To derive the gradient using the symmetric difference method we replace the product LSF Γ in (12) with the symmetric difference LSF Θ from (7). This substitution does not affect the calculation until (23). There we find
where the case that both Φ and Ψ are zero along a measurable portion of the curve is neglected. This corresponds to a degenerate LSF, and the numerical scheme will typically not detect such a segment, since no sign change occurs. To see that (36) is correct, note that almost everywhere on the ZLS of the symmetric difference LSF either Φ or Ψ, but not both, is zero. When Φ is zero then the ZLS is locally determined only by Φ. Since Φ has no dependence on parameters, Φ i , and so Θ i , is zero. When Ψ = 0 the ZLS is locally determined only by Ψ. Then
And so,
Taking the gradient gives
So the final expression for ∂ρ/∂λ i becomes
That is, the expression for the gradient is the same for both the product LSF and the symmetric difference LSF. Since the area metric and its gradient are the same in both methods, it is natural to ask why one differs from the other. The answer is that the numerical implementation of the contour tracing algorithm will give different results. In the case where both LSFs are signed-distance functions, the symmetric difference method results in a LSF whose intersection with any grid line is piecewise linear. Therefore the interpolation routines used to locate the zeros will give better results for this case. However the gradient calculation is an integral over the ZLS of the estimate only. Therefore the method chosen does not affect the computation of the gradient.
6. Examples. Here we consider two simple examples. In the first, the measured curve M is a circle of radius R, centered on (x 0 , y 0 ). Choosing the canonical LSF to represent the curve, we write Φ(x, y) = (x − x 0 ) 2 + (y − y 0 ) 2 − R. As a parametrized LSF we also choose a circle, parametrized by the position of its center, and its radius:
Note that ∇Ψ = ∇Φ = 1. The derivatives of the estimated LSF with respect to the parameters are calculated exactly, as follows:
In the optimal solution the curves match exactly, and the cost function is zero.
For the second example the parametrized level set is unchanged, but the measured curve is taken as an ellipse, that is, the ZLS of Φ(x, y) = ((x−x 0 )/a) 2 +((y−y 0 )/b) 2 − 1. This leaves the calculations unchanged, but the optimal estimate no longer gives a perfect match.
6.1. Area metric and derivative computation. The computation of the area metric and its gradient to parameter variation was checked using five static circular geometries; see Figure 6 .1. In the first, the estimated curve is a circle completely contained within the measured circle. In this case the area metric is the difference in the areas, the gradient terms ρ xc and ρ yc are zero, and ρ Π is the negative of the circumference. In the second case, the positions are reversed, with the measurement contained in the estimate. The only difference between this and Case I is the sign of the gradient term corresponding to the radius. In Cases III-V the estimated circle lies on the measured circle in such a way that half the boundary of the estimate lies inside the measured circle and half outside. This should result in ρ Π = 0. In Case III the center of the estimated circle is displaced from the center of the measurement only in the x direction, in Case IV, only in the y direction, and in Case V, in both x and y. The gridsize was 0.5 in both the x and y directions for all calculations. Table  6 .1 compares the computed results to the theoretical values. Because the gradient calculations depend only on the ZLS of the estimated LSF, the gradients are the same for the two calculation methods. However, the symmetric difference method appears to be the more accurate way to calculate the cost function itself. 
Contour tracing.
The error calculation becomes more difficult as the estimate approaches the true value. The reason is that the contour defining the error area becomes difficult to trace accurately. In this section, we examine this behavior more closely and compare the results from the product method with the results from the symmetric difference method. The test case is a circle centered at (2,2) with a radius of 4. Figures 6.2(a) and 6.2(b) show the true curve compared to a series of progressively closer estimates (both true and estimated curves are dotted) with the computed contours as calculated by the product method. Figures 6.2(c) and 6.2(d) show the same test using the symmetric difference method. Again, the gridsize in both the x and y directions is 0.5. Although both methods struggle with the contour as the curves become close, the symmetric difference method does a better job-as is evident from the plots and the computed values of ρ. The contour tracing algorithm implemented here is crude. Linear interpolation is used to locate zero crossings on the computational grid, and those points are connected to form contours. No shock placement logic is currently used. Improving the error calculation further requires either a smaller gridsize or a higher order interpolation method for contour tracing.
6.3. Numerical properties. The first example, in which both the measured and estimated curves are circles, gives several useful insights into the numerical properties of this problem. Consider the case in which the circles are concentric, and the only free parameter is the estimated radius, Π. Then the cost function is ρ = π|R 2 − Π 2 |, where R is the true radius. Figure 6 .3 shows this cost function. The function is nonsmooth and is not well approximated by a quadratic at the optimal point. The gradient is ρ Π = (2π) sign(Π − R) Π. The first derivative is undefined at the optimal point, and the magnitude of the gradient does not go to zero at the optimum.
Because of the presence of the absolute value in the area metric, we refer to direct minimization of this cost function as minimizing the 1-norm in the following discussion. The differentiability problem can be partially addressed by forming the cost function
We refer to this cost function as the 2-norm. The 2-norm and its derivatives, J i = ρρ i , are evaluated using the formulas derived above. Using this cost function, the case shown above becomes differentiable everywhere with zero gradient at the optimal point; in general we expect the 2-norm to be smoother than the 1-norm, but cannot guarantee differentiability. Both optimization strategies are illustrated in the example.
For either formulation, when the interiors of the two curves are disjoint, the estimate will converge to a local minimum. Namely, the estimated curve will simply decrease in radius until it vanishes (unless the parameter values are constrained). This observation holds true in general, and care must be taken to avoid either starting the minimization with disjoint interiors, or allowing such a situation during the minimization process.
In the case of a circular estimated curve, it is easy to prevent the interior of the initial guess from being disjoint with the interior of the measured curve. To do so it is sufficient to center the estimate at the origin, and then pick the initial radius sufficiently large. This may seem to be special to the example, but it is not. Consider the c-level set, {x ∈ R 2 : Ψ(x, t) = c}. If we use the signed distance function for Ψ, when c is sufficiently large, the measured curve must be contained in the interior of the estimate. So we replace Ψ(x; λ) byΨ(x;λ), whereΨ = Ψ − c, andλ = (λ, c). Of course, this does not guarantee that subsequent iterations will not cause the interiors to become disjoint.
Numerical minimization results.
The 2-norm is expected to be smoother than the 1-norm. Reflecting this difference, two different methods were chosen for the minimization. The 2-norm was minimized using the Broyden-Fletcher-GoldfarbShanno (BFGS) method [10] . This method makes a quadratic approximation to the cost function. The 1-norm, for which a quadratic approximation is expected to be poor near the optimum, was minimized using the method of steepest descent. In both cases the line search used was the one described by Fletcher [10, p. 34] , with standard choice of parameters ρ = 0.01, τ 1 = 9, and cubic interpolation. The line search accuracy parameter σ was set to 0.9 for the BFGS algorithm (inexact line search), and 0.1 for the steepest descent algorithm (exact line search). The specific implementation of these algorithms was the TOMLAB optimization environment package in Matlab. For more information see [11, 12] .
To get some feel for the effects of discretization, the minimizations were carried out first with the true curve centered on a grid point (the origin) and concentric with the initial estimated circle, and next with the center of the true curve not on a grid point, and with the true curve not concentric with the initial estimated circle. In the cases where the true curve is circular the actual optimal estimate is obvious; in the cases where the true curve is elliptical it is necessary to calculate the optimal estimate. Assuming that the optimal estimate is concentric with the true ellipse, this calculation is quite easy. Under this assumption only one parameter is free-the radius of the estimated circle. Then E Π , ν is unity everywhere on the curve, so (26) reduces to ρ Π = S I − S E , where S I and S E are the total length of the arcs of the estimated circle inside and outside the ellipse, respectively. There are two such arcs inside the ellipse, which by symmetry are of equal length. Likewise there are two arcs of equal length outside the ellipse. Setting ρ Π = 0 at the optimal point, we see that all four arcs must have the same arc length. Therefore the angle defined by each arc must be π/2. Writing the equation for the ellipse in polar form r = r(θ), in a coordinate system with origin on the center point of the ellipse, we see that the optimal radius Π ⋆ of the estimated circle is just given by Π ⋆ = r(π/4). For the ellipse (x/a) 2 + (y/b) 2 = 1 used in the examples, where a = 5 √ 5 and b = a/2, that gives Π ⋆ = 5 √ 2 ≈ 7.071. Once this value has been obtained, the corresponding error area may be calculated by direct integration. In the cases considered below the optimal value is approximately 80.44.
All cases used the symmetric difference method to calculate the area metric, and the gridsize was 0.5 in the x and y directions. That is, the computational grid was 61 by 61 points square. The value of Π was constrained to be greater than the gridsize h. The first line search presented a problem, as the steps taken were much too large, and the first estimate often had an interior disjoint with the true curve. This situation leads to convergence to a nonglobal minimum. The problem was prevented by using the normalized gradient, rather than the gradient itself, for the first line search only.
Three tests for convergence were applied. Convergence condition 1 is an absolute change of less than 10 −10 in the norm of the difference of sequential estimates of the parameter vector. Convergence condition 2 is a relative reduction in the cost function of less than 10 −10 in ten consecutive iterations. Convergence condition 3 is that the calculated cost is less than or equal to a specified lower limit (zero in this case). Convergence condition 4, used only for the BFGS method, is that the norm of the gradient is less than 10 −1 . In all cases except the first the algorithms stopped because of convergence condition 1. However, this test does not always indicate small search steps. When the accuracy of the function and gradient computation is not sufficient or when we have an ill-conditioned problem the convergence may be due to a zero or close-to-zero step length. The directed derivative is negative but very small and the line search cannot reduce the objective function. In such cases the optimization algorithm terminates too early, and a separate analysis is needed to determine how far from the local optimum we are. We get these premature stops for our last three test examples, but as we know the true answer it is clear that the result is acceptable. One reason for premature termination may be the lost accuracy in the contour tracing algorithm. As has been previously stated, our implementation is crude and may be improved.
The results are summarized in Table 6 .2. There the optimal parameter estimates are compared with the true values. The number of iterations required for conver- gence, N I , is listed, as are the total number of function evaluations, N f (which for our test cases is also the total number of gradient evaluations), and the computed area metric of the final solution. Note that the computed values can be less than the true minimum because of errors associated with discretization and contour tracing.
In the case of the centered circle, both the steepest descent minimization of the 1-norm and the BFGS minimization of the 2-norm converge immediately to the optimal solution with very little error on the first line search. The results of the two methods are identical. This is expected, since the gradients are normalized on the first line search, and these methods are using the same search step in the first iteration. The true curves, starting curves, final estimate, and intermediate curves for the remaining cases are shown in Figures 6.4-6 .6. The steepest descent minimization of the 1-norm does fairly well for the skewed circle. The relatively poor performance of the BFGS minimization of the 2-norm is partly due to the inaccurate line search for the first normalized gradient step. Away from the optimum the gradient of the 2-norm is very large. This leads to a very large second step that hits the lower constraint on Π, overshoots the minimum, and changes the center of the approximating circle too much. This suggests a two-phase algorithm, with one or more normalized gradient steps with accurate line search, before switching to the BFGS method. Possibly the 1-norm should be used as the objective function for the first phase and the 2-norm for the second.
Another possible contribution to errors when using the BFGS method is due to the extremely small angle (approaching zero as the method converges) between the estimated and true curves. The BFGS method approximates the Hessian based on gradient information, and, as shown in section 5, the error in the first-order estimates may be very large when this angle is small. This conjecture is supported by the results of the skewed ellipse case. Here the angles at the corner between the estimated and true curves are much less acute, and the BFGS method produces a result of comparable accuracy to steepest descent, while converging much more rapidly.
It is not the purpose of this paper to compare the two minimization formulations. Rather, these computations are intended to show that either of the cost functions developed above are feasible choices for the deposition and etching application. We believe that the results support this conclusion. On the other hand, the results of this section do suggest that the particular numerical formulation used will be an important consideration when applying this technique to practical problems. Many modifications to the numerical formulation are possible-including second-order correction terms at the corners, for example-which may significantly improve performance.
7. Parametrized speed functions. This work is motivated by applications to curve evolution problems. In such cases, the initial curve is assumed known, as is the measured shape at one or more subsequent times. The cost function corresponding to the 1-norm is then
and the cost function corresponding to the 2-norm is
where M k is the kth measured curve, t k is the time corresponding to the kth measurement, and L(t k ; λ) is the curve obtained by propagating the estimate, with parameter vector λ, to t = t k . The calculation of ρ and ρ i , and so J and J i , proceeds exactly as has already been described, with one important difference. The Ψ i term that appears in (26) is no longer given explicitly by the parametrization. Rather, the λ dependence of Ψ(x; λ) arises from the variation of β with λ in the evolution equation Thus we will need to determine Ψ i from β i instead of writing it directly.
One way to accomplish this is to differentiate both sides of (50) with respect to the ith parameter. The result is a PDE for the gradient, coupled to the original evolution equation. This type of sensitivity equation approach is described further in [6, 7] . For the level set evolution equation, assuming only space and time dependence of the speed function, the result of the differentiation is as follows: 
where ν is the outward pointing unit normal to the estimated level set. Once (50) is solved, ∇Ψ can be computed. Since β is known, and β i can be computed, (54) is a linear first-order PDE. Initially the various S (i) are everywhere zero, since the starting curve for the model is exactly the true starting curve and does not depend on the speed function β. Boundary conditions are not needed as long as the estimated curve evolves outward everywhere on the boundary. If this is not the case, periodic boundary conditions may be applied [18] . Important behavior, such as curvature or orientation dependence of the speed function, will require additional terms in (54). Once (54) is solved, the computed value for Ψ i (that is, S (i) ) is substituted into (26). Because only the values on the estimated curve are required, it would be highly desirable to implement a local solution method, such as the narrowband techniques of Sethian [18] . We note again that in all other ways, computation in the time-dependent evolutionary case will follow the procedures developed in this paper.
