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Abstrat
We present abstrat inhomogeneous Strihartz estimates for dispersive
operators, extending previous work by M. Keel and T. Tao on the one
hand, and generalising results of D. Foshi, M. Vilela, M. Nakamura and
T. Ozawa on the other hand. It is shown that these abstrat estimates
imply new inhomogeneous Strihartz estimates for the wave equation and
some Shrödinger equations involving potentials.
1 Introdution
This paper is onerned with a priori estimates for dispersive partial dierential
equations, expressed in norms given by
‖G‖Lq(R;B) =
(∫
R
‖G(t)‖qB dt
)1/q
,
where B is a Banah spae. Consider, for example, the inhomogeneous Shrödinger
initial value problem {
iu′(t) + ∆u(t) = F (t) ∀t ≥ 0
u(0) = f,
(1)
whose formal solution u is given by
u(t) = eit∆f − i
∫ t
0
ei(t−s)∆F (s) ds
via Duhamel's priniple. The seminal paper [22℄ of R. Strihartz showed that if
u is a solution to (1) in n spatial dimensions and q = r = 2(n+ 2)/n, then
‖u‖Lq(R;Lr(Rn)) . ‖f‖L2(Rn) + ‖F‖Lq′ (R;Lr′(Rn)) (2)
whenever f ∈ L2(Rn) and F ∈ Lq
′
(R;Lr
′
(Rn)). Sine then, various authors
(see espeially [8℄, [28℄, [2℄ and [17℄) have published similar a priori estimates
for solutions to Shrödinger's equation where the time exponent q and the spae
exponent r are unequal. Suh estimates have proved fruitful for determining
whether various semilinear Shrödinger equations are well-posed (see, for exam-
ple, [8℄, [16℄ and [3℄).
By respetively taking F and f as 0 in (1), estimate (2) beomes∥∥eit∆f∥∥
Lq(R;Lr(Rn))
. ‖f‖L2(Rn) (3)
1
and ∥∥∥∥∫ t
0
ei(t−s)∆F (s) ds
∥∥∥∥
Lq(R;Lr(Rn))
. ‖F‖Lq′ (R;Lr′(Rn)) . (4)
The rst of these estimates is alled an homogeneous Strihartz estimate (sine
it solves the homogeneous Shrödinger equation with initial data f) and the
seond is known as an inhomogeneous Strihartz estimate (sine it solves the
inhomogeneous Shrödinger equation with foring term F and zero initial data).
The problem of nding all possible exponents pairs (q, r) suh that (3) is valid
has been ompletely solved. That is, (3) holds if and only if
q ∈ [2,∞],
1
q
+
n
2r
=
n
4
and (q, r, n) 6= (2,∞, 2) (5)
(see [17℄ and the referenes therein). The orresponding problem for the inhomo-
geneous Strihartz estimate (4) remains open. It is known that if the exponent
pairs (q, r) and (q˜, r˜) satisfy (5) then the inhomogeneous estimate (4) is also
valid. However, it was observed by T. Cazenave and F. Weissler [4℄ and T. Kato
[15℄ that there are exponent pairs (q, r) for whih the inhomogeneous Strihartz
estimate holds but the homogeneous estimate fails. Using the tehniques intro-
dued in [17℄, D. Foshi [7℄ and M. Vilela [27℄ independently obtained what is
urrently the largest known range of exponent pairs (q, r) and (q˜, r˜) for whih
the inhomogeneous Strihartz estimate (4) for the Shrödinger equation is valid.
Similar remarks may be made for the wave equation. The preise set of
Lebesgue spaetime exponents for whih the homogeneous Strihartz estimate
for the wave equation is known (see [18℄, [17, Setion 1℄ and the referenes
therein) while a omplete desription for the set of exponents for whih the in-
homogeneous estimate is valid remains open (see the early work of D. Oberlin
[21℄ and J. Harmse [11℄ and more reent advanes by Foshi [7℄). It must also be
noted that, previous to the work of Foshi, a large set of exponents for inhomo-
geneous Strihartz-type estimates for solutions of the KleinGordon equation
were obtained by M. Nakamura and T. Ozawa [20℄.
In this paper, results of [20℄, [27℄ and espeially [7℄ are generalised to the
abstrat setting introdued in [17℄, thus enabling us to nd new inhomoge-
neous Strihartz-type estimates for other dispersive equations, inluding the
wave equation and Shrödinger equations with potential. Suppose that H is
a Hilbert spae with inner produt 〈 · , · 〉, (B0,B1) is a Banah interpolation
ouple and σ > 0. Suppose also that for eah time t in R we have an operator
U(t) : H → B∗0 . Its adjoint U(t)
∗
is an operator from B0 to H. We will assume
that the family {U(t) : t ∈ R} satises the energy estimate
‖U(t)f‖B∗0
. ‖f‖H ∀f ∈ H ∀t ∈ R, (6)
and the dispersive estimate
‖U(s)U(t)∗g‖B∗1
. |t− s|−σ ‖g‖B1 ∀g ∈ B1 ∩ B0 ∀ real s 6= t. (7)
Using the energy estimate, we onsider the operator T : H → L∞(R;B∗0), dened
by the formula
Tf(t) = U(t)f ∀f ∈ H ∀t ∈ R.
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Its formal adjoint T ∗ : L1(R;B0)→ H is given by the H-valued integral
T ∗F =
∫
R
U(s)∗F (s) ds.
The omposition TT ∗ : L1(R;B0)→ L∞(R;B∗0), given by
TT ∗F (t) =
∫
R
U(t)U(s)∗F (s) ds,
an be deomposed as the sum of retarded and advaned parts, respetively
given by
(TT ∗)RF (t) =
∫
s<t
U(t)U(s)∗F (s) ds
and
(TT ∗)AF (t) =
∫
s>t
U(t)U(s)∗F (s) ds.
In appliations (see Setions 7 and 8 for examples), {U(t) : t ∈ R} is the evo-
lution family assoiated to a homogeneous dierential equation, T solves the
initial value problem of the homogeneous equation and (TT ∗)R solves the or-
responding inhomogeneous problem with zero initial data. Hene, if Bθ denotes
the real interpolation spae (B0,B1)θ,2 whenever θ ∈ [0, 1], then orresponding
homogeneous and inhomogeneous Strihartz estimates are given by
‖Tf‖Lq(R;B∗θ )
. ‖f‖H ∀f ∈ H (8)
and
‖(TT ∗)RF‖Lq(R;B∗θ)
. ‖F‖Leq′ (R;Beθ)
∀F ∈ Leq
′
(R;Beθ) ∩ L
1(R;B0). (9)
The following theorem of M. Keel and T. Tao gives onditions on the exponent
pairs (q, θ) and (q˜, θ˜) suh that these abstrat Strihartz estimates hold.
Denition 1.1. Suppose that σ > 0. We say that a pair of exponents (q, θ) is
sharp σ-admissible if (q, θ, σ) 6= (2, 1, 1), 2 ≤ q ≤ ∞, 0 ≤ θ ≤ 1 and 1q =
σθ
2 .
Theorem 1.2 (KeelTao, Theorem 10.1 [17℄). Suppose that σ > 0. If {U(t) :
t ∈ R} satises the energy estimate (6) and the dispersive estimate (7) then the
Strihartz estimates (8) and (9) hold for all sharp σ-admissible pairs (q, θ) and
(q˜, θ˜).
The range of exponents given by Theorem 1.2 for whih the homogeneous
estimate (8) is valid annot be improved. (One an show this by onsidering the
ase when U(t) = eit∆, σ = n/2, H = L2(Rn) and (B0,B1) = (L2(Rn), L1(Rn)),
whih orresponds to setting of the Shrödinger equation; see, for example, [17,
Setion 8℄.) However, as noted in [17℄, the range of exponents given by Theorem
1.2 for the inhomogeneous estimate (9) is suboptimal. One of the aims of this
paper is to extend this range. This has already been ahieved by D. Foshi
[7, Theorem 1.4℄ for the speial ase when (B0,B1) = (L2(X), L1(X)). The
following theorem, introdued after Denition 1.3, generalises Foshi's result
and is the main theorem of our paper.
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Denition 1.3. Suppose that σ > 0. We say that a pair (q, θ) of exponents is
σ-aeptable if either
1 ≤ q <∞, 0 ≤ θ ≤ 1,
1
q
< σθ
or (q, θ) = (∞, 0).
If (B0,B1) is a Banah interpolation ouple then write Bθ,q for the real
interpolation spae (B0,B1)θ,q.
Theorem 1.4. Suppose that σ > 0 and that {U(t) : t ∈ R} satises the energy
estimate (6) and the dispersive estimate (7). Suppose also that the exponents
pairs (q, θ) and (q˜, θ˜) are σ-aeptable and satisfy the saling ondition
1
q
+
1
q˜
=
σ
2
(θ + θ˜). (10)
(i) If
1
q
+
1
q˜
< 1, (11)
(σ − 1)(1− θ) ≤ σ(1 − θ˜), (σ − 1)(1− θ˜) ≤ σ(1 − θ), (12)
and, in the ase when σ = 1, we have θ < 1 and θ˜ < 1, then the inhomo-
geneous Strihartz estimate (9) holds.
(ii) If q, q˜ ∈ (1,∞)
1
q
+
1
q˜
= 1 (13)
and
(σ − 1)(1− θ) < σ(1 − θ˜), (σ − 1)(1− θ˜) < σ(1− θ) (14)
then the inhomogeneous Strihartz estimate
‖(TT ∗)RF‖Lq(R;(Bθ,q′ )∗) . ‖F‖Leq
′ (R;Beθ,eq′ )
∀F ∈ Leq
′
(R;Beθ,eq′)∩L
1(R;B0)
(15)
holds.
Remark 1.5. Suppose that the saling ondition (10) holds. Then the exponent
onditions appearing in (i) and (ii) above are always satised if σ < 1 or if
σ = 1, θ < 1 and θ˜ < 1.
The losure in the ube [0, 1]4 of the set of points (1/q, θ, 1/q˜, θ˜) that satisfy
the hypotheses of Theorem 1.4 forms a onvex polyhedral solid. Projetions
of this set onto the θq−1plane and the θθ˜plane, as well as the improvement
of Theorem 1.4 over Theorem 1.2, are shown in Figure 1. In Figure 1 (a), the
losed line segment OQ orresponds to sharp σ-admissible pairs (q, θ), while the
shaded region represents the set of σ-aeptable pairs. The region AOEDB in
Figure 1 (b) illustrates pairs (θ, θ˜) that orrespond to inhomogeneous Strihartz
estimates given by Theorem 1.4. In ontrast, the region AOEC represents pairs
(θ, θ˜) that orrespond to valid exponents for Theorem 1.2.
The proof of Theorem 1.4 is given in Setions 2 to 5, using tehniques in-
trodued in [17℄ and adapting part of the argument of [7℄. Setion 2 states
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Figure 1: Range of exponents for Theorem 1.4 when σ > 1.
some preliminary results that are used in later setions. Setion 3 presents in-
homogeneous Strihartz estimates that are loalised in time. In partiular, we
prove a loal estimate orresponding to the point F in Figure 1 (b), and then
interpolate between F and the square AOEC (whih orresponds to loal esti-
mates implied by Theorem 1.2) to obtain loal estimates for exponents in the
region AOEF . The global inhomogeneous estimates of Theorem 1.4 are then
obtained by deomposing the operator (TT ∗)R dyadially as a sum of operators
(see Setion 4) and estimating eah term in the sum by a loal inhomogeneous
estimate. The summability of the loal estimates is obtained in Setions 4 and 5
by imposing further onditions on the exponents, from whih we dedue global
inhomogeneous estimates in the region AOEDB.
The sharpness of Theorem 1.4 is disussed in Setion 6. The rest of the paper
is devoted to appliations of Theorem 1.4. In Setion 7, we indiate how the
results of Vilela [27℄ and Foshi [7℄ for the Shrödinger equation may be reovered
from Theorem 1.4. It is then shown that, for a ertain lass of potentials, our
generalisation allows one to obtain new Strihartz estimates for Shrödinger
equations that annot be dedued from the more speialised theorem of [7℄.
In Setion 8, new inhomogeneous Strihartz-type estimates are obtained for
the wave equation by using homogeneous Besov spaes, in the same spirit as
those presented by J. Ginibre and G. Velo [9℄. Finally, we indiate how one
derives Strihartz estimates for the KleinGordon equation, thus reovering all
the inhomogeneous estimates found by Nakamura and Ozawa [20℄, as well as
giving some new `boundary' estimates.
2 Some preliminaries
In this setion we give some basi tools that will be used in Theorem 1.4. First
we introdue a saling invariane result that generalises the observation in [17,
Setion 1℄. Seond, we present a bilinear formulation of the inhomogeneous
Strihartz estimate (9). Finally, we make some remarks on real and omplex
interpolation of vetor-valued Lebesgue spaes.
In Setion 3, a saling argument will be used to simplify the proof of Theorem
1.4. The hypotheses (6) and (7) are invariant under many resalings; we regard
the one introdued below to be the simplest.
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Proposition 2.1. If λ > 0 then the estimates (6) and (7) are invariant under
the saling 
U(t) ← U(t/λ)
〈f, g〉 ← 〈f, g〉
‖f‖B0 ← ‖f‖B0
‖f‖B1 ← λ
σ/2 ‖f‖B1 .
(16)
The proposition an be easily veried using the following two lemmata.
Lemma 2.2. Suppose that B is a Banah spae and λ > 0. Then the saling
‖f‖B ← λ ‖f‖B ∀f ∈ B (17)
indues the saling
‖φ‖B∗ ← λ
−1 ‖φ‖B∗ ∀φ ∈ B
∗.
The seond lemma examines the eet of saling (16) on real interpolated
spaes. One way of onstruting a real interpolation spae from an interpolation
ouple (B0,B1) is known as the K-method [25, 1.3℄. When 0 < t < ∞ and
b ∈ B0 + B1, dene K by the formula
K(t, b,B0,B1) = inf
b=b0+b1
(‖b0‖B0 + t ‖b1‖B1).
If θ ∈ (0, 1) and q ∈ [1,∞), then we onstrut the interpolation spae (B0,B1)θ,q
by
(B0,B1)θ,q =
{
b ∈ B0 + B1 : ‖b‖(B0,B1)θ,q <∞
}
where
‖b‖(B0,B1)θ,q =
(∫ ∞
0
(
t−θK(t, b,B0,B1)
)q dt
t
)1/q
.
Lemma 2.3. If θ ∈ [0, 1] then saling (16) implies the saling
‖f‖Bθ ← λ
σθ/2 ‖f‖Bθ .
Proof. Whenever ϑ ∈ [0, 1], let B′ϑ denote the Banah spae indued from Bϑ
under saling (16). Suppose that f ∈ Bθ. It is lear that
K(t, f,B′0,B
′
1) = K(λ
σ/2t, f,B0,B1)
whenever t > 0. Hene
‖f‖B′θ
=
(∫ ∞
0
(
t−θK(t, f,B′0,B
′
1)
)2 dt
t
)1/2
=
(∫ ∞
0
(
t−θK(λσ/2t, f,B0,B1)
)2 dt
t
)1/2
=
(∫ ∞
0
((
λ−σ/2s
)−θ
K(s, f,B0,B1)
)2 ds
s
)1/2
= λσθ/2 ‖f‖Bθ
and the lemma follows.
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Following the lead of [17℄, the Strihartz estimate expressed in (9) as an
operator estimate will be re-expressed as a bilinear estimate, thus failitating
exibility in manipulation and interpolation. When B is not the Hilbert spae
H, denote by 〈f, g〉B the ation of a linear funtional g on an element f of B.
Suppose that F and G are in L1(R;B0). Then
〈(TT ∗)RF, G〉L∞(R;B∗0)
=
∫
R
〈
U(t)
∫ t
−∞
U(s)∗F (s) ds, G(t)
〉
B∗0
dt
=
∫∫
s<t
〈U(s)∗F (s), U(t)∗G(t)〉 ds dt.
Now dene the bilinear form B on L1(R;B0)× L1(R;B0) by
B(F,G) =
∫∫
s<t
〈U(s)∗F (s), U(t)∗G(t)〉 ds dt. (18)
It is not hard to prove the following proposition.
Proposition 2.4. Suppose that q, q˜ ∈ [1,∞] and θ, θ˜ ∈ [0, 1]. Then the inho-
mogeneous Strihartz estimate (9) is equivalent to the bilinear estimate
|B(F,G)| . ‖F‖Leq′ (R;Beθ)
‖G‖Lq′ (R;Bθ)
∀F ∈ Leq
′
(R;Beθ) ∩ L
1(R;B0) ∀G ∈ L
q′(R;Beθ) ∩ L
1(R;B0), (19)
where the bilinear form B is given by (18).
Finally, standard results of real and omplex interpolation for the spaes
Lq(R;Bθ) will be used several times throughout the next three setions. Readers
unfamiliar with the results used are direted to [1℄ and [25℄. Attention is drawn
speially to [1, Theorem 4.7.2℄, [1, Theorem 5.1.2℄, [1, p. 130℄, [1, p.76℄ and
[25, p. 128℄. The negative result of M. Cwikel [6℄ shows the limitations for real
interpolation of suh spaes.
3 Loal inhomogeneous Strihartz estimates
Our proof of Theorem 1.4 spans the next three setions, the rst two of whih
losely follow [7, Setions 2 and 3℄. The main result of this setion gives the
existene of loalised inhomogeneous Strihartz estimates. The following lemma
is a preliminary version of this result.
Lemma 3.1. Suppose that σ > 0 and that {U(t) : t ∈ R} satises the energy
estimate (6) and the dispersive estimate (7). Assume also that I and J are
two time intervals of unit length separated by a distane of sale 1 (that is,
|I| = |J | = 1 and dist(I, J) ≈ 1). Then the loal inhomogeneous Strihartz
estimate
‖TT ∗F‖Lq(J;B∗
θ
) . ‖F‖Leq′ (I;Beθ)
∀F ∈ Leq
′
(I;Beθ) ∩ L
1(I;B0) (20)
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holds whenever the pairs (q, θ) and (q˜, θ˜) satisfy the onditions
q, q˜ ∈ [1,∞], θ, θ˜ ∈ [0, 1], (21)
(σ − 1)(1− θ) ≤ σ(1 − θ˜), (σ − 1)(1− θ˜) ≤ σ(1 − θ), (22)
1
q
≥
σ
2
(θ − θ˜),
1
q˜
≥
σ
2
(θ˜ − θ). (23)
If σ = 1 then θ and θ˜ must be stritly less than 1.
The lemma and other results appearing in the ensuing setions are proved
using a loalised version of Proposition 2.4. Given two intervals I and J of R,
write I × J as Q and dene BQ by the formula
BQ(F,G) = B(1IF, 1JG) =
∫∫
(s,t)∈I×J
〈U(s)∗F (s), U(t)∗G(t)〉 ds dt (24)
whenever F and G belong to L1(R;B0). One an easily show that the loal
inhomogeneous estimate (20) is equivalent to the bilinear estimate
|BQ(F,G)| . ‖F‖Leq′ (I;Beθ)
‖G‖Lq′ (J;Bθ)
∀F ∈ Leq
′
(I;Beθ) ∩ L
1(I;B0) ∀G ∈ L
q′(J ;Bθ) ∩ L
1(J ;B0). (25)
Proof of Lemma 3.1. Suppose that I and J are two intervals satisfying the hy-
pothesis of the theorem and write I × J as Q. Let Ψ denote the set of points
(1/q, θ; 1/q˜, θ˜) in [0, 1]4 orresponding to the pairs (q, θ) and (q˜, θ˜) for whih
estimate (20), or its bilinear equivalent (25), is valid.
The dispersive estimate (7) implies that
|BQ(F,G)| ≤
∫∫
Q
| 〈F (s), U(s)U(t)∗G(t)〉B1 | ds dt
≤
∫∫
Q
‖F (s)‖B1 ‖U(s)U(t)
∗G(t)‖B∗1
ds dt
.
∫
J
∫
I
|t− s|−σ ‖F (s)‖B1 ‖G(t)‖B1 ds dt
. ‖F‖L1(I;B1) ‖G‖L1(J;B1) . (26)
Hene (0, 1; 0, 1) ∈ Ψ. On the other hand, the dual∥∥∥∥∫
R
U(s)∗F (s) ds
∥∥∥∥
H
. ‖F‖Lq′ (R;Bθ) ∀F ∈ L
q′(R;Bθ) ∩ L
1(R;B0)
of the homogeneous Strihartz estimate (8) of Theorem 1.2 implies that
|BQ(F,G)| ≤
∥∥∥∥∫
I
U(s)∗F (s) ds
∥∥∥∥
H
∥∥∥∥∫
J
U(t)∗G(t) ds
∥∥∥∥
H
. ‖F‖Leq′ (I;Beθ)
‖G‖Lq′ (J;Bθ) (27)
whenever (q, θ) and (q˜, θ˜) are sharp σ-admissible. Complex interpolation be-
tween (26) and (27) shows that Ψ ontains the onvex hull of the set
(0, 1; 0, 1)∪
{
(1/q, θ; 1/q˜, θ˜) : (q, θ) and (q˜, θ˜) are σ-admissible pairs
}
. (28)
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Sine G is restrited to a unit time interval, Hölder's inequality gives
‖G‖Lq′ (J;Bθ) = ‖1JG‖Lq′ (J;Bθ) ≤ ‖1J‖Lr′ (J) ‖G‖Lp′(J;Bθ) . ‖G‖Lp′(J;Bθ)
whenever 1/q′ = 1/r′ + 1/p′. We an always perform this alulation provided
that p ≤ q. Similarly, if p˜ ≤ q˜ then
‖F‖Leq′ (I;Beθ)
. ‖F‖Lep′(I;Beθ)
.
Hene if (1/q, θ; 1/q˜, θ˜) ∈ Ψ then (1/p, θ; 1/p˜, θ˜) ∈ Ψ whenever p ≤ q and p˜ ≤ q˜.
If we apply this property to the points of the onvex hull of (28) then we obtain a
set Ψ∗, ontained in Ψ, that is desribed preisely by the onditions appearing in
Lemma 3.1. Details of this omputation are analogous to those of [7, Appendix
A℄ and will be omitted.
Reall (see Proposition 2.1) that the energy estimate (6) and dispersive es-
timate (7) are invariant with respet to the resaling (16). We shall apply this
saling to the loal inhomogeneous estimate (20) to obtain a version of Lemma
3.1 for intervals I and J that are not of unit length.
When saling (16) is applied, (20) beomes
λ−σθ/2
(∫
J
∥∥∥∥∫
R
U(t/λ)U(s/λ)∗F (s) ds
∥∥∥∥q
B∗
θ
dt
)1/q
≤ Cλσ
eθ/2 ‖F‖Leq′ (I;Beθ)
.
The substitution s 7→ λs gives
λ−σθ/2+1
(∫
J
‖(TT ∗F0)(t/λ)‖
q
B∗θ
dt
)1/q
≤ Cλσ
eθ/2+1/eq′ ‖F0‖Leq′ (λ−1I;Beθ)
where F0(s) = F (λs). A further substitution t 7→ λt yields
λ−σθ/2+1+1/q ‖TT ∗F0‖Lq(λ−1J;B∗
θ
) ≤ Cλ
σeθ/2+1−1/eq ‖F0‖Leq′ (λ−1I;Beθ)
.
Hene
‖TT ∗F0‖Lq(λ−1J;B∗θ )
≤ Cλ−β(q,θ;eq,
eθ) ‖F0‖Leq′ (λ−1I;Beθ)
where
β(q, θ; q˜, θ˜) =
1
q
+
1
q˜
−
σ
2
(θ + θ˜). (29)
If we replae λ with λ−1 in the last inequality then we obtain the following
Theorem.
Theorem 3.2. Suppose that σ > 0, λ > 0 and {U(t) : t ∈ R} satises the
energy estimate (6) and the untrunated deay estimate (7). Assume also that I
and J are two time intervals of length λ separated by a distane of sale λ (that
is, |I| = |J | = λ and dist(I, J) ≈ λ). Then the loal inhomogeneous Strihartz
estimate
‖TT ∗F‖Lq(J;B∗
θ
) . λ
β(q,θ;eq,eθ) ‖F‖Leq′ (I;Beθ)
∀F ∈ Leq
′
(I;Beθ)∩L
1(I;B0) (30)
holds whenever the pairs (q, θ) and (q˜, θ˜) satisfy the onditions appearing in
Lemma 3.1.
9
QFigure 2: Whitney's deomposition for the region s < t.
4 Dyadi deompositions
Theorem 3.2 gives spaetime estimates for (TT ∗)R whih are loalised in time.
In this setion we make rst steps toward obtaining global spaetime estimates
for this operator.
We begin with a few preliminaries. We say that λ is a dyadi number if
λ = 2k for some integer k. Denote by 2Z the set of all dyadi numbers. We say
that a square in R
2
is a dyadi square if its side length λ is a dyadi number
and if the all the oordinates if its verties are integer multiples of λ. It is well
known (see, for example, [10, Appendix J℄) that any open set Ω in R2 an be
deomposed as the union of essentially disjoint dyadi squares whose lengths
are approximately proportional to their distane from the boundary ∂Ω of Ω.
Suh a deomposition is known as a Dyadi Whitney deomposition of Ω.
From now on, let Q denote the Dyadi Whitney deomposition illustrated
in Figure 2 for the domain Ω, where
Ω = {(s, t) ∈ R2 : s < t}.
For eah dyadi number λ, let Qλ denote the family ontained in Q onsisting
of squares with side length λ. Eah square Q in Qλ is the Cartesian produt
I × J of two intervals of R and has the property that
λ = |I| = |J | ≈ dist(Q, ∂Ω) ≈ dist(I, J).
Sine the squares Q in the deomposition of Ω are pairwise essentially disjoint,
we have the deomposition
B =
∑
λ∈2Z
∑
Q∈Qλ
BQ, (31)
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where B is given by (18) and BQ is given by (24) whenever Q = I × J . The
saled version
|BQ(F,G)| . λ
β(q,θ;eq,eθ) ‖F‖Leq′ (I;Beθ)
‖G‖Lq′ (J;Bθ)
∀F ∈ Leq
′
(I;Beθ) ∩ L
1(I;B0) ∀G ∈ L
q′(J ;Bθ) ∩ L
1(J ;B0) (32)
of (25) is equivalent to the saled loal inhomogeneous Strihartz estimate (30).
The next proposition will enable us to replae the loalised spaes Leq
′
(I;Beθ)
and Lq
′
(J ;Bθ) with Leq
′
(R;Beθ) and L
q′(R;Bθ) at the ost of imposing another
ondition on q˜ and q.
Proposition 4.1. Suppose that σ > 0, 1/q + 1/q˜ ≤ 1, λ is a dyadi number
and {U(t) : t ∈ R} satises the energy estimate (6) and untrunated deay (7).
If the pairs (q, θ) and (q˜, θ˜) satisfy the onditions appearing in Lemma 3.1 then∑
Q∈Qλ
|BQ(F,G)| . λ
β(q,θ;eq,eθ) ‖F‖Leq′ (R;Beθ)
‖G‖Lq′ (R;Bθ)
∀F ∈ Leq
′
(R;Beθ) ∩ L
1(R;B0) ∀G ∈ L
q′(R;Bθ) ∩ L
1(R;B0). (33)
The proposition is an immediate onsequene of Theorem 3.2, the equiva-
lene of (30) and (32), and [7, Lemma 3.2℄.
5 Proof of the global inhomogeneous Strihartz
estimates
To obtain the required global bilinear estimate (19), one annot simply sum
(33) over all dyadi numbers λ, sine the right-hand side is not summable in λ.
To overome this problem, we perturb the exponents slightly and interpolate to
gain summability. It is at this stage that we depart from the approah of Foshi
[7, Setions 4 and 5℄, whose hief tehnial tool is p-atomi deomposition of
Lp funtions. In our abstrat setting, the luxury of suh deompositions for
elements of the Banah spae Bθ is not present. Instead we prefer to use an
abstrat argument that appeals to real interpolation theory in muh the same
way as [17, Setion 6℄. The advantage of this approah is twofold. First, the
proofs are shorter than Foshi's proofs. Seond, it admits funtion spaes other
than the Lebesgue spaes.
We require two fats about real interpolation. The rst onerns real interpo-
lation of weighted Lebesgue sequene spaes. Whenever s ∈ R and 1 < q <∞,
let ℓqs denote the spae of all salar-valued sequenes {aj}j∈Z suh that
‖{aj}j∈Z‖ℓqs =
(∑
j∈Z
2js|aj |
q
)1/q
<∞.
If q =∞ then the norm is dened by
‖{aj}j∈Z‖ℓ∞s
= sup
j∈Z
2js|aj |.
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A speial ase of [1, Theorem 5.6.1℄ says that if s0 and s1 are two dierent real
numbers and 0 < θ < 1 then
(ℓ∞s0 , ℓ
∞
s1 )θ,1 = ℓ
1
s, (34)
where s = (1− θ)s0 + θs1.
The seond fat needed is given by the following lemma.
Lemma 5.1. [1, pp. 7677℄ Suppose that (A0,A1), (B0,B1) and (C0, C1) are
interpolation ouples and that the bilinear operator S ats as a bounded trans-
formation as indiated below:
S : A0 × B0 → C0
S : A0 × B1 → C1
S : A1 × B0 → C1.
If θ0, θ1 ∈ (0, 1) and p, q, r ∈ [1,∞] suh that 1 ≤ 1/p + 1/q and θ0 + θ1 < 1,
then S also ats as a bounded transformation in the following way:
S : (A0,A1)θ0,pr × (B0,B1)θ1,qr → (C0, C1)θ0+θ1,r.
We are now ready to prove the global inhomogeneous Strihartz estimates
of Theorem 1.4.
Lemma 5.2. Suppose that σ > 0 and that {U(t) : t ∈ R} satises the energy es-
timate (6) and the dispersive estimate (7). Then the inhomogeneous Strihartz
estimate (9) holds whenever the exponent pairs (q, θ) and (q˜, θ˜) satisfy the on-
ditions
q, q˜ ∈ (1,∞), θ, θ˜ ∈ [0, 1],
(σ − 1)(1− θ) ≤ σ(1 − θ˜), (σ − 1)(1− θ˜) ≤ σ(1 − θ),
1
q
>
σ
2
(θ − θ˜),
1
q˜
>
σ
2
(θ˜ − θ),
1
q
+
1
q˜
< 1
and
1
q
+
1
q˜
=
σ
2
(θ + θ˜). (35)
If σ = 1 then we also require that θ < 1 and θ˜ < 1.
Proof. Suppose that the exponent pairs (q, θ) and (q˜, θ˜) satisfy the onditions
appearing in the statement of the theorem. Then there is a positive ǫ suh that
the pairs (q0, θ) and (q˜0, θ˜) and the pairs (q1, θ) and (q˜1, θ˜), dened by
1
q0
=
1
q
− ǫ,
1
q˜0
=
1
q˜
− ǫ,
1
q1
=
1
q
+ 2ǫ,
1
q˜1
=
1
q˜
+ 2ǫ,
also satisfy all the onditions appearing in the statement of the theorem exept
for (35).
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Dene a funtion B˜ on L1(R;B0)× L1(R;B0) by
B˜(F,G) =
 ∑
Q∈Q2−j
BQ(F,G)

j∈Z
.
Proposition 4.1 implies that the maps
B˜ : Leq
′
0(R;Beθ)× L
q′0(R;Bθ)→ ℓ
∞
β(q0,θ;eq0,eθ)
B˜ : Leq
′
0(R;Beθ)× L
q′1(R;Bθ)→ ℓ
∞
β(q1,θ;eq0,eθ)
B˜ : Leq
′
1(R;Beθ)× L
q′0(R;Bθ)→ ℓ
∞
β(q0,θ;eq1,eθ)
are bounded. Note that β(q1, θ; q˜0, θ˜) = β(q0, θ; q˜1, θ˜). So we may apply Lemma
5.1 to obtain the bounded map
B˜ :
(
Leq
′
0(R;Beθ), L
eq′1(R;Beθ)
)
η0,eq′
×
(
Lq
′
0(R;Bθ), L
q′1(R;Bθ)
)
η1,q′
→
(
ℓ∞
β(q0,θ;eq0,eθ)
, ℓ∞
β(q1,θ;eq0,eθ)
)
η,1
(36)
where η0 = η1 =
1
3 and η = η0 + η1. It is easy to hek that
(1− η)β(q0, θ; q˜0, θ˜) + ηβ(q1, θ; q˜0, θ˜) = β(q, θ; q˜, θ˜) = 0.
If we ombine this with (34) then (36) simplies to
B˜ : Leq
′
(R;Beθ)× L
q′(R;Bθ)→ ℓ
1
0,
from whih we obtain the bilinear estimate (19).
In the above proof we rst perturbed the time exponents q and q˜ in estimate
(33) and then interpolated. Suessful perturbation required strit inequalities
in the onditions appearing in Lemma (3.1) that involved q and q˜. The proof
(whih we omit) of the next lemma uses the same idea, exept that the spa-
tial exponents θ and θ˜ are perturbed instead. This allows us to reover some
boundary ases that the previous lemma exludes.
Lemma 5.3. Suppose that σ > 0 and that {U(t) : t ∈ R} satises the energy
estimate (6) and the untrunated deay estimate (7). Then the inhomogeneous
Strihartz estimate (15) holds whenever the exponent pairs (q, θ) and (q˜, θ˜) sat-
isfy the onditions
q, q˜ ∈ (1,∞], θ, θ˜ ∈ (0, 1),
(σ − 1)(1− θ) < σ(1 − θ˜), (σ − 1)(1− θ˜) < σ(1 − θ),
1
q
>
σ
2
(θ − θ˜),
1
q˜
>
σ
2
(θ˜ − θ), (37)
1
q
+
1
q˜
≤ 1
and
1
q
+
1
q˜
=
σ
2
(θ + θ˜).
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The two previous lemmata ombine to give Theorem 1.4. For example,
suppose that (q, θ) and (q˜, θ˜) satisfy the onditions appearing in Theorem 1.4
ase (ii). If θ > 0 and θ˜ > 0 then σ-aeptability is equivalent to (37) by
the saling ondition (10). In this ase, Lemma 5.3 shows that the retarded
Strihartz estimate (15) holds. On the other hand, if either θ = 0 or θ˜ = 0
then σ-aeptability, (10) and (14) imply that both (q, θ) and (q˜, θ˜) are sharp σ-
admissible. Hene the Strihartz estimate (9) holds by Theorem 1.2. But sine
q ≥ 2 and q˜ ≥ 2, [1, Theorem 3.4.1℄ gives the ontinuous embeddings Bθ,q′ ⊆ Bθ
and Beθ,eq′ ⊆ Beθ and thus (9) implies (15).
6 The sharpness of the main theorem
In this setion we disuss the sharpness of the exponent onditions appearing
in Theorem 1.4.
Proposition 6.1. Suppose that σ > 0 and that the inhomogeneous Strihartz
estimate (9) holds for any {U(t) : t ≥ 0} satisfying the energy estimate (6) and
the dispersive estimate (7). Then (q, θ) and (q˜, θ˜) must be σ-admissible pairs
that satisfy the following onditions:
1
q
+
1
q˜
=
σ
2
(θ + θ˜), (38)
1
q
+
1
q˜
≤ 1, (39)
|θ − θ˜| ≤
1
σ
(40)
and
(σ − 1)(1− θ)−
2
q
≤ σ(1 − θ˜), (σ − 1)(1− θ˜)−
2
q
≤ σ(1− θ). (41)
Moreover, if σ = 1 then the inhomogeneous estimate is false when θ = θ˜ = 1.
The method of proof is quite standard. Before presenting it, we note that
the dierene in the neessary and suient onditions for the validity of the
inhomogeneous Strihartz estimate (9) essentially lies in two plaes. First there
is the gap between (41) and (12). Seond, there is the gap between the range
of values for θ and θ˜ as shown in Figure 3. In partiular, the region AOEDB
in orresponds to suient onditions for θ and θ˜ while the region AOED′B′
orresponds to neessary onditions. The boundaries of eah region are inluded
exept the line segment BD for the suient onditions. This disrepany along
BD is muted somewhat by the validity of the inhomogeneous estimate (15) when
σ
2 (θ + θ˜) = 1.
Proof. Suppose that σ > 0 and that the global inhomogeneous Strihartz esti-
mate (9) holds for any {U(t) : t ≥ 0} satisfying the energy estimate (6) and the
dispersive estimate (7). We systemially establish the neessity of eah of the
onditions above.
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Figure 3: Neessary and suient onditions on the exponents θ and θ˜ for global
inhomogeneous Strihartz estimates.
Reall that (6) and (7) are invariant with respet to saling (16). When the
same saling is applied to (9), we obtain
λσθ/2+1+1/q ‖(TT ∗)RF‖Lq(R;B∗θ )
. λσ
eθ/2+1/eq′ ‖F‖Leq′ (R;Beθ)
∀F ∈ Leq
′
(R;Beθ) ∩ L
1(R;B0).
Invariane with respet to saling requires that
σθ
2
+ 1 +
1
q
=
σθ˜
2
+
1
q˜′
,
whih is equivalent to (38).
To show the neessity of ondition (39), onsider any family {U(t) : t ∈ R}
whih possesses the group property U(t)U(s)∗ = U(t− s) whenever s and t are
real numbers (the Shrödinger group given by U(t) = eit∆ will sue). Under
suh irumstanes, the operator (TT ∗)R : L
eq′(R;Beθ) → L
q′(R;B∗θ) is transla-
tion invariant (by whih we mean that it ommutes with all time translation
operators), implying that q˜′ ≤ q by a vetor-valued version of [12, Theorem 1.1℄.
This last inequality is equivalent to (39).
The neessity of (40) and (41) is the result of two partiular foring terms
F onstruted for the Shrödinger group (see [7, Examples 6.9 and 6.10℄, or
alternately [27, Setion 3℄ for details).
Finally, the exlusion of the ase (θ, θ˜, σ) = (1, 1, 1) follows from the negative
result of T. Tao [24℄ for the Shrödinger equation in two spatial dimensions.
7 Appliation to the Shrödinger equation with
potential
In this setion we show how Theorem 1.4 is used to obtain Strihartz estimates
for various Shrödinger equations. First we onsider the standard Shrödinger
equation (that is, without potential) and show that Theorem 1.4 reovers the
Strihartz estimates obtained by Foshi [7℄ and Vilela [27℄. After this we obtain
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Strihartz estimates for Shrödinger equations with potential (see Corollary 7.7);
these annot be dedued from the results of [7℄ and [27℄ (see Remark 7.4 for
further details).
First we need a result about real interpolation of Lp spaes. Suppose that
p0, p1 ∈ [1,∞], p0 6= p1, min(p0, p1) < q ≤ ∞ and 0 < θ < 1. If 1/p =
(1− θ)/p0 + θp1 then (
Lp0(Rn), Lp1(Rn)
)
θ,q
= Lp,q(Rn),
where Lp,q(Rn) denotes the Lorentz spae (with exponents p and q) on Rn (see
[1, Theorem 5.2.1℄). Moreover, we have the ontinuous embedding
Lp(Rn) ⊆
(
Lp0(Rn), Lp1(Rn)
)
θ,q
= Lp,q(Rn)
whenever p ≤ q (see [1, p. 2℄).
Suppose that n is a positive integer. We say that a pair (q, r) of Lebesgue
exponents are Shrödinger n-aeptable if either
1 ≤ q <∞, 2 ≤ r ≤ ∞,
1
q
< n
(
1
2
−
1
r
)
or (q, r) = (∞, 2).
Corollary 7.1 (Foshi [7℄, Vilela [27℄). Suppose that n is a positive integer and
that the exponent pairs (q, r) and (q˜, r˜) are Shrödinger n-aeptable, satisfy the
saling ondition
1
q
+
1
q˜
=
n
2
(
1−
1
r
−
1
r˜
)
and either the onditions
1
q
+
1
q˜
< 1,
n− 2
r
≤
n
r˜
,
n− 2
r˜
≤
n
r
or the onditions
1
q
+
1
q˜
= 1,
n− 2
r
<
n
r˜
,
n− 2
r˜
<
n
r
,
1
r
≤
1
q
,
1
r˜
≤
1
q˜
.
When n = 2 we also require that r < ∞ and r˜ < ∞. If F ∈ Leq
′
(R;Ler
′
(Rn))
and u is a weak solution of the inhomogeneous Shrödinger equation
iu′(t) + ∆u(t) = F (t), u(0) = 0
then
‖u‖Lq(R;Lr(Rn)) . ‖F‖Leq′ (R;Ler′(Rn)) . (42)
Proof. This is a simple appliation of Theorem 1.4 whenH = L2(Rn), (B0,B1) =
(L2(Rn), L1(Rn)), σ = n/2 and U(t) = eit∆. That the energy estimate is
satised follows from Planherel's theorem, while the dispersive estimate follows
from a simple bound on the integral representation of eit∆ (see, for example,
[7, Setion 6℄ for details). To obtain (42) from (15), we use the embedding
Lr
′
(Rn) ⊆ Lr
′,q′(Rn) whenever r′ ≤ q′.
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We now show that our generalisation of Foshi's work [7℄ allows one to obtain
new Strihartz estimates for Shrödinger equations involving ertain potentials.
Suppose that V : R3 → R is a real-valued potential on R3 with deay
|V (x)| ≤ C 〈x〉−β ∀x ∈ R3, (43)
where β > 5/2 and 〈x〉 = (1 + |x|2)1/2. Consider the Hamiltonian operator H ,
given by H = −∆ + V , on the Hilbert spae L2(R3) with domain W 2,2(R3),
where W k,p(X) denotes the Sobolev spae of order k in Lp(X). Our goal is to
obtain spaetime estimates for the solution u of the inhomogeneous initial value
problem {(
i ∂∂t +H
)
u(t) = F (t) ∀t ∈ [0, τ ],
u(0) = f,
(44)
where τ > 0 and, for eah time t in R, f and F (t) are omplex-valued funtions
on R
3
.
Hamiltonians that satisfy the above onditions are onsidered by K. Yajima
in [29℄. There it mentions that H is self-adjoint on L2(R3) with a spetrum
onsisting of a nite number of nonpositive eigenvalues, eah of nite multipli-
ity, and the absolutely ontinuous part [0,∞). Denote by Pc the orthogonal
projetion from L2(R3) onto the ontinuous spetral subspae for H . Under the
general assumption (43), it is known that Pc, when viewed as an operator on
Lp(R3), is bounded only when 2/3 < p < 3.
Denote by Hγ the weighted Lebesgue spae L
2(R3, 〈x〉2γ dx). When γ ∈
(1/2, β − 1/2), dene the null spae N by
N =
{
φ ∈ H−γ : φ(x) +
1
4π
∫
R3
V (y)φ(y)
|x− y|
dy = 0
}
.
As noted in [29℄, the spae N is nite dimensional and is independent of the
hoie of γ in the interval (1/2, β − 1/2). All φ belonging to N satisfy the
stationary Shrödinger equation
−∆φ(x) + V (x)φ(x) = 0, (45)
where (45) is to be interpreted in the distributional sense. Conversely, any
funtion φ ∈ H−3/2 whih satises (45) belongs toN . Hene, if 0 is an eigenvalue
of H with assoiated eigenspae E , then E is a subspae of N .
Denition 7.2. We say that H or V is of generi type if N = {0} and is of
exeptional type otherwise. The Hamiltonian H is of exeptional type of the rst
kind if N 6= {0} and 0 is not an eigenvalue of H . It is of exeptional type of the
seond kind if E = N 6= {0}. Finally, we say that H is of exeptional type of the
third kind if {0} ⊂ E ⊂ N with strit inlusions.
While most V are of generi type, examples that are of exeptional type are
interesting from a physial point of view. In partiular, if V is of exeptional of
the third kind then any funtion φ in N\E is alled a resonane of H .
We would like to apply Theorems 1.2 and 1.4 to the ase where U(t) is
the operator eitH , dened by the funtional alulus for self-adjoint operators.
However, if g is an eigenfuntion of H with orresponding eigenvalue λ, then
U(s)U(t)∗g = ei(s−t)Hg = ei(s−t)λg (46)
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and therefore U(s)U(t)∗g is stationary. Consequently, the dispersive hypothesis
(7) is not satised. Fortunately, this is not the ase if g lies in the ontinuous
spetral subspae of H .
Theorem 7.3 (K. Yajima [29℄). There exists a positive onstant Cp suh that
the dispersive estimate∥∥eitHPcg∥∥p′ ≤ Cp|t|−3(1/p−1/2) ‖g‖p ∀g ∈ L2(R3) ∩ Lp(R3) ∀ real t 6= 0.
(47)
is satised in the following two ases:
(i) if H is of generi type, β > 5/2 and 1 ≤ p ≤ 2; and
(ii) if H is of exeptional type, β > 11/2 and 3/2 < p ≤ 2.
Remark 7.4. If H is of exeptional type then (47) annot hold when p = 1,
otherwise it would ontradit the loal deay estimate of JensenKato [14℄ or
Murata [19℄. Hene one annot apply the results of Foshi [7℄ to this situation.
Our immediate goal is to apply Theorems 1.2 and 1.4 to the ontinuous
spetral subspae of H . If u is a solution to (44), dene uc by uc(t) = Pcu(t)
for all t in [0, τ ]. Similarly, let Ppp denote the orthogonal projetion onto the
pure-point spetral subspae of H and dene upp by upp(t) = Pppu(t) for all t
in [0, τ ]. It is lear that u = upp + uc.
The dispersive estimate (47) gives rise to the admissibility onditions
1
q
+
3
2r
=
3
4
, 4 < q ≤ ∞;
1
q˜
+
3
2r˜
=
3
4
, 4 < q˜ ≤ ∞ (48)
skethed in Figure 4. These orrespond to the sharp σ-admissibility onditions in
the ase when σ = 3(1/p− 1/2), H = B0 = L2(R3), B1 = Lp(R3) and p → 3/2
from above. Note that they also orrespond to the Shrödinger admissibility
onditions (5) when n = 3, but with restrited range.
When onsidering the inhomogeneous problem with zero initial data, the
exponent onditions of Theorem 1.4 redue to the saling ondition
1
q
+
1
q˜
=
3
2
(
1−
1
r
−
1
r˜
)
(49)
and the aeptability onditions
1 ≤ q <∞, 2 ≤ r < 3,
1
q
< 3
(
1
2
−
1
r
)
, or (q, r) = (∞, 2); (50)
1 ≤ q˜ <∞, 2 ≤ r˜ < 3,
1
q˜
< 3
(
1
2
−
1
r˜
)
, or (q˜, r˜) = (∞, 2). (51)
This is beause σ = 3(1/p− 1/2) < 1.
Corollary 7.5. Suppose that u is a (weak) solution to problem (44) for some
data f in L2(R3), some soure F and for some time τ in (0,∞).
(i) If (q, r) and (q˜, r˜) satisfy the admissibility ondition (48) and F belongs
to Leq
′
([0, τ ];Ler
′
(R3)), then
‖uc‖Lq([0,τ ],Lr(R3)) . ‖f‖L2(R3) + ‖F‖Leq′ ([0,τ ],Ler′(R3)) . (52)
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Figure 4: The line segment AB and the shaded region respetively give ad-
missible and aeptable exponents for Strihartz estimates assoiated to the
inhomogeneous initial value problem (44).
(ii) If the exponent pairs (q, r) and (q˜, r˜) satisfy onditions (49), (50) and
(51), f = 0 and F ∈ Leq
′
([0, τ ];Ler
′
(R3)), then
‖uc‖Lq([0,τ ],Lr(R3)) . ‖F‖Leq′ ([0,τ ],Ler′(R3)) .
Proof. Fix p suh that
3/2 < p < min{r′, r˜′}.
For t in R dene U(t) on L2(R3) by U(t) = 1[0,τ ](t)e
itHPc. If g belongs to
L2(R3) ∩ Lp(R3), then
‖U(s)U(t)∗g‖p′ ≤
∥∥∥ei(s−t)HPcg∥∥∥
p′
≤ |s− t|−3(1/p−1/2) ‖g‖p .
by Theorem 7.3. Therefore {U(t) : t ∈ R} satises the dispersive estimate (7)
when σ = 3(1/p− 1/2), B0 = H = L2(R3) and B1 = Lp(R3). Moreover, sine
eah operator e−itH on L2(R3) is unitary and Pc is an orthogonal projetion,
{U(t) : t ∈ R} also satises the energy estimate (6). Now if u is a weak solution
to (44) then
u(t) = eitHf − i
∫ t
0
ei(t−s)HF (s) ds (53)
by Duhamel's priniple and the funtional alulus for self-adjoint operators.
Hene
uc(t) = e
itHPcf − i
∫ t
0
ei(t−s)HPcF (s) ds
= Tf(t)− i(TT ∗)RF (t).
An appliation of Theorem 1.2 and Theorem 1.4 gives the required spaetime
estimates for uc one we observe that
Lr
′
(R3) ⊆ Lr
′,2(R3) = Bθ,
where 1/r′ = (1− θ)/2 + θ/p and the inlusion is ontinuous.
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To nd a spaetime estimate for the solution u of (44), we now need only
analyse the projetion of eah u(t) onto the pure point spetral subspae of H .
It is known (see [29, p. 477℄) that eigenfuntions of H with negative eigenvalues
deay at least exponentially. Sine suh eigenfuntions belong to the domain
of ∆, they are neessarily ontinuous and onsequently also belong to Lr(R3)
whenever 1 ≤ r ≤ ∞ by Sobolev embedding. However, if 0 is an eigenvalue then
a orresponding eigenfuntion φ may deay as slowly as C〈x〉−2 when |x| → ∞.
Hene, in general, φ is a member of Lp(R3) only when p > 3/2.
Exept in the ase when the time exponent is ∞, one annot hope for a
spaetime estimate for upp whih is global in time due to (46). However, one
an still obtain spaetime estimates on nite time intervals. For illustrative
purposes, the next lemma gives a rude spaetime estimate for upp when H is
of exeptional type. No further analysis on H is needed.
Lemma 7.6. Suppose that τ > 0, that q, q˜ ∈ [1,∞] and that r, r˜ ∈ (3/2, 3).
Suppose also that f ∈ L2(R3), F ∈ Leq
′
([0, τ ], Ler
′
(R3)) and H is of exeptional
type. If u is a (weak) solution to problem (44) then
‖upp‖Lq([0,τ ],Lr(R3)) ≤ Cr,H
(
‖Pppf‖2 + τ
1/q+1/eq ‖PppF‖Leq′ ([0,τ ],Ler′(R3))
)
where the positive onstant Cr,H depends on r and H only. If q = q˜ = ∞ then
τ1/q+1/eq is interpreted as 1.
Proof. Suppose that {φj : j = 1, . . . , n} is a omplete orthonormal set of eigen-
funtions for H on L2(R3) orresponding to the set {λj : j = 1, . . . , n} of
eigenvalues (ounting multipliities). Write
Pppf =
n∑
i=1
αjφj and PppF (s) =
n∑
j=1
βj(s)φj ,
where eah αj and βj(s) is a omplex salar. By orthogonality and the equiv-
alene of norms in nite dimensional normed spaes (see [5, p. 69℄), there are
positive onstants C and C′ (both independent of f , F (s), {αj} and {βj(s)})
suh that
n∑
j=1
|αj | ≤ C
( n∑
j=1
|αj |
2
)1/2
= C ‖Pppf‖2
and
n∑
j=1
|βj(s)| ≤ C
( n∑
j=1
|βj(s)|
2
)1/2
= C ‖PppF (s)‖2 ≤ C
′ ‖PppF (s)‖er′ .
Following from (53),
upp(t) = e
itHPppf − i
∫ t
0
ei(t−s)HPppF (s) ds
=
n∑
j=1
αje
itλjφj − i
∫ t
0
n∑
j=1
βj(s)e
i(t−s)λjφj ds.
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By taking the Lq([0, τ ], Lr(R3)) norm and applying Hölder's inequality,
‖upp‖Lq([0,τ ],Lr(R3)) ≤
n∑
i=j
|αj | ‖φj‖r +
∥∥∥∥∥∥
∫ t
0
n∑
j=1
|βj(s)| ‖φj‖r ds
∥∥∥∥∥∥
Lq([0,τ ])
≤ C′′ max
1≤j≤n
‖φj‖r
(
‖Pppf‖2 +
∥∥∥∥∫ t
0
‖PppF (s)‖er′ ds
∥∥∥∥
Lq([0,τ ])
)
≤ Cr,H
(
‖Pppf‖2 + τ
1/q ‖PppF‖L1([0,τ ];Ler′(R3))
)
≤ Cr,H
(
‖Pppf‖2 + τ
1/q+1/eq ‖PppF‖Leq′ ([0,τ ];Ler′(R3))
)
where
Cr,H = C
′′ max
1≤j≤n
‖φj‖r .
This ompletes the proof.
Combining the lemma with Corollary 7.5 and the fat that u = uc + upp
gives the following result.
Corollary 7.7. Suppose that H is of exeptional type, that τ > 0 and that
(q, r) and (q˜, r˜) satisfy the admissibility onditions (48). If f ∈ L2(R3) and
F ∈ Leq
′
([0, τ ], Ler
′
(R3)) and u is a (weak) solution to problem (44) then
‖u‖Lqt ([0,τ ],Lr(R3)) . ‖f‖L2(R3) +
(
1 + τ1/q+1/eq
)
‖F‖
Leq
′
t ([0,τ ],L
er′(R3))
. (54)
If q = q˜ =∞ then τ1/q+1/eq is interpreted as 1. If f = 0 then the onditions on
(q, r) and (q˜, r˜) may be relaxed to satisfying (49), (50) and (51).
8 Appliation to the wave equation
In this setion we onsider the wave equation. Keel and Tao [17℄ indiated that
Theorem 1.2 ould be used to obtain Strihartz estimates (in Besov norms),
following a similar approah to [9℄, but did not show any details. We shall
therefore do so here, presenting the results in Corollary 8.3. These estimates
oinide with those of [9℄, exept that the so-alled `endpoint' estimate is now
inluded (see the point Q in Figure 5 (a)). Next we apply Theorem 1.4 to the
wave equation, thus obtaining a new set of inhomogeneous Strihartz estimates
for the wave equation (see Corollaries 8.7 and 8.8). Finally, we indiate how
a small modiation of these arguments obtains Strihartz estimates for the
KleinGordon equation (see Remark 8.10).
We begin with a brief introdution to homogeneous Besov spaes; for a
treatment at greater depth, the reader is referred to [1℄ and [25℄. To start, we
onsider LittlewoodPaley dyadi deompositions. Suppose that ψ ∈ C∞0 (R
n)
and that its Fourier transform ψˆ satises the properties 0 ≤ ψˆ ≤ 1, ψˆ(ξ) = 1
whenever |ξ| ≤ 1 and ψˆ(ξ) = 0 whenever |ξ| ≥ 2. If j ∈ Z then dene ϕj by
ϕˆ0(ξ) = ψˆ(ξ)− ψˆ(2ξ) and ϕˆj(ξ) = ϕˆ0(2
−jξ). This means that
supp(ϕˆj) ⊆ {ξ ∈ R
n : 2j−1 ≤ |ξ| ≤ 2j+1} and
∑
j∈Z
ϕˆj(ξ) = 1
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for any ξ in Rn\{0}, with at most two nonvanishing terms in the sum. When
j ∈ Z, dene ϕ˜j by the formula
ϕ˜j = ϕj−1 + ϕj + ϕj+1 (55)
This implies that ϕˆj = ˆ˜ϕjϕˆj , thereby allowing for the use of the standard trik
ϕj ∗ u = ϕ˜j ∗ ϕj ∗ u (56)
for any tempered distribution u.
If ρ ∈ R, 1 ≤ r ≤ ∞, 1 ≤ s ≤ ∞ and u is a tempered distribution then
dene ‖u‖B˙ρr,s by
‖u‖B˙ρr,s =
∑
j∈Z
2ρj ‖ϕ ∗ u‖sLr(Rn)
1/s . (57)
We note that if u is a polynomial then supp(uˆ) = {0} and hene ‖u‖B˙ρr,s = 0.
Conversely if ‖u‖B˙ρr,s = 0 then u is a polynomial. We therefore dene the
homogeneous Besov spae B˙ρr,s to be the ompletion in ‖·‖B˙ρr,s of the set of
equivalene lasses of tempered distributions u, modulo polynomials, suh that
‖u‖B˙ρr,s <∞.
We now onsider real interpolation of homogeneous Besov spaes. In what
follows, S ′(Rn) denotes the set of tempered distributions on Rn, P(Rn) the set
of polynomials on R
n
and Lr,s(Rn) the Lorentz spae on Rn.
Lemma 8.1. [25, Setion 2.4℄ Suppose that ρ0, ρ1 ∈ R, ρ0 6= ρ1, r0, r1 ∈ [1,∞),
r0 6= r1, s0, s1 ∈ (1,∞) and θ ∈ (0, 1). Then(
B˙ρ0r0,s0 , B˙
ρ0
r0,s0
)
θ,s
= B˙ρr,s,(s)
where
ρ = (1 − θ)ρ0 + θρ1,
1
r
=
1− θ
r0
+
θ
r1
,
1
s
=
1− θ
s0
+
θ
s1
and
B˙ρr,s,(s) =
{
u ∈ S ′(Rn)\P(Rn) :
∥∥∥{2ρj ‖ϕj ∗ u‖Lr,s(Rn) }j∈Z∥∥∥ℓs <∞} .
If s = 2 then we an use the above lemma together with the ontinuous em-
bedding Lp = Lp,p ⊆ Lp,2 (whenever p ≤ 2) to obtain the ontinuous inlusion
B˙ρr,2 ⊆ B˙
ρ
r,2,(2) =
(
B˙ρ0r0,2, B˙
ρ0
r0,2
)
θ,s
(58)
whenever r ≤ 2. Two other ontinuous embedding results will be needed. The
rst is an easy onsequene of Young's inequality and the denition of homoge-
neous Besov spaes.
Lemma 8.2. [1, Setion 6.5℄ Suppose that 1 ≤ r2 ≤ r1 ≤ ∞, 1 ≤ s ≤ ∞,
ρ1, ρ2 ∈ R and ρ1 − n/r1 = ρ2 − n/r2. Then B˙ρ2r2,s ⊆ B˙
ρ1
r1,s and
‖u‖B˙ρ1r1,s
≤ C ‖u‖B˙ρ2r2,s
(59)
for some positive onstant C.
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The seond involves homogeneous Sobelev spaes H˙ρr , whih may be dened
in terms of Riesz potentials. Briey, whenever 1 < r <∞ and ρ ∈ R, the spae
H˙ρr oinides with the spae (−∆)
−ρ/2L2(Rn) with norm
‖u‖H˙ρ ≈
∥∥∥(−∆)−ρ/2u∥∥∥
L2(Rn)
(see [1℄ or [26℄ for further details). The homogeneous Besov spaes and homo-
geneous Sobolev spaes are related by interpolation and in partiular by the
ontinuous embeddings
B˙ρr,2 ⊆ H˙
ρ
r when 2 ≤ r <∞; B˙
ρ
r,2 ⊇ H˙
ρ
r when 1 < r ≤ 2, (60)
whenever ρ ∈ R. When r = 2 it is ustomary to write H˙ρ instead of H˙ρ2 . In
this ase (60) redues to H˙ρ = B˙ρ2,2.
We are now ready to apply Theorem 1.2 to the wave equation.
Corollary 8.3. Suppose that n ≥ 1, that µ, ρ, ρ˜ ∈ R, that q, q˜ ∈ [2,∞] and that
the following onditions are satised:
q ≥ 2, q˜ ≥ 2,
1
q
≤
n− 1
2
(
1
2
−
1
r
)
,
1
q˜
≤
n− 1
2
(
1
2
−
1
r˜
)
,
(q, r, n) 6= (2,∞, 3), (q˜, r˜, n) 6= (2,∞, 3),
ρ+ n
(
1
2
−
1
r
)
−
1
q
= µ = 1−
(
ρ˜+ n
(
1
2
−
1
r˜
)
−
1
q˜
)
. (61)
Suppose also that f ∈ H˙µ, g ∈ H˙µ−1 and F ∈ Leq
′
(R; B˙−eρ
er′,2). If u is a (weak)
solution to the initial value problem
−u′′(t) + ∆u(t) = F (t)
u(0) = f
u′(0) = g
(62)
then
‖u‖Lq(R;B˙ρr,2)
. ‖f‖H˙µ + ‖g‖H˙µ−1 + ‖F‖Leq′ (R;B˙−eρ
er′,2
) . (63)
When n > 3, the darker losed region of Figure 5 (a) represents the range of
exponent pairs (q, r) and (q˜, r˜) suh that the Strihartz estimate (63) is valid.
Remark 8.4. Corollary 8.3 implies Strihartz estimates for spaes more familiar
than the Besov spaes. By BesovSobolev embedding, estimate (63) still holds
when B˙ρr,2 is replaed everywhere by H˙
ρ
r under the additional assumption that
r <∞ and r˜ <∞. In fat, using Sobolev embedding, one an dedue that
‖u‖Lq(R;Lr(Rn)) . ‖f‖H˙µ + ‖g‖H˙µ−1 + ‖F‖Leq′ (R;Ler′(Rn))
under the additional assumption that r <∞ and r˜ <∞. One may also replae
the innite interval R by any nite time interval [0, τ ] where τ > 0. See [17,
Corollary 1.3℄ and [9℄ for these variations.
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We begin with a heuristi argument to indiate how Theorem 1.2 will be
applied in this setting. For onveniene, write ω for the operator (−∆)1/2. The
homogeneous problem may be written as
v′′(t) + ω2v(t) = 0, v(0) = f, v′(0) = g,
with solution v is given by
v(t) = cos(ωt)h1 + sin(ωt)h2
for some funtions h1 and h2 determined by imposing initial onditions. Hene
v(t) = cos(ωt)f + ω−1 sin(ωt)g.
The inhomogeneous problem
−w′′(t) + ∆w(t) = F (t), w(0) = 0, w′(0) = 0
may be solved by Duhamel's priniple to give
w(t) =
∫
s<t
ω−1 sin
(
ω(t− s)
)
F (s) ds.
Dene {U(t) : t ∈ R} by U(t) = eiωt. Then the solution u to problem (62) an
be written as
u(t) = v(t) + w(t)
=
1
2
(
U(t) + U(−t)
)
f + ω−1
1
2i
(
U(t)− U(−t)
)
g
+
∫
s<t
ω−1
1
2i
(
U(t)U(s)∗ − U(−t)U(−s)∗
)
F (s) ds (64)
and it is lear that if we have appropriate Strihartz estimates for the group
{U(t) : t ∈ R} then (63) will follow. Hene dene the operator T by Tf(t) =
U(t)f , whenever f belongs to the Hilbert spae B˙02,2.
Lemma 8.5. Suppose that n ≥ 1 and that the triples (q, r, γ) and (q˜, r˜, γ˜) satisfy
the onditions
q ≥ 2, q˜ ≥ 2, (65)
1
q
=
n− 1
2
(
1
2
−
1
r
)
,
1
q˜
=
n− 1
2
(
1
2
−
1
r˜
)
, (66)
γ =
n+ 1
2
(
1
2
−
1
r
)
, γ˜ =
n+ 1
2
(
1
2
−
1
r˜
)
, (67)
(q, r, n) 6= (2,∞, 3), (q˜, r˜, n) 6= (2,∞, 3). (68)
Then the operator T satises the Strihartz estimates
‖Tf‖Lq(R;B˙−γr,2 )
. ‖f‖B˙02,2
∀f ∈ B˙02,2 (69)
and
‖(TT ∗)RF‖Lq(R;B˙−γr,2 )
. ‖F‖Leq′ (R;B˙eγ
er′,2
) ∀F ∈ L
eq′(R; B˙eγ
er′,2). (70)
24
Proof. We begin with the stationary phase estimate
sup
x∈Rn
∣∣∣∣∫
ξ∈Rn
exp(it|ξ|+ i 〈x, ξ〉)ϕˆ0(ξ) dξ
∣∣∣∣ ≤ C|t|−(n−1)/2,
where C is a positive onstant (see, for example, [13, Setion 7.7℄). For j in Z,
apply the saling ξ ← 2−jξ, x← 2jx, t← 2jt to obtain
sup
x∈Rn
2−jn
∣∣∣∣∫
ξ∈Rn
exp(it|ξ|+ i 〈x, ξ〉)ϕˆj(ξ) dξ
∣∣∣∣ ≤ C|t|−(n−1)/22−j(n−1)/2.
The above estimate may be rewritten as
‖U(t)ϕj‖L∞(Rn) . |t|
−(n−1)/22j(n+1)/2.
If f is a suiently regular funtion (or distribution) in the spatial variable then
‖ϕj ∗ U(t)f‖L∞(Rn) = ‖ϕj ∗ U(t)ϕ˜j ∗ f‖L∞(Rn)
≤ ‖U(t)ϕj‖L∞(Rn) ‖ϕ˜j ∗ f‖L1(Rn)
. |t|−(n−1)/22j(n+1)/2 ‖ϕ˜j ∗ f‖L1(Rn) , (71)
by (56) and Young's inequality. Multiplying by 2j(n+1)/4 gives∥∥∥2−j/2ϕj ∗ U(t)f∥∥∥
L∞(Rn)
. |t|−(n−1)/2
∥∥∥2jn/2ϕ˜j ∗ f∥∥∥
L1(Rn)
,
where the left- and right-hand sides dene the jth term of two sequenes. If
we take the ℓ2 norm of eah sequene and apply (55), then the above inequality
yields
‖U(t)f‖
B˙
−(n+1)/4
∞,2
. |t|−(n−1)/2 ‖f‖
B˙
(n+1)/4
1,2
∀f ∈ B˙
(n+1)/4
1,2 . (72)
This orresponds to the abstrat dispersive estimate (7).
On the other hand, eah U(t) is an isometry on the homogeneous Sobolev
spae H˙0 and hene we have the energy estimate
‖U(t)f‖B˙02,2
. ‖f‖B˙02,2
∀f ∈ B˙02,2,
by (60). If H = B0 = B˙02,2 and B1 = B˙
(n+1)/4
1,2 then
B˙γr′,2 ⊆ Bθ = (B0,B1)θ,2
by (58), where 1/r′ = (1− θ)/2 + θ and γ = (n+ 1)θ/4. It is not hard to show
from here that Theorem 1.2 proves the lemma.
Proof of Corollary 8.3. It is well known that if µ ∈ R, then ωµ is an isomorphism
from B˙γr,2 to B˙
γ−µ
r,2 . Hene replaing f with ω
µf in (69) gives
‖Tf‖Lq(R;B˙−γ+µr,2 )
. ‖f‖B˙µ2,2
∀f ∈ B˙µ2,2.
The same trik applied to (70) yields
‖(TT ∗)RF‖Lq(R;B˙−γ+µr,2 )
. ‖F‖
Leq′ (R;B˙eγ+µ
er′,2
)
∀F ∈ Leq
′
(R; B˙eγ+µ
er′,2 ).
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If ρ = −γ + µ then these estimates ombine with (64) to give
‖u‖Lq(R;B˙ρr,2)
. ‖Tf‖Lq(R;B˙ρr,2)
+
∥∥ω−1Tg∥∥
Lq(R;B˙ρr,2)
+
∥∥ω−1(TT ∗)RF∥∥Lq(R;B˙ρr,2)
. ‖f‖B˙µ2,2
+
∥∥ω−1g∥∥
B˙µ2,2
+
∥∥ω−1F∥∥
Leq′ (R;B˙eγ+µ
er′,2
)
. ‖f‖B˙µ2,2
+ ‖g‖B˙µ−12,2
+ ‖F‖
Leq′ (R;B˙eγ+µ−1
er′,2
)
.
If ρ˜ = −(γ˜ + µ− 1) then the estimate above beomes
‖u‖Lq(R;B˙ρr,2)
. ‖f‖H˙µ + ‖g‖H˙µ−1 + ‖F‖Leq′ (R;B˙−eρ
er′,2
) . (73)
So far we have imposed the onditions µ ∈ R, (65), (66), (68) and
ρ+
n+ 1
2
(
1
2
−
1
r
)
= µ = 1− ρ˜−
n+ 1
2
(
1
2
−
1
r˜
)
.
This last ondition may be rewritten as
ρ+ n
(
1
2
−
1
r
)
−
1
q
= µ = 1− ρ˜− n
(
1
2
−
1
r˜
)
+
1
q˜
.
Now if r1 ≥ r and ρ− n/r = ρ1 − n/r1, then
‖u‖Lq(R;B˙ρ1r1,2)
≤ C ‖u‖Lq(R;B˙ρr,2)
by Lemma 8.2. Similarly, if r˜1 ≥ r˜ and ρ˜− n/r˜ = ρ˜1 − n/r˜1, then
‖F‖Leq′ (R;B˙−eρ
er′,2
) ≤ C ‖F‖Leq′ (R;B˙ eρ1
er′
1
,2
)
.
Applying these estimates to (73) gives
‖u‖Lq(R;B˙ρ1r1,2)
. ‖f‖H˙µ + ‖g‖H˙µ−1 + ‖F‖Leq′ (R;B˙−eρ1
er′1,2
)
(74)
whenever the onditions
q ≥ 2, q˜ ≥ 2,
1
q
≤
n− 1
2
(
1
2
−
1
r1
)
,
1
q˜
≤
n− 1
2
(
1
2
−
1
r˜1
)
,
(q, r1, n) 6= (2,∞, 3), (q˜, r˜1, n) 6= (2,∞, 3),
ρ1 + n
(
1
2
−
1
r1
)
−
1
q
= µ = 1− ρ˜1 − n
(
1
2
−
1
r˜1
)
+
1
q˜
are satised. These onditions and the Strihartz estimate (74) oinide with
those in the statement of Corollary 8.3.
Remark 8.6. One an see from (64) that the derivative u′ an also be expressed
in terms of T , (TT ∗)R and ω. Thus we have the Strihartz estimate
‖u′‖Lq(R;B˙ρ−1r,2 )
. ‖f‖H˙µ + ‖g‖H˙µ−1 + ‖F‖Leq′ (R;B˙−eρ
er′,2
)
whenever the exponents satisfy the onditions of Corollary 8.3.
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Figure 5: Range of exponents for Corollary 8.7 when n > 3.
We now onsider the inhomogeneous wave equation with zero initial data.
Suppose that n is a positive integer. We say that a pair (q, r) of Lebesgue
exponents are wave n-aeptable if either
1 ≤ q <∞, 2 ≤ r ≤ ∞,
1
q
< (n− 1)
(
1
2
−
1
r
)
or (q, r) = (∞, 2).
Corollary 8.7. Suppose that n is a positive integer and that the exponent pairs
(q, r1) and (q˜, r˜1) are wave n-aeptable, satisfy the saling ondition
1
q
+
1
q˜
=
n− 1
2
(
1−
1
r1
−
1
r˜1
)
and the onditions
1
q
+
1
q˜
< 1,
n− 3
r1
≤
n− 1
r˜1
,
n− 3
r˜1
≤
n− 1
r1
When n = 3 we also require that r1 <∞ and r˜1 <∞. If r ≥ r1, r˜ ≥ r˜1, ρ ∈ R,
ρ+ n
(
1
2
−
1
r
)
−
1
q
= 1−
(
ρ˜+ n
(
1
2
−
1
r˜
)
−
1
q˜
)
,
F ∈ Leq
′
(R; B˙−eρ
er′,2) and u is a weak solution of the inhomogeneous wave equation
−u′′(t) + ∆u(t) = F (t), u(0) = 0, u′(0) = 0,
then
‖u‖Lq(R;B˙ρr,2)
. ‖F‖
Leq′ (R;B˙−eρ
er′,2
)
. (75)
Figure 5 shows the range for various exponents appearing in Corollary 8.7.
In the rst diagram, the dark region represents the range for the homogeneous
Strihartz estimate while the union of light and dark regions represents the
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range for the inhomogeneous Strihartz estimate. In the seond diagram, the
oordinates of C and D are given by(
(n− 3)2
2(n− 2)(n− 1)
,
n− 3
2(n− 2)
)
and
(
n− 3
2(n− 2)
,
(n− 3)2
2(n− 2)(n− 1)
)
respetively.
Proof. In light of the work done to prove Corollary 8.3, the ase when r =
r1 and r˜ = r˜1 is a simple appliation of Theorem 1.4 (i) when (B0,B1) =
(B˙02,2, B˙
(n+1)/4
1,2 ) and σ = (n − 1)/2. The ase when r > r1 and r˜ > r˜1 is
obtained using the Besov embedding result of Lemma 8.2.
The ase when 1/q + 1/q˜ = 1 annot be simply integrated into the above
result via Besov embedding, exept when q = q˜ = 2 (whih orresponds to a
sharp admissible estimate obtained earlier from Theorem 1.2). We therefore
state this ase separately, using the notation a ∨ b and a ∧ b for max{a, b} and
min{a, b} respetively.
Corollary 8.8. Suppose that n is a positive integer not equal to 3 and that
the exponent pairs (q, r1) and (q˜, r˜1) are wave n-aeptable, satisfy the saling
ondition
1
q
+
1
q˜
=
n− 1
2
(
1−
1
r1
−
1
r˜1
)
and the onditions
1
q
+
1
q˜
= 1,
n− 3
r1
<
n− 1
r˜1
,
n− 3
r˜1
<
n− 1
r1
,
1
r1
≤
1
q
,
1
r˜1
≤
1
q˜
.
If r ≥ r1, r˜ ≥ r˜1, ρ ∈ R,
ρ+ n
(
1
2
−
1
r
)
−
1
q
= 1−
(
ρ˜1 + n
(
1
2
−
1
r˜
)
−
1
q˜
)
,
F ∈ Leq
′
(R; B˙−eρ
er′,2) and u is a weak solution of the inhomogeneous wave equation
−u′′(t) + ∆u(t) = F (t), u(0) = 0, u′(0) = 0,
then
‖u‖Lq(R;B˙ρr,2∨q)
. ‖F‖
Leq′ (R;B˙−eρ
er′,2∧q
)
. (76)
Proof. We apply Theorem 1.4 (ii) when (B0,B1) = (B˙
0
2,2, B˙
(n+1)/4
1,2 ) and σ =
(n− 1)/2.
First suppose that r = r1 and r˜ = r˜1. To obtain (76) from the abstrat
Strihartz estimate (15), we apply the embeddings
Beθ,eq′ ⊇ B˙
(n+1)eθ/4
er′,2∨eq′,(eq′) ⊇ B˙
(n+1)eθ/4
er′,2∨eq′
and
(Bθ,q′)
∗ = (B˙02,2, B˙
−(n+1)/4
∞,2 )θ,q ⊆ B˙
−(n+1)θ/4
r,2∧q,(q) ⊆ B˙
−(n+1)θ/4
r,2∧q
(see [25, p. 183℄, [1, Theorem 3.7.1℄ and [1, p. 2℄) and follow the general approah
of the proofs of the other orollaries in this setion. Here we have taken 1/r˜′ =
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(1 − θ˜)/2 + θ˜/1, 1/r = (1 − θ)/2 + θ/∞, imposed the restritions r˜′ ≤ q˜′ and
q ≤ r and used the fat that q˜′ = q.
Suppose now that r > r1 and r˜ > r˜1. To obtain (76), simply apply Besov
embedding (Lemma 8.2) to the result obtained for the ase when r = r1 and
r˜ = r˜1.
Remark 8.9. In all the Strihartz estimates given in this setion, one may ex-
hange the innite time interval R appearing in the spaetime norms with a
nite time interval I or J . This is done by redening eah U(t) as 1I(t)U(t),
where 1I is the harateristi funtion of I on R, and by redening F as 1JF .
Remark 8.10. When Theorem 1.4 (i) is applied to the inhomogeneous Klein
Gordon equation
−u′′(t) + ∆u(t)− u = F (t), u(0) = u′′(0) = 0, t ≥ 0,
the range of inhomogeneous Strihartz estimates given by Nakamura and Ozawa
[20, Proposition 2.1℄ is slightly improved. These estimates are obtained in a
manner analogous to the wave equation using Besov spae norms, rather than
homogeneous Besov spae norms. For the required dispersive estimate, see [20,
pp. 261262℄. A preise statement of our orollary and other details of its proof
are available in [23, Setion 5.8℄.
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