INTRODUCTION
With the enormous success of the Information Society and the World Wide Web, the amount of textual electronic information available has significantly increased. As a result, computer understanding of text has acquired great interest in the research community in order to enable a proper exploitation, management, classification or retrieval of textual data [1] . Text document clustering plays an important role in providing intuitive navigation and browsing mechanisms by organizing such large amounts of information into a small number of meaningful clusters [2] . In traditional document clustering methods, Vector Space Model (VSM) is used which uses linear-algebra operations to compare textual data (bag-of-word approach). VSM associates a single multidimensional vector with each document in the collection, and each component of this vector reflects a particular keyword or term related to the document. This represents a set of documents by arranging their vectors in a term-document matrix. The value of a single component of the termdocument matrix depends on the strength of the relationship between its associated term and the respective document. Importance of different words is then calculated using different criteria like Inverse Document frequency and Information Gain [3] . Inherent shortages of VSM include breaking multi-word expressions, like Machine Learning, into independent features, mapping synonymous words into different components, and treating polysemous as one single component. Moreover, the VSM representation of text data can easily result in tens or hundreds or thousands of features. As a consequence, any clustering algorithm would suffer from the curse of dimensionality. In such sparse and high dimensional space, any distance measure that assumes all features to have equally important is likely to be not effective [4] . This is due to the semantically related words are not taken into account; which can cause problems. For example, if we consider the two sentences "John eats the apple standing beside the tree" and "The apple tree stands beside John's house". These are two different sentences formed from same words. On the other hand there may be some sentences, which have the same meaning but have been constructed from different sets of words. For example in the sentences, "John is an intelligent boy" and "John is a brilliant lad"; mean more or less the same thing [5] . There are some methods like Latent Semantic Indexing, which try to solve this problem. The word category map method can also be used for the same purpose. Shortcoming of these methods is due to polysemy or homography, where a word has different meanings or meaning shades in different contexts (for example, the word bank in "He went to the bank to withdraw some money" and "The boat was beside the bank").
Here, we present detailed survey of various semantic driven techniques for document clustering which enhances the quality and performance of the clusters formed. Section 2 highlights special requirements for improving the clustering results. The brief overview of traditional clustering algorithms is given in section 3. Section 4 gives idea and importance of semantic similarity measures. Detailed overview of more than thirty semantic driven document clustering methods along with tabular representation of the semantic approach applied, datasets used, evaluation parameters applied, limitations and future work of all these approaches is presented for easy and quick interpretation in section 5. The paper is concluded in section 6.
with the sequential occurrences of words in it, so the document model should preserve the sequential relationship between words in the document for contextsensitive representation [6] .  To reduce the high dimension of text documents: Usually there are about 200-1000 unique words in a document. In order to efficiently process a huge text database the text clustering algorithm should have a way to reduce the high dimension [6] .  To allow overlapping between document clusters: A document can cover several topics [6] . For instance, a document discussing "Natural language and Information Retrieval" should be assigned to both of the clusters "Natural language" and "Information Retrieval".  Associating a meaningful label to each final cluster: As the label can provide an adequate description of the cluster [6] and will guide users in the process of browsing the retrieved results [7] .  To estimate the number of clusters: As the number of clusters is unknown prior to the clustering. Also it is difficult to specify a reasonable number of clusters for a data set when little information about it is available [6] .  To improve the scalability: Many document clustering algorithms work fine on small document sets, but fail to deal with large document sets efficiently [7] . So scalability is also a big requirement.  To extract semantics from text: the bag-of-words representation used for clustering algorithms is often unsatisfactory as it ignores the conceptual similarity of terms that do not co-occur actually [7] . So semantic understanding of text is necessary to improve the efficiency and accuracy of clustering.
OVERVIEW OF CLUSTERING ALGORITHMS
Traditional clustering algorithms have not focused on semantic extraction from text but have tried to address other requirements mentioned section 2. Traditional document clustering methods start with partitional and hierarchical methods. In this Unweighted Pair Group Method with Arithmetic Mean (UPGMA) of agglomerative hierarchical clustering is reported to be the most accurate one. Bisecting k-means algorithm, combining the strengths of partitioning and hierarchical clustering methods, is reported to outperform the basic k-means as well as the agglomerative approach in terms of accuracy and efficiency [6] .
To resolve the problems of high dimensionality, large size, and understandable cluster description, number of frequent itemsets-based methods have been seen. Beil et al. developed the first frequent itemsets-based algorithm, namely Hierarchical Frequent Term-based Clustering (HFTC). Only low-dimensional frequent itemsets are considered as clusters. HFTC also discovers overlapping clusters, which is useful for a search engine. However, the experiments of Fung et al. showed that HFTC is not scalable. For a scalable algorithm, Fung et al. proposed the Frequent Itemset-based Hierarchical Clustering (FIHC) algorithm by using frequent itemsets derived from association rule mining to construct a hierarchical topic tree for clusters. Yu et al. presented another frequent itemset-based algorithm, called TDC, to improve the clustering quality and scalability. This algorithm dynamically generates a topic directory from a document set using only closed frequent itemsets and further reduces the dimensionality. But, the clusters generated by FIHC and TDC are non-overlapping [7] .
An advantage of these frequent-itemsets based algorithms is that a label is provided for each cluster. The label is the frequent word sets shared by the documents in each cluster. A problem of these algorithms is that they strongly depend on the frequent word sets, which are unordered and cannot represent text documents well in many cases [6] . Also, though high accuracy is achieved, it affects the overall clustering quality because of too much node duplication when terms in the document set are highly correlated. Moreover, HFTC, FIHC, and TDC only account for term frequency in the documents and all ignore the important semantic relationships between terms [8] .
Frequent word sequences can represent the document well. So, clustering text documents based on frequent word sequences is meaningful. Ahonen-Myka et al. also pointed out that the sequential aspect of word occurrences in documents should not be ignored to improve the information retrieval performance. The idea of using word sequences (phrases) for text clustering was proposed in [9] ; and then the Suffix Tree Clustering (STC) based on this idea was proposed in [10] . However, STC does not reduce the high dimension of the text documents; hence its complexity is quite high for large text databases. And STC just performs the word form matching, which ignores the semantic and lexical relationships between words [6] . Recently, WordNet, which is one of the most widely used thesauruses for English, has been used to group documents with its semantic relations of terms. However, Synonym sets (synsets) would decrease the clustering performance in all experiments without considering word sense disambiguation [8] . Partial disambiguation of words by their PoS is beneficial in text clustering. But, taking into account synonyms and hypernyms, disambiguated only by PoS tags, is not successful in improving clustering effectiveness because of the noise produced by all the incorrect senses extracted from WordNet. A possible solution is proposed which uses a word-by-word disambiguation in order to choose the correct sense of a word in [11] . In [6] Clustering based on Frequent Word Sequences (CFWS) has been proposed. In [12] the authors have proposed various document representation methods to exploit noun phrases and semantic relationships for clustering. Using WordNet, hypernymy, hyponymy, holonymy, and meronymy have been utilized for clustering. Through a series of experiments, they found that hypernymy is most effective for clustering. WordNet [13] has defined hypernymy as the semantic relation of being super-ordinate or belonging to a higher rank or class; hyponymy as the semantic relation of being subordinate or belonging to a lower rank or class; holonymy as the semantic relation that holds between a whole and its parts; and meronymy as the semantic relation that holds between a part and the whole. All these methods, with WordNet, hypernymy, word sense disambiguation, and other approaches are explained evolutionary in section 5.
SEMANTIC SIMILARITY MEASURES
A semantic relatedness measure is a criterion to find the relatedness of two senses in a semantic network. It is also called semantic distance or semantic similarity. In word sense disambiguation (WSD) algorithms, a semantic relatedness measure is a very important factor for the performance. WSD is finding the correct sense of a word in given context. Lesk, [14] .
The semantic similarity in WordNet: WordNet is an online semantic dictionary which is developed at Princeton by a group led by Miller. Synonym sets are named as synsets. WordNet organizes the lexicon by nouns, verbs, adjectives, and adverbs; represented by synsets. The synset reflects a concept in which all words have similar meaning. The functions of synset include the concept definition for each word and the semantic relationship pointed to other related synsets. WordNet provides a number of 18 kinds of relations to represent nouns concepts. The "ISA" hierarchical structure of the knowledge base is important in determining the semantic distance between words. Fig. 1 shows a part of such a hierarchical semantic knowledge base [15] . One direct approach for calculating semantic similarity between two concepts is to find the minimum length of the path connecting these two concepts. For example, the shortest path between "teacher" and "student" is "teacher-educatorprofessional-adult-person-intellectual-student". The minimal length of the path is 6. While the minimal path length between "teacher" and "parent" is 9. Thus we could conclude that "student" is more similar to "teacher" than "parent" to "teacher". If a word has multiple meaning, various paths may exist [15] . 
REVIEW OF SEMANTIC DRIVEN DOCUMENT CLUSTERING METHODS
The problem of document clustering has two main components: (1) to represent inherent semantics of the document, and (2) to define a similarity measure based on the semantic representation such that it assigns higher numerical values to document pairs which have higher semantic relationship [16] . Various approaches have been proposed by many researchers to take care of semantic relation in document clustering. They differ in document representation, semantic measure, usage of background semantic information etc. The brief description of these methods is given below.
In [5] a new method for generating feature vectors is given. The semantic relations between the words in a sentence is described t generate the feature vectors. The semantic relations are captured by the Universal Networking Language (UNL), the semantic representation for sentences. The UNL presents the document in the form of a semantic graph with universal words as nodes and the semantic relation between them as links. The clustering method applied to the feature vectors is the Kohonen Self Organizing Maps (SOM). Experiments show that UNL method for feature vector generation tends to perform better than the term frequency based method.
In [17] , a new approach to improve the clustering result is suggested by applying background knowledge during preprocessing. During preprocessing an ontology-based heuristics for feature selection and feature aggregation is applied to construct a number of alternative text representations. This approach is referred as COSA (Concept Selection and Aggregation). It consists of two stages. In first stage, COSA maps terms onto concepts using a shallow and efficient natural language processing system. Then, COSA uses the concept heterarchy to propose good aggregations for subsequent clustering. The results are found to be comparable with a sophisticated baseline preprocessing strategy on tourism domain dataset. Wordnet is incorporated as background knowledge into a representation for text document clustering in [2] . Here, word sense disambiguation and feature weighting is used to achieve improvements in clustering. For Clustering standard partitional Bisecting K-means algorithm is used and improvement is observed in clustering with background knowledge compared to clustering without background knowledge.
A distributional clustering algorithm, Contextual Document Clustering (CDC), for document clustering is proposed in [18] . Basic principle of CDC is to split document corpus into relatively large groups of documents that are covered by relatively small number of concepts. For this, subject related words, which have a narrow context, are identified to form meta-tags for that subject. These contextual words form the basis for creating thematic clusters of documents. The method outperforms the K-means method and information theoretic method of sequential information bottleneck.
The hybrid algorithm called gradient descent with constrained least squares (GD-CLS) (a nonnegative matrix factorization (NMF) method) for text mining is proposed in [19] . This method introduces a partitional clustering that identifies semantic features in a document collection and groups the documents into clusters on the basis of shared semantic features. Textual data is encoded using a low rank NMF A guided neural network based on topical information and SOM to exploit the domain knowledge by integrating topical and semantic information from WordNet is proposed in [20] . SOM combines nonlinear projection, vector quantization, and data-clustering functions. The approach is tested in three static competitive learning models: competitive learning, SOM, neural gas, and in three dynamic competitive learning models: growing grid, growing cell structure, and growing neural gas models. The outcome is compared for these six models with WordNet, without WordNet, with one-level, two-level and three-level hypernyms to prove that the model can potentially handle real world tasks.
Latent Semantic Indexing (LSI) aims to represent the input collection using concepts found in the documents. To do this, LSI approximates the original term-document matrix using a limited number of orthogonal factors. These factors represent a set of abstract concepts, each conveying some idea common to a subset of the input collection. From Lingo's [3] viewpoint, these concepts are perfect cluster label candidates. The Lingo algorithm combines common phrase discovery and LSI technique to separate search results into meaningful groups. It looks for meaningful phrases to use as cluster labels and then assigns documents to the labels to form groups. Lingo is available in the online demo of the Carrot system at http://carrot.cs.put.poznan.pl. CDC presented in [18] is enhanced for the scalability and quality for large data-sets using the whole Reuters Corpus Volume 1 (RCV1) collection in [22] . The contexts identified by distributional approach of CDC acts as attractors for clustering documents that are semantically related to each other. Once clustered, the documents are organized into a minimum spanning tree so that the topical similarity of adjacent documents within this structure can be assessed. It is demonstrated that CDC is a powerful and scalable technique with the ability to create stable clusters of high quality. Also, the time complexity is found to be less than the time complexity of partitional clustering algorithm such as Kmeans. This is the first time that a collection as large as RCV1 has been analyzed in its entirety using a static clustering approach. The RCV1 collection is approximately 35 times more documents than the popular Reuters-21278 collection and contains approximately 10 times the number of distinct words after stemming. The experiments are conducted for quality, homogeneity, and stability of clustering.
In [23] , Locality Preserving Indexing (LPI) is used to tackle high dimension issue of document clustering. In dimension reduction, local geometric structure is more important than global structure. In this paper, LPI is proved to be more useful compared to LSI for dimension reduction purpose. The problem of LSI is that it seeks to uncover the most representative features rather the most discriminative features for document representation. So, LSI might not be optimal in discriminating documents with different semantics. Whereas, LPI aims to discover the local geometrical structure. LPI can have more discriminating power. Thus, the documents related to the same semantics are close to each other in the lowdimensional representation space. Also, LPI is good linear approximation to spectral clustering. Thus, linearity of LPI makes it more applicable compared to spectral clustering when dataset is large.
A new algorithm for clustering search results for search engines is proposed in [24] . Many other clustering systems analyze snippets, a short document abstract returned by search engines, post-processing step. As snippet might not always represent whole document content, the quality of cluster can be worse. So, here comparison between snippet analysis and whole document content analysis is produced. A dynamic Singular Value Decomposition (SVD) clustering approach based on LSI is presented to discover the optimal number of singular values to be used for clustering purposes. Also, the algorithm is incremental; thus, eliminating the computation of whole SVD matrix. As whole document content is needed for analysis, this algorithm has been integrated into the Noodles search engine, a tool for searching and clustering Web and desktop documents.
The thesis [25] evaluates the effectiveness of using a combinatorial topology structure (a simplicial complex) for document clustering. It is a geometric structure formed by terms and the associations between them, as only terms fail to identify the concept. A simplicial complex identifies the latent concept space defined by a collection of documents better than the use of hypergraphs or human categorization. Hypergraphs are used to represent term associations (cooccurring terms). The method is compared with human classifiers and proved to work better.
As bag-of-words approach fail to capture semantics in document, sense disambiguation method is used to construct feature vector for document representation in [14] . In this system, words are first mapped to word senses using a semantic relatedness based word sense disambiguation algorithm. Then these senses are used to construct the feature vector to represent the documents. Two different sense representation methods, namely, senseno and offset, are used. Different semantic relatedness measures are also evaluated in the experiments. As large-scale thesaurus and dictionary WordNet is used. K-means, Buckshot, HAC, and bisecting kmeans clustering algorithms are used for comparison. For small dataset, HAC outperforms other algorithms and for large datasets bisecting k-means has shown better performance.
As seen in section 2, the high dimensionality of text data, and the complex semantics of the natural language are major requirements of document clustering. To deal with these issues, a subspace clustering technique based on a Semantic Locally Adaptive Clustering (LAC) algorithm is presented in [4] . Subspace clustering is an extension of traditional clustering that is designed to capture local feature relevance, and to group documents with respect to the features (or words) that matter the most. In LAC, a weighted cluster is defined as a subset of data points with a weight vector. In this cluster, the points are clustered as per their weighted Euclidean distance. Thus, the objective of LAC is to find cluster centroids, and weight vectors. These local weights are used to find keywords for each cluster. In semantic LAC a semantic distance between pairs of words is used by defining a local kernel for each cluster. Experiments show that Semantic LAC is capable of improving the clustering quality and enhance the subspace clustering of documents. In CFWMS, words are converted into word meanings considering the synonymy, polysemy, and hyponymy/hypernymy relationships between words making use of WordNet. CFWMS is found to be more accurate than CFWS, and both of them are more accurate than bisecting kmeans, and FIHC algorithms.
Genetic Algorithm (GA) belongs to search techniques that can efficiently evolve the optimal solution in the reduced space. But GA cannot be applied to high dimensional VSM representational model of documents due to scalability issue and high computational cost. So, in [26] GA method based on a latent semantic model for text clustering is presented. LSI uses SVD technique to decompose the large term-bydocument matrix into a set of k orthogonal factors. So, the approach first applies SVD technique to raw data. This outcome is then given to a variable string length GA; which finds proper number of clusters automatically as well as provides near optimal dataset clustering. Experiments are shown to prove improvement of GA in conjunction with the reduced latent semantic structure compared to GA in conjunction with VSM in terms of dimensionality reduction, computational cost, and clustering efficiency and accuracy.
[15] Proposes a self-organized genetic algorithm for text clustering based on ontology (thesaurus-based and corpusbased ontology). A transformed LSI model which can appropriately capture the associated semantic similarity is proposed and demonstrated as corpus-based ontology. Two hybrid strategies are put forward as the semantic similarity measures (Ontology based semantic similarity measure, LSI for semantic similarity calculation) to overcome the limitation of each sole similarity measure. Experiments show that this method of GA in conjunction with the ontology strategy, the combination of the transformed LSI-based measure with the thesaurus-based measure, apparently outperforms that with traditional similarity measures.
PubMed is the most comprehensive database of biomedical literature. Many document clustering methods have been suggested to better understand this literature; but they lack in semantic meaning. An ontological clustering method called GOClonto for conceptualizing these abstracts is proposed in [27] . There is Gene Ontology (GO) to provide controlled vocabulary for describing gene and gene product attributes. GOClonto makes use of this ontology with latent semantic analysis (LSA) to identify key gene-related concepts and their relationships. Then the abstracts are allocated based on these key gene-related concepts, helping users to browse and conceptualize this collection. It also generates corpus-related ontology automatically. Experiments are performed to show that this generated ontology is more informative compared to other algorithms developed for this domain.
To consider semantics of the document many methods use WordNet as thesaurus. But WordNet-based clustering methods rely only on single-term analysis of text; they do not perform phrase-based analysis. Also, these methods use synonymy to identify concepts and explore only hypernymy to calculate concept frequencies; i.e. they don't consider other semantic relationships. To address these issues, in [12] authors have combined detection of noun phrases and WordNet. This integration helps in exploring documents more semantically for clustering purpose. Also other semantic relationships such as hypernymy, hyponymy, holonymy, and meronymy are exploited. The experimental results show the hypernymy is most effective and useful for clustering. Other relationships are useful; their effectiveness for clustering is in order from highest relevant to lowest relevant: hyponymy, meronymy, and holonymy. It is proved through experiments that noun phrase analysis improves the WordNet-based clustering method.
An effective Fuzzy-based Multi-label Document Clustering (FMDC) approach is proposed in [7] to improve the quality of clustering results. In this approach, fuzzy association rule mining is integrated with WordNet ontology. The key terms are extracted from the document set, and the generated feature vector is then enriched using the hypernyms of WordNet to exploit the semantic relations between terms. Now, to discover fuzzy frequent itemsets a fuzzy association rule mining algorithm for texts is applied. These frequent itemsets become labels of the candidate clusters. Finally, each document is dispatched into more than one target cluster by referring to these candidate clusters, and then the highly similar target clusters are merged. Thus, this approach provides meaningful labels to clusters and also generates overlapping clusters effectively. Experiments proved quality enhancement over FIHC, K-means, UPGMA, and bisecting K-means.
In [28] , a new concept-based mining model that analyzes terms on the sentence, document, and corpus levels is introduced. So, semantic structure of each term is captured within a sentence, document, and corpus instead of checking only in document. The model consists of sentence-based concept analysis, document-based concept analysis, corpusbased concept-analysis for this requirement. Also, conceptbased similarity measure is proposed. The similarity between documents is calculated based on this new concept-based similarity measure. Comparison is provided for single-term against concept-based for term frequency (TF), conceptual; term frequency (CTF), document frequency (DF), and combined frequency; and improvement is observed. Thus, this model brings NLP to the document clustering process.
A new approach based on the Topic Map representation of the documents is introduced in [16] . This approach is more applicable to multi-topic documents. Topic maps help in finding relations among knowledge content. Similarity measure for this new representation is also proposed. Here, the document is first converted to a compact form. The topic map information is generated and information is then extracted from these data structure. A similarity measure is applied to this inferred information through topic maps data and structures. AHC algorithm is implemented and tested on standard information retrieval datasets. The comparative experiment reveals that the proposed approach is effective in terms of quality compared to CFWS, FIHC, and BKM.
In [29] , four different clustering approaches for text collection using probabilistic models are proposed. Dimension reduction is performed using latent variables which compose a concept space and then clustering is performed in that space. First a two-stage clustering method applying concept space is developed; where Classification Expectation-Maximization (CEM) algorithm is used to find the word concepts and Multinomial Mixture (MM) model is then applied in this reduced concept space for document clustering. Then, three clustering approaches based on PLSA are developed. Ext-PLSA model supplements the previous approach by combining two stages in a process. CS-PLSA algorithm allows an effective model selection for clustering. Finally, voted-PLSA provides a successful multi-view clustering procedure on a multilingual collection.
In section 2, frequent-itemset based methods are explored. In [11] , a new technique based on frequent concepts for document clustering is proposed. Frequent Concepts based Document Clustering (FCDC) algorithm utilizes the semantic relationship between words, explored using WordNet ontology, to create concepts. This process creates low dimensional feature vector giving an efficient clustering algorithm. From this feature vector frequent concepts are found and then hierarchical approach is used to cluster text documents having common concepts. FCDC is found to be more accurate, scalable and effective compared to BKM, UPGMA and FIHC.
Two semantic based document clustering algorithms are studied and compared in [30] . The first method, Hybrid Scheme for Text Clustering (HSTC), uses a hybrid approach to combine pattern recognition algorithms with semantic driven processes. Here, content-based distance measure is used as similarity measure. The second algorithm, Text Clustering with Feature Selection (TCFS), uses ontology based feature selection for clustering. This method also calculates term weight and semantic weight during preprocessing stage. Both these techniques are efficient in clustering process, but the quality of clustering is slightly better for TCFS. The problem of TCFS is that it is slow. In future, both these methods are proposed to combine to take advantage of each one of these.
According to the result provided by Hai-Tao Zheng, et.al, 2009, Hypernymy gives better semantical relationship than Hyponymy, Meronymy and Holonymy. So, Hypernymy is used to broaden the search. [31] utilizes hypernymy to identify semantic relation by using the WordNet. It acts as background knowledge of the Query and provides its synonymic terms. The new term-document matrix called Query based document vector model, which is constructed using query with two terms and its hypernymy is proposed.
Taxonomy is simplified version of ontology. Taxonomy describes hyponymy between concepts. So taxonomy is very useful in many NLP applications. A methodology for learning taxonomy from set of text documents each with one concept is presented in [32] . The taxonomy is obtained by clustering the concept definition documents with a hierarchical approach to SOM. Three different feature extraction methods: a combination of rule-based stemming and fuzzy logic-based feature weighting and selection, statistical stemming together with statistical key-phrase extraction, and rule-based stemming with the traditional tf-idf term weighting are compared. Table 1 highlights all these methodologies with different parameters like the semantic approach applied, datasets used, evaluation parameters applied, limitations and future work for easy and quick reference. Apply to other domains than animals and other languages, use rule-based stemmer or to unsupervised stemming method for a larger data set for any language, large dataset, generation of full ontology, to learn more complex conceptual relationships
CONCLUSION
As the volume of information continues to increase, there is growing interest in helping people better find, filter and manage these resources. Text clustering, which is the process of grouping documents having similar properties based on semantic and statistical content, is an important component of document organization and management. But, clustering of documents according to semantic features is a challenging problem in text data mining. In this paper the semantic similarity measures are given. Also, a survey of various clustering techniques with semantics into consideration is done. All these techniques are described in brief. The comparison of these techniques is shown in tabular format with various parameters like the semantic approach applied by author, datasets used, evaluation parameters applied, limitations and future work; which would be very easy for quick interpretation. This survey will be very useful for researchers in this area as there are still many issues that can be taken into consideration for further research.
