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Abstract-In this study, we extend the validity of the mesh-independence principle to include 
perturbed Newton-like methods in Banach space. We show that when a perturbed Newton-like 
method is applied to a nonlinear equation as well as to some finite-dimensional discretization of 
that equation, there is a difference of at most one between the number of steps required by the two 
processes to converge to within a given tolerance. Our results cover and extend earlier results. 
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1. INTRODUCTION 
The goal of this study is to extend the validity of the mesh-independence principle to include 
perturbed Newton-like methods. Let us consider the problem of approximating a locally unique 
solution x* of the equation 
F(x) = 0, (1) 
where F is a nonlinear operator defined on some open convex subset D of a Banach space El 
with values in a Banach space E2. Let x0 E D be fixed and define the perturbed Newton-like 
method for all n 2 0 by 
Yn = 5, - A (x,)-l F (x,) and x,+1 = yn - z,. (2) 
Here, A(q) denotes a linear operator which is an approximation to the F’rBchet-derivative F/(x,) 
of F evaluated at x = 5, for all n > 0. The points Z, E D for n 2 0, and are determined in 
such a way that the iteration (2,) n L 0 converges to a solution X* of equation (1). By setting 
Z n = 0 for all n > 0, we obtain the Newton-like method. Moreover, setting A(x,) = F/(x,) for 
all n 2 0, we obtain Newton’s method. Both methods have been examined extensively by others 
and us in connection with the mesh-independence principle [l-4]. 
Since the iterates of the perturbed Newton-like method (2) (for Z, = 0 or not) can rarely be 
computed in infinite dimensional spaces, (2) can be replaced in practice by a family of discretized 
equations 
P(a) = 0, (3) 
indexed by some real number h > 0, where P is a nonlinear operator between finite dimensional 
space E’ and E2. Let the discretization of El be defined by the bounded linear operators 
L : El -+ El. Consider also the iteration {a,} n 2 0 given for all n > 0 by 
b, = a, - Q (a,)-’ P (a,), ao = L (~0) and an+1 = b, - d,. (4) 
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Here, Q(a,) and d, are as A(z,) and z,, respectively. Note that all symbols introduced in (3) 
and (4) really depend on h. That is P = Ph, L = Lh, Q = Qh, etc. But we do not use the 
latter to simplify the notation. In practice, the iterate x,, or even a,, can rarely be computed 
exactly. That is why we need to “correct” at every step by introducing Z, or d, for (2) and 
(4), respectively. This is a factor that the results in earlier studies have not taken into account 
when proving the mesh-independence principle. Our version of the mesh-independence principle 
(as the previous ones) states that there is a difference of at most one (for sufficiently small h) 
between the number of steps required by the processes (2) and (4) to converge to within a given 
tolerance c > 0. The importance of the construction of an efficient mesh size strategy based upon 
the mesh-independence principle has been extensively discussed in [l-4] and the references cited 
therein. 
2. PRELIMINARIES 
The norms in all spaces will be denoted by the same symbol 11 11. For any bounded linear 
operator from El to Ez or from El to E2, the induced norm will be used. 
We find it convenient to introduce the following: 
(Gi) Let R > 0 and using the notation U(ze, R) = {CZ E El 1 11~ - ~011 5 R}, assume there 
exists 20 E D and a function ?? : U3(q, R) -+ [0, fco) such that 
IIA (x01-l [F(Y) - F(x) - A(x)(Y - xl + J"(Y)@ - Y)I/I I z’(x, Y, z>, 
for all 2, y, z E U(zo, R) G D. 
(Gz) There exist continuous, nondecreasing functions w, wi and w2 such that 
w : D + [O, +m), w,w2 : [RR] + [O,+m), 
with WI(O) = wz(0) = 0 and a sequence {zn} n 2 0 of points from D with 
for all i > 0, 
and for all Ic E N 
k+l k+l 
c lhll I cw (zi) 5 WZ(T), T E (0, R], 
i=o i=o 
for all zi E D. 
(Gs) There exist continuous, nondecreasing functions ws, w4 : [0, R] -+ [0, -i-co) with ws(0) = 
w4(0) = 0 such that 
z = E (Xi, yi, ICif1) I w3(7-), for all i 2 0, 
and for all Ic E N 
kfl 
pi I w4(7-), 
i=o 
for all zi, yi, zi+r E U(zo, T) G U(zc, R). 
In many applications it turns out that the solution z* of equation (1) as well as the iterates 
zn,yn have “better smoothness” properties than the elements of El. This is a motivation for 
considering a subset Es c El such that 
x* E E3, x,,yn E E3r xn - x*,~n -x* E E3r x,+1 - x,,Y,+I - in E Es, n 2 0. 
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We consider a family of triplets 
{P, L, LOI 7 h > 0, 
where 
P : E4 E El --) E2, h > 0, 
are nonlinear operators and 
L: El -+ El, Lo : E2 + E2, h > 0, 
are bounded linear discretization operators such that 
L(E3 II U(x*,65)) Z E4r h > 0. 
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The operators P, Q, L, LO depend on h. That is P = Ph, etc. To simplify the notation, we assume 
that this is understood, and hence we avoid the use of the subscript h. 
The discretization (5) is called uniform if there exists a number 61 such that 
u (L(z*), 61) G E4, h > 0, 
and the triplet (P,Q, L(x*)) satisfies the “G” conditions introduced previously that the triplet 
(F, A, 20) satisfy for all h > 0 in the ball U (L(a*), 61). 
Moreover, the discretization family (5) is called: bounded if there is a constant q > 0 such that 
llL(~)II I &4l~ x E E3, h > 0, 
stable if there is a constant 0 > 0 such that 
I/Q WW1 11 5 0, cc~E3nU(L(x*),&), h>O, 
consistent of order p > 0 if there are two constants co, cl > 0 such that 
II& CL @*)I (LoF(x) - P Mx)))ll I cohP> x E E3 n U (L(x*),&) , h > 0, 
and 
II& (L (x*1) (Lo (Wx)(y) - Q (L(x)) Lh/)))ll I clhP> x E Gnu (Lb*), 65) > Y E E3, h > 0. 
The proofs of the results mentioned here will appear elsewhere. 
3. CONVERGENCE ANALYSIS 
We will need the following result on local convergence. 
THEOREM 1. Let F : D c El -+ E2 be a nonlinear operator and assume: 
(a) There exists a solution x* E D of the equation F(x) = 0, such that the linear operator 
A(x*) has a bounded inverse. 
(b) (G4) F is a fi&het-differentiable operator whose divided difference (xc, y] satisfies 
II A(x*)-1 ([x + k,x + 121 -A(x) I C; (r,r+ llhll) + C; (r,~ + 11~211) 
and 
II+*)-’ (A(x) - A(x*))ll I C; (11~11) 1=x-x*, 
for all x E U(z*,r) C U(IC*,T*) and 0 5 ~~1~~,~~1~~~, /2~~ I T* - T, T* = /IX,-, - x*[[ with 
U(z*, r*) G D. Moreover, C;, CT, Cz are real continuous functions of two variables with 
C;(O) = Cy(O,O) = C,*(O,O) = 0 and such that if one variable is fixed, then they are 
nondecreasing functions of the other on [0, T’]. 
(c) There exists a sequence {z~} (n 2 0) of points from D such that for ail x,, yn, Z, E 
U(Zo,T), 
ll~nll I Tn = T(4 I ~5(7-), 
where T : U(z*, T*) --+ [0, +oo) is continuous, and WF, : [0, T*] --$ [0, +m] is continuous and 
nondecreasing with w5(0) = 0. 
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Then the following conclusions hold. 
(i) For a sufficiently small T* E (0, R] 
c;(o,r*) < 1, 
0 < (Pz(T*> < 1, 
where C* = C,* + Cz and (ps(r) = (l/(1 - C,(T))) Jt C*(O,rt) dt + ~5(r). 
(ii) The sequences {yn},{zn} (n 1 0) are well defined, remain in U(z*,r*) for all n 2 0 and 
lim,,, zn = lim,,, yn = z*. Moreover, the solution x* of equation (1) is unique in 
u(z*, Tf). 
Furthermore, the following estimates are true for all n > 0: 
and 
where 
IlYfa - x*11 I& II& - x*11 56 11x7& - x*11, 
s 
n 
= J; C* (O,ll~ - ~*I14 dt 
1 - c, (llG2 - x*Il) ’ 
6 = J; C* (0, ant) dt 
1 -c, (T*) ’ 
m=bn+% 
and 
y = 6 + w5 (f*) . 
We now state the portion of a theorem that we will use here, whose proof can be found in [4]. 
THEOREM 2. Let F : D C El + E2 be a nonlinear Fikhet differentiable operator whose divided 
difference is denoted by [z, y] for 2, y E D. Assume: 
(a) Conditions (Cl), (Gz), (Gs) and (G4) (for xc = x*, T* = R and the C* replaced by 
functions C with the same properties) are satisfied; 
(b) there exists a minimum nonnegative number TO such that 
IIYO - x011 L so I cp (To), 
where 
f 
C(r, t) dt + C(r, r)r + We 1 ; 
(c) the following estimates are true: 
J 
1 
TO I R, C (0, (1 - t)R + tro) dt < 1, 
0 
and 
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Then the sequences {z,}, {yn} (n L 0) g enerated by relations (2) and (3) are well defined, 
remain in U(zs, rs) for all n 2 0, and converge to a solution zr* of the equation F(z) = 0, which 
is unique in U(xe, R). 
By the hypotheses on the C and w functions above, there exist constants p, hl, 60, 61, 62, 63, 
cg, ~5, ~4, cg with c4 > 63 such that for 
0 < Se I c4 - cshp 2 rg(h) = r(h) 5 c3hP 5 S1 5 r. 5 R, 
and r(h) = 0, when a0 = a* or h = 0, 
(6) 
the following are true for sufficiently small TO, R > 0 and h E (0, hl]: 
s 1 o < & I cpl (r(h)) I&, CO (r(h)) < 1, and C (0, (1 - t)R + b(h)) dt < 1, 0 
We can now show that for all h E (0, hz], where 
the following is true: 
0 < czhp I cp (r(h)) 5 Cshp. 
Indeed since r(h) - 63 5 p(r(h)) 5 r(h) - 62, it is enough to show that r(h) - 63 2 c2hP and 
r(h) - 62 5 cshP, which will be true if c4 - c5hP - 63 2 czhp and c3hP - 62 5 QhP, respectively. 
The last inequalities are true by the choice of h. 
Similar argument can show that for sufficiently small h E (0, hz] there exist 64,&j, 6s,&, ~7, cs, cg 
such that for 
0 < b4 < c7 - c8hp < r*(h) = IIL(x*) - a*11 5 cghP 5 65 5 r*, 
and r* (h) = 0, when L(x*) = a* or h = 0, 
the following are true for sufficiently small rt; I rs: 
65 2 61, 
(7) 
0 < 66 I+% (r*(h)) L 67 < 1 and Ci (r*(h)) < 1. 
The C* functions appearing in Theorem 1 are in general different from the C functions appear- 
ing in condition (G4). Under the hypotheses of Theorem 2 the C* functions can be expressed in 
terms of the C functions. Let xc, x* E D be fixed and assume that 
U (x*, r*> C u (x0, To). 
Then using the Banach lemma on invertible operators, we can easily see that 
C,(r) = 
1  _  i .  (r*) (Co(r) + Co (r*)) on [0, R]. 
The inclusion above will certainly be true if 
11x* - 2011 + r* = 2r’ I re, 
which can certainly be satisfied for ze sufficiently close to x* (or equivalently r* sufficiently 
small). Similarly, we can define the rest of the C* functions. However, other choices are also 
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possible. Indeed, let so be an upper bound of the function Cz on [0, sl] for some s1 5 R. Then 
for sufficiently small ~1, r* the number SO will be an upper bound for the function C, on [0, sl]. 
For example, ~1, r* can be chosen so that 
so Co(r) 5 - so 2 and co (T*) I -. 1 + so 
Hence, the C functions can be used (identified) instead of the C* functions and vice versa in 
cases where upper bounds of these functions are needed. 
Similarly the C, C* functions associated with the family (P, Q, L(x*)) can be identified with 
each other in the sense that we described above for sufficiently small r*, R and h. 
Consider the following condition: 
(Gs) The Ch, wh,~’ functions are identified with the corresponding C, W,Z, respectively, for 
all h E (0, ho] for some fixed ho > 0, r(h) E (0,611 and r*(h) E (0,651 provided that 
uh(L(x*), 65)c U(xO,R)c D. 
The left-hand side inclusion will certainly be true if L(zo) E U(zo, R/3), T* < R/3q, and 55 I 
R/3. 
We also note that if 0 E uh(L(x*),&) c u( x0, R) for all h sufficiently small, then the null 
sequences {zn}, {&} (n L 0) can be chosen from uh(L(x*),&,) instead of the set D. 
Finally we can easily see from the definitions of the ~2, wg functions that the one can be 
identified with the other. Set, for example, z, = d, for all n 2 0 and all h > 0. Choose for 
example z, = d, for all n 2 0 and h > 0. However, we do not need to do this to prove our 
discretization results. 
With the notation introduced above we can now formulate our main result. 
THEOREM 3. Let F : D C El + E2 be a nonlinear operator. Assume: 
(a) the hypotheses of Theorem 1 are satisfied; 
(b) the discretization (5) is bounded, stable and consistent of order p; 
(c) Condition (G5) is satisfied. 
Then: 
(9 
(ii) 
(iii) 
Equation (3) has a locally unique solution 
u*(h) = a* = L (x*) + 0 (hp) 
for all h E (O,&] with &, being a fixed constant. 
There exist constants %I E (0, ho], r1 E (0, S 5 such that the discrete iteration (4) converges ] 
to a*. 
If there exist constants ~10, ~11 with 4(co + ~1) I cl0 I ~11, such that for all n 2 0 
II& - L (z,)ll I (~11 - clo) hP, he (O,zo], 7-~(O,S51, (8) 
then there exist constants x, E (O,&], 7-3 E (O,rl] such that the following estimates are 
true for all n 2 0: 
b, = L (YJ + 0 (hp) , 
a, = L (z,) + 0 (hp) , 
Q (W1 P @n) = Q (W1 Lo (F (yn)) + 0 (hp) 
(provided that P is blipschitz continuous on U (L (xc*), 65)) , 
Q @J,)-~ P (a,) = Q bn)-’ Lo (J’bz)) + 0 (hp) 
(provided that P is blipschitz continuous on U (L (z*) ,65)) , 
b, - a* = L (yn - x*) + 0 (hp) , and 
a, - a * = L (cc, - z*) + 0 (l&P). 
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We can now state the mesh-independence principle for perturbed Newton-like methods. 
THEOREM 4. Assume: 
(a) the hypotheses of Theorem 1 are true; 
(b) there exists a constant 6 > 0 such that 
/iioinf llL(~)II L W41, for each u E Es. 
Then for some rs E (0, ~31, and for any fixed E > 0 and ICO E u(z*, rs) there exists a constant 
z = @,Q) E (0,x1] such that 
min {n 2 0, llxn - z* ll < E} - min {n 2 0, II%2 - a*ll < &I 5 1 
for all h E (O,z]. 
Moreover, if 
,liio llL(u)II = 1lull uniformly for u E E3 
then the result is true for x = E(E). 
We finally note that special choices of A, Q, z,, d,, Z, WI, wp., w3 and wq can reduce our 
results to the ones obtained in [l-4] and the references therein. In particular, for A(z,) = F’(zn) 
and z, = 0 (n 2 0) and with the notation used in [I], we can define the crucial “c” constants 
appearing in (6) and (7) as follows: 
1 UP 
c3 = 2aG), c4=-, 
UL 
c5 = 4 (0 <e < 1) for h 5 , 
2 4uco 
c7 = =, cs = 3, ~11 = ~12 = 8amax{co,cl} and S1 = p 
(see also (8) that follows and the proof of Theorem 2 in [l, pp. 163-1641). 
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