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1 Definitions. Simple Properties.
Let (X,Σ, µ) be a measurable space with non - trivial measure µ : ∃A ∈
Σ, µ(A) ∈ (0, µ(X)). We will assume that either µ(X) = 1, or µ(X) = ∞ and that
the measure µ is σ− finite and diffuse: ∀A ∈ Σ, 0 < µ(A) < ∞ ∃B ⊂ A, µ(B) =
µ(A)/2. Define as usually for all the measurable function f : X → R1
|f |p =
(∫
X
|f(x)|p µ(dx)
)1/p
, p ≥ 1;
Lp = L(p) = L(p;X, µ) = {f, |f |p < ∞}. Let a = const ≥ 1, b = const ∈ (a,∞],
and let ψ = ψ(p) be some positive continuous on the open interval (a, b) function,
such that there exists a measurable function f : X → R for which
ψ(p) = |f |p, p ∈ (a, b).
Note that the function p→ p · logψ(p), p ∈ (a, b) is convex.
The set of all those functions we will denote Ψ : Ψ = Ψ(a, b) = {ψ(·)}. We can
describe all those functions.
Theorem 0. Let the measure µ is diffuse. The function ν(p), p ∈ (a, b) belongs
to the set Ψ if and only if there exist a two functions Λ1(p), Λ2(p), such that
νp(p) = Λ1(p)+Λ2(p), where Λ1(p) is absolute monotonic on the interval (a, b) and
Λ2(p) is relative monotonic on the interval (a, b) : ∀k = 0, 1, 2, . . .
∀p ∈ (a, b) ⇒ Λ
(k)
1 (p) ≥ 0, (−1)
kΛ
(k)
2 (p) ≥ 0.
Proof. Let ν(·) ∈ Ψ, then ∃f : X → R, νp(p) =∫
X
|f(x)|p µ(dx) =
∫
X
exp(p log |f(x)|))µ(dx) = Λ1(p) + Λ2(p),
1
where
Λ1(p) =
∫
{x:|f(x)|≥1}
exp(p log |f(x)|) µ(dx), Λ
(k)
1 (p) ≥ 0;
Λ2(p) =
∫
{x:|f(x)|<1}
exp(p log |f(x)|) µ(dx), (−1)kΛ
(k)
2 (p) ≥ 0.
Inversely, assume that νp(p) = Λ1(p) + Λ2(p), Λ
(k)
1 (p) ≥ 0, (−1)
(k)Λ(k)(p) ≥ 0. It
follows from Bernstein’s theorem that
Λ1(p) =
∫
R
exp(pt)µ1(dt), Λ2(p) =
∫
R
exp(pt)µ2(dt),
where µ1, µ2 are a Borel measures on the setR such that supp µ1 ∈ [0,∞), supp µ2 ∈
(−∞, 0] and
∀p ∈ (a, b) ⇒ Λ1(p) <∞, Λ2(p) <∞.
Therefore
νp(p) =
∫ ∞
−∞
exp(pt)(µ1(dt) + µ2(dt)).
Since the measure µ is diffuse, there exists a (measurable) function η : X → R such
that
νp(p) =
∫
X
exp(pη(x)) µ(dx).
Thus, for f(x) = exp(η(x)) we obtain:
|f |pp =
∫
X
exp(pη(x))µ(dx) = νp(p), |f |p = ν(p).
Corollary 1. Note that if ψ1(·) ∈ Ψ, ψ2(·) ∈ Ψ, then ψ1(·) · ψ2(·) ∈ Ψ. Indeed, if
ψ1(p) = |f1|p, ψ2(p) = |f2|p,
and the functions f1, f2 are independent, then
ψ1(p) · ψ2(p) = |f1 · f2|p.
We extend the set Ψ as follows:
EXΨ
def
= EXΨ(a, b) = {ν = ν(p)} =
{ν : ∃ψ(·) ∈ Ψ : 0 < inf
p∈(a,b)
ψ(p)/ν(p) ≤ sup
p∈(a,b)
ψ(p)/ν(p) <∞},
UΨ
def
= UΨ(a, b) = {ψ = ψ(p), ∀p ∈ (a, b) ⇒ ψ(p) > 0}
and the function p→ ψ(p), p ∈ (a, b) is continuous.
Hereafter a = const ≥ 1, b ∈ (a,∞].
Since the case ψ(a+0) <∞, ψ(b−0) <∞ is trivial for us, we will assume further
that either ψ(a+0) =∞ or ψ(b−0) =∞, or both the cases: ψ(a+0) = ψ(b−0) =∞.
We define in the case b =∞ ψ(b− 0) = limp→∞ ψ(p).
Definition 1. Let ψ(·) ∈ UΨ(a, b). The space G(ψ) = G(X,ψ) = G(X,ψ, µ) =
G(X,ψ, µ, a, b) consist on all the measurable functions f : X → R with finite norm
||f ||G(ψ)
def
= sup
p∈(a,b)
[|f |p/ψ(p)] .
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The spaces G(ψ), ψ ∈ UΨ are non - trivial: arbitrary bounded supx |f(x)| <∞
measurable function f : X → R with finite support: µ(supp |f |) < ∞ belongs to
arbitrary space G(ψ), ∀ψ ∈ UΨ.
We denote as usually supp ψ = {p : ψ(p) <∞}.
Now we consider a very important for applications examples of G(ψ) spaces.
Let a = const ≥ 1, b = const ∈ (a,∞];α, β = const. Assume also that at b <
∞ min(α, β) ≥ 0 and denote by h the (unique) root of equation
(h− a)α = (b− h)β, a < h < b; ζ(p) = ζ(a, b;α, β; p) =
(p− a)α, p ∈ (a, h); ζ(a, b;α, β; p) = (b− p)β, p ∈ [h, b);
and in the case b = ∞ assume that α ≥ 0, β < 0; denote by h the (unique) root of
equation (h− a)α = hβ , h > a; define in this case
ζ(p) = ζ(a, b;α, β; p) = (p− a)α, p ∈ (a, h); p ≥ h ⇒ ζ(p) = pβ.
Note that at b =∞ ⇒ ζ(p) ≍ (p− a)α p−α+β ≍ min{(p− a)α, pβ}, p ∈ (a,∞) and
that at b <∞ ⇒ ζ(p) ≍ (p− a)α(b− p)β ≍ min{(p− a)α, (b− p)β}, p ∈ (a, b). Here
and further p ∈ (a, b) ⇒ ψ(p) ≍ ν(p) denotes that
0 < inf
p∈(a,b)
ψ(p)/ν(p) ≤ sup
p∈(a,b)
ψ(p)/ν(p) <∞.
We will denote also by the symbols Cj , j ≥ 1 some ”constructive” finite non -
essentially positive constants. By definition, I(A) = I(A, x) = I(x ∈ A) = 1, x ∈
A; I(A) = 0, x /∈ A.
Definition 2. The space G = GX = GX(a, b;α, β) = G(a, b;α, β) consists on all
measurable functions f : X → R1 with finite norm
||f ||G(a, b;α, β) = sup
p∈(a,b)
[|f |p · ζ(a, b;α, β; p)] .
Corollary 2. As long as the cases α ≤ 0; b < ∞, β ≤ 0 and b = ∞, β ≥ 0
are trivial, we will assume further that either 1 ≤ a < b < ∞,min(α, β) > 0, or
1 ≤ a, b =∞, α ≥ 0, β < 0.
Lemma 1. Let ψ ∈ UΨ, ψ(a + 0) = ψ(b − 0) = ∞, b < ∞. There exist a two
functions ν1, ν2 ∈ UΨ, ν1(a + 0) ∈ (0,∞), ν1(p) ∼ ψ(p), p → b − 0; ν2(b − 0) ∈
(0,∞), ν2(p) ∼ ψ(p), p→ a + 0 such that the space G(ψ) may be represented as a
direct sum
G(ψ) = G(ν1) +G(ν2).
Proof. Indeed, if f = f1 + f2, f1 ∈ G(ν1), ν1 ∈ UΨ, ν(a + 0) ∈ (0,∞); f2 ∈
G(ν2), ν2 ∈ UΨ, ν2(b− 0) ∈ (0,∞), then f1 ∈ G(ψ), f2 ∈ G(ψ), hence f ∈ G(ψ).
Inversely, let ψ ∈ UΨ, ψ(a + 0) = ψ(b− 0) = 0. Let p0 be a some number inside
the interval (a, b) such that
ψ(p0) = min
p∈(a,b)
ψ(p)
def
= C.
Define
ν1(p) = ψ(p) · I(p ∈ (a, p0)) + C · I(p ∈ [p0, b)),
ν2(p) = C · I(p ∈ (a, p0)) + ψ(p) · I(p ∈ [p0, b)).
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If f ∈ G(ψ), then
f(x) = f(x)I(|f(x)| ≥ 1) + f(x)I(|f(x)| < 1) = f1 + f2,
where by virtue of Tchebychev’s inequality: µ{x : |f(x)| ≥ 1} < |f |p <∞ for some
p ∈ (a, b) it follows that f1 ∈ G(ν1); and since ∀q > p,A ∈ Σ∫
A
|f2|
qµ(dx) ≤
∫
A
|f2|
pµ(dx),
we obtain f2 ∈ G(ν2).
It is evident by virtue of Liapunov’s inequality that in the bounded case µ(X) =
1 : G(ψ) = G(ν1).
We denote by Go = GoX(ψ), ψ ∈ UΨ the closed subspace of G(ψ), consisting on
all the functions f, satisfying the following condition:
lim
p→a+0
|f |p/ψ(p) = lim
p→b−0
|f |p/ψ(p) = 0,
in the case ψ(a + 0) =∞, ψ(b− 0) =∞;
lim
p→b−0
|f |p/ψ(p) = 0
in the case ψ(a + 0) <∞, ψ(b− 0) =∞;
lim
p→a+0
|f |p/ψ(p) = 0
in the case ψ(a + 0) = ∞, ψ(b− 0) < ∞; and by GB = GB(ψ) the closed span in
the norm G(ψ) the set of all the bounded measurable functions with finite support:
µ(supp |f |) <∞.
Another definition: for a two functions ν1(·), ν2(·) ∈ UΨ we will write ν1 << ν2,
iff
lim
p→a+0
ν1(p)/ν2(p) = lim
p→b−0
ν1(p)/ν2(p) = 0
in the case ν2(a+ 0) = ν2(b− 0) =∞ etc.
If for some ν1(·), ν2(·) ∈ UΨ, ν1 << ν2 and ||f ||G(ν1) < ∞, then f ∈ G
0(ν2).
Moreover, if there exists a sequence of functions fn, f∞ such that for some ν1 ∈
G(ψ, a, b)
∀p ∈ (a, b) ⇒ |fn − f∞|p → 0, n→∞
and supn≤∞ ||fn||G(ν2) <∞, then ||fn − f∞||G(ν1)→ 0.
We consider now some important examples. Let X = R, µ(dx) = dx, 1 ≤ a <
b <∞, γ = const > −1/a, ν = const > −1/b, p ∈ (a, b),
fa,γ = fa,γ(x) = I(|x| ≥ 1) · |x|
−1/a(| log |x| |)γ,
gb,ν = gb,ν(x) = I(|x| < 1) · |x|
−1/b| log x|ν ,
hm(x) = (log |x|)
1/mI(|x| < 1), m = const > 0,
fa,b;γ,ν(x) = fa,γ(x) + gb,ν(x), ga,γ,m(x) = hm(x) + fa,γ(x),
ψpa,b;γ,ν(p) = 2(1− p/b)
−pν−1 Γ(pγ + 1) + 2(p/a− 1)−pγ−1Γ(pν + 1),
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ψpa,γ,m(x) = 2(p/a− 1)
−pγ−1Γ(pγ + 1) + 2Γ((p/m) + 1),
Γ(·) is usually Gamma - function.
We find by the direct calculation:
|fa,b;γ,ν |
p
p = ψ
p
a,b;γ,ν(p); |ga,γ,m|
p
p = ψ
p
a,γ,m(p).
Therefore,
ψa,b;γ,ν(·) ∈ Ψ(a, b), ψa,γ,m(·) ∈ Ψ(a,∞).
Further,
fa,b;γ,ν(·) ∈ G(a, b; γ + 1/a, ν + 1/b) \G
o(a, b; γ + 1/a, ν + 1/b),
ga,γ,m(·) ∈ G \G
0(a,∞; γ + 1/a,−1/m),
and ∀∆ ∈ (0, 1) fa,b,α,β /∈
G(a, b; (1−∆)(γ + 1/a), ν + 1/b)) ∪G(a, b; 1/a, (1−∆)(ν + 1/b),
ga,γ,m(·) ∈ G \G
o(a,∞; γ + 1/a;−1/m).
Another examples. Put
f (a,b;α,β)(x) = |x|−1/b exp
(
C1| logx|
1−α
)
I(|x| < 1)+
I(|x| ≥ 1)|x|1/a exp
(
C2(log x)
1−β
)
;
1 ≤ a < b <∞;α, β = const ∈ (0, 1). We have:
log
∣∣∣f (a,b;α,β)(·)∣∣∣
p
≍ (p− a)1−1/α + (b− p)1−1/β , p ∈ (a, b).
Theorem 1. The spaces G(ψ) with respect to the ordinary operations and intro-
dused norm || · ||G(ψ) are Banach spaces.
We need only to prove the completness of G(ψ) − spaces. Denote
ǫ(n,m) = ||fn − fm||G(ψ), ǫ(n) = sup
m≥n
ǫ(m,n),
and assume that limn,m→∞ ǫ(m,n) = 0; then limn→∞ ǫ(n) = 0. Let p(i), i = 1, 2, . . .
be the (countable) sequence of all rational numbers of interval (a, b). We have from
the direct definition of our spaces:
∀p ∈ (a, b) ⇒ |fn − fm|p(i) ≤ ǫ(n,m)ψ(p(i)).
As long as the spaces L(p(i)) are complete, we conclude that there exist a functions
f (i), f (i) ∈ L(p(i)) such that
|fn − f
(i)|p(i) ≤ ǫ(n)ψ(p(i))→ 0, n→∞.
It is evident that
µ{x : ∀i f (i)(x) 6= f (1)(x)} = 0,
i.e. f (i)(x) = f (1)(x) µ− almost everywhere. Hence ∀i = 1, 2, . . .
|fn − f
(1)|p(i) ≤ ǫ(n)ψ(p(i)),
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∀p ∈ (a, b) ⇒ |fn − f
(1)|p ≤ ǫ(n)ψ(p),
||fn − f
(1)||G(ψ) = sup
p∈(a,b)
|fn − f
(1)|p/ψ(p) ≤ ǫ(n)→ 0,
n→∞. This completes the proof of theorem 1.
Moreover, the spaces G(·) are rearrangement invariant (r.i.) spaces with the
fundamental function
φ(G, δ)
def
= ||I(A)||G, A ∈ Σ, µ(A) = δ ∈ (0,∞).
In our case, for the spaces G(ψ), ψ(·) ∈ UΨ, supp ψ = (a, b), b ≤ ∞ we have:
φ(G(ψ), δ) = sup
p∈(a,b)
[
δ1/p/ψ(p)
]
.
Note that in the case b <∞
δ ≤ 1 ⇒ C1δ
1/a ≤ φ(G, δ) ≤ C2δ
1/b,
δ > 1 ⇒ C3δ
1/b ≤ φ(G, δ) ≤ C4δ
1/a.
Moreover, λ ∈ (0, 1) ⇒
λ1/bφ(G, δ) ≤ φ(G, λδ) ≤ λ1/aφ(G, δ);
λ > 1 ⇒ λ1/bφ(G, δ) ≤ φ(G, λδ) ≤ λ1/aφ(G, δ).
For instance, define in the case b <∞ δ1 = exp(αh
2/(h− a)), δ ≥ δ1 ⇒
p1 = p1(δ) = log δ/(2α)−
[
0.25α−2 log2 δ − aα−1 log δ
]1/2
,
φ1(δ) = δ
1/p1(p1 − a)
α;
δ ∈ (0, δ1) ⇒ φ1(δ) = δ
1/h(h− a)α;
δ2 = exp(−h
2β/(b− h)), δ ∈ (0, δ2) ⇒
p2 = p2(δ) = −| log δ|/2β +
[
log2(δ/(4β2)) + b| log δ|/β
]1/2
,
φ2(δ) = δ
1/p2(δ)(b− p2(δ))
β;
δ ≥ δ2 ⇒ φ2(δ) = δ
1/h(b− h)β.
We obtain after some calculations:
b <∞ ⇒ φ(G(a, b;α, β), δ) = max [φ1(δ), φ2(δ)] .
Note that as δ → 0+
φ(G(a, b, α, β), δ) ∼ (βb2/e)β δ1/b | log δ|−β,
and as δ →∞
φ(G(a, b, α, β), δ) ∼ (a2α/e)αδ1/a (log δ)−α.
In the case b =∞, β < 0 we have denoting
φ3(δ) = (β/e)
β | log δ|−|β|, δ ∈ (0, exp(−h|β|)),
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φ3(δ) = h
−|β|δ1/h, δ ≥ exp(−h|β|) :
φ(G(a,∞;α,−β), δ) = max(φ1(δ), φ3(δ)),
and we receive as δ → 0+ and as δ →∞ correspondingly:
φ(G(a,∞;α,−β), δ) ∼ (β)|β|| log δ|−|β|,
φ(G(a,∞;α,−β), δ) ∼ (a2α/e)α δ1/a(log δ)−a.
2 Connection with another r.i. spaces.
Theorem 2. A. Let ψ(·) ∈ EXΨ, such that ∃g : X → R, ψ(p) ≍ |g(·)|p, p ∈
(a, b). Denote
N (−1)(1/δ) = 1/(φ(G(ψ), δ)), δ ∈ (0,∞),
where N (−1) denotes the left inverse function to the N(·) on the set R+. If
∀ǫ > 0
∫
X
N(ǫ|g(x)|) µ(dx) =∞, (2.1)
then the space G(ψ) is not equivalent to arbitrary Orlicz’s space Or(X, µ,Φ).
B. Denote T (x) = (1/φ(x))(−1). If
sup
p∈supp ψ
[(∫ ∞
0
xp−1T (x)dx
)
/ψ(p)
]1/p
=∞, (2.2)
then the space G(ψ) is not equivalent to arbitrary Marcinkiewicz’s space M(θ).
C. Let ψ(·) ∈ UΨ, supp ψ = (a, b), 1 ≤ a < b < ∞. Then the space G(ψ) is not
equivalent to arbitrary Lorentz space L(χ).
Proof. A. Assume conversely, i.e. that G(ψ) ∼ Or(Φ), where Or(Φ) is some
Orlicz’s space on the set (X,Σ, µ) with corresponding (convex, even, Φ(0) = 0 etc.)
Orlicz’s function Φ(u), u ∈ R. Since for A ∈ Σ, µ(A) ∈ (0,∞)
φ(Or(Φ);µ(A)) = ||I(A)||Or(Φ) = 1/
[
Φ−1(1/µ(A))
]
,
we conclude that Φ(u) = N(u). It is evident that g(·) ∈ G(ψ) = Or(Φ), but g(·) /∈
Or(Φ) by virtue of our condition (2.1). This contradiction proves the assertion A.
As a consequence:
Lemma 2. The space G(a, b;α, β) are equivalent to the Orlicz’s space only in the
case α = 0, b =∞, β < 0.
(The case α = 0, b =∞, β < 0 was considered in [12].)
Proof B. Assume conversely, i.e. that the space G(ψ) = G(ψ, a, b) is equivalent
to some Marcinkiewicz space M(θ) over the our measurable space (X, µ). Recall
here that in the considered case a ≥ 1; b > a the norm of a function f : X → R in
the Marcinkiewicz space may be calculated by the formula
||f ||M(θ) = sup
δ>0
[
θ(δ)T (−1)(f, δ)
]
and that the fundamental function for the M(θ) space in equal to
φ(M(θ), δ) = 1/θ(δ),
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(see, for example, [21], p. 187). Therefore, if the space G(ψ) is equivalent to some
Marcinkiewicz space M(θ), then
θ(δ) = δ/φ(G(ψ), δ)).
Let us consider the function f : X → R with the tail - function T (f, x) = T (x),
then f ∈M(θ), but it follows from our condition (2.2) that f /∈ G(ψ).
For example, all the spaces G(a, b;α, β) are not equivalent to arbitrary
Marcinkiewicz space.
Proof C is very simple, again by means of the method of ”reduction in ab-
surdum”. Suppose G(ψ) ∼ L(χ), where L(χ) denotes the Lorentz space with some
(quasi) - concave generating function χ(·). Since
φ(L(χ), δ) = χ(δ)→ 0, δ → 0+
and χ(δ)→∞, δ →∞, we conclude that the space L(χ) = G(ψ) is separable ([22],
p. 150.) But we will prove further (in the section 4) that the space G(ψ) are non -
separable.
3 Norm’s absolute continuity.
We will say that the function f ∈ G(ψ), ψ ∈ UΨ has absolute continue norm
and write f ∈ GA(ψ), if
lim
δ→0
sup
A:µ(A)≤δ
||f IA||G(ψ) = 0.
The subspaces GA(ψ), GB(ψ), G0(ψ) are closed subspaces of space G(ψ).
Theorem 3. Let ψ ∈ UΨ. Then
G0(ψ) = GB(ψ) = GA(ψ).
For example, if min(α, |β|) > 0, 1 ≤ a < b ≤ ∞, then
Go(a, b;α, β) = GB(a, b;α, β) = GA(a, b;α, β).
Proof. The inclusions GB ⊂ GA,GA ⊂ Go are obvious. Let now f ∈ G0; for
simplicity we will suppose b < ∞, µ(X) = 1. Then limp→b−0 |f |p/ψ(p) = 0. Let
ǫ > 0. We have: ||f I(|f | ≥ N)||G ≤
sup
p∈[1,b−δ]
|f I(|f | ≥ N |p/ψ(p) + sup
p∈(b−δ,b)
|f |p/ψ(p) = Σ1 + Σ2;
Σ2 ≤ sup
p∈[b−δ,b)
|f |p/ψ(p) ≤ ǫ/2
for some δ ∈ (0, b) by virtue of condition f ∈ Go.
Further, there exists a value N ≥ 1 such that
Σ1 ≤ C|f I(|f | ≥ N)|b−δ ≤ ǫ/2
as long as f ∈ Lb−δ. Following, f ∈ GB; thus G
0 ⊂ GB.
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Now we prove the inverse embedding. Let f ∈ GB, ǫ > 0. Then ∃g, supx |g(x)| =
B <∞, ∀p ∈ [1, b) ⇒ |f − g|p/ψ(p) < ǫ/2,
|f |p ≤ |g|p + 0.5ǫψ(p), p ∈ [1, b);
|f |p/ψ(p) ≤ |g|p/ψ(p) + 0.5ǫ < 0.5ǫ+ 0.5ǫ ≤ ǫ, |p− b| < δ
for sufficiently small value δ. Theorem 3 is proved.
We investigate here the sufficient condition for the convergence
||fn − f∞||G(ψ)→ 0, n→∞. (3.1)
Assume at first that (the necessary condition)
A.∀p ∈ (a, b) |fn − f∞|p → 0, n→∞.
Theorem 4. Let fn, f∞ ∈ G(ψ). Assume that (in addition to the condition A)
B. ∃ψ2(·) ∈ UΨ, ψ << ψ2, such that
sup
n≤∞
||fn||G(ψ2) <∞.
Then the convergence (3.1) holds.
Proof. We need use the following auxiliary well - known facts.
1. Let 1 ≤ a < b ∈ (1,∞). We assert that
sup
p∈(a,b)
|f |p <∞ ⇔ max(|f |a, |f |b) <∞.
This proposition follows from the formula
|f |pp = p
∫ ∞
0
zp−1T (f, z)dz,
Tchebychev’s inequality and Fatou’s lemma.
2. Let 1 ≤ p(1) ≤ p ≤ p(2) <∞,max(|f |p(1), |f |p(2)) <∞. Then |f |p ≤
|f |
(p(2)−p)/(p(2)−p(1))
p(1) · |f |
(p−p(1))/(p(2)−p(1))
p(2)
def
= Z(p, p(1), p(2); |f |p(1), |f |p(2)).
Proposition 2 follows from Ho¨lder’s inequality.
It is sufficient to investigate the case b < ∞; another cases may be proved
analogously. Consider the norm
Σ
def
= ||fn − f∞||G(ψ) = sup
p∈(a,b)
|fn − f∞|p/ψ(p).
Let ǫ = const > 0. We have: Σ ≤ Σ1 + Σ2 + Σ3, where Σ1 =
sup
p∈(a,a+δ)
|fn − f∞|p/ψ(p) ≤
sup
p
[|fn − f∞|p/ψ2(p)] · sup
p∈(a,a+δ)
ψ(p)/ψ2(p) ≤ C(a, δ) < ǫ/3,
if δ = δ(ǫ) is sufficiently small. Further, Σ3 =
sup
p∈(b−δ,δ)
[|fn − f∞|p/ψ2(p)] · sup
p∈(b−δ,b)
[ψ(p)/ψ2(δ)] ≤ C(b, δ) < ǫ/3.
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Finally, Σ2 ≤
sup
p∈(a+δ,b−δ)
|f |p/ψ(p) ≤ CZ (p, a+ δ, b− δ, |fn − f∞|a+δ, |fn − f∞|b−δ)
< ǫ/3 for sufficiently large values n.
Analogously may be proved the following assertion about the G(ψ) convergence.
Lemma 3. If the sequence of a functions {fn(·)} convergens in all the Lp norms:
∀p ∈ (a, b) ⇒ lim
n→∞
|fn − f∞|p = 0
and has a uniform absolute continuous norms in the G(ψ) space:
lim
δ→0+
sup
n≤∞
sup
A:µ(A)≤δ
||fn I(A)||G(ψ) = 0,
then ||fn − f∞||G(ψ)→ 0, n→∞.
Theorem 5. Let ψ ∈ UΨ. We assert that ||f ||G/Go = ||f ||G/GA =
||f ||G/GB = inf
g∈GB
||f − g||G = limδ→0+ sup
A:µ(A)≤δ
||fI(A)||G.
Here the notation G/Go denotes the factor - space.
Proof. Suppose for simplicity b ∈ (1,∞), µ(X) = 1, G = G(ψ), ψ(a + 0) <
∞, ψ(b− 0) =∞; f ∈ G \Go. Put
γ = limδ→0 sup
A:µ(A)≤δ
||f I(A)||G > 0.
Let also g = g(x) be a measurable bounded function: supx |g(x)| = B ∈
(0,∞); k = const ≥ 2. We conclude using the elementary inequality: X ≥ kY >
0, k > 2, Y ≤ B = const ⇒
(X − Y )p
Xp − Bp
≥
(k − 1)p
kp − 1
:
||f − g||G ≥ sup
p∈[1,b)
[∫
{x:|f(x)|>k|g(x)|}
|f(x)− g(x)|p µ(dx)
]1/p
/ψ(p) ≥
limp→b−0
[∫
{|f(x)|≥kB}
(k − 1)p(kp − 1)−1(|f |p − Bp) µ(dx)
]1/p
/ψ(p) ≥
(k − 1)(kb − 1)−1/b limδ→0||f I(A)||G = (k − 1)(k
b − 1)−1/b γ.
Since the value of k is arbitrary, it follows from the last inequality that ||f−g||G ≥ γ;
this proves that infg∈GB ||f − g||G ≥ γ; the inverse inequality is evident.
4 Non - separability.
Recall that ψ(a+ 0) =∞ or ψ(b− 0) =∞.
Theorem 6. The spaces G(ψ), ψ ∈ UΨ are non - separable.
Proof. The assertion of theorem 6 is trivial if the metric space
(Σ, ρ(A,B)), ρ(A,B) = arctan(µ(A∆B)) is non - separable. Therefore by virtue
of Rockling’s theorem we can suppose the space X is equipped by the distance
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d = d(x1, x2) such that the space (X, d) is complete and separable, the measure µ
is Borelian and diffuse.
Conversely, assume that the space G(ψ) is separable. Let {un(x)} be a enu-
merable dense subset of G(ψ). By virtue of Lusin’s and Prokhorov’s theorems we
conclude that there exists a compact subset Y of X with µ(Y ) > 0 such that on
the subspace Y all the functions un(x) are continuous. We consider now the space
G(Y, ψ). The functions {un(x)}, x ∈ Y belong to the space G
o
Y (ψ). Let w(x), x ∈ Y,
be some function from the space GY (ψ) \ G
o
Y (ψ) and define w(x) = 0, x ∈ X \ Y.
We get:
inf
n
||w − un||GX ≥ inf
n
||w − un||GY ≥ inf
g∈GBY
||w − g||GY > 0,
in contradiction. This completes the proof of theorem 3.
Our proof of theorem 3 is the same as proof of non - separability of Orlicz’s
spaces ([1], p. 103; [2], p. 127).
5 Adjoint spaces.
The complete description of spaces conjugated to ∩pLp, see in [3], [4]. The
spaces which are conjugate to Orlicz’s spaces are described in [2], p. 128 - 132. The
structure of spaces G∗(ψ) is analogous.
It is easy to verify that the structure of linear continuous functionals over the
space G0(ψ) = GA = GB is follows: ∀l ∈ G0∗(ψ)⇒ ∃g : X → R,
l(f) =
∫
X
f(x)g(x) µ(dx).
We investigate here only some necessary conditions for the inclusion g ∈ G∗(ψ).
Notation: lg(f) =
∫
X f(x)g(x)µ(dx). Note at first that if ψ ∈ UΨ(a, b), q ∈ (b/(b−
1), a/(a− 1)) and g ∈ Lq, then g ∈ G
∗(ψ).
Theorem 7. If g ∈ G∗, then ∃K = K(g) <∞ ⇒
∀z > 0 ⇒
∫ ∞
z
T (g, u)du ≤ Kφ(G, T (g, z)).
Proof. Let lg ∈ G
∗. It follows from uniform boundedness principe that ∀f ∈ G ⇒
|lg(f)| =
∣∣∣∣
∫
X
f(x) g(x)µ(dx)
∣∣∣∣ ≤ K||f ||G.
Put f = IA(x), A ∈ Σ, A = {x : |g(x)| > z}, z > 0; then∫ ∞
z
T (g, u)du =
∫
X
|g(x)|I(|g(x)| > z) µ(dx) ≤ KφG(T (g, z)).
Let now ψ ∈ UΨ, supp ψ = (a, b), b < ∞. Introduce the following N − Orlicz
function
Nψ(u) = sup
p∈(a,b)
[
|u|pψ−p(p)
]
,
then the following implication holds:
∃ǫ > 0
∫
X
Nψ(ǫf)µ(dx) <∞ ⇒ f ∈ G(ψ).
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Therefore, the Orlicz’s space Or(N,X, µ) is subspace of G(ψ). Following,
(G(ψ))∗ ⊂ (L(Nψ))
∗.
Since the function Nψ(u) satisfies the ∆2 condition, the adjoint space (L(Hψ))
∗ may
be described as a new Orlicz’s space, namely
(L(Nψ))
∗ = L (Φψ) , Φψ(u) = sup
z∈R
(uz −Nψ).
Thus, we obtained: ψ ∈ UΨ(a, b), 1 ≤ a < b <∞ ⇒
(G(ψ))∗ ⊂ L (Φψ) .
6 Tail behavior.
Let f ∈ G(ψ), ψ ∈ UΨ(a, b), b ≤ ∞. It follows from Tchebychev’s inequality
that
T (f, u) ≤ inf
p∈(a,b)
[||f ||pψp(p)/up] , u > 0.
Conversely,
|f |pp = p
∫ ∞
0
up−1T (f, u)du, p ≥ 1;
therefore
||f ||G(ψ) = sup
p∈supp ψ
[
p
[∫ ∞
0
up−1T (f, u) du
]1/p
/ψ(p)
]
.
In the particular case the spaces G(a, b;α, β) we obtain after simple calculations:
Theorem 8. A. Let f ∈ G(a, b;α, β), 1 ≤ a < b <∞. Then
u ∈ (0, 1/2) ⇒ T (f, u) ≤ C1(a, b, α, β)| logu|
aαu−a; (5.1)
u ≥ 2 ⇒ T (f, u) ≤ C2(a, b, α, β)(logu)
bβu−b. (5.2)
B. Conversely, suppose ∃a, b, 1 ≤ a < b <∞, γ, τ ≥ 0, Cj > 0 such that
T (f, u) ≤ C1| log u|
γu−a, u ∈ (0, 1/2); T (f, u) ≤ C2(log u)
τu−b, u ≥ 2.
Then f ∈ G(a, b; γ + 1, τ + 1).
C. Let now f ∈ G(a,∞;α,−β), β > 0. We propose that
T (f, u) ≤ C1| log u|
aα u−a, u ∈ (0, 1/2],
T (f, u) ≤ C2 exp
(
−C3u
1/β
)
, u ≥ 1/2;
D. Conversely, if ∃a ≥ 1, β > 0, γ ≥ 0,
T (f, u) ≤ C1| log u|
γ u−a, u ∈ (0, 1/2), a = const > 0, γ ≥ 0,
T (f, u) ≤ C2 exp
(
−C3u
1/β
)
, β > 0,
then f ∈ G(a,∞; γ + 1,−β).
Note in addition that at min(α, β) > 0, b <∞
T (f, u) ∼ C1| logu|
aαu−a, u→ 0+⇔ |f |p ∼ C2(p− a)
−α, p→ a+ 0;
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T (f, u) ∼ C3| log u|
bβu−b, u→∞⇔ |f |p ∼ C4(b− p)
−β, p→ b− 0
(Richter’s theorem).
Despite the well - known Richter’s theorem, we can show that both the inequal-
ities (5.1) and (5.2) are exact. Let us consider the following examples.
Example 5.1. Let µ(X) = 1, i.e. (X,Σ, µ) is a probability space and let µ is
diffuse. Consider the (measurable) discrete = valued function f : X → R such that
µ{x : f(x) = exp(exp(k))} = C exp(βbk − b exp k), k = 1, 2, . . . ;
1/C =
∞∑
k=1
exp(βbk − b exp(k)),
and denote γ = βb, a(k) = a(k, γ, ǫ) = exp(kγ − ǫ exp(k)),
ǫ = b− p→ 0+, k(0)
def
= [log(γ/ǫ)], x(k) = exp(exp(k)),
here [z] denotes the integer part of z. We get:
W (ǫ)
def
= C−1|f |pp =
∞∑
k=1
a(k, γ, ǫ) ≥
C2a(k(0), γ, ǫ) ≥ C3(b− p)
−bβ,
therefore |f |p ≥ C4(b− p)
−β.
On the other hand, we have at k > k(0) and k < k(0) correspondently
a(k + 1)/a(k) < exp(γ(e− 2)) < 1, a(k − 1)/a(k) < exp(−γ/e) < 1,
hence
W (ǫ) ≤ C3a(k(0), γ, ǫ) ≤ Cǫ
−pβ,
following |f |p ≤ C5(b− p)
−β, p ∈ (1, b). Thus f ∈ G(1, b; 0, β). However,
T (|f |, x(k)) > C exp(bβk − b exp k) = C(log x(k))bβx(k)−b.
(we used the discrete analog of saddle - point method).
Example 5.2. Let X = R1+, µ(dx) = dx,Q(k) = exp(aαk+a exp(k)), a = const ≥
1, S(k) =
∑k
l=1Q(l), b ∈ (a,∞),
g(x) =
∞∑
k=1
exp(− exp(k)) I(x ∈ (S(k − 1), S(k)]),
u(k) = exp(− exp(k)). We obtain analogously to the example 5.1:
p ∈ (a, b)⇒ |g|p ≍ (p− a)
−α,
but
T (g, u(k)) ≥ C(a, b, α) | log u(k)|aαu(k)−a.
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7 Fourier’s transform.
In this section we investigate the boundedness of certain Fourier’s operators,
convergence and divergence Fourier’s series and transforms in G(ψ) spaces. Let
X = [−π, π] or X = R = (−∞,∞), µ(dx) = dx, c(n) = c(n, f) =∫ π
−π
exp(inx)f(x)dx, n = 0,±1,±2 . . . ; 2πsM [f ](x) =
∑
{n:|n|≤M}
c(n) exp(−inx), s∗[f ] = sup
M≥1
|sM [f ]|,
F [f ](x) = lim
M→∞
∫ M
−M
exp(itx)f(t)dt,
F ∗[f ](x) = sup
M>0
∫ M
−M
exp(itx)f(t)dt,
SM [f ](x) = (2π)
−1
∫ M
−M
exp(−itx)F [f ](t)dt,
S∗[f ](x) = sup
M>0
|SM [f ](x)|.
Recall that if f ∈ Lp(R), p ∈ [1, 2], then operators F, F
∗ are well defined; for the
values p > 1, f ∈ Lp are well defined the operators sM , s
∗, SM , S
∗.
We introduce also for arbitrary ψ(·) ∈ UΨ, supp ψ ⊃ (1, 2], ψ1(p) = ψ(p/(p−1)),
for s = const ∈ (1,∞), ψ(·) ∈ Uψ, supp ψ ⊃ (1, s)
ψ(s)(p) = ψ(sp/(s− p)); p =∞ ⇒ p/(p− 1) = +∞;
for ψ ∈ UΨ, supp ψ ⊃ [1, s/(s− 1)),
ψ(s)(p) = ψ[ps/(s− 1)/(p+ s/(s− 1))].
Let λ, γ = const ≥ 0; we denote for ψ ∈ UΨ(1,∞)
ψλ,γ(p) = p
λ+γψ(p) (p− 1)−γ.
It is easy to verify that if ψ ∈ EXΨ, then ψλ,γ ∈ EXΨ.
Let X, Y be a two Banach spaces and let F : X → Y be a operator (not necessary
linear or sublinear) defined on the space X with values in Y. The operator F is said
to be bounded from the space X into the space Y, notation:
||F ||[X → Y ] <∞,
if for arbitrary f ∈ X ⇒ ||F [f ]||Y ≤ C · ||f ||X.
Theorem 9. Let ψ ∈ UΨ, (1, 2] ⊂ supp ψ. The operator F is bounded from the
space G(ψ) into the space G(ψ1) :
||F ||[G(ψ)→ G(ψ1)] <∞.
Proof. We will use the classical result of Hardy - Littlewood - Young:
|F [f ]|p/(p−1) ≤ C|f |p, p ∈ (1, 2].
Here C is an absolute constant.
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If f ∈ G(ψ), then |f |p ≤ ||f ||G · ψ(p), therefore
|F [f ]|p ≤ ψ(p/(p− 1)) ||f ||G(ψ) = ψ1(p) ||f ||G(ψ).
Theorem 10. Let X = [−π, π], ψ ∈ UΨ, supp ψ ⊃ (1,∞). We assert that
sup
M≥1
||sM ||[G(ψ)→ G(ψ1,1)] <∞.
Proof. Now we use the well - known result of M.Riesz:
||sM [f ]||[Lp → Lp] ≤ Cp
2/(p− 1), p ∈ (1,∞).
with absolute constant C. If f ∈ G(ψ), then |f |p ≤
ψ(p)||f ||G(ψ), |sM |p ≤ Cp
2|f |G(ψ)/(p− 1) = C||f ||G(ψ) · ψ1,1(p).
Corollary 3. Assume in addition to the conditions of theorem 10 that supp ψ ⊂
(a, b) for some a = const > 1, a < b = const <∞. Then
ψ1,1(p) ≍ ψ(p), p ∈ (a, b).
Therefore, in this case
sup
M≥1
||sM ||[G(ψ)→ G(ψ)] <∞.
However, this assertion does not means that ∀f ∈ G(ψ) ⇒
lim
M→∞
||sM [f ]− f ||G(ψ) = 0;
see counterexamples further. If ν(·) ∈ UΨ, ν << ψ1,1, f ∈ G(ψ), then
lim
M→∞
||sM [f ]− f ||G(ν) = 0,
i.e. the sequence sM [f ] convergent to the function f in the G(ν) sense.
At the same assertion is true if f ∈ G0(ψ).
The assertion analogous to the assertion of theorem 10 is true for the maximal
Fourier’s operator s∗, Fourier transform SM and maximal Fourier transform S
∗ etc.
Namely, in [13], p. 163 is proved that ∀f ∈ Lp, p ∈ (1, 2] |F
∗[f ]|p ≤ Cp
4(p −
1)−2|f |p. Following,
||F ∗||[G(ψ)→ G (ψ2,2)] <∞.
Let us show the exactness of theorem 9. Let f(x) = fa,b(x) = |x|
−1/b, |x| ∈
(0, 1); f(x) = |x|−1/a, |x| ≥ 1;G = G(a, b; 1/a, 1/b), G/ = G(b/(b − 1), a/(a −
1), (b − 1)/b, (a − 1)/a); then f ∈ G. It is easy to calculate that F [fa,b](t) ≍
fb/(b−1),a/(a−1)(t), t ∈ R, so
F [fa,b] ∈ G
/ \G/0.
This example is true even in the case a = 1; then a/(a− 1) +∞.
For the Fourier series
∑
n c(n) exp(inx) it is well known (on the basis of Riesz’s
theorem) that
f ∈ Lp[−π, π], ∃p > 1 ⇒ lim
M→∞
|sM [f ]− f |p = 0.
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This fact is true also in the Orlicz’s spaces with N− function satisfying the so -
called ∆2∩∇2 conditions ([6], p. 196 - 197). Conversely, in the exponential Orlicz’s
spaces there exist a functions f, belonging to this spaces but such that Fourier series
(or integrals) does not convergent to f in the Orlicz’s norm sense [5]. Analogously,
this effect appears in G(ψ) spaces.
Lemma 4. Let ψ ∈ EXΨ, X = [−π, π]. There exists a function f ∈ G(ψ) for
which the Fourier series does not convergence in G(ψ) norm to the function f.
Proof. Since ψ ∈ EXΨ, there exists a function f : X → R for which |f |p ≍
ψ(p), p ∈ (a, b); then f ∈ G \G0(ψ). Assume conversely, i.e.
lim
M→∞
||sM [f ]− f ||G(ψ) = 0.
Since the trigonometrical system is bounded, this means that f ∈ G0, in contradic-
tion.
8 Martingales.
Let (fn, Fn) be a martingale, i.e. a monotonically non - decreasing sequence of
Fn − sigma - subalgebras Σ and Fn measurable functions fn such that Efn+1/Fn =
fn.
In this section we will use the probabilistic notations
Ef =
∫
X
f(x)µ(dx), |f |p = E
1/p|f |p
and notation Ef/F for the conditional expectation.
The Lp − theory of conditional expectations and theory of martingales in the
case µ(X) = ∞ and some applications see, for example, in the book [7], pp. 330 -
347.
The Orlicz’s norm estimates for martingales are used in moderne non - paramet-
rical statistics, for example, in the so - called regression problem ([10], [11], [12]) etc.
Namely, let us consider the following problem. Given: the observation of a view
ξ(i) = g(z(i)) + ǫ(i), i = 1, 2, . . . ,
where g(·) is inknown estimated function, {ǫ(i)} is the errors of measurements and
may be an independent random variables or martingal differences, {z(i)} is some
dense set in a metric space (Z, ρ) with Borel measure ν : z(i) ∈ Z.
Let {φk(z)} be some complete orthonormal sequence of functions, for example,
classical trigonometrical sequence, Legengre or Hermit polynomials etc. Put
ck(n) = n
−1
n∑
i=1
φk(z(i)), τ(N) = τ(N, n) =
2N∑
k=N+1
(ck(n))
2,
M = argminn∈[1,n/3]τ(N), fn(z) =
M∑
k=1
ck(n)φk(z).
By the investigation of confidence interval for ||fn − f || are used the exponential
bounds for polynomial martingales.
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The next facts about martingales in the unbounded case µ(X) =∞ either there
are in [7], p. 347 - 351, or are simple generalization of classical results in the case
µ(X) = 1 ([8], [9]).
1. Let the martingale (fn, Fn) be a non - negative, c, d = const, 0 < c < d <∞ and
let for some p ≥ 1 supn |fn|p <∞. Denote by ν = ν(c, d) the number of upcrossing
of interval (c, d) by the (random) sequence {fn}. Then
Eν ≤ (d− c)−p
[
2p−1 sup
n
|fn|
p
p + 2
p−1cp + (d− c)p
]
.
2. Almost everywhere convergence. If for some p ≥ 1 supn |fn|p < ∞, then
∃f∞(x) = limn→∞ fn(x) (mod µ), |f∞|p <∞.
3. Convergence in Lp norms. If ∃p > 1 ⇒ supn |fn|p <∞, then
lim
n→∞
|fn − f∞|p = 0.
4. Doob’s inequality: p > 1 ⇒
p > 1 ⇒
∣∣∣∣sup
n
fn
∣∣∣∣
p
≤ sup
n
[|fn|p] p/(p− 1).
In the bounded case µ(X) = 1 the convergence of martingale (mod µ) is true under
(sufficient) condition supn |fn|1 < ∞; let us show here that in unbounded case
(µ(X) = ∞) our condition is unimproved. Namely, we consider the sequence of
independent identically distributed functions hj = hj(x) such that for some p ≥ 1
|hj|p <∞; ∀s 6= p, s ≥ 1 ⇒ |hj|s =∞.
Put
fn(x) =
n∑
j=1
2−jhj(x), Fn = σ{hj , j ≤ n};
then the convergence fn(·) (mod µ) is true, despite ∀ s 6= p |fn|s =∞.
It is proved in the book [10], p. 252, see also [11] that if in some Orlicz’s
space Or(X,Σ, µ;N) = Or(N), with µ(X) = 1 and with the N − Orlicz’s function
satisfying ∆2 ∩∇2 condition the martingale {fn} is bounded:
sup
n
||fn||Or(N) <∞,
then the martingale {fn} convergent in the correspondent Orlicz’s norm:
lim
n→∞
||fn − f∞||Or(N) = 0.
In the article [12] is showed that in the exponential Orlicz’s spaces Or(N) the Or(N)
bounded martingale may divergent. Let us prove that in the Or(N) spaces is the
same case.
Lemma 5. Let ψ ∈ EXΨ, so that ψ(p) ≍ |f |p, and let the σ − algebra σ(f) be
an union of finite σ − algebras:
σ(f) = ∪∞n=1σn, card(σn) <∞
with finite subsets:
∀A ∈ σn, A 6= X ⇒ µ(A) <∞.
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Then there exists a bounded but divergent in G(ψ) − sense martingale
(fn, Fn) : sup
n
||fn||G(ψ) <∞, limn→∞||fn − f∞||G(ψ) > 0.
Proof. Let us consider some function f ∈ G(ψ) \ G0(ψ). Put Fn = σn, fn =
Ef/Fn; then (fn, Fn) is a (regular) bounded martingale:
sup
n
||fn||G = sup
p∈(a,b)
|fn|p/ψ(p) ≤ sup
p∈(a,b)
|f |p/ψ(p) = ||f ||G <∞;
we used the Iensen inequality |fn|p ≤ |f |p.
Since the sigma - algebras σn are finite, fn ∈ G
0(ψ). Suppose ||fn − f ||G →
0, n→∞, then f ∈ G0, in contradiction with choosing f.
Theorem 11. Let (fn, Fn) be a martingale, ψ ∈ UΨ,
sup
n
||fn||G(ψ) <∞.
Then
A. || sup
n
fn||G (ψ0,1) <∞.
Assume in addition that supp ψ = (a, b), 1 < a < b ≤ ∞. Then ∀ν ∈ U(ψ), ν <<
ψ0,1
B. lim
n→∞
||fn − f∞||G(ν) = 0.
Proof use the Doob’s inequality and is the same as in theorem 8 and may be
omitted.
For example, let (fn, Fn) be a martingale, 1 ≤ a < b ≤
∞, supn ||fn||G(a, b;α, β) < ∞. Then in the case a > 1 is true the following impli-
cation
|| sup
n
|fn| ||G(a, b;α, β) <∞; ∀∆ > 0 ⇒
lim
n→∞
||fn − f∞||G(a, b;α+∆, β +∆[I(b <∞)− I(b =∞)]) = 0;
if a = 1, then
|| sup
n
|fn| ||G(1, b;α+ 1, β) <∞; ∀∆ > 0 ⇒
lim
n→∞
||fn − f∞||G(1, b;α+ 1 +∆, β +∆[I(b <∞)− I(b =∞)]) = 0.
It is clear that the convergence fn → f∞ in the norm G(a, b;α, β) is true also in the
case f∞ ∈ G
o(a, b;α, β).
9 Operators.
In this section we assume that there is a measurable space (X,Σ, µ) and Q is
an operator not necessary linear or sublinear defined on the set ∩p∈(a,b)Lp(X, µ), 1 ≤
a = const < b = const ≤ ∞ and taking values in the set ∩p∈(c,d)Lp(X, µ). We will
investigate the problem of boundedness of operator Q from some space G(X,ψ) into
some another space G(X, ν).
The case of Orlicz spaces and certain singular operators was consider in many
publications; see, for example, [18], [19], [20].
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At first we consider the regular operators.
1. Define a multiplicative operator
Qf [g](x) = f(x) · g(x).
Assume that f ∈ Ls for some s = const > 1 and denote t = t(s) = s/(s − 1). As
long as
|Qf [g]|r ≤ |f |s · |g|rt/(r+t), r < s,
we conclude: if supp ψ ⊃ (t(s),∞), then
||Qf ||[G(ψ)→ G(ψ(s)] < |f |s, ψ(s)(p) = ψ(ps/(s− p)).
2. We consider now the convolution operator (again regular)
Conf [g](x) = f ∗ g(x) =
∫
X
g
(
xy−1
)
f(y) µ(dy),
whereX is unimodular Lie’s group, µ is its Haar measure. Assume that f ∈ Ls(X, µ)
for some s = const > 1. Using the classical Young inequality
|f ∗ g|r ≤ C(r, s)|f |s · |g|rt(s)/(r+t(s)), r > s, C(r, s) < 1,
we observe that
||Conf ||
[
G(ψ)→
(
ψ(s)
)]
≤ |f |s.
For example, if min(α, β) > 0, then
||Conf ||[G(1,∞;α,−β)→ G(s,∞;α, 0)] ≤ C(α, β, s)|f |s, s > 1.
3. Finally we consider some classical singular operators. Assume that the operator
Q satisfies the following condition: for some λ, γ = const ≥ 0 and ∀ p ∈ (1,∞)
|Q[f ]|p ≤ C |f |p p
λ+γ(p− 1)−γ. (8.1)
There are many singular operators satisfying this condition, for instance, Hilbert’s
operator: X = (−π, π) (or, analogously, X = R),
H [f ](x) = lim
ǫ→0+
Hǫ[f ](x),
Hǫ[f ](x) = (2π)
−1
∫
ǫ≤|y|≤π
[f(x− y)/ tan(y/2)]dy, λ = γ = 1;
maximal Hilbert’s operator
H∗[f ](x) = sup
ǫ∈(0,1)
|Hǫ[f ](x)|, λ = 1, γ = 2;
operators of Caldron - Zygmund: λ = γ = 1, Karlesson - Hunt: s∗, S∗;λ = 1, γ = 3;
maximal, in particular, maximal Fourier, operators, for example,
Q[f ](x)
def
= sup
M>0
∣∣∣∣
∫
R
f(t)[sin(M(x− t))/(x− t)] dt
∣∣∣∣ : λ = γ = 2;
pseudodifferential operators ([15], p. 143): λ = 1 = γ, oscillating operators ([14], p.
379 - 381) etc.
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The following result is obvious.
Theorem 12. Let ψ ∈ UΨ, supp ψ = (1,∞). Assume that the operator Q satisfies
the condition (8.1). Then
||Q|| [G(ψ)→ G (ψλ,γ)] <∞.
Let us consider examples. Assume again that the operator Q satisfies the condition
(8.1). Then Q is bounded as operator from the space G(a, b;α, β) into the space
G(a, b;α1, β1), where at 1 < a < b < ∞ ⇒ α1 = α, β1 = β; in the case a = 1, b <
∞ ⇒ α1 = α + γ, β1 = β; if a > 1, b =∞ then α1 = α, β1 = β + λ; ultimately, for
a = 1, b =∞ we obtain: α1 = α+ γ, β1 = β + λ.
Now we show the exactness of estimations of theorem 12. Consider at first the
singular Hilbert operator for the functions defined on the set (−π, π).
Put now
f(x) = fd(x) =
∞∑
n=2
n−1 logd n sin(nx), d ≥ 0.
then (see [16], p. 184; [17], p. 116]) |f(x)| ≍ (2 + | log(|x|)|)d, |f |p ≍ p
d, p ∈
[1,∞), x ∈ [−π, π] \ {0};
CH [f ](x) =
∞∑
n=2
n−1 logd n cos(nx),
H [f ](x) ≍ (2 + | log(|x|)|)d+1, |H [f ]|p ≍ p
d+1.
Considering the examples d ∈ (0, 1), g = gd(x) =
∞∑
n=1
nd−1 sin(nx), CH [g] =
∞∑
n=1
nd−1 cos(nx),
we can see that |g(x)| ≍ |H [g]|(x), x ∈ R \ {0}, and following |g|p ≍ |H [g]|p, p ∈
(1,∞).
We can built more general examples considering the functions of a view
f(x) =
∞∑
n=2
nd−1 L(n) sin(nx),
where L(n) is some slowly varying as n→∞ function. See [17], p. 187 - 188.
The case of Hilbert’s transform on the real axis is investigated analogously.
Namely, consider the functions
f(x) =
∫ ∞
3
td−1 sin(tx) dt, d ∈ (0, 1),
then (see [17], p.117) CH [f ](x) =
∫ ∞
3
td−1 cos(tx) dt, |H [f ](x)| ≍ |f(x)| ≍ f1/d,1(x),
following,
H [f ](·), f(·) ∈ G \Go(1, 1/d; 1, d).
Analogously, considering the example
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f(x) =
∫ ∞
3
t−1 sin(tx)dx, |f(x)| ≍ f∞,1(x),
x ∈ R \ {0}, we observe that |H [f ](x)| ≍ | log |x||, |x| ≤ 1/2;
f(·) ∈ G \Go(1,∞; 1, 0), |CH [f ](x)| ∼ | log |x||, x→ 0;
|H [f ](x)| ≍ |x|−1, |x| ≥ 1/2,
so that H [f ](·) ∈ G \Go(1,∞; 1, 1),
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Moment Banach Spaces: theory and applications.
Abstract.
In this article we introduce and investigate a new class of Banach spaces, so -
called moment spaces, i.e. which are based on the classical L(p) spaces, study their
properties: separability, reflexivity, embedding theorems etc., and describe some
applications to the theory of Fourier series and transform, theory of martingales,
and singular integral operators.
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