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ABSTRACT
In the work described here, semi-empirical, theoretical tools have been developed
to address one-electron properties of substrate/adsorbate systems. The tools are
adaptations of the simple, Hückel π-electron theory and of the fast accurate-kinetic
energy theory of F. Harris et al. (FAKE) to systems involving an infinite, mostly
periodic substrate via a Green-function formalism. These tools are applied here to
study graphene with vacancies and adsorbates, but can be generalized. In π theory,
only a small subset of substrate basis states having odd reflection symmetry through
the graphene layer are used to treat electrons near the Fermi level, to a very crude
level of approximation. The substrate model Hamiltonian has been extended to con-
tain second third and fourth nearest neighbor interactions. In the FAKE method, a
semi-empirical tight-binding, charge self-consistent Hamiltonian is developed in which
kinetic energy integrals are evaluated exactly and potential energy terms are extrap-
olated via a Müllikan formula using the overlaps. The methods are applied to an
isolated atomic hydrogen adsorbate, and to vacancy and edge states on the graphene
substrates. By comparing to experiments including scanning tunneling microscopy
and to theoretical work including augmented plane wave (APW) and first principles
density functional and other theoretic work, the theoretical tools developed here are
seen to give good results and can in principle provide an efficient, potentially faster




1.1 Schrödinger’s equation and one-electron theory




∇2φ(~r) + U(~r)φ(~r) = ε φ(~r) (1.1)
which represents a single electron but is not useful because of the effects of electron-
electron interactions. A more accurate calculation of the electronic properties of a
system should have N -particle wavefunction for all N electrons. The Schrödinger
equation from classical Hamiltonian for N electrons with ψ as a wavefunction of the






















ψ = E ψ (1.2)
where the first term is the kinetic energy, the second term is the attractive electrostatic
potential with the bare nuclei fixed at points ~Rk and the last term is the electron-
electron interactions between the electrons positioned at ~ri and ~rj. It’s not possible
to solve the equation above exactly thus one needs to find an approximate method.
Consider ψ as the product wavefunction of the N -electron system,
ψ(~r1σ1, ~r2σ2, ..., ~rNσN) = φ1(~r1, σ1)φ2(~r2, σ2)...φN(~rN , σN), (1.3)
1
where ~rk is a position variable and σj is a spin variable. The wavefunction φk(~rk, sk)
is the independent one-electron eigenfunction for kth electron. The second term in
the N -electron Hamiltonian can be expressed as






The ith electron experiences the electric repulsive force from all other electrons. One
can attempt to treat these other electrons as a smooth negative charge distribution
with charge density ρ. Then the potential energy for the ith electron due to the
presence of the charge density ρ is given by:





But the charge density due to ith one-electron eigenfunction is given by,
ρi(~r) = −e|φi(~r)|2 (1.6)






In this way one can reduce the N -electron system Schrödinger equation into a one-



















φi(~r) = εi φi(~r),
(1.8)
2
which is the set of Hartree equations7. These can be solved iteratively to mim-
imize the expctation value of the Hamiltonian 〈H〉. Although, Hartree’s equation is
physically reasonable and intuitive, it is not enough to explain how the configuration
of other (N − 1) electrons effect the ith electron. Hartree’s product wavefunction
is incompatible with Pauli’s exclusion principle because the electron wavefunctions
should be antisymmetric and they have to change sign when any pair of electron
coordinates is exchanged. It is clearly not possible to treat the exchange features
of electron-electron interactions just by Hartree’s product form of ψ and so one has
to extend the self-consistent field to a higher level of approximation. So Fock and
Slater generalized Hartee’s results by including the proper exchange symmetry and
this results in the Hartee-Fock Self-Consistent theory8.
A linear combination of product wavefunctions is used in which the other products
are obtained by permutations of ~riσi added together with weights of +1 or −1 so
that the overall sum of products is antisymmetrized. It can also be written as a
determinant of a N ×N matrix because the determinant changes sign when any two
columns or rows are interchanged.









where, i runs over all the permutations, and εP is + for even and − for odd per-
mutations. In each case σk is the spin coordinate. The one-electron wavefunction
φi(~rj)χi(σj) is a product of the space and a spin part and its normalization condition
requires, ∫
φ∗i (~rk)φj(~rk) d




χ∗i (σk)χj(σk) = δij.
3
where s =↑, ↓ and
χi(σk) =
 χ↑(σk) spin up ↑χ↓(σk) spin down ↓.
The expectation value of Ĥ is given by,
〈Ĥ〉 =
∫


















For a one-electron operator
∑N
m=1 Âm, with Am acting only on functions of ~rmσm, the
only case where a term in 〈Ĥ〉 survives is when εP φPm(~rm) = φm(~rm). Thus the only
contributing permutation is an operator identity Î. For the two electron operator∑′
m,n Âmn, the contributing permutations are P̂ = Î and the odd permutation P̂ =
Pmn which exchanges two coordinates and for which εP = −1. The odd minus sign
for the permutation comes from the fact that there is an interchange of electrons
between m and n since electrons are fermions. Finally the expectation value of Ĥ for



































There are two terms inside the second sum in Eq(1.11), the first one is the direct
and the latter is the exchange term that has a δsisj for the exchange of spin and the
coordinates are swapped.
4
1.2 Rayleigh Ritz’s Variational Principle Method
It is impossible to solve the N -electron Schrödinger exactly so one must use approx-
imate methods. One useful way of getting approximate solutions is to set up the
trial wavefunction containing a number of parameters and varying them to find the
extreme value of the expectation value of th Hamiltonian. The parameterization
should be chosen cleverly so that the trial wavefunction will be qualitatively like the
expected solutions to the given Shcrödinger equation. Let’s take a wavefunction φ
that is varied subjected to the condition that it’s normalized. So the expectation
value of the Hamiltonian for this function is:
〈Ĥ〉 =
∫
φ∗ H φ d3x. (1.12)
The wavefunction φ is varied in such a way that it varies the expectation value〈Ĥ〉
too. One can prove that only for certain unknown choices of the function φ, the
expectation value of H will be stationary and so a small change in φ shouldn’t make
any first-order change in 〈Ĥ〉. Of all the eigenfunctions φn of the Hamiltonian Ĥ,
one will have the lowest eigenvalue which must be the absolute minimum which is
the ground-state eigenfunction that is lower than for any other functions varied. The
functions thus obtained are the eigenfunctions of Schrödinger’s equation. In this way,
Schrödinger’s equation can be solved by using this variational principle9.
If the φ’s are a set of trial one-electron basis wavefunctions, then φ is varied
to make F = 〈φ|Ĥ|φ〉 stationary, subjected to the constraint φ is normalized, i.e.,
〈φ|φ〉 = 1. Suppose, φ̃→ φ+α δφ, where δφ is an arbitary but a continuous function
so that as α→ 0, φ̃→ φ. Suppose further that












where the λ′s are Lagrange’s undetermined multipliers9. When one maximizes or
minimizes the function F = 〈φ|Ĥ|φ〉 , the solution will depend on λ and it is adjusted
in such a way that F takes the extremal value subjecteded to the condition that




































Choosing λji = λ
∗
ij makes the last two terms the complex conjugate of each other
providing the correct number of independent multipliers. The undetermined multi-
pliers are λii and λij for j 6= i running over all the spin-orbitals of the atom. Thus,
varying φi yields:




























∫ e2 (φ∗i (~r1) + α δφ∗i (~r1)) φ∗j(~r2)
|~r1 − ~r2|
((


































































































3x1 + complex conjugate of the given term = 0
(1.16)

























Let’s suppose the expression inside the curly bracket be Ψ so Eq(1.17) becomes,
∫
δφ∗i (~r1) Ψ d
3x1 = 0 (1.18)
Because δφ∗i is arbitary if Ψ is continuous then the integrand must be zero. I will
show this by way of contradiction. Lets assume Ψ is not identically zero. Hence,
there must be some point at which the function is not zero. I assume φ is positive
and continuous near the point. So there exists a sphere small enough centered at
7
that point, such that the function is positive inside this sphere. δφ∗ is a continuous
and arbitary function so it can be chosen to be zero outside but positive inside the
sphere where Ψ is positive and continuous. Then the product of these two functions is
zero outside but positive inside the sphere. Thus the integrand is positive inside and
zero outside causing the whole integral to take on a positive value. This contradicts
the fact that
∫
δφ∗i (~r1) Ψ d
3x1 = 0, so Ψ has to be zero inside a sphere of volume
centered at any point.
















Thus obtained equation above is the Hartree-Fock equation10. A unitary transfor-
mation can be made on φi without leaving the determinantal wavefunction now the












The Lagrange multiplier λij is transformed with respect to the unitary transformation
made above. One finds after some algebra that the Hartree-Fock equation is not
altered undergoing any unitary transformations. The fact that λij is Hermitian allows
one to choose a unitary transformation that diagonalizes λij so that the elements of
λij form a diagonal matrix. Thus chosen φ
′
is are the solution to the Hartree-Fock
8
































φj(~r1) = εi φi(~r1)
(1.20)
where εi represent the energy that is required to remove the i
th electron from orbital
i provided the other electrons are held fixed on the system. The wavefunction φi a
one-electron eigenfunction, implies that the variational principle not only applies for
the ground state but also to other stationary states. In other words, stationary values
of G correspond to eigenstates of H 8.
1.3 FAKE METHOD
Some time ago Frank E. Harris et al. developed a minimal approximation to one-
electron quantum theory of molecules based on a linear combination of atomic orbitals
(LCAO)11. They called it the fast, accurate-kinetic energy (FAKE) method for semi-
empirical electronic structure. This is an extended-Huckel method that should be able
to handle large systems with less computational effort than ab-initio methods12. The
kinetic-energy integrals are calculated accurately while the potential-energy integrals
are determined empirically by fitting to atomic and molecular data. The neighbor-
ing atom coulombic interactions are also included. This treatment of kinetic-energy
improves the convergence of the iterative process and omits the ad hoc adjustment
factors like those of Wolfsberg, Helmholz and Cusachs13,14.
In the LCAO method, the diagonal and non-diagonal matrix elements of the
9
Hamiltonian are given by,









d3x′ − E(exch, ~r)| φj〉 (1.21)
where T̂ is the kinetic energy operator and E(exch, ~r) is the contribution due to
the exchange and correlation energy. The correlation accounts for relaxation of the
multielectron wavefunction in higher order and the antisymmetric part goes with the
exchange energy that arises due to the antisymmtry of electron coordinates.
1.3.1 Extended Hückel empirical methods
In the extended Hückel type of empirical one-electron methods12, the off-diagonal
Hamiltonian matrix elements are interpolated simply by a Wolfsberg -Helmholz13









Here Hii is the valence state ionization energy for orbital i and Sij is the overlap
integral for basis orbitals i and j. However the method does not represent the two-
body electrostatic interactions well15. It does not account sufficiently for electron-
electron repulsion, and even a large electron density does not inhibit the attraction
of more electrons into a more electronegative atom16. Charge builds up resulting in
unrealistic atomic charges. One must include self-consistent iteration of charges in
calculations of this kind.
In order to make the effective electronegativity closer to measured values, an
iterative extended Hückel theory can be introduced16.The diagonal Hamiltonian is
expressed as a function of net atomic charge. This makes the Hamiltonian depend
upon the net atomic charges that is to be determined iteratively17. A quadratic
10
dependence of the diagonal matrix element on the net atomic charge qA is included,
which is an extension of the ω technique described by A. Streweiser18.
αiA = α
0







where −αi is the diagonal Hamiltonian entry with respect to orbital i in iterative
extended Hückel theory. The other coefficients are obtained by fitting ionization
potentials in an isoelectronic series of atoms and ions.
This way the Hamiltonian matrix will depend upon the solution to the molecular
orbital problem, and one requires to solve it iteratively for a self-consistent set of
charges and matrix elements using the output charges from one iteration to form the
input Hamiltonian matrix elements for the next iteration.
1.3.2 Outline of FAKE method
The FAKE method is an improved iterative extended Hückel method developed also
by Harris et al11,12. The current section follows the description given in references11,12.
The kinetic and potential energy matrix elements are treated separately. The FAKE
calculations are based on an effective one-electron Hamiltonian with diagonal elements
Hii which consists of the following terms
12,19:
1. A Kinetic energy, Tii calculated for a single Slater-type orbital i.





i − Tii with constants α0i , α′i and αi” depending on the type of atom and
orbital involved and which depends on the net charge qA of the atom as in
Eq.(1.23). The Hamiltonian is determined self-consistently by iteration.
3. Two-electron repulsion between an electron in an orbital i on atom A and the
core and electron charges of each of the other atoms B. The sum of 2 and 3 is
11
the potential energy associated with orbital φi.











where, the overlap -charges is given as.
nBA =
∑
i on A, j on B
PijSij (1.25)
The term [ii|B] is the interaction of the ith orbital of atom A with the core of atom
B given by the relation,
[ii|B] = [RAiBj + 1/γB]−1. (1.26)
The empirical paramater γB is parameterized to take very large values (γB → ∞).
The repulsion term [ii|eB] is the interaction of the ith orbital on aton A with the jth
orbital on atom B, that is interpolated using the Nishigo-Mataga20,21 formula,
[ii|eB] = 1/(RAiBj + 2/[(ii|ii) + jj|jj)] (1.27)
where
(ii|ii) = Ii − EAi, (1.28)
and Ii is the ionization potential and EAi is the electron affinity of orbital φi. Note










The expressions [ii|B] and [ii|eB] in Eq.(1.24) are interpolated between short and
long distance limits . The α′i and α
′′
i are fitted to an isoelectronic series of atoms
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and ions. The empirical parameter eB was adjusted using the formula of Mataga-
Nishimoto20 to optimize the orbital energies and equillibrium distances. Off diagonal
matrix elements between orbital i and j on different atoms consist of actually com-
puted kinetic-energy matrix elements plus two-centered potential matrix elements
Vij determined by interpolation from the overlap integral Sij by Mulliken’s formula




Sij(Hii − Tii +Hjj − Tjj). (1.30)
The traditional extended Hückel method interpolates both kinetic and potential
parts of Hij, resulting in an approximation Eq(1.22). The FAKE method extrapolates
only the potential part, Vij, as in Eq.(1.30). Because the kinetic and potential terms
do not scale the same way with length, the latter method is expected to work better
and be more nearly comparable between different physical situations. The atomic
charge qA is computed at each iteration starting from the formal core charge ZA and
subtracting orbital charges computed using overlap and bond-order matrices. The
net atomic charge on atom A in a molecule, qA, is given by






where P is the bond order matrix as defined in Eq(1.41).
1.3.3 Method
The molecular or solid state wavefunction ψi, is expressed as a linear combination of













a∗im ajn Smn = δij. (1.32)
The overlap integral Smn = 〈φm|φn〉 for Slater-type atomic orbitals m and n are
further expanded in terms of three Gaussian orbitals (STO-3G). In work reported
below three Gaussians are used per Slater basis function. If Ei is the energy associated
with ψi,




where Hmn satisfies the condition








For m = n,
Hmm = Tmm +
1
2
Smm(2Vmm) = Tmm + Vmm. (1.35)
the Slater type φ′s must be normalized so that the diagonal term reduces correctly.
The potential energy term Vmm is simply
Vmm = Hmm − Tmm. (1.36)





Hmm − Tmm +Hnn − Tnn
)
(1.37)
The diagonal energy Hmm where φm is on atom A is given by,











































where there is no sum on repeated indices and it is clear that Hmn depends upon the
net atomic charges. According to the variational principle, Ei takes on a stationary
value by varying the expansion coefficients subjected to the constraint 〈ψi|ψi〉 = 1.
This leads to the secular equation
det| Ĥ − E Ŝ | = 0, (1.40)
where Ĥ and Ŝ are the Hamiltonian and Overlap matrices with respect to the basis
orbitals. The secular equation yields energy eigenvalues, each with it’s corresponding
eigenvector, the ith one of which having entries aij. A charge distribution is defined
by assigning electrons in a pair to each one-electron molecular wavefunction ψi in the
ascending order of Ei until all the available electrons are accounted for in the process.
At finite temperature, of course, the levels are occupied partially as prescribed by a
Fermi function. For self-consistency, the bond-order matrix Pmn is introduced. This








where Ni = 2 is the maximum number of electrons that occupies each molecular
orbital ψi such that,
∑
mn
Pmn Smn = N (total number of valence electrons). (1.42)
The net atomic charge qA on atom A is then given by





Pmn Smn , (1.43)
where m is summed over the basis orbitals on atom A but n is summed everywhere
and ZA is the number of active valence electrons on atom A.
The matrices Ŝ and T̂ are computed only once for each choice of a basis set
of orbitals and an initial set of net atomic charges qA is estimated. The iteration
converges rapidly if the initial estimation of qA is closer to the final value of net
atomic charge. For simplicity, one can start the iteration putting all q′As equal or
putting them all to zero .
The iteration process procedes as follows. With the q′As on hand, Smn and Tmn,
the Hamiltonian matrix element Hmn, is re-calculated. This leads to a new secular
equation for the molecular orbital and energies as described above. Then Pmn is
recalculated again from the newly iterated eigenvectors. On the basis of this new
bond order matrix Pmn, q
′
As are calculated again and the process is repeated over
until the values of the q′As and Pmn become consistent, which means until they no
longer change between iterations. The speed of the convergence depends upon the
efficiency of the solutions for the secular equation, and mostly, in solid state case, on
the efficiency of calculating net-charges on atoms. The transformation of the atomic
orbitals into an orthonormal basis helps speed up the convergence of its calculation.
During the iterations, the attainment of self-consistency depends directly only
upon the atomic charges qA not directly upon the individual eigenvector components
16
amn. The attempt to obtain convergence on eigenvectors leads to extra work because
they can fluctuate chaotically if there are degenerate eigenvalues. One has to examine
qA carefully for consistency. The divergence of the charges under iteration is typical
when one substitutes the output charge of one iteration directly as input for next
iteration. A simple method of damping can be used by applying an intermediate
atomic charge with a value somewhere between that calculated for two successive
iterations. If qA,n and q
′
A,n are the input and output charges for atom A at n
th
iteration, the input for (n+ 1)th iteration can be calculated as:





The smaller the values of λ, stronger is the damping of the iteration. The FAKE
method is not variational hence so the quality of results is determined by the param-
eters like the orbital exponents ζi and the orbital energy parameters αi that depend
in turn upon the atoms and associated quantum numbers of STO i and net atomic
charge qi as explained in Ref.




kept fixed at values consistent with Moore’s atomic data12,23 while α0i and ζi were
optimized with respect to ab-initio SCF orbital energies and charge distributions.
The theory was applied to a calibration set limited of 37 molecules to find optimum
atomic parameters12. That calibration set contained H,C,N ,O and F and for them
near optimum molecular values of ζ and α0 were found. The ab initio calculation
for the same set has been found also by Snyder and Basch24. It turns out that
the optimized ζ values are contracted (more compact orbitals means large ζ values)
relative to the free-atom orbitals12.
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Figure 1.1: Occupied-orbital energies, ψn indexing the energy levels in ascending
order for ethylene.
Figure 1.2: Occupied-orbital energies, ψn indexing the energy levels in ascending
order for cyclopropene.
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Figure 1.3: Occupied-orbital energies, ψn indexing the energy levels in ascending
order for formic acid.
Figure 1.4: Occupied-orbital energies, ψn indexing the energy levels in ascending
order for formaldehyde.
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α0 α′ α′′ ζ ζat
H 1s 10.0 14.0 0.0 1.4 1.0
C 2s 19.0 10.6 1.6 2.2 1.57
2p 5.0 11.3 1.6 2.2 1.46
N 2s 25 12 2.1 2.7 1.88
2p 11.0 13.8 0.9 2.7 1.77
O 2s 33.0 13.4 1.7 3.2 2.19
2p 15.0 16.3 2.6 3.2 2.03
F 2s 41.0 15.2 1.7 3.7 2.5
2p 20.0 17.2 2.2 3.7 2.32
Table 1.1: FAKE orbital paramteres. Harris and his group optimized ζ and α0 using
37 sets of molecules containing H,C,N ,O and F . ζat are single-STO values to find
〈~r〉 from ab-initio calculations. α′ and α′′ are from Moore’s atomic data. Units for α
are eV and for ζ is Bohr−1.
1.3.4 Results and Discussion
I studied some molecules that contained H, C and O like ethylene, cyclopropene,
formic acid and formaldehyde using the parameters from Table(1.1) and the results
are shown in Fig(1.1), Fig(1.2), Fig(1.3) and Fig(1.4). The results were compared
with iterative extended Hückel theory calculations by Harris et. al12,19 and the ab-
initio calculations by Snyder and Basch24. The results for energy eigenvalues among
the three sets of calculations agreed satisfactorily to some level. The detailed studies
are too expensive computationally compared to the calculation described here. The






As mentioned previously, most integrals are done semi-analytically. Here I give some
details.
I express the usual Slater-type atomic orbitals (STO) in terms of three Gaussian-
type orbitals (GTO). At large distances, the atomic electron density normally de-
creases exponentially with distance r from the nucleus. The s orbital electron density
has a cusp at the nucleus with a non-zero derivative. The STO’s satisfy both of these
requirements as basis functions and have the form
ψ(r, θ,Φ) = Nn r
n−1e−ζ r Y ml (θ,Φ) (2.1)
appropriate for solutions to the atomic eigenvalue equation where N is the normal-
ization constant, n is the principal quantum number of the orbital, ζ is the orbital
exponent and Y ml (θ, φ) is the angular part of the orbital. The STO’s don’t have radial
nodes unlike the 2s orbital of the hydrogen-like orbitals. They are not actual atomic
eigenfunctions but are basis functions, and they are not orthogonal radially. One can




, Rn(r) = Nr
n−1e−ζ r, (2.2)
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with Z being the atomic number and σ a screening constant. Such radial wavefunc-
tions are normalized as ∞∫
0
R2n(r) r
2dr = 1. (2.3)
The atomic orbitals for many-electron atoms are usually approximated by linear com-
binations of several STO’s and the ζ ′s are evaluated by means of self-consistent field
methods.
2.2 STO to GTO expansion method
Let us take the Gaussian type orbitals, GTO’s to be defined as
φnlm(ζ, r) = Nn(ξ) r
n−1e−ζ r
2
Y ml (θ,Φ), (2.4)





Ci φnlm(ξi, r). (2.5)
The orbitals on both sides of the above equation should have the same angular de-
pendence i.e. one can only include n with the same l and m. The STO-3G fits to a
Slater function shown in Fig(2.1), Fig(2.2), Fig(2.3), Fig(2.4) are for a Slater expo-
nent of ζ = 1. For calculation purposes, the Slater functions have different orbital
exponents. The orbital exponents are scaled with a function of r. Doing so they
expand or contract the function but still do not change the functional form1. The





−αi r2 , (2.6)
and if







−αi ζr2 . (2.8)
Thus, the appropriate exponent parameter αi for a particular expansion becomes
independent of the value of ζ but the expansion coefficient Ci’s are adjusted as they
depend on the normalization N. Therefore,
ψnlm(ζ, r, θ,Φ) =
k∑
i=1
Ci Nn(ζ, α) r
n−1 e−ζ αi r
2
Y ml (θ,Φ). (2.9)
We expand all s-type orbitals in terms of Gaussian 1s-orbitals (n = 1), the p-type
orbitals are expanded in terms of 2p -GTO (n = 2) and d types STO also in terms of





















φ1s(ζ, αi, r) = N(ζ, αi) e
−(ζ αi r2) (2.11)
and




cos θ sin Φ
sin θ sin Φ
(2.12)
where Φ is the azimuthal angle. The optimum values of Ci and αi were obtained
by using the method of Least Square Fit by fitting the Gaussian expansion to the
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C1 C2 C3 α1 α2 α3
1s 1.55208 0.217994 0.112008 4.49978 0.681191 0.151363
2s -0.0330378 -0.09068329 0.134448 39.9677 4.49938 0.107989
2p(x, y, z) 0.190622 0.162201 0.0456471 1.34829 0.31932 0.098736
3d(xy, yz, zx) 0.180002 0.0620761 0.00593466 0.517115 0.141978 0.0592772
3d(x2 − y2) 0.180002 0.0620761 0.00593466 0.517115 0.141978 0.0592772
3d(3z2 − r2) 0.145625 0.0502206 0.00480124 0.517115 0.141978 0.0592772
-0.0651253 -0.0224593 -0.00214718
Table 2.1: Coefficients and exponent parameters for Gaussian expansion of Slater
orbitals using Least Square Fit for ζ = 1.






2 exp(−ζr) into GTO-3G, ζ = 1, STO(Red), GTO(Blue).
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2 r exp(−ζr) into GTO-3G, ζ = 1, STO(Red),
GTO(Blue).






2 r exp(−ζr) into GTO-3G, ζ = 1, STO(Red), GTO(Blue).
Each STO basis function is expanded in terms of three contracted Gaussian ba-
sis functions. The scaling procedure is general and the parameters α and ζ are
25






2 r2 exp(−ζr) into GTO-3G, ζ = 1, STO(Red),
GTO(Blue).
Figure 2.5: Comparison of the least-squares fit of a 1s Slater atomic orbital to a
contracted gaussian 1-G, 2-G and 3-G for ζ = 1 by Szabo1.
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only to be determined once for each basis function. In our case, they were acquired
from Table(1.1) and Table(2.1). Those values are standard for functions centered on




The most basic integrals involve the underlying Gaussian basis set. Let,











where, l1, l2, l3 and m1,m2,m3 denote the orbital quantum numbers and a1, a2, a3,
b1, b2, b3 denote the position of the orbitals. In shifted variables, this become a linear
combination of functions as in Eq(2.4). The overlap matrix element between these
two gaussian orbitals is given by,









































I introduce s1 and t1 as generating sum parameters to form a generating function for

















































































|~t+ ~s|2 + 4(α~t− β~s) · (~a−~b)− 4αβ|~a−~b|2
)
(2.19)
The coefficient of the nth order term in a power series expansion of the integral Is
gives the desirable powers of x, y and z. For example, the overlap between a 1s and






C∗l Cm 〈gl|gm〉 (2.20)
where 〈gl|gm〉 is expressed in terms of the generating functions Is.
2.4.2 Kinetic Energy integrals
Other important basic integrals involve the calculation of the kinetic energy inte-
gral underlying Gaussian basis set. The kinetic energy matrix element between two
Gaussian type orbitals is given by,
〈






































Again I introduce the generating function parameter sets ~s and ~t as was done for the




























































































































|α~t− β~s|2 + 4αβ(~a−~b) · (α~t+ β~s) + 4α2β2|~a−~b|2 − 6αβ(α + β)
)
The integration simplifies due to the way the Gaussians factor out. The coefficients of
the power series expansion of the integrals Ik(~s,~a, α;~t,~b, β) give the desirable Gaussian
kinetic energy integrals. So for any Hermitian operator Â,
〈




(x− a1)l1(y − a2)l2(z − a3)l3eα|~r−~a|
2





























is the generating function for any operator Â which can be





In a pseudo-potential method, the electrons are assumed to be nearly free so plane
waves are used to approximate their wavefunctions. Such a Fourier basis is often used
in density functional theory as well. However, to reduce the basis and to concentrate
on lower valence bands, the electrons are assumed to be tightly bound to their nuclei
as in the atoms. As atoms are brought together until their separations become compa-
rable to the lattice constant of the solid, overlap and spreading of their wavefunctions
is expected. The electronic wavefunctions in this case can be approximated reason-
ably well by a linear combination of atomic wavefunctions. This approximation is the
Tight-Binding Method (TBM) or Linear Combination of Atomic Orbitals(LCAO)
method. The atomic wavefunctions die out at infinity but have overlap, with a few
neighboring atoms.
In non-metallic solids or semi-metals the electrons are expected to be influenced
more strongly by the ionic ones. Especially for the valence and low-lying conduction
bands and states related to them, a localized description is expected to be relatively
more appropriate. The tight-binding model can be the best model if the atomic shell
radius is much smaller than a lattice constant. The model is not as applicable to
simple metals where electrons are free or nearly-free. For larger atoms, then d-like
and f -like orbitals become important. However, one can often use the TB method
to study covalent semiconductors and other solids. This section follows closely the
32
description by Warren Pickett (2006).





Vatomic(~r − ~Rm) (3.1)
where m runs over all the lattice vectors and this potential is periodic. To see this,
consider
Vcrystal(~r + ~Rn) =
∑
m








Vatomic(~r − ~R′m) = Vcrystal(~r).
(3.2)
Hence the potential is periodic as expected. The electron’s atomic-like wavefunction
is influenced by the other atoms in the crystal so a slight modification to an atomic
wavefunction should be expected. Due to the presence of other atoms, a proper Bloch
symmetrized basis function with a translation quantum number ~k = kxx̂+ kyŷ + kz ẑ







~k. ~Rmφµ(~r − ~ρi − ~Rm), (3.3)
with the summation running over all the N unit cells in the crystal with positions
given by the vectors ~Rm and the ~ρi give the position of electron relative to the atomic
wavefunction φµ, which is one of the atomic states associated with each atom. The in-
dex µ takes the values of the minimal set of basis states φµ (µ = 2s, 2px, 2py, 2pz,..) of
atomic orbitals. The atomic basis function has significant amplitude in the neighbor-
hood of the atomic site but decays rapidly away from it. It becomes almost negligible
by the time it reaches the corresponding site in neighboring cell. The overlap between
the neighboring atomic orbitals is significantly less. This is a basic assumption of the
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Tight-Binding model (TB). The factor
√
N is used to normalize the Bloch’s function
|χµ,i(~k)〉 and the atomic wavefunctions φµ(~r) are normalized too, although due to the
overlap of atomic wavefunnctions they are not orthogonal. The Bloch basis states
can be used as a suitable basis for expansion of the crystal wavefunctions since they
satisfy Bloch’s theorem25. Thus,











































~k·(~Rm−~Rn)φµ(~r − ~ρi − ~Rm). (3.5)
The phase factor inside the summation ei
~k·(~Rm−~Rn) is periodic with the periodicity of
the lattice. The basis function |χµ,i(~k)〉 is a Bloch form that represents a propagating
electron wave. Near the center of the (m, i)th atom,
〈~r |χµ,i(~k)〉 ' ei
~k·~Rnφµ(~r − ~ρi − ~Rm) ∼ φµ(~r − ~ρi − ~Rm), (3.6)
which means the Bloch symmetrized functions are proportional near the atoms to the
atomic orbitals. The crystal orbitals behave like atomic orbitals in the neighborhood
of each atom. Since |χµ,i(~k)〉 satisfies both the mathematical requirement of the
Bloch’s theorem and basic assumption of the TB model, it is a suitable basis to
34
calculate energies of the bands in a solid crystal. Thus, one assumes that a crystal





3.1.1 Hamiltonian matrix element
If ψ(n)(~k, ~r) is a solution to an effective single-particle Schrodinger’s equation with
Hamiltonian Ĥ, then



















The eigenstates have to be orthonormalized, which gives
〈ψ(n)(~k, ~r)|ψ(n′)(~k′, ~r)〉 ' δnn′ ∆(~k − ~k′). (3.9)
∆(~k − ~k′) =
 1 if
~k − ~k′ belongs to the reciprocal lattice
0 otherwise.
One only needs to consider the matrix elements of the states with the same ~k index
and the values of ~k and ~k′ are restricted to the first Brioullin zone. The size of the
secular equation is equal to the total number of atomic orbitals and the sum runs over
the number of different types of atoms and the number of orbitals associated with
each type of atom. This is exactly the number of solutions or (bands) to be expected
at each ~k point26.
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~k·(~Rm−~Rn)〈φν(~r − ~ρj − ~Rn)|φµ(~r − ~ρi − ~Rm)〉 (3.10)
Let ~Rm − ~Rn = ~Rl. The translational symmetry with periodic boundary conditions









~k·~Rl〈φν(~r − ~ρj)|φµ(~r − ~ρi − ~Rl)〉 (3.11)
and doing that one has eliminated any reference to m from the summand. The sum is





~k·~Rl〈φν(~r − ~ρj)|φµ(~r − ~ρi − ~Rl)〉 (3.12)










~k·~Rl Sν,µ(~ρj − ~ρi − ~Rl)






~k·~Rl〈φν(~r − ~ρj)|Ĥ|φµ(~r − ~ρi − ~Rl). (3.13)










~k·~Rl Hν,µ(~ρj−~ρi− ~Rl). (3.14)
The TB approximation is simplified if overlap matrix elements between the orbitals
at the same atom are
〈φν(~r − ~ρi)|φµ(~r − ~ρi)〉 = δν,µ. (3.15)
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Effectively any overlap between different orbitals on the same site is taken to be zero.
Similarly, the hamiltonian matrix elements are non-zero if the orbitals are on the
same atom which are regarded to be “on-site energies” εµ.
〈φν(~r − ~ρi)|Ĥ|φµ(~r − ~ρi)〉 = δν,µ εµ (3.16)
The Hamiltonian matrix elements between orbitals on different atoms but situated
on nearly sites are given by,
〈φν(~r − (~Rm + ~ρi))|Ĥ|φµ(~r − (~Rn + ~ρj))〉 = V i,jν,µ. (3.17)
The V i,jν,µ are the “hopping” matrix elements with respect to the atomic orbitals φν





Graphene is among one of the four crystalline forms of carbon. It is a one-atom-
thick allotrope of carbon with a honeycomb lattice structure that can be imagined
to be benzene rings with the hydrogen atoms stripped out. It is known to have some
remarkable properties depending on its 2D nature and on the peculiar features of its
semi-metallic band structure. It is a single layer of graphite in which the scattering
length can be as long as thousands of interatomic distances27. Interest in graphene
is extended by recent interest in adsorbates on the graphene, including, for instance,
atomic hydrogen28.
Figure 4.1: Lattice of Graphene. There are two carbons atoms per unit cell, denoted
by α = 1, 2 or A and B. These lie on interlocking triangular sublattices with Bravais
lattice vectors ~h1 and ~h2. The interatomic distance is a.
Carbon has four valence electrons. In graphene the first three electrons fill sigma
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bonding orbitals that join the carbon atoms to their neighbors in the 2D plane. The
atomic orbitals in a carbon atom are sp2 hybridized into σ bonds with an angle of
120◦ in the xy plane. The electrons that take part in σ bonds don’t take part in con-
ductivity; to some level of approximation. Rather, transport involves the conduction
π electron that is contributed from the atomic 2pz state
27. The graphene lattice is
made up of two equivalent carbon sublattices A and B associated with cosine-like
energy bands. Those bands intersect at the Fermi energy (EF ) near the edges of a
Brillouin zone forming conical band contacts and characteristic van Hove singularities
in the energy spectrum.
The graphene structure can be seen as a triangular lattice with a basis of two atoms
per unit cell α and β and the distance between interlocking triangular sublattices is
shown in Fig(4.1). If ~h1 and ~h2 are the lattice vectors in the (x̂, ŷ) basis, then
~Rm,α = ~Rm + ~ρα
where,


















The Bravais lattice vectors can be written as,
~h1 = ~b1 −~b3 =
√












3 × 1.42Å = 2.46Å. For convenience,
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one can set the lattice vector ~h3 arbitrarily to
~h3 = a ẑ.
The reciprocal lattice vectors ~K satisfy the condition
~hi. ~Kj = 2π δij. (4.1)





























where ~K1 and ~K2 are reciprocal lattice vectors used to set up Bloch symmetrized
basis functions to construct the Brillouin zone and compute the band structure. A
complete set of phase factors ei
~k·~r is represented by a set of points in ~k -space that
are subjected to periodic boundary conditions at the edges of the crystal lattice. It
is useful to express ~k in terms of the reciprocal basis vectors instead of the usual x̂
and ŷ components by
~Kpq = p ~K1 + q ~K2 (4.2)
for any integers p and q that are both not zero as shown in Fig(4.2).
40
Figure 4.2: Symmetrized first Brillouin zone.
The tight-binding formalism described previously can be applied to graphene.
The Bloch symmetrized basis function |χαµ(~k)〉 with translation quantum number
~k = kx x̂ + ky ŷ is constructed from a valence basis set φµ (µ = 2s, 2px, 2pyand 2pz)







~k. ~Rm,α φµ(~r − ~Rm,α), (4.3)
where m = 1, ...., N labels the unit cells and ~ρ is the atom’s position vector inside
the unit cell. The Hamiltonian eigenstates are written as a linear combination of
Bloch symmetrized basis functions for each choice of wave vector ~k, with a different
phase factor for each atom α = 1 or 2. In his study of the structure of the electronic
energy bands and Brillouin zones for graphite using the tight-binding approximation,
Wallace29 used the same kind of representation, which is fairly standard, and can be
found also for instance, in a well-known paper by Dresselhaus et al30.
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Figure 4.3: Schematic diagram of atoms in the neighborhood of (m,n) unit cell.
4.2 The π-orbital model
Before continuing with the full Hamiltonian, it is instructive to look first at only the
π orbitals. In their 1970 study of a discrete variational method for the energy-band
problem, Painter and Ellis31 found that the π bands are situated on either side of the
Fermi level and they were responsible for the conduction properties. I will limit my
calculation to the π bands here, too. One forms a Bloch symmetrized basis |χ(~k, α)〉

























where ε1 and ε2 are the Hückel energies with scaling such that one is allowed to have
two atoms that are chemically different as in boron nitride. However, graphene has
equal diagonal energies. The parameter εα is equivalent to energy on the α site in a
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where β takes a value of −1 if the two atoms are next to each other. The phase




3 kxa and t = ei








The translation symmetry reduced Hamiltonian becomes (2× 2),
H(~k) =
 ε1 −(1 + 1t + st )




Using Bloch symmetrized basis functions, one can reduce the problem of diagonalizing
an “infinite” Hamiltonian matrix to a finite matrix (2 × 2) by treating the atoms of
the unit cell and restricting the ~k points to the first Brillouin zone. The Hamiltonian
matrix obtained can be used to find the band structure for graphene, and since there
are two basis states per ~k value, there are two eigenfunctions (stationary states) for
each wave vectors ~k,
H(~k)
∣∣∣ψ~k,n〉 = En(~k) ∣∣∣ψ~k,n〉. (4.8)
The index n is the band index and in each band the energy is a smooth function of
~k, giving eigen-energies from the secular equation via
det
∣∣∣H(~k)− ÎE∣∣∣ = 0
























3 + (ε1 − ε2)2 + 2 cos(θ1) + 2 cos(θ1 − θ2) + 2 cos(θ2). (4.10)
The band energy is graphed as a function of ~k i.e., energy versus crystal momentum,
as shown in Fig(4.4). One can see that the energies are symmetrical at the Hückel
level of approximation for the points E → −E. This is because of the bipartite nature
of the graphene lattice, i.e., partitions of A(α = 1) and B(α = 2) lattice sites. The
Fermi level is the energy at which these two bands touch each other.
Figure 4.4: Plot of bands E1 and E2 of graphene near the Fermi level as a function of
~k. The vertical axis is energy in Hückel units and the horizontal axes are momentum
in the x and y directions. The conduction band (upper cone) and the valence band
(lower cone) meet at six points known as Dirac points that lie at the corners of the
Brillouin zone.
From Fig(4.4) one can see that the valence and conduction bands touch each
other at six points, which are the six points at the corners of the hexagonal Brillouin
zone(BZ), as in Fig(4.2). A cone is formed at each point where the bands touch
each other. The cones are equivalent to one another with respect to the reciprocal
lattice vectors. One-third of each of the cone is inside the first BZ which gives rise
to two whole but inequivalent cones per BZ. At the corners where the bands touch,
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the electrons in graphene have a linear energy dispersion due to the shape of the
energy band structure in the vicinity of the cone vertex points. The two sets of the
equivalent cones occur at the corner points K and K ′ that are equivalent and these
points are called Dirac points as shown in Fig(4.4) and Fig(4.5).
Figure 4.5: Positions of the Dirac cones in the zone. Two of the cone-shaped structures
(K and K’) are independent and the others are constructed translating by reciprocal
basis vectors.
If the eigenvalue problem is expanded in momentum space, centering on the cone
points, one proceeds to a theory that resembles the 2D Dirac equation. This Dirac
equation describe a the zero mass particle with two possible values for the pseudo-spin.
There are two inequivalent cones that are located at the points k1 and k2 in the



























One can expand the Hamiltonian H(~k) around those points hence near (〈Ĥ(~k)〉 =
E = 0),
H(~k1,2 + δ~k) = H1,2(δ~k) =
3
2
(±σxδkx − σyδky) (4.11)
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where


























where σx and σy are Pauli spin matrices. The π-theory predicts that the electron in to
graphene sheet to behave as if they have a zero effective mass, similar to the results for
its Dirac equation for a 2D massless particle, provided there is no perturbation. This
behavior can be observed since the bands are not parabolic but linear near the Dirac
points. The π-theory leads to provide the evidence that there is a very infinite electron
mobility and zero charge carrier concentration near the Fermi-energy. However, at
a low (non-zero) temperature, one can expect high mobility and a very small carrier
concentration with almost zero gap27.
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Figure 4.6: ΓMK Irreducible Brillouin zone (IBZ). Band energies of the lower band
are shown as superimposed local contours. The energy zero corresponds to the Dirac
cones at the K, K ′ points and the sharp peaks in the DOS come from saddle points
at M1,M2 and M3. The points Γ, K,M, are called zone center, the corner and the
center of the edge respectively. The green lines show the borders of the irreducible
BZ along which the extrema occur. One moves along these lines to get the energy
that an electron can have within the solid. The ~k grid is replaced with a list of high
symmetry points along the Γ−M −K − Γ path in ~k space.
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Figure 4.7: Band diagram for graphene in π orbital theory. The vertical axis is
energy and the horizontal axis is the momentum in x and y directions. M , K and

























The Dirac point is at the Fermi-level, energy, whic
occurs at point K. The saddle points are at M .
4.3 LCAO model
An absolutely minimal approximate basis set for mobile electron on the carbon atom
consists of 2s, 2px, 2py and 2pz wavefunction. There are eight basis orbitals per unit

























































































The matrix HAA is diagonal and takes the value of the ionization energies α from the
FAKE method explained above. In case of graphene, HBB = HAA. Also HBA = H
†
AB.






~k· (~RB+~ρj) 〈φν(~r)|H|φµ(~r − (~RB + ~ρj))〉, (4.18)
where φν is on lattice site A and φµ is on the nearest neighbors B centered at ~ρj with
respect to A.
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Figure 4.8: Band diagram for graphene using LCAO with a Bloch symmetrized basis
of 2s,2px,2py and 2pz orbitals for a unit cell. The vertical axis is energy in eV and
the horizontal axix is momentum in the x and y directions.
Figure 4.9: Graphene band structure from first principles-LAPW method2.
The band structures obtained from FAKE using only α0 as an adjustable pa-
rameter give qualitatively correct features, consistent with symmetry and reasonable
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agreement with DFT and first principle LAPW calculations2. The adjustment of
α reflects a chemical shift due to charge redistribution in the ordered layer as well
as higher order multipole Madelung-like electrostatic effects32,33. The lowest band
appears to be flat in the FAKE model. One of the possible reason for that would be
is that the approximation only considers first neighbors. If one were to extend it to
more neighbors, the energy in the Γ point will be going down.
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CHAPTER V
GREENIAN AND LOCAL DENSITY OF
STATES
5.1 Green functions





where |ψα〉 is an eigenfunction of Ĥ and α runs over the whole spectrum. When one







|ψ(t)〉 = |F (t)〉, (5.2)
the solution of this type of equation is given in terms of Green functions. When Ĥ is








where, exp(− iH(t−t0)~ ) is a propagator is also a time-evolution operator or a Green
function. Actually 〈φi| exp(− iH(t−t0)~ |φj〉 is the propagator from φj at time t0 to φi
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at time t. Define a propagator matrix to be
U(t, t0) = e
− iH(t−t0)~ (5.4)
and normalized such that
U(t0, t0) = 1, (5.5)







U(t0, t0) = 0. (5.6)
Since the driving term |F (t)〉 6= 0 , a new operator G̃ is introduced,
G̃(t, t0) = −
i
~







G̃(t, t0) = δ(t− t0)I. (5.8)
Since Ĥ is time independent, U(t, t0) = e
− iH(t−t0)~ is a propagator. The spectral







The substitution of U(t, t0) of Eq(5.9) in Eq(5.7) yields,









Since G̃(t) represents a physical system, the Fourier transform of it must lead to a









































Because the integrand e
i(EÎ−H)t
~ is always oscillating, G̃(E) does not converge. One
needs to introduce real damping exponentials in time to damp the oscillating complex
exponentials of the Fourier transform. Finally one takes the small-damping limit. Let
e−ηt be the damping, then





















= −((EÎ −H) + iη)−1(−Î)
=
(
(EÎ −H) + iη
)−1
(5.13)
for E and η real and positive. In practice, instead of letting η → 0, one takes η to be




~ dt does not converge
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where z must be above the real axis. If z is a complex variable such that
z = E + iη with E, η ∈ < and η > 0, (5.15)
then





~ e−ηt dt. (5.16)
In general G(z) converges in the upper half plane so that the matrix elements of G(z)




















































This is the Greenian or a resolvent operator with complex energy z = E + iη, with η
the adjustment of the width of pseudo-delta function peaks and Hamiltonian H̃ such
that the Greenian is singular when z is an eigenvalue. This extends G(z) to the whole
z plane except for the spectrum of H̃.
55
5.2 Local density of states
There exists a connection between a resolvent operator and the density of states






δ(E − Eα) (5.18)
where N is the total number of finite energy eigenstates and the sum is over all
distinct states. The infinite peak in the delta function δ(E −Eα) can be replaced by
peak of approximate finite width ≈ 2η ,














(E − Eα − iη)























the local density of states for electrons is the relative probability per unit energy that
an electron will have energy between E and E + dE, and be found on site with basis




|〈i|α〉|2 δ(E − Eα) (5.21)
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where α indexes the energy eigen-state and N is the number of basis functions used.

























Im 〈φ̃i|(E + iη −H)−1| φ̃i〉
= − 1
π
Im 〈φ̃i|G(E + iη)|φ̃i〉
(5.22)
5.3 Monkhorst-Pack method
The aim of this study is to develop a simple model for understanding electronic
properties of adsorbates. I am looking forward to develop a formalism to work on a
substrate with an infinite number of atoms. An efficient way of doing this is to use







 ε1 −(1 + 1t + st )







 z − ε1 (1 + 1t + st )
(1 + t+ t
s






 z − ε2 −(1 + 1t + st )
−(1 + t+ t
s




where the determinant is






























is the ratio of the total area to the total number of unit cells, which is
the area of one unit cell that is equal to,





















Exploiting the translational symmetry one can write,



















Here, |~k, α〉 is a Bloch sum of basis orbitals of translation symmetry ~k, and Gα,β(z,~k)
is the α,β entry of (z Î − H(~k))−1 with H(~k) the reduced Hamiltonian Hα,β(~k) =
〈~k, α|H|~k, β〉. The integration can be done analytically in closed form by doing the
integrations over the Brioullin zone. Alternatively, one can use the efficient numerical
method using Gaussian quadrature points by Monkhorst and Pack34. For the zone
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integration, the ~k in the Bloch’s states is expressed in terms of reciprocal basis vectors,
~k = p ~K1 + q ~K2. (5.28)
The Monkhorst-Pack quadrature points are equally spaced over the zone. If there are
































−i~k. ~Rmn . (5.30)
This is equivalent to approximating a finite sized lattice of M×M cells, for a given η,
M with M large enough that smooth functions result. With M2 points the calculation
yields results correct for the first M2 Fourier coefficients. The more quadrature points,









Figure 5.1: Zone transformed into a trapezoid.
(a) (b)
Figure 5.2: (Left) Making of the Brioullin zone (a) The symmetrized zone comprises
sector 1 through 6. Other segments shown dashed are equivalent by translation (b)
Translation is used to assemble an equivalent trapezoidal zone.
and then the gaussian quadrature points can be written with two index notation
as
~kpq = (p ∆~k1 −
1
2





where p and q are integers between 0 and M − 1. Thus



















































~kpq . ~Rm1m2 = (eiθ1)m1 (eiθ2)m2








Gα,β(z, θ1, θ2) (e
−iθ1)m1 (e−iθ2)m2 (5.34)
and the range of integration over the BZ is
0 < θ1 < 2π and 0 < θ2 < 2π.
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5.3.1 Results
Figure 5.3: PDOS of an infinite graphene sheet for different valence orbitals using
solid state matrix elements from FAKE method.
Figure 5.4: DOS of a graphene by DFT study using two basis sets for graphene by
Stewart and Derek3 to study how the choice of basis functions impacts characteriza-
tion techniques and calculated electronic transport properties.
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Figure 5.5: DOS of an infinite graphene sheet with all four valence orbitals combined
using FAKE method.
Figure 5.6: DOS of a graphene using QUANTUM ESPRESSO4
As expected for graphene, the DOS vanishes at the Fermi-level. Near the Fermi–level,
all states are composed of the π orbitals of the carbons, the σ orbitals only contribute
to energetically much lower and higher states. The wiggles in the DOS are artifacts
that can be smoothed out using more ~k points for the Brioullin zone sampling or
using wider broadening functions i.e., large η.
Fig(5.3) shows the partial density of states calculated using the FAKE method.
The density of states is zero at the Fermi level. Near the Fermi-level, the main
contribution to the DOS is from the pz state but the contribution from all other
states is flat or zero. The π state is symmetric about the Fermi level whereas σ states
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are not. Fig(5.4) is the DOS for a unit cell of graphene calculated using DFT with
two basis sets of graphene by Stewart and Derek3. There are qualitative similarities
between the FAKE DOS and DFT DOS. The van Hove singularities are about the
same in both figures. It can be seen that the px and py PDOS overlap each other.
Fig(5.5) and Fig(5.6) are the LDOS for an infinite graphene using the FAKE method
and QUANTUM ESPRESSO4 respectively. The LDOS look qualitatively same near
and below the Fermi level.
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CHAPTER VI
EDGE SHEET OF GRAPHENE
Figure 6.1: The two simple edge geometries of graphene. The armchair termination
consists of both the sub-lattice sites but the zigzag termination is made of only one
sub-lattice and the edge atoms are all equivalent to one another chemically. In the
picture above, one can see the red sites in zigzag termination.
Graphene sheets grown in the laboratoriies have edges and tears so it is interesting
to look at the LDOS of graphene along an edge. Let n index the horizontal row of
atoms that are parallel to the zigzag edge shown in Fig(6.1). Thus n = 1 for atoms
on the edge and n = 2 for the atoms on the next row. The graphene sheet is arranged
in such a way that it extends infinitely in the direction parallel to the edge which is
in the horizontal direction.
One can see that n = 1, 3, ... are rows of red atoms (α = 1) which lies in the bulk
of a sheet referred as α = 1 type of sublattice. Let the horizontal axis be the x axis
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6.1 An effective dimer method
It is reasonable to only consider the π DOS separately from the σ DOS because
the wavefunctions have a very small overlap. I make the π- orbital approximation.
The Hamiltonian is block diagonal as a function of k|| and the matrix elements are














g11(z) = g22(z) =
z
z2 − 1




Figure 6.2: Effective dimer used to calculate the matrix elements.
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Using Dyson’s equation, G = g + g V G, one gets
G11 = g11 + g12 V23 G31











G21 = g21 + g22 V23 G31





After the connection g33 = G11. Then one can solve the above equations simultane-















kxa] = 2c, and (6.7)
G11 = −
−1− 4 c2 g211 + 4 c2 g212 +
√
−64 c4 g211 g212 + (1− 4 c2 (g211 + g212))2
8 c2g11
(6.8)
Substituting g11 and g12 from Eq(6.3), the term inside the square root becomes,
−64 c4 g211 g212 + (1− 4 c2 (g211 + g212))2 =
16 c4 + (z2 − 1)2 − 8 c2(z2 + 1)
(z2 − 1)2
. (6.9)
The numerator on the above equation can be solved for z with four different roots,
hence
G11(z, c) =
z2 − 1 + 4 c2 −
√
z − 2c− 1
√
z − 2c+ 1
√
z + 2c− 1
√





In the same way, one can calculate the Green function matrix element G22,









After solving the simultaneous equations,
G22 =
g22
1− 4 c2 g22 G11
. (6.12)
Now I want to remove site 1 so there will be a dangling bond state at site 2. Next I
look at the local density of states at site 2. Let F be the new Green function. Then,
F11 = G11 +G11V11F11,
F22 = G22 +G21V11F12,
and F12 = G12 +G11V11F12,
(6.13)
After solving the simultaneous equations above,
F22 = G22 +G21V11 (1−G11V11)−1G12. (6.14)





such that ε→ 0. Then
F22 = G22 −G21G−111 G12. (6.16)
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6.1.1 Results and Discussion
Figure 6.3: Schematic diagram showing the zigzag states for different values of n.
Figure 6.4: π orbital DOS at site 1 of Fig(6.2) a zigzag state representing α sub-lattice
before removing site 1.
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Figure 6.5: π orbital DOS at site 2 of Fig(6.2) a zigzag state representing β sub-lattice
before removal of site 1.
Figure 6.6: π LDOS of sites in the vicinity of a zigzag line defect5.
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Figure 6.7: Contour plot of spectral density of Fig(6.2) at site 1 before its removal.
The white area is where the probability of finding the electron is maximum and darker
the area lesser the probability is.
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Figure 6.8: Contour plot of spectral density at site 2 before removal of site 1.
Figure 6.9: π LDOS at site 2 after removing site 1 from Fig(6.2).
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Figure 6.10: Spectral density at the edge state after the removal of site 1.
Fig(6.7) shows the projected electron density on the first row of atoms, n = 1, as a
function of energy in the horizontal axis and momentum k|| to the edge on the vertical
axis. There is a strong peak at the Fermi level in Fig(6.4), in contrast to the LDOS
of a graphene for an infinite sheet. This represents a dangling bond state. In pristine
graphene a carbon atom has a coordination number of 3 whereas a carbon atom at the
edge has a coordination number of 2 that leaves one non-bonding π-orbital creating
a dangling bond edge state35.
The white area in the contour plot Fig(6.7) and Fig(6.8) is the region that has a
high probability of finding the electrons whereas the darker area has less probability.
Also, one can see that the bands are partly flat at the Fermi level (E = 0). One
can conclude that the electrons are strongly localized near zigzag states. One strong
feature of such states is that they have a non-bonding character. They are also not
responsible for electron transport because the current operator acting on the non-
bonding orbitals has vaniishing expectation value35.
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CHAPTER VII
HOLES AND DEFECTS ON GRAPHENE
The interesting feature in a real graphene sheet is to look at the electronic structure
near a missing carbon atom causing a graphene sheet to have a vacancy. Let H0 be
the Hamiltonian of an infinite sheet of graphene with no imperfections. Now assume
that the same sheet has a single vacancy at a random site of any unit cell. So one is
interested in calculating the LDOS near the site where there is a hole.
Figure 7.1: Schematic diagram of a graphene where a carbon (β) sublattice is removed,
the numbers are the neighboring atoms with respect to the vacancy.
So, a carbon atom has been removed from an infinite graphene sheet and the
electronic properties are to be observed in the neighborhood of the vacancy. Let A
and B represent lattice region of an unaltered infinite set and an altered finite set of
the graphene lattice respectively. The Green’s function of this model after alteration
74
can be calculated using Dyson’s equation,
G = g + gV G (7.1)
and the Green’s function matrix elements are




For simplicity only pz orbital is used as a Bloch symmetrized basis function as de-
scribed in Chap(V). The interaction matrix element Vij is zero unless both the basis
orbitals i and j belong to B. So if B is a deleted carbon then, GAA can be calculated
with respect to the alteration made with B.
GAA = gAA + gAAVAAGAA + gABVBBGBA + gABVBAGAA (7.3)
Since VBB is constrained to be non-zero while VAA and VAB are all zero so,
GAA = gAA + gABVBBGBA. (7.4)
Similarly,
GBA = gBA + gBBVBBGBA,










Then substituting GBA into the Eq(7.4) containing GAA gives,






For a single vacancy, B contains only one site. Let VBB =
1
ε
ÎBB, so when one takes
the limit ε→ 0, VBB is infinite so as to push the electron out of the region B making
it as a hole. So by removing the carbon as described, the Green functions GAA with
respect to the vacant site can be calculated anywhere in the graphene sheet.























Take the limit ε→ 0,
GAA = gAA − gAB (gBB)−1 gBA (7.8)
where gAA, gAB, gBB and gBA are the unperturbed green function of a pristine
graphene.
Figure 7.2: LDOS for an adjacent site to the vacancy, site 1 (α) sublattice in Fig(7.1).
The red, blue, green and orange curves are PDOS for 2s, 2px, 2py and 2pz respectively.
The black curve is the total DOS at site 1. There is a peak at Fermi level that is
caused due to the vacancy.
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Figure 7.3: LDOS for an adjacent site to the vacancy, site 2 (β) in Fig(7.1). The red,
blue, green and orange curves are PDOS for 2s, 2px, 2py and 2pz respectively. The
black curve is the total DOS at site 2. There is a zero DOS at fermi level. The site
is the same sublattice as the vacancy.
Figure 7.4: LDOS for an adjacent site to the vacancy, site 3 (α) sub latice in
Fig(7.1).The red, blue, green and orange curves are PDOS for 2s, 2px, 2py and 2pz
respectivley. The black curve is the total DOS at site 3 which is the third nearest
neighbor with respect to the vacancy. Because it is an α sublattice, one can see a
peak in a Fermi level as we saw from site 1.
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Figure 7.5: LDOS for an adjacent site to the vacancy, site 4 (α) sub latice in Fig(7.1).
The red, blue, green and orange curves are PDOS for 2s, 2px, 2py and 2pz respectivley.
The black curve is the total DOS at site 4. Because site 4 is α sublattice in the
graphene system, it can be seen there is a very small peak in the Fermi level. However
it is not as big we saw on 1st and 3rd neighbor DOS.
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Figure 7.6: LDOS for an adjacent site to the vacancy, site 5 (β) sub latice in Fig(7.1).
The red, blue, green and orange curves are PDOS for 2s, 2px, 2py and 2pz respectivley.
The black curve is the total DOS at site 5. It is the fifth nearest neighbor from the
vacancy and is a β sublattice. The effect of vacancy is significantly less here compared
to other sites. However, the DOS at Fermi level looks flat compared to the original
one.
Figure 7.7: Only π LDOS at a site next to vacancy (Red) and at a site far-far away
from it (Blue).
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Figure 7.8: π LDOS at a lattice site next to the vacancy (r =a) and at a site far away
from vacancy (black solid line)5.
.
Figure 7.9: Only π LDOS of first five neighboring sites due to vacancy. Red, blue,
green, orange and black are 1st, 2nd , 3rd, 4th and 5th neighbors respectively. Red,
green and orange represent α sublattice whereas blue and black represent the beta
sublattice, the same kind where the vacancy was made.
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Fig(7.9) above shows the π LDOS for first five neighboring sites that are adjacent
to the vacancy. The LDOS at any site in the graphene can be found using Eqn(7.8).
There is a peak that appears to be in the vicinity of Fermi energy in the energy
spectrum. The local density of states shows a pronounced low-energy peak in the
vicinity of the vacancy, indicating that the charge carriers are localized there5. There
are no such peaks elsewhere in the bulk of the graphene sheet. This is similar to the
dangling bond state that was observed at the edge. It occurs that the bond with
the adjacent sites also behave as similar to that of a dangling bond because each
neighboring sites are two-fold coordinated. The three-fold neighbor (site 3) LDOS




A SIMPLE MODEL OF GRAPHITE
8.1 Introduction
In this chapter I consider briefly the interaction of graphene layers in different graphite
structures. Although the simple hexagonal graphite with layers stacked directly above
one another does not necessarlily occur in nature6, it is always useful to compare the
theoretical model for the properties with other forms that exist. The interaction be-
tween layers in graphite-like materials dramatically changes their electronic properties
due to the shift of the planes which makes it of interest to study the simple models,
which can be extended later to explain different systems. I will limit my calculation
to the π bands here too.
8.2 Method
In the model of Chap(V), the interaction between a site and any of its neighbors
in a 2D plane is represented by the Hückel parameter. Fig(8.4) shows four different
parameters for three different graphite structures. I will be using the Green’s function








where |φi〉 is a Block symmetrized basis function that is localized at site i. The π
calculation in this section involve Vij being nonzero only for nearest and next nearest
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neighbors. The quantity ε is the usual Hückel parameter which is taken to be εi = 0.
Figure 8.1: AA stacked graphene where two layers aren’t shifted horizontally.
Figure 8.2: AB stacked graphene where two layers are shifted horizontally.
Figure 8.3: ABC stacked graphene where two layers are shifted horizontally.
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I have already calculated the familiar π-orbital DOS for a graphene (graphite
monolayer) where the nearest neighbor interaction described earlier in section of
Chapter(5.5) to be V1 as shown in Fig(8.4). After looking at the features of LDOS
for a single layer, I see how the DOS changes after an addition of another layer using
a transfer matrix method Dyson’s equation,
G = G0 +G0 V G (8.2)
where G0 is the Green function matrix of a single layer graphene involving two Bloch
symmetrized (2pz) orbitals per unit cell, and G is the Green function matrix after
a second layer is added through a connecting matrix V2. The layers 1 and 2 are
identical to one another and are connected in a fashion shown in Fig(8.4). However,
the calculation is still two dimensional. After the connection, the system is built up




g11 g12 0 0
g21 g22 0 0
0 0 g33 g34




g33 = g11, g34 = g12, g43 = g21, and g44 = g22.
The matrix G0 is an uncoupled Green function matrix with block diagonals consist
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of single layer graphene’s unit cell Green functions as,
G0 =

gAA gAB 0 0
gBA gBB 0 0
0 0 gBB gBA
0 0 gAB gBB

(8.4)
Figure 8.4: Tight binding matrix element V ′s reproduced from (B. A. McKinnon)6
Fig(8.4) is a model that is reproduced from McKinnon6 which is a AA stacked
graphene three layers. There are four different matrix elements V1,V2,V3 and V4 that
represent the interaction between the layers. The term V1 is tunneling matrix element
inside the 2D graphene plane, which is the same as Hückel parameter I have been
using in previous chapters. The term V2 is the matrix element of the coupling between
same sub lattices for two different layers in AA stacking mode whereas V3 represents
the coupling between different sublattices. The term V4 is the coupling between first
and third layer of same type sublattices.
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Figure 8.5: Schematic diagram of the connection.
Fig(8.5) represents a schematic diagram of the atoms involved during the calcu-
lation. The atomic sites 1 and 2 are connected by matrix element v1 . The same
argument allows for the atomic sites 5 and 6. The matrix element v2 is used to in-
terconnect two layers; site 2 with 3 and 3 with 4. Similarly, the matrix element v3 is
used to connect 2 with 4, 4 with 6 but with different sublattices. Finally, the term v4
connects the first and third layer between the same atomic sublattices.
8.2.1 Two layers
First I will do the calculation based on only two layers. For that, the bridge or the
connection matrix V is going to be only 4× 4,
V =

0 v1 0 0
v1 0 v2 v3
0 v2 0 v1
0 v30 v1 0

(8.5)
The quantity v2 is in fact the matrix element of the Hamiltonian between 2pz states of
two AA stacked grahene layers where the interplane spacing is found to be of 3.35Å6.








The g11(z) and g12(z) are the Green function matrix elements of an unperturbed unit
cell of graphene given as in Eq(5.23),
g22 = g11 =
z
D(~k, z)(z2 − 1)





Let’s assume a system that is made of three layers of graphene.In such a case, the
Green function matrix element made for two layers above can be used to build the
Green function that would be made of 6 atoms with a dimensions of 6× 6,
G0 =

G11 G12 G13 G14 0 0
G21 G22 G23 G24 0 0
G31 G32 G33 G34 0 0
G41 G42 G43 G44 0 0
0 0 0 0 g11 g12
0 0 0 0 g21 g22

(8.8)
Let W be the connecting matrix between them which is given as,
W =

0 0 0 0 v4 0
0 0 0 0 0 0
0 0 0 0 v3 v2
0 0 0 0 0 v3
v4 0 v3 0 0 0




8.2.3 Results and Discussion
The values of v′s used are taken to be v2 = 0.35,v3 = 0.035 and v4 = 0.035 from







Thus obtained G would be G0 if one wants to add more layers.
Figure 8.6: Density of states for one layer(Red) and two layers(Blue): v1 = 1 and
v2 = 0.35 in Hückel units.
Figure 8.7: Density of states for one layer(Red) and three layers(Blue): v1 = 1,
v2 = 0.35, v3 = 0.035 and v4 = 0.035 in Hückel units.
One can see from Fig(8.6), that the DOS contains the sum of two single-layer
DOS, one shifted by +v2 and another by −v2 respectively. From this, one can expect
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that when large number of layers are stacked directly upon each other above the
first layer, the DOS would be the sum over an infinite number of monolayers shifted
from −v2 to v2. Also the DOS at the Fermi level is nonzero with respect to the
single monolayer, thus making it semi-metallic to metallic. The larger value of the
interaction v2 increases the bandwidth by 2v2
6. The higher interaction also increases
the value of DOS at Fermi level making it nonzero. The interaction v3 makes the
DOS asymmetric as shown in Fig(8.7) about the fermi energy, which results from
the fact that the lattice is no longer bipartite6. The parameter v4 is the interplane
interaction strength, which increases the effect that is already coming from v2.
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CHAPTER IX
EXTENSION THEORY FOR GRAPHENE
Figure 9.1: Schematic diagram of graphene showing its first five neighbors.
9.1 Extended Hamiltonian
In this Chapter, a method is adapted of using the known Green function for a given
Hamiltonian H in order to find the Green function of a lattice Hamiltonian H̃ in
the algebra of H. The method does not depend on translational symmetry but on
spectral methods36. In Fig(9.1) is shown an atom (black) in a graphene sheet of
infinite extent. Its first neighbors are green and second neighbors are dark blue. The
yellow atoms are third neighbors in the chemical or graphical sense, but two different
distances are involved. They are the third and fourth neighbors in terms of radial
distance. The Green functions for the resolvent
G = (z −H)−1 (9.1)
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where H is nearest neighbor Hamiltonian are already known. In a simple π theory,
the non-zero H entries scaled to are −1 for adjacent atoms and 0 for non-adjacent
ones. Notice that the matrix Hp, or the pth power of H, has non-zero entries only
between the sites that are visualized in terms of p steps. In fact, the entry (Hp)mn is
(Hp)mn = (−1)p ( # of walks of exactly p steps connecting m to n). (9.2)
The adjacency matrix on the honeycomb lattice is H(1). This is zero except for sites
adjacent. When i is adjacent to j, H
(1)
ij is 1, the π theory matrix element is Hij = −1.
Thus the normalized Hückel Hamiltonian is H is minus the adjacency matrix
H1 = −H(1). (9.3)
From Fig(9.1) there are ways, starting at the central atom, that one can take two
steps. One way is going from the black atom to green and then to blue, the other
way is going to green and coming back. All two steps walk are of one of these two
types. This gives,
H2 = H(2) + 3I. (9.4)
To take three steps, one can start from black, go to green then blue and come back to
green. There are five different ways one can do it. The successive three steps would
take you to the nearest third neighbor two times and one way to the nearest fourth
neighbor one time.
H3 = 5H − 2H(3) −H(4) (9.5)
where H(1), H(2), H(3) and H(4) contain only first,second, third and fourth neighbor
interactions respectively. Then,









and so a more general Hamiltonian




















H̃ = −3αI + (1 + 5
2
β)H + αH2 − β
2
H3 = F (H). (9.7)
9.1.1 Extended Green functions
The idea here36 is to do the extension to a particular set of Hamiltonians having the
same eigenfunctions as H. More generally the algebra generated by H consists of all
Hamiltonians of the polynomial form






where the coefficients are real and the sum is over all independent powers of H up tp
some maximum n. It is assumed that the singularities of f(z) lie outside a circle in
the complex plane containing the eigenvalues of H. Consider G̃(z) be the Greenian




∣∣∣(z − H̃)−1∣∣∣φj〉 (9.9)
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which is the Greenian for the extended Hamiltonian. Thus, the Green function matrix
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In the later expression, the contour enclosed each singularity Eµ due to the eigenvalues
of H but no zeros or singularities of (z − F (h))−1. Deforming the contour, effectively
turning it inside out, we can make the integral into one over a curve that encloses only
the (much smaller number of) zeros of the denominator or singularities of (z−F (h))−1
where in this case F (h) is defined in Eq(9.7). Thus, including a minus, one has an






z − F (h)
(9.14)
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Consider f(h, z) as a polynomial in h, the roots are then functions of z. Let hk(z) be
the kth root of f(h, z) = 0 where,
f(h, z) = (z − F (h)) = β
2
h3 − αh2 − (1 + 5β
2
)h+ z + 3α. (9.15)
In general one can assume the poles are simple and treat the cases when this is not so
as exceptional. Confluence of poles leads to additional van Hove singularities. Then





















To find the boundary between the region in (α, β) at fixed z where there are three
real roots and the region where there is one, find the h discriminant by eliminating h






h3 − α h2 − (1 + 5β
2






h2 − 2αh− (1 + 5β
2
). (9.19)
If the two polynomials have the common root h then the polynomial resultant of
eliminating h between them has to be zero which gives the conditions for this:
g =27β3 z2 − β(16α3 + 36αβ(1− 2β))
z − β(48α4 + 8β + 60β2 + 150β3 + 125β4 + 4α2(1 + 32β + 13β2)) = 0.
(9.20)
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Each real root z signifies an additional van Hove singularity. The zero set marks
boundaries between where there are three real h roots and where there is only one h
root.
There will be multiple roots of g = 0 in Eq(9.20) where the number of van Hove
singularities changes by two. Further, it is appropriate to resolve the boundary be-
tween regions in α−β where there are two critical z values merge and become complex.
The transitions where the critical z-values (van Hove singularities) merge are found
from the discriminant of the quadratic:
g =27β3 z2 − β(16α3 + 36αβ(1− 2β))z




= 54 β2 z − β (16α3 + 36α(1− 2β)β) = 0 (9.22)
and thus eliminating z altogether I get,
β5 (4α2 + 6β + 15β2) = 0 (9.23)
The Eqn(9.23) gives the information about where the number of van Hove points
changes and how many of the van Hove singularities exist for that particular model


















9.1.3 Extended lattice results
The ellipse is centered at (α, β) = (0,− 3
15








center of the ellipse (α, β) = (0,− 3
15
), there is no transition as a function of z.
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Figure 9.2: Contour plot of the ellipse formed by the resultant of g. The x -axis is α
and y-axis is β.
Fig(9.2) represents the contour plot of the ellipse formed by the resultant of g
centered at rα and rβ. The number of van Hove singularities depends whether the α
and β are taken inside or outside of the ellipse, i.e, region AA or BB.
Figure 9.3: π-theory bands for an extended Hamiltonian. Red is when (α, β) = (0, 0)
and blue is when (α, β) = (0.18, 0.003).
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Figure 9.4: π-theory bands for an extended Hamiltonian. Left is when (α, β) =
(0.055,−0.0215) and right is when (α, β) = (−0.3178,−0.2152).
Figure 9.5: π-theory bands for an extended Hamiltonian in the BB region. On the
left is some extra dips in the band so the number of van Hove singularities on the
right changes at those points.
Fig(9.3) and Fig(9.4) represent four different bands for different values of α and β
inside and outside the ellipse on the region AA. One can see how the band structures
change for the chosen model parameters. This structural change in bands determines
the number of van Hove singularities in the DOS curves. Now we will be looking at
the DOS curves for those corresponding values of α and β.
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Figure 9.6: π theory bands for an extended Hamiltonian. Left is when (α, β) = (0, 0)
and right is when (α, β) = (0.1798, 0.0002958) outside the ellipse.
Figure 9.7: π theory bands for an extended Hamiltonian. Left is when (α, β) =
(0.055,−0.0215) and right is when (α, β) = (−0.3178,−0.2152) inside the ellipse.
Inside the ellipse in region AA is contained the Hückel model α = β = 0. All
models inside the ellipse have bands similar to the Hückel model with no extra dips
in the band structure as one can see in Fig(9.3) and Fig(9.4). Also there were no
extra van Hove singularities induced for the range of the model parameters in the
Fig(9.6) and Fig(9.7). In Fig(9.5), the value of α − β is taken outside the ellipse at
region BB, thus giving a change in structure in the band with some extra dips. The
bands show that they behave fictitiously metallic for that particular value of β. Also,




Recently, there is interest in properties that are manifested on the nanometer
scale of adsorbate systems. The project, preliminary results of which are reported
here, is to study approximate electronic properties of molecules adsorbed on planar
crystalline surfaces. The FAKE method or simply the π- orbital method provide a
real space picture of the electronic interactions. So, I adapted these methods, which
in principle can handle large, complex molecular structures with less computational
effort, to calculate properties of adsorbed molecules.
An approximate one-electron Green function based on the FAKE method is con-
structed and used to find properties including the local or projected densities of states
(LDOS or PDOS) of the adsorbates and substrates. So here for example, in this
model, we look at the adsorption of an isolated hydrogen atom in various registries
on the graphene surface. It is useful to see the effect of registry of the adsorbate atom
in order to interpret experimental results and to explore graphene’s potential appli-
cations. So the Green formalism is used to calculate PDOS including interactions of
the hydrogen with the graphene. This is done by Löwdin partitioning of the FAKE
Hamiltonian. Now I will describe the partitioning method.
10.1 Löwdin partitioning technique
If the Greenian G(z) of the Hamiltonian H is split to a zero-order part H(0) repre-
senting a clean graphene sheet and a perturbation part V representing the adsorbate,
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where G(0)(z) is for H(0), then the full G(z) has to satisfy a Dyson-like relation





This solution reflects the partitioning of the Hamiltonian H = H(0)+V where V is the
matrix that connects from one sub system of H(0) to other sub system. Quite gener-
ally, if A is a substrate and B is the set of atoms where V is non-zero or an adsorbate,
in this case, then A and B represents two independent parts of the Hamiltonian, the

































HAA, HBB are the unperturbed Hamiltonians of A and B where as HAB and HBA the
interaction Hamiltonians (perturbations of some kind). They are also VAB and VBA
in the matrix V which is purely off diagonal with VAB = V
†
BA. Then,
(zIAA −HAA)GAA −HABGBA = IAA,
(zIAA −HAA)GAB −HABGBB = 0,
−HBAGAA + (zIBB −HBB)GBA = 0,




−HBAGAA + (zIBB −HBB)GBA = 0,
(zIBB −HBB)GBA = HBAGAA,
GBA = (zIBB −HBB)−1HBAGAA.
(10.4)
Putting GBA back into Eq(10.3)(line 1),






















IAA − gAAHAB gBBHBA
)
GAA = IAA(
IAA − gAAHAB gBBHBA
)
GAA = (zIAA −HAA)−1 = gAA
GAA =
(




Similary replacing A→ B and B → A yields
GBB =
(
IBB − gBBHBA gAAHAB
)−1
gBB. (10.8)
Therefore one has the two complementary equations,
GAA =
(







IBB − gBBHBA gAAHAB
)−1
gBB. (10.10)
10.2 Chemisorption of Hydrogen
10.2.1 Hydrogen right on top of carbon
Figure 10.1: Schematic diagram of a Hydrogen atom placed right on top of a carbon
atom, namely atom 0. The labels 1,2,3,4,5 are the first, second, third, fourth and
fifth neighbors with respect to carbon 0.
The adsorption of a single H atom on graphene-like surfaces has been well studied
both at experimental and theoretical levels38–41. Here, we look at adsorption of an
isolated Hydrogen atom in various positions on the graphene surface. For this calcu-
lation, Hydrogen was placed at a distance of 2.5A◦ above the carbon, corresponding
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to measurement, and we studied the characteristic patterns induced in the electronic
projected density of states of both hydrogen and various graphene orbitals.
Figure 10.2: FAKE DOS for a single isolated hydrogen atom without coupling to the
substrate.
Figure 10.3: FAKE PDOS of hydrogen atom that is located at a distance of 2.5A◦.
A splitting in it’s energy level can be seen when it is coupled to a carbon atom as
shown in Fig(10.1). The H atom is directly on top of carbon 0 is allowed to interact
with 22 carbon atoms as shown.
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Figure 10.4: π theory: pz PDOS of an adjacent carbon atom, site 1 at Fig(10.1). Here
the zero of the DOS is still located at the Fermi energy, which is taken as zero on the
graphene. There is also a change in van Hove singularity on the valence band.
In the figures shown from the calculations presented here, you will notice the DOS
does not appear to go to zero at the energy of the Dirac cone (E = 0). This is due in
part to a numerical error in zone integration but mostly to curve smoothing inherent
in the graphics software. When both of these are taken into account the DOS goes
to zero at the cone energy.
Figure 10.5: FAKE DOS of an adjacent carbon atom, site 1 at Fig(10.1). The DOS
is not significantly changed anywhere in the energy spectrum.
Here, we try to study those effects of such defects on LDOS that are found to be
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related to magnetization on a graphene sheet5. Within the FAKE model, the mean
charge density is computed self-consistently,
〈qi〉 =
∫
ρi f(E − Ef ) dE (10.11)
where ρi is the partial density of states, and f(E − Ef ) is the Fermi function. This
self-consistent charge provides the local density of states on each atom. In essence
the charge dependent part of Hii is an on-site Hubbard interaction
42. During the
self-consistent calculation, the number of spin-up and spin-down electrons are fixed
for graphene. In a pristine graphene, the number of A and B sublattices are equal to
each other. So the net charge is equal to zero. By putting a hydrogen above graphene,
the lattice distortion takes place. There is an amount of charge transfer that takes
place between the two subsystems. The adsorbent carbon is pushed a little above by
its neighbors towards hydrogen changing the hybridization to sp3. In a 2D graphene
plane, a vacancy is created at a site where the carbon was previously localized. This
implies that the number of atoms A(NA)) and B(NB) are not equal anymore. The





Lieb’s theorem shows that in the attractive Hubbard model, the ground state has the
spin angular momentum S = 0 for every electron filling. However in the repulsive
case, with a bipartite lattice and a half-filled band the spin is given by Eq(10.12) and
the ground states are unique in both the cases.
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Figure 10.6: The DOS of the first neighbor is changed from blue to red. The change
is coming from pz contribution that was seen in Fig(10.4).
So this induces the magnetic moment that will be localized around the distortion
plane. If the attachment carbon is in sublattice A, the magnitude of the induced
magnetic moment in sublattice B is larger than in A5. This tells that the effective
magnetic interactions between spins in opposite sublattices is antiferromagetic but
on the same sublattice is ferromagnetic.44–47.
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10.2.2 Hydrogen above the center of a ring
Figure 10.7: An isolated atomic hydrogen is placed at a distance of 2.5 A◦ above from
the center of 2D graphene ring.
In this section, I computed the LDOS of graphene and hydrogen when the hydrogen
was positioned to be at 2.5 A◦ above the center of the cyclic ring asopposed to directly
on top of a carbon. Thus induced different DOS at different sites is shown as follows:
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Figure 10.8: FAKE PDOS on hydrogen. There are two more peaks that have arised
in the valence part after the coupling of hydrogen with graphene.
Figure 10.9: π theory. The induced π DOS on adjacent carbon atoms due to the
coupling of hydrogen at a distance of 2.5A◦ above the center of the ring in the sites
1, 2, 5, 14, and 16 as shown in Fig(10.7).
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Figure 10.10: FAKE DOS: The DOS of one of the carbon site inside the ring has
changed from blue to red. It is seen that there is a small change is DOS which is
coming from the contribution of pz orbital. The other PDOS stays the same.
In Fig(10.8),Fig(10.9),Fig(10.10), the DOS that is induced after the substrate is
coupled with an isolated H as shown in Fig(10.7)is shown. There are two new peaks
that appear below the peak for hydrogen in Fig(10.8). In the substrate, there is a
splitting of energy in the previous van Hove singularity in the valence band. There
is another new peak appearing in the neck of the DOS. Looking at the FAKE DOS,
the σ states haven’t changed significantly. The red peak shows that it is appearing
from the π contribution that we explained above.
10.2.3 Hydrogen above and in between the bonds
In this section, the hydrogen was placed at a distance of 2.5A◦ above the bond between
the two sublattices as shown in Fig(10.11).
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Figure 10.11: An isolated hydrogen placed 2.5A◦ above the mid distance between site
1 and 4.
Figure 10.12: The PDOS of the hydrogen from the kind of configuration described in
Fig(10.11) is only shifted and broadened from atomic hydrogen .
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Figure 10.13: The π DOS at sites 1, 2, 7, 16, and 18. Only the first neighbor seems
to change its shape. However, the change is not as significant as from other registries
shown above.
Figure 10.14: The total DOS at site 1. Blue is the uncoupled DOS whereas the red
is new coupled DOS. There is no change is total DOS for this kind of registry at all.
Fig(10.12),Fig(10.13),Fig(10.14), show the DOS of hydrogen and carbons after the
coupling with the registry described above is made. The DOS for hydrogen doesn’t
change significantly, still being the same. Also for carbon, only the first neighbor
DOS changes in between the neck and the van Hove singularity observed before in the
valence band. The other characteristics remain the same. The changed contribution
is mainly coming from π state. The FAKE DOS shows that the total DOS remains
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unchanged with this type of registry because the DOS before and after adsorbing the
hydrogen appear to be the same.
Figure 10.15: The distortion of the lattice due to displacement of the adsorbent carbon
atom and rehybridization from its initial sp2 hybridization to sp3. The H atom (above)
distorts the carbon lattice and causes rehybridization. The rehybridization describes
apprximately the local change in the Hamiltonian
It was anticipated that at very low temperature (<30K), H atoms would not stick
to pristine graphene48. However, it was shown experimentally that hydrogen atoms
do stick on graphene surface when emitted from a 2000 K thermal source49. Most of
the experiments use a hot ( 1600 K - 2200 K) H atomic beam to chemisorb H atoms
to graphene50,51. In a recent study of adsorbate-induced magnetization, Gonzalez
et al28 removed effectively a pz orbital from the π manifold via this rehybridization
mechanism at the location of a single carbon atom by adsorption of a single H atom
experimentally. Doing this, the initial sp2 hybridization plus pz of the corresponding
carbon atom was effectively changed due to lattice distortion to sp3 hybridization52–56.
The new configuration makes a path for charge transfer through an initially stable
graphene. It is important to model and observe the smallest structural change that
is thus induced in the substrate. The defects that arise from the chemisorption have
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been expected to lead to a better theoretical understanding of graphene5.
In more detail, it was assumed that the chemi-adsorbed H atom causes an effec-
tive vacancy in the π manifold of the unperturbed graphene plane. This vacancy fails
to preserve the three-fold symmetry of the individual adjacent atoms reducing it to
two-fold. So I have studied the characteristics of such graphene lattice irregularities
by including an adsorbed hydrogen atom on a graphene substrate within a FAKE
calculation and also in just the π-orbital approximation. In a study of long-range
electronic effects on graphene due to adsorbed hydrogen atoms, Ruffieux et al.40,57
deposited a single atom of hydrogen at an apparent height of 2.5A, as suggested by
the scanning tunneling microscopy, which showed surrounded by a complex threefold
pattern. By comparing with the DFT studies and simulated STM images, the reso-
lution was good enough to identify the adsorbate as a single H site with either the
α = 1 or 2 atomic sublattices of the graphene. Actually, I think this means they were
able to identify which sublattice the H was on and call that, let’s say the α = 1 sub-
lattice. Then they could compare neighbors on the α = 1 or α = 2 sublattices with
the pure graphene case. The narrow peaks in the density of states can be observed
also at Ef from the DFT calculations
52. This motivates us studying DOS on different




In Chapter I, implemented the FAKE method developed by Frank Harris et. al to
form a model Hamiltonian for molecules and solids that contain carbon, hydrogen,
oxygen, nitrogen and fluorine. The results are then compared with those of Snyder
and Basch24 first-principle methods and are found to be satisfactory. The method is
advantageous over other methods like DFT and Monte Carlo simulations because it
requires less time to study large molecules and is expected to be advantageous also
for solids.
In Chapter II, I used the method of Least Squares to express a standard Slater-
type atomic orbital (STO) basis in terms of three gaussian type orbitals.The expo-
nents and coefficients for 1s, 2s, 2p and 3d orbitals are optimized and are given in
Table(2.1). Also, I found generating functions for computing the overlap and kinetic
energy integrals for gaussian type orbitals in three dimensions.
Chapter III focuses on tight-binding method in general which is an approximation
method that prove to be useful especially for qualitative understanding of the eigen-
functions. I have applied it as a formalism to study graphene which is the substrate
solid for my research on adsorbate because tight binding gives a localized description
of the valence and low-lying conduction bands and states appropriately. The FAKE
method is adapted to give the solid state matrix elements.
In Chapter IV, I study electronic properties of a simple 2D graphene using tight-
binding within the FAKE model. This chapter reviews the use of lattice translation
and reciprocal lattice vectors. I have used Bloch’s theorem to write eigenstates us-
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ing a symmetry-reduced lattice Hamiltonian. The resulting band diagrams compare
reasonably well with first principle linear augmented plane wave(LAPW) method
calculations by Kogan and Nazarov2.
In Chapter V, the Green functions are applied to a Schrödinger equation that
becomes a matrix representation in a Bloch symmetrized atomic orbital basis set in
the LCAO formalism. The Green functions are used to compute local or projected
densities of states. I have applied the method of Brillouin zone Gaussian quadrature
points of Monkhorst and Pack to compute charge and produce LDOS graphs for
graphene.
In Chapter VI, I looked at a projection method for the LDOS of a graphene with
edges and tears. LDOS and spectral density graphs Fig(6.9) and Fig(6.10)were found
for the edge states and compared to others’ results in the literature. The strong peak
right at the Fermi level was observed in contrast to the LDOS of a graphene for an
infinite sheet. The contour plot of the spectral densities shows an area that has a
high probability of finding the electrons.
In Chapter VII, a model calculation was developed for an imperfection in graphene.
I have looked at the electronic structure near a missing carbon atom resulting in a
vacancy in the graphene sheet. In order to create a vacancy, the potential at that site
is allowed to be infinite so as to push the electrons out the region making a hole. In
this way, the induced local density of states at any site in the lattice can be observed.
In Chapter VIII, I consider briefly the interaction of graphene layers in different
graphite structures or graphene multilayers. I have studied the response in electronic
properties of graphene for more than one layers in an AA stacked model. For such
a model when a number of layers are added, the response DOS on a top is the sum
of that number of layers shifted by the coupling parameter. Also, the DOS at Fermi
level is found to be non-zero making graphite metallic from semi-metallic.
In Chapter IX, I applied a Green function extension theory36 to study a π theory
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model Hamiltonian studied a model Hamiltonian that is extended up to its first four
neighbors. The matrix power p of the Hamiltonian H was visualized in terms of walks
of p steps. So a Green function was computed from the extended Hamiltonian as a
function of five different parameters. Assuming that the resulting poles in the complex
energy plane of the integrands were simple, they were treated in the cases where they
were not exceptional. Thus the density of states for a graphene was computed based
on an extended π theory. There were no extra van Hove singularities induced for the
range of model parameters studied and hence no extra dips in the band structures
the α and β parameter values of the model were inside a certain region.
In Chapter X, I studied the chemisorption of atomic hydrogen on a graphene
substrate. I used the self-consistent one-electron atomic Hamiltonian to couple the
substrate and the adsorbate. Then I computed the one-electron Green functions
using Löwdin partitioning technique to find the local density of states. I looked at
the adsorption of an isolated hydrogen atom in various registries. The observed DOS
in hydrogen shows an energy splitting. By putting the hydrogen, the graphene lattice
is distorted, and the lattice is not bipartite anymore. The total number of spin in the
2D plane is not zero anymore and there must be some magnetic moment induced in
the periphery due to the adsorption.
In summary, I have studied one-electron properties associated with zigzag edge
states, lattice defects, doping and multilayers of graphene within the simple π theory
and or FAKE model. When a molecule is adsorbed on an infinite graphene substrate,
electrons tunnel back and forth between substrate and adsorbate. Since the LDOS
of the substrate atoms has a spectral continuum, the LDOS of the adsorbate will
broaden and shift, via Fano effect58. That is, where an isolated molecular state of
the adsorbate is stationary and hence an energy eigenstate with a single well-defined
energy, coupling it to the substrate permits it to decay, and hence causes a shift and
acquire a finite lifetime broadening ∆E∆t ∼ ~ where ∆E is the energy width and ∆t
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is the decay time.
The method used reasonably predicts qualitative feature of the local density of
states and other measurable properties of interest. The advantage of this method is
to obtain efficiently qualitative suggestions of spectral features that appear in the ex-
periments. This way, it relates such features conceptually to the physics of adsorbate
systems. The formalism is also useful to study electronic behavior in response to the
perturbations such as alterations of molecular configurations. The theory provides
some qualitative insight into properties of complex adsorbed molecules. My study has
shown that the results agree qualitatively with experimental measurement on such
adsorbate systems. The Green-function based formalism are directly related to the
angle-resolved photoemission spectroscopy (ARPES). The data collected in ARPES
probes the properties on the band structures, Fermi surface, energy gaps etc.
So my study leads me to believe that the chemisorption of an isolated H atom is
indeed possible. This study reproduces the theoretical prediction of DFTin agreement
with experiments that the spectral effects of adsorbed atomic hydrogen are closely
related to the effects of a lattice vacancy. This fact, and the related fact that the
perturbation affects one sublattice preferentially over the other is most easily under-
stood in the LCAO context of the current study. The difference between the DOS
with respect to different positions of carbon atoms: on top of a carbon atom, on top of
the hexagonal ring, on top of the carbon-carbon bond are significantly different from
one another. The isolated hydrogen atom does have an influence on the graphene
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