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確率が時間の経過とともに変わるモデルに利用できる．この計算の実行では，高速にん（力，后，
m）を求めることが重要になる．システムの1ifetimeについての議論，Tのモーメント（とくに
平均や分散），P（T≦左）やpdfを陽に求めること，またP（TくC）の評価，例えば，m→・・のと
きの極限分布，などの議論がなされていることを紹介した．
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              統計モデル評価規準の構成
                                  小 西 貞 則
 情報量規準AICは，最尤法に基づく予測分布の構成とKu11back－Leib1er情報量の採用に
よって，極めて適用範囲の広い柔軟なモデル評価規準となり，諸分野の現象解明に大きく寄与
してきた．現在，計算機の発展・普及にともない，あらゆる分野でより複雑かつ高次の情報処
理の必要性が生じ，最尤法の枠をはずしたモデル，ベイズアプローチによるモデル等，多様な
統計モデルの構築が試みられている．このような状況に対応して，様々なモデルを評価するた
めの規準構築を目的として研究を行った．
 いま，想定したモデルの密度関数を！（κ1θ）（θ∈θ⊂艀），未知の確率分布G（ズ）からの大き
さmの標本をX、とする．このとき，将来観測されるデータzに対する予測分布を何らかの方
法で構成し，これをゐ（z l X、）とおく．例えば，パラメータθの推定量θに対して，ゐ（21X、）
＝！（z lθ）を用いるのも一つの方法である．この種の予測分布に対する評価規準の構成につい
ては，小西（1993）で検討した．
 一方，ベイズアプローチに基づいて構成された予測分布に対する評価規準の構成を考えると
き，パラメータの推定値を通して直接陽に表現できない予測分布も含めて検討する必要がある．
このような予測分布に対する評価規準構成の第一段階として，一般に
                  一  1   一     一 一 1 一 （1）       ゐ（zlx、）＝！（21θ）十一々（zlθ）：  θ＝θ十一ψ
                     m                     m
の形で与えられる予測分布について考察する．これは，ベイズアプローチに基づく基本的な予
測分布が，Lap1ace Methodの適用によって（1）式の形に帰着されることを用いている（例え
ば，Tierney and Kadane（1986））．
 このとき，ある正則条件のもとで，予測分布ゐ（21X、）の平均対数尤度の推定量として与えら
れる情報量規準は
（・）1肌，δ）一一・書1・・帆1兄）・÷蛇州兄，6）［∂1o9苓許θ）1仁、
となる．ただし，推定量θは力次元汎関数ベクトルT＝（ハ，．．．，η）’に対して，θ＝T（G）で
与えられ，刀1）（X、；6）は，ハの経験影響関数とナる．通常，ベイズアプローチに基づいて構
成された予測分布に対しては，（1）式の推定量θは最尤推定量となる．
 標本数がモデルのパラメータ数と比してそれほど大きくないとき，（2）式の右辺第二項のバ
イアス補正は有効に働かない．このような場合には，解析的に求めた情報量規準（2）を予測分
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市の平均対数尤度の一つの推定量とみて，さらにバイアスの二次補正
班一 m帆；δ）／（一・・）一ル（・）1・・ゐ（・1兄）ゐ1
を行う必要がある．実際，この項には事前分布π（θ）の高次微分が含まれ，事前分布の尤度に対
する影響の強さを反映する項でもある．このバイアス補正項は極めて複雑な形をしているが，こ
のような問題に対しては，ブートストラップ法の適用が有効で，数値的にバイアスの二次補正
を実行することが可能となる．
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      統計量のなめらかさと漸近展開に関するいくつかの結果
                                 吉 田 朋 広
 マリアヴァン解析の統計学への応用に関して，混合型分布の漸近展開，マルチンゲールに対
する漸近展開，バナッハ空間に値をとる汎関数と推定量の滑らかさに関する研究を行った．こ
こではとくにマルチンゲール中心極限定理の精密化に関する結果についてのべる．
 独立観測の場合のクラーメル条件に対応する条件として，マルチンゲールに対して部分積分
可能性を仮定すると，マルチンゲールに対する漸近展開が証明できる．
 連続マルチンゲールのtriangu1ar array（M、，亡：Oく左くτ、），m∈W，を考える．各マルチン
ゲール（M、（才）：0くオくτ、）は確率空間（肌，P、）上で定義されているとする．Oに収束する
正数列（γ、）をとる．（肌，P、）上の汎関数ψ、（〃）がOくψ、く1であり，もしψ、（〃）＞0ならば
T”くτ、がなりたつとする．ここで，τ”は停止時で
                プ7’十α（〈〃、〉η。莇一1）く1
を満たすとする白αはO＜α＜1／3なる定数，簡単のため，M。，。。をM。，〈M。〉τηを＜〃。〉苧表す．
 THEOREM．ある確率空間上に確率変数（Z，ξ）が存在して
              （〃、，プ万1（＜M、〉一1））→d （Z，ξ）
とする．M、に対して部分積分の設定を仮定する．このとき，任意の力＞1に対してある定数C力
が存在して
  …〃［・（一一一1（仏）1一工へ、、加（・）るく・l11一価111・・〃（1■α〕ノ211・一仏111・・（η）
が任意のm∈Wに対して成り立つ．ここで，
            加（・）一φ（尾）・ト細ξ1・一・1φ（・））・
