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Abstract
We present a short review based on the nonlinear q-voter model about problems and meth-
ods raised within statistical physics of opinion formation (SPOOF). We describe relations
between models of opinion formation, developed by physicists, and theoretical models of
social response, known in social psychology. We draw attention to issues that are interesting
for social psychologists and physicists. We show examples of studies directly inspired by
social psychology like: “independence vs. anticonformity” or “personality vs. situation”.
We summarize the results that have been already obtained and point out what else can be
done, also with respect to other models in SPOOF. Finally, we demonstrate several analyti-
cal methods useful in SPOOF, such as the concept of effective force and potential, Landau’s
approach to phase transitions, or mean-field and pair approximations.
Keywords: opinion dynamics, agent-based modeling, social influence, voter model, Sznajd
model
PACS: 05.20.Dd, 05.40.-a, 05.45.-a, 05.70.Fh, 75.10.Hk, 87.23.Ge
1. Introduction
It is well known that most of the social phenomena, such as opinion dynamics, atti-
tude polarization in group discussions, stereotype formations, or the language evolution are
collective phenomena, which emerge as a result of repeated interactions between multiple
individuals [1, 2]. From this point of view, it seems that tools of statistical physics should
be ideal to study such processes. Indeed, they often provide an effective approach to deal
with various social systems. Non-equilibrium nature of social phenomena does not facili-
tate this analysis. However, it makes the study more attractive from the perspective of the
development of modern statistical physics, where non-equilibrium processes are still poorly
understood [3]. Simple mathematical models will undoubtedly play a fundamental role in
this progress, similarly as they did in the case of the theory of equilibrium phase transitions.
It is enough to mention one of the most important models of statistical physics – the Ising
model. It has been inspiring researchers for almost a century, and it has already provided a
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lot of information about equilibrium phase transitions. In the field of opinion dynamics, a
similar role is played by the voter model, which is a prototype of one of the main universality
classes of non-equilibrium phase transitions [3, 4]. More information about the voter model
and its sociologically inspired extensions can be found in a recent review under Ref. [5]. The
q-voter model, considered herein, is its generalization [6].
Models of opinion formation have been developed and analyzed extensively during re-
cent decades. Many of them are humorously called toy models since they are not empirically
founded, or they seem to be oversimplified to properly illustrate real opinion dynamics. Some
visible inspirations drawn from physical systems can be also thought-provoking, like a fre-
quently used binary format of opinions, or social influence modeled as a physical interaction
between particles. In such a situation, statistical physics of opinion formation may be
treated by many as a spoof (i.e., a mocking imitation) of opinion dynamics in real societies.
However, only within simple models, one can search for some universal laws and answer gen-
eral questions. Yet, there is another justification, which comes from social sciences. Equally
simple models are often proposed by sociologists or social psychologists. In a field of opinion
formation, one of the best example is the Watts threshold model [7].
In social sciences, agent-based modeling is used to study social phenomena. Typically,
such an approach is associated with computational sociology [8]. However, agent-based
models turn out to be useful also in the field of social psychology [2, 9, 10]. On the one
hand, the knowledge of individuals’ behaviors allows us to build a model, and thus, obtain
some hints about the collective behavior of the whole society. On the other hand, one can
build several versions of the model that is aimed to describe a certain social phenomenon
and try to match the macroscopic pattern to the one that is known from the reality. In such
a way, we can shed some light on the rules that govern the dynamics at the microscopic
level, and thus, contribute to the development of psychological theories [2, 9]. Moreover,
agent-based models build a bridge between the description of human interactions (social
psychology) and the description of structures and processes observed at the level of whole
societies (sociology).
The aim of this paper is to present essential concepts and results from the field of opinion
dynamics in an accessible way not only for the practitioners but also for the newcomers. Al-
though we keep some level of generality, we focus mainly on the nonlinear q-voter dynamics,
which has gained a great deal of attention recently. This model together with its extensions
seem to be particularly interesting not only from the physical point of view but also from
the psychological one. Physicists extensively study various phase transitions it exhibits
[6, 11–16] whereas psychologists focus on its connections with models of social responses
[17–21]. Moreover, the q-voter dynamics serves frequently as a starting point for other mod-
els of social processes, including polarization of opinions [22, 23], diffusion of innovations
[19, 24, 25], or group formations [26–28]. The review structure is as follows. Section 2 is
devoted to some fundamental facts from social psychology that can be helpful in building
agent-based models. In Section 3, one can find questions that have been inspired by social
psychology and still can be raised in the field. Section 4 presents a classification of opinion
formation models together with a few representatives of each class. In Section 5, we provide
an overview of the nonlinear q-voter dynamics whereas in Section 6 we briefly comment on
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the possible methods for their validation. Finally, in Section 7, we explain the key concepts
behind analytical tools used to study opinion dynamics. This section provides also examples
of their applications in the context of the nonlinear voter dynamics. We hope that this part
will be useful for researchers coming from the outside of statistical physics. We conclude
the work in Summary 8.
2. Hints from social psychology
This paper is intended to be a short review, and thus, let us only list briefly the most im-
portant facts that should be taken into account while building a model of opinion formation,
for an exhaustive review see Refs. [29–31]:
1. Social influence is undeniable and central to the field of social psychology. It applies
to any situation in which an individual’s opinions or behaviors are affected by the real
or imagined presence of the source of influence [32].
2. The most common, the best studied, and the most powerful of all social responses is
conformity. It always manifests as a match to a certain source of influence [31].
3. Social psychologists differentiate between several types of conformity, including two
well recognized: conversion (conformity at both public and private levels) and compli-
ance (public conformity without private acceptance) [1, 32].
4. It has been found in experiments that the impact of conformity, especially compliance,
increases with the size of the unanimous influence group but only up to a certain
threshold: a group of 3 to 5 people is more influential than just one individual or a
pair. However, increasing this number beyond 5 yields diminishing return [30, 33, 34].
5. Social experiments show that conformity (compliance) is reduced dramatically if the
group of influence is not unanimous [33, 34].
6. In experiments, people conform more in their public responses (in front of others) than
in their private ones (anonymously writing their answers) [34].
7. A personality is not the best predictor of behaviors [35]. Initially, psychologists believed
that social behavior depends on personal attitudes and traits. Then, in late 1960s and
1970s, social psychologists observed only weak connections between personal traits
and social behaviors. These findings initiated famous person-situation debate that has
lasted for about 40 years [36]. Currently, researchers agree that a personality seldom
precisely predicts human actions, however, it still can be a good predictor of the
average behavior across many situations. Moreover, predictive powers of personality
are generally better when social influences are weaker.
8. Conformity is not the only type of social response. The complementary behavior is
known as nonconformity. There are two main types of nonconformity: independence
(resisting influence) and anticonformity (rebelling against influence) [32].
9. In social psychology, there are several descriptive models of social response, which are
aimed to identify the minimum number of variables that are needed to distinguish
between different types of social responses; for a review, see Ref. [31]. Some of these
models distinguish only between two types of response and some between 16 [20, 32].
3
3. Questions that have been inspired by social psychology
As written in the previous section, there is a specific subfield of social psychology, so-
called models of social response, which addresses the issue of describing responses to social
influence. A basic goal of researchers working in this field is to identify the minimum number
of variables that are needed to distinguish between different social responses [31]. Such a
distinction within a social experiment is not that simple. Imagine an individual that takes
part in the experiment and has to choose only one from two possible options, which can
be thought of as opinions as well. Its state, which is also called a position in psychological
literature, can be encoded by + or −. Such a binary format was introduced within several
models of social response including the Willis symbolic scheme [37], four-dimensional model
[32], or diamond and double diamond model [31]. Now, the subject of the experiment,
initially in the position +, is exposed to the source of influence, which is in the state −.
After the exposure, we measure again the state of the subject, and the result turns out to
be +. Within the Willis scheme, such a social response corresponds to the pattern + − +
and is called independence [37]. However, how can we be really sure that this is indeed
independence and not anticonformity, which can also lead to the same response pattern. In
fact, we cannot, and therefore, the multi-trial diamond model has been proposed [31]. We
can determine the type of social response only if we expose the same subject to another
source of influence, this time in the state +. If the subject is still in the position + after the
exposure, then we really deal with independence. On the other hand, if the result turns out
to be −, we witness anticonformity. However, is it important at all to distinguish between
these social responses form the macroscopic point of view since both of them seem to play
a similar role in the society? They do not support a consensus, and they tend to lower
agreement in a system. In fact, independence and anticonformity are even referred to by
the same term, that is, nonconformity. Maybe both of them lead to the same macroscopic
behavior as well? In such circumstances, an interesting question can be formulated as follows:
“Would it be possible to distinguish the world without independence from the one without
anticonformity, at the level of societies?” [17, 18]. The answer to such a question can be
easily found with the help of agent-based modeling. All one has to do is to look for any
macroscopic differences between models with different microscopic dynamics. Until now,
a systematic comparison of independence and anticonformity has been done within the q-
voter models without [11] and with the threshold [21, 38] on a complete graph. However, the
issue independence vs. anticonformity is still not closed. More realistic formulations of
models or studies conducted on different network structures may change the answer. One
can also consider other combinations of social responses or models of opinion dynamics. For
example, the majority-vote model covered only conformity and anticonformity in its original
formulation [39, 40]. However, the role of independence was studied afterwards on several
structures, including square lattices [41] and random graphs [42].
Another interesting question that has been inspired by social psychology is related to
the long-standing person-situation debate [36, 43, 44]. The matter of the discussion lies in
the question whether a personality or a current situation at which the decision is taken de-
termines more accurately human behaviors. Personality psychologists clam that individuals
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can be characterized by a set of relatively stable and enduring dispositions. These traits are
believed to provide some useful insights on human behaviors in a wide range of situations.
However, predicting behaviors based on personal traits is undoubtedly limited by variable
conditions in which the decision is made. In some situations, the expectations to act in a
certain way may be even so strong that they dominate over an individual’s traits. As a
result, behavioral conformity takes place [43]. In fact, there is no strong empirical evidence
for the predictive power of intrapersonal features, and this is a main argument in favor
of the opponents’ theory [29, 35, 43]. Situationists challenge such a personality-oriented
ideology, and they argue that behaviors are determined by situational factors rather than
personal dispositions. Although the debate has not been fully resolved to date [36, 43], it
seems that both sides of the conflict have their points. Traits are, indeed, poor predictors
of people’s momentary actions, which may be variable in different situations, however, they
predict well general trends in human behaviors, and explain differences between people [44].
Obviously, the questions raised in the debate are relevant to agent-based modeling. If per-
sonality matters, we would probably like to study systems with heterogeneous agents. This
heterogeneity can be achieved in several ways, for instance, by mixing agents with different
attributes [45–48], rules of behaviors [16, 19, 49–51], or memories [52]. Moreover, these two
competitive ideologies recall two different approaches used to model disorders in physical
systems. Since the personality is postulated to be stable and enduring, the behavior that
results from it can be associated with quenched disorder, which is frozen in time, however,
can change from one agent to another. On the other hand, variable conditions of different
situations enforce the behavior that resembles more annealed disorder, which varies over
time. Thus, the debate personality vs. situation comes down to the question what are
the observable differences between systems with quenched and annealed disorders [16]. In
such a case, one can compare the same models under these two approaches and check if they
lead to distinguishable results at the macroscopic level. The answer is not always intuitive
and may depend on a particular dynamics. For instance, if we consider the q-voter model
with anticonformity, both approaches will produce the same macroscopic picture. On the
other hand, when we take the q-voter model with independence, the system will exhibit
different types of phase transitions depending on the applied approach [16]. In fact, not
only behaviors can be quenched or annealed, the same idea can be used while modeling the
agents’ attributes or network structures.
4. Models of opinion formation
A recent review of opinion formation models can be found in Ref. [53]. In this paper, we
focus mainly on different versions of the q-voter dynamics. However, to get a better picture
of the field, let us start with the general classification of the opinion formation models.
The most straightforward one is based on the way the agents represent their opinions. In
general, the opinions can take many forms. They may be encoded by a single variable or
whole vectors of variables. Additionally, these variables can be either discrete or continuous.
In the case of vectors of opinions, different combinations of discrete and continuous variables
come into the play as well, as for example in the CODA model [54, 55]. Moreover, further
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differentiation can be made with respect to the number of agents that can change their
opinions at the same time. Some models like the Watts threshold model [7] allows only
one agent at a time to reconsider its opinion. These models are referred to as single-flip
dynamics. On the other hand, there are models that do not have similar constraints, and
several agents can change their minds simultaneously, like in the Galam majority model [56].
These are multiple-flip dynamics.
Under such a classification of opinion formation models, schematically illustrated in
Fig. 1, the q-voter model belongs to a broad class of single-flip, binary-state dynamics.
Thus, Section 7 is devoted specifically to analytical methods used to study models from this
broad class. The exact place of the q-voter dynamics is marked with thick arrows in the
classification tree. In the same class, one can find the already mentioned Watts threshold
model [7], the majority-vote model [4, 40, 57] or known from statistical physics Ising model,
which has been used to study opinion dynamics as well [58, 59]. Let us also mention a few
representatives of the other classes:
1. Probably the most famous models that use a single continuous variable to represent
an agent’s opinion are models of bounded confidence (for a review, read Ref. [60]). We
can find among them, for example, Deffuant-Weisbuch [61] and Hegselmann-Krause
[62] models.
2. A single binary variable is one of the most popular ways to encode an opinion. The
majority-vote model [4, 40, 57], the Watts threshold model [7], and the q-voter model
[6] are examples of single-flip dynamics. On the other hand, the Galam majority
model [56] and the Sznajd model [63] in its original formulation represent multiple-flip
dynamics.
3. A single discrete variable with more states than two is less popular, however, it is still
used to model political attitudes [64] or consumer choices [65]. The generalized version
of the majority-vote model [66] can be also mentioned here as an example since the
opinions can have an arbitrary number of states after the generalization.
4. A vector of discrete opinions shows up in the model of dissemination of culture intro-
duced by Axelrod [67] or in the model of political attitudes described by the political
compass [68]. A vector of two discrete variables was also used to distinguish between
the agents’ opinions that are publicly expressed and private. This differentiation be-
tween public and private levels of opinion has been introduced to the voter model [69]
and the q-voter model [20].
5. A vector of two variables of different types: one continuous, describing an opinion,
and the other one discrete, describing an action, has been studied in the CODA model
[54, 55]. Here, the continuous opinions measure how certain each agent is about its
action.
6. A model in which opinions are represented by two-dimensional vectors of continuous
opinions has been introduced by Fortunato et al. in the bounded confidence consensus
model [70].
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Opinions
Single Vector of opinions
Discrete Continuous
Binary Several states
Single-flip Multiple-flips
MixedDiscrete Continuous
Figure 1: General classification of the opinion formation models, based on the way the agents represent their
opinions.
5. Review of nonlinear voter models
The nonlinear q-voter model was proposed in 2009 [6] as a simple extension of the voter
model, which was initially intended to study interspecific competitions. In the original
version, a voter imitates the behavior of its one randomly picked neighbor. The proposed
extension was based on the idea of unanimity, which is crucial for an effective social influence
according to the experiments, as described in Section 2. Therefore, in the q-voter model, q
randomly selected neighbors have to posses the same opinion to exert the social pressure.
In the language of agent-based modeling, the q-voter dynamics can be formally defined as
follows. We consider a graph of N nodes labeled by i, each occupied by exactly one agent,
illustrating social structure. All the agents are described by binary variables Si = ±1 that
represent their opinions, let us say, a positive and a negative one. One agent after the other
is selected at random from the whole population of voters. The chosen agent may change
its opinion by following the updating rules [6]:
1. Create a group of influence comprised of q randomly selected neighbors of node i.
2. If all q neighbors are in the same state, the chosen agent at i takes the common opinion
of the influence group.
3. Otherwise, if the selected voters in the group are not unanimous, the chosen agent
changes its opinion to the opposite one Si → −Si with probability ǫ.
Of course, various modifications of the above dynamics have been created so far. Some
versions of the model may allow [6, 14, 26, 27, 45] or prohibit [12, 16, 71, 72] repetitions of
the same voter in the influence group for different reasons. Since q stands for the number
of agents in the group, one could expect it to be a positive integer. However, an alternative
interpretation of the parameter q is possible, which allows us to take any value of q > 0.
In this alternative definition, voters can change their states with probability proportional
to the fraction of nearest neighbors in the opposite state raised to the power q [6, 14, 26–
28, 51, 73]. Notice, that if repetitions of voters in the influence group are allowed, both
definitions coincide for q being a positive integer.
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The q-voter model is called nonlinear since the probability f(x) that a voter changes its
opinion surrounded by a fraction x of disagreeing neighbors takes a nonlinear form. For the
original model introduced in Ref. [6]
f(x) = xq + ǫ [1− xq − (1− x)q] . (1)
In contrast, this probability is a linear function f(x) = x in the case of the voter model. For
ǫ = 0, we obtain the rule introduced for the Sznajd model according to which “if you do not
know what to do, just do nothing” [63]. This value of ǫ has been used in most of the later
publications on the q-voter model [11, 12, 22, 23, 38, 45–47, 50, 74–77].
There are two particularly interesting research areas related to the q-voter model. The
first one is connected with absorbing consensus states, which the original model possesses.
Since these states are the final ones, the consensus time required to achieve them can be
measured. The exit probability, i.e., the probability that the system ends up with all positive
voters starting from a fraction x of them can be studied as well [74–76, 78, 79]. The second
line of research is related to phase transitions exhibited by the system, their identification
and classification. This aspect is particularly interesting when other types of social responses
are introduced into the q-voter dynamics. In the original model, the interactions between
individuals are limited to conformity. This type of social influence resembles ferromagnetic
interactions and tends to increase the agreement between voters. However, conformity is not
the only type of social response that can be introduced into the model. In fact, it is possible
to include all of the behaviors described by the most sophisticated models of social response,
including four-dimensional model [20, 32]. For instance, the second widely recognized social
influence, right after conformity, is nonconformity. It can take one of two forms:
• Independence – resisting influence. In this case, the decision about the opinion change
is made independently of the group norm. It has been argued that independence plays
a role similar to temperature [38] or noise. Indeed, one kind of the voter model with
this type of nonconformity is frequently called the noisy voter model [14, 80–82].
• Anticonformity – rebelling against influence. Anticonformists are similar to con-
formists in the sense that both take into account the group norm – conformists agree
with the norm, anticonformists disagree. This resembles anti-ferromagnetic interac-
tions [38], which destroy the order in the system. In sociophysics literature, agents
that respond in this way are often called contrarians [51, 83, 84].
In Ref. [11], two versions of the q-voter model with these types of nonconformist behaviors
were introduced. In each version, one type of nonconformity occurs with probability p
whereas conformity with complementary probability 1 − p. Within the first version of the
model, nonconformity is defined as independence. Thus, with probability p, there is no
social pressure from the influence group. However, a voter can anyway independently decide
to change its opinion with probability 1/2. Within the second version, on the other hand,
anticonformity plays the role of nonconformity. In this case, with probability p, an agent
takes the opposite opinion to the unanimous group of influence.
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The basic difference between the original q-voter model only with conformity and the
models with nonconformity is that there are no absorbing states in the modified versions [11].
In the models with nonconformity, nonconsensus majority states are possible. Moreover, the
type of the phase transition from these majority states, with broken symmetry (where one
opinion dominates over the other), to the symmetric states (where both opinions are equally
likely) depends on nonconformity type. In the model with anticonformity, phase transitions
are always continuous, for any value of q ≥ 2 whereas in the model with independence
tricriticality is observed, and the transition type depends on the group size q. The phase
transitions are discontinuous for q > 5 and continuous otherwise [11]. We refer to Section 7
for more information about phase transitions and their presence in the model.
During last years, many modifications and generalizations of the q-voter model have been
proposed. Thus, it would be difficult to present them all in detail describing one model after
another. However, we decided to prepare a kind of a map that covers most of the modified
q-voter models; see Fig. 2. Such a general formulation is rather complicated and probably
will not be studied by any physicist, but it allows for a relatively concise description. To
facilitate such a generalization, the agents are assumed to posses several personal traits:
1. pi – a probability that nonconformity occurs;
2. zi – a probability that in the case of nonconformity, an agent acts independently;
3. fi – a probability that in the case of independence, an agent changes its opinion. Such
a behavior is called variability [31];
4. qi – the size of the influence group;
5. ri, wi – thresholds in the case of conformity and anticonformity, respectively. That is,
the number of individuals in the same state among qi randomly chosen neighbors that
are needed to exert social influence;
6. ǫi – a probability that an agent changes its opinion anyway under the condition that
conformity was chosen, and the number of unanimous voters in the influence group
did not reach the threshold ri.
As seen, there are 7 individual traits. Depending on the specific model, they can vary from
agent to agent or be the same for all of them. Under this general framework, let us describe
some of the modified q-voter models:
1. In Refs. [6, 75, 76, 78, 79, 85]: ∀iqi = q; ∀ipi = 0, ∀iri = q, ∀iǫi = ǫ. The original
q-voter model is studied, which has two control parameters q and ǫ. The agents are
homogeneous in a sense that all of them have the same values of the parameters.
There is only one type of social response, namely conformity, i.e., ∀ipi = 0. Thus, we
keep only the right brunch of the tree in Fig. 2. The model was studied on complete
graphs [6, 79, 85], regular latices [6, 75, 76, 78], random regular graphs [85], and
Watts-Strogats networks [79].
2. In Ref. [13]: ∀iqi = q; ∀ipi = 0, ∀iri = q0, ∀iǫi = ǫ. A threshold is introduced to the
original q-voter model so that it is sufficient to gather only q0 of unanimous agents
in the influence group to exert social pressure. This modification results in much
richer phase diagram. In particular, similar phase transitions to those in the q-voter
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model with nonconformity [11], between nonconsensus ordered and disordered phases,
appear. The model has been studied on a complete graph.
3. In Refs. [11, 12, 16, 72, 77]: ∀iqi = q; ∀ipi = p; ∀izi = z, z ∈ {0, 1}; ∀ifi = 1/2; ∀iri =
q; ∀iwi = q; ∀iǫi = 0. In 2012, two versions of the q-voter model with nonconformity
were introduced, where unanimity of the influence group is required to exert social
pressure [11]. In both models, there are only two types of social response: conformity
and one type of nonconformity, as mentioned before. Thus, the case where z = 0
corresponds to the model with anticonformity whereas the case with z = 1 refers to
the model with independence. The model with anticonformity was studied exclusively
on a complete graph [11, 16] whereas model with independence on various complex
structures [12, 72] and multilayer networks [77]. The model with independence has
been also applied to model diffusion of innovation, for a review, read Ref. [19]. Herein,
we should mention also the nonlinear version of the noisy voter model [14]. Although
the model is formulated in terms of transition rates rather than occurrence proba-
bilities, its symmetric version can be directly mapped into the q-voter model with
independence.
4. In Ref. [38]: ∀iqi = q; ∀ipi = p; ∀izi = z, z ∈ {0, 1}; ∀ifi = 1/2; ∀iri = r; ∀iwi =
w,w ∈ {q, r}; ∀iǫi = 0. In 2013, two versions of the q-voter model with nonconformity,
described in the previous point, were studied but this time with thresholds. The
introduced models were analyzed exclusively on a complete graph.
5. In Refs. [16, 50]: ∀iqi = q; ∀izi = z, z ∈ {0, 1}; ∀ifi = 1/2; ∀iri = q; ∀iwi = q; ∀iǫi =
0. The q-voter models with nonconformity are studied with heterogeneous agents,
i.e., pi is given by Bernoulli distribution B(p, 1). This means that the fraction p of
all agents are permanently nonconformists whereas the rest of them behave always
as conformists. Such an approach is called personality-oriented since agents acquire
personal traits and become heterogeneous [16, 49]. In the language of physics, freezing
the agents’ behaviors corresponds to introducing quenched disorder into the system
[16]. In Ref. [50], the model is studied via simulations on different networks, including
scale-free and small-world structures with synchronous updating scheme. Analytical
calculations for the same model, however, with asynchronous updating scheme and on
a complete graph, can be found in Ref. [16].
6. In Ref. [45]: ∀iqi = q; pi ∈ {0, 1}; ∀izi = 1; ∀ifi = 0; ∀iri = q; ∀iǫi = 0. The original
q-voter model is studied with some fraction of agents, called zealots, that never change
their opinion, i.e., they are permanently independent with the variability equal to zero,
for these agents pi = 1, zi = 1, fi = 0. For all other agents pi = 0. The analysis is
conducted on a complete graph.
7. In Refs. [46, 47]: ∀iqi ∈ {qA, qB}; pi ∈ {0, 1}; ∀izi = 1; ∀ifi = 0; ∀iri = qi; ∀iǫi = 0.
The idea that the size of the influence group can vary between voters has been utilized
in the study of the q-voter model with zealots, described in the previous point. The
population of agents is now additionally divided into two groups with different numbers
of unanimous agents, qA and qB, needed to exert social pressure. The q-voter models
with nonconformity have been also studied with the influence group size varying from
agent to agent [48]. In all the cases, the analysis was carried out on a complete graph.
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Choose node i
Nonconformity Conformity
Independence Anticonformity
Choose qi nearqest
neighbors of node i
Voter takes the oppo-
site state Si → −Si
Voter does not
change Si → Si
Are there wi nodes among
qi in the same state?
Voter at node i takes the
opposite state to the majority
Voter is not
influenced
Choose qi nearest
neighbors of node i
Are there ri nodes among
qi in the same state?
Voter at node i takes
the state of the majority
Voter is not
influenced
Voter takes the oppo-
site state Si → −Si
Voter does not
change Si → Si
pi 1− pi
zi 1− zi
fi 1− fi
Yes No Yes No
ǫi 1− ǫi
Figure 2: Algorithm of a single time step of a general q-voter model, here treated as a map of different
variants of the q-voter models.
Although our map is designed to describe different variations of the nonlinear q-voter model,
it may cover other models as well. The majority-vote model [40], for instance, can be
described by the following set of parameters ∀iqi = ki, where ki is a degree of node i,
∀ipi = p; ∀izi = 0; ∀iri = qi/2.
6. How to validate models?
There are generally three ways to validate social agent-based models, such as models of
opinion formation. One possibility, not commonly used, is to predict an upcoming event,
like the result of the political voting, on the basis of the model outcome. The best examples
of such successful predictions are those made by Serge Galam. He anticipated the rejection
of the Treaty establishing a Constitution for Europe in the French referendum in 2005
[64, 86, 87], or more recently, Trump’s victory in the 2016 United States presidential election
[88]. Based on the same model, the outcome of the British referendum on leaving the
European Union could have been foreseen [87, 88]. Another possibility is to compare the
model results with some historical data obtained from various sources, like elections [89–
91], market shares [65], censuses [92], etc. The problem of this approach is that some
models might have been already calibrated to the same data, so such a validation may
not be completely reliable. Finally, the most systematic approach relies on the laboratory
experiment [93–95]. In general, these experiments can be further divided into three groups
based on their origin since they mainly come from neurology [96], social-psychology [29,
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33, 34], or behavioral-economics [97]. For example, within neurological and psychological
experiments, it has been shown that unanimity of opinions plays a key role in social influence
[30, 33, 34, 96]. Afterwards, this result was taken into account in the design of the basic q-
voter model. Naturally, one thing is to formulate the assumptions of the model based on the
experimental observations and another to validate the macroscopic outcome of the model by
the experiments. Let us recall here one of the questions asked within the q-voter model with
nonconformity: “Would it be possible to distinguish the world without independence from
the one without anticonformity, at the level of societies?”. The answer obtained in Ref. [11]
is “yes”. The society in which only conformity and independence are present undergoes a
phase transition which type depends on the size of the group of influence. On the other
hand, the society in which only conformity and anticonformity are present exhibits only
continuous phase transitions. Moreover, in the latter case, the critical point increases along
with the size of the influence group. Of course, both results could be potentially validated
by the laboratory experiment. But how to validate the model, which is artificial by purpose,
such as the q-voter model with only one type of nonconformity?
Probably the most appropriate approach is used by social psychologists since they are
not afraid of deceiving the participant of the experiments, which seems to be necessary in
this case, while such deception is a taboo among experimental economists [97]. However,
designing such a clever and reliable experiment is a difficult task. Until now, the experiment
that confirms the results obtained with the q-voter model has not been designed yet. We
hope that the recent, more intensive cooperation with experimental psychologists [20, 21]
will change this unfavorable situation. One of the first results that we plan to test is
the one obtained very recently which indicates that the group size and its unanimity can
play completely different role for anticonformity than for conformity [21]. Therefore, we
are presently at the stage of designing an experiment, inspired by the one conducted by
Argyle [98], that is aimed to check how the size of the influence group impacts the level of
anticonformity. However, it is too soon to provide more details of this project.
7. Analytical methods
Establishing a connection between microscopic and macroscopic dynamics plays a central
role in understanding the behavior of complex systems. In the case of opinion formation
models, the system is frequently represented by a network where nodes are voters, and
links indicate relationships between them. Nodes can be in different states that represent
opinions, which may change over time. In general, we would like to know how the social
structure or particular interactions impact the collective behavior of voters. This behavior
is measured by macroscopic quantities like a fraction of nodes in a given state. However,
very often we are not able to obtain exact formulas that describe the system, and we have
to rely on different approximations. This section provides an overview of those analytical
methods that are especially effective in the field of opinion dynamics. However, examples
of their applications can be found across different disciplines from natural to social sciences.
We focus mostly on the mean-field and the pair approximations since in many cases they
are analytically solvable and relatively simple to apply. It is our aim to present and explain
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the key concepts behind these methods and to provide some examples of their applications
in the context of the nonlinear voter dynamics. However, discussed tools can easily serve
to analyze also other opinion formation models or systems containing a large number of
interacting components, so we try to present them in a way that facilitates this extension.
In order to achieve a certain level of generality, we consider a population of N voters.
Each of them can be in two states j ∈ {1,−1} that represent opinions, let us say, a positive
and a negative one. Such models belong to a broad class of binary-state dynamics [99]. In
each time step, one randomly sampled voter can change its opinion in a way that depends
on a particular model, so we do not specify it. In the next subsections, we demonstrate
how different approximations can help us to describe the behavior of such a system at the
macroscopic level.
7.1. Mean-field approximation
The most common method used to study complex systems is the mean-filed approxima-
tion. It originates from statistical physics and was developed to describe phase transitions
in ferromagnetic materials [100, 101]. In order to reduce the complexity of the problem,
the idea was to replace fluctuating values of variables describing the states of neighboring
particles by their expectations [102]. This concept can be easily transferred to social sys-
tems of interacting voters. Each of them has a certain probability of being in a particular
state. Because of interactions between them, this probability may depend on the states of
neighboring nodes. Thus, the knowledge of an opinion expressed by a voter can affect the
conditional probability of finding any of its neighbors in a particular state. However, if we
assume that dynamical correlations between variables describing our nodes are negligible so
that the states of neighboring nodes are independent, we can simplify the situation, and this
is the core assumption of the mean-filed approximation [102, 103]. Then, for every voter this
conditional probability can be approximated just by a fraction of nodes in a given state in
the whole population, regardless of the opinions expressed by the neighbors. In this sense,
the system is homogeneous and without fluctuations. In the context of modeling chemical
reactions, systems under mean-field treatment are said to be well-stirred since rapid mixing
destroys correlations and makes chemical compounds evenly spread [103, 104]. In the case
of opinion dynamics and voter models, we talk about well-mixed populations by analogy
[45–47, 51, 105].
Another way of thinking about the mean-field approximation is to imagine that the
actual network of interactions was replaced by a complete graph, i.e., a graph in which
every pair of nodes is connected. Under such circumstances, the mentioned conditional
probability is equal to the global fraction of nodes in a given state because all of them are
neighbors already by the network construction. Mean-field approximation also corresponds
to equivalent-neighbor models where the range of interactions between particles tends to
infinity [106]. In such cases, where all components of the system interact with each other,
the mean-field approximation gives exact results [102].
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7.1.1. Time evolution
Let us now consider a system of interacting voters and describe it at the mean-field level.
A fraction of positive voters (i.e., in a state j = 1) fully characterizes the state of the system
in this case. This fraction at time τ may vary from one realization of the system to another
due to stochastic character of the opinion dynamics. A probability that it amounts to x at
time τ is given by the state probability distribution P (x, τ). What we wish to obtain is the
expected fraction of these positive voters in the system at a given time
c(τ) =
∑
x
xP (x, τ), (2)
also called the concentration. If the initial conditions are known, the distribution P (x, τ)
can be found by the recursive formula
P (x, τ + 1) =
∑
x′
γ(x|x′)P (x′, τ), (3)
where γ(x|x′) is a transition probability, i.e, the probability that the fraction of positive
voters changes from x′ to x in a single time step. This expression is known as a discrete-
time master equation, which governs the time evolution of the state probability distribution.
Let us also rewrite it in the following form
P (x, τ + 1)− P (x, τ) =
∑
x′
γ(x|x′)P (x′, τ)−
∑
x′
γ(x′|x)P (x, τ), (4)
which resembles more its corresponding continuous-time version [3, 102]. The function
γ(x|x′) depends on a specific model. However, since we limited our considerations to dy-
namics for which only one voter can change its state at a time, not all transitions are allowed,
and in most of the cases γ(x|x′) gives zero. In fact, the fraction of positive nodes x may only
increase by ∆x = 1/N , decrease by ∆x, or remain at the same level. This implies that only
transition probabilities that correspond to these changes, that is, γ(x+∆x|x), γ(x−∆x|x),
γ(x|x), respectively, can take non-zero values. Moreover, their sum amounts to one. For
simplicity, we will refer to them as γ+(x), γ−(x), and γ0(x) since their value depends only
on a current fraction of positive voters.
Let us combine Eqs. (2) and (3) in order to obtain the concentration in the next time
step c(τ + 1). Utilizing the information about the transition probabilities that are equal to
zero, one can arrive at the following formula
c(τ + 1) =
∑
x
x
∑
x′
γ(x|x′)P (x′, τ) =
∑
x′
P (x′, τ)
∑
x
γ(x|x′)x
=
∑
x′
x′P (x′, τ) +
1
N
∑
x′
P (x′, τ)
[
γ+(x′)− γ−(x′)
]
= c(τ) +
1
N
∑
x′
P (x′, t)
[
γ+(x′)− γ−(x′)
]
.
(5)
Now, in the mean-field spirit, x at τ is assumed not to fluctuate, i.e., P (x = c(τ), τ) = 1,
and it is replaced by its expected value c(τ). This substitution can be seen as a form of a
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moment closure method where central moments are set to zero. As a result, we obtain a
recursive formula for the concentration of positive voters in the system
c(τ + 1) = c(τ) +
1
N
[
γ+(c)− γ−(c)
]
. (6)
In such a description, time is measured in units of sampling events. However, if we resale
τ by a factor of 1/N , so that a new time t = τ/N , one sampling event becomes ∆t = 1/N
units of time t. Then, by taking N →∞, a differential form of Eq. (6) is obtain
dc(t)
dt
= γ+(c)− γ−(c), (7)
which is called the rate equation [102, 107]. One unit of the resealed time t corresponds
to one Monte Carlo step in simulations. The rate equation gives the time evolution of the
concentration in an infinite system without any fluctuations.
Applying similar rescaling procedure to Eq. (4), one can obtain continuous-time repre-
sentation of the master equation [3]
∂P (x, t)
∂t
=
∑
x′
Γ(x|x′)P (x′, t)−
∑
x′
Γ(x′|x)P (x, t), (8)
where Γ(x|x′) is now a transition rate, i.e, the transition probability per unit time Γ(x|x′) =
γ(x|x′)/∆t. However, under the condition N → ∞, not only time becomes a continuous
variable but also the fraction of positive voters since ∆x = 1/N . Thus, for sufficiently large
N , the master equation for the analyzed systems can be approximated by the Fokker-Planck
equation
∂P (x, t)
∂t
= −
∂
∂x
[F (x)P (x, t)] +
1
2
∂2
∂x2
[D(x)P (x, t)] , (9)
where F (x) = γ+(x)− γ−(x) and D(x) = 1
N
[γ+(x) + γ−(x)] are the drift and the diffusion
coefficients, respectively. Later on, we will see that F (x) can be also interpreted as an
effective force acting on the system. Another thing that can be notice is that D(x) tends
to zero for infinitely large populations. This means that fluctuations in the fraction of
positive voters from one realization of the system to another vanish, so the process becomes
deterministic.
However, not always we are interested in the way the system evolves in time, especially
from the perspective of phase transitions, where rather the stationary properties are im-
portant and their dependency on control parameters. The following section addresses this
problem.
7.1.2. Stationary states
Models may have different control parameters that impact the dynamics. Under their
appropriate tuning the system can undergo a transition between final states with different
macroscopic properties called phases. In modern theory of phase transitions, these phases
are determined based on an order parameter that has non-zero value in an ordered phase,
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and it vanishes in a disordered one. The first one who proposed such a description of phase
transitions was Landau [108, 109]. Considering ferromagnetic materials, a natural choice for
the order parameter is magnetization. A close analogue of magnetization in our setting is
an average opinion, which can be expressed in terms of the concentration by φ = 2c − 1.
Thus, the disordered phase corresponds to the system where positive and negative opinions
are equally likely (i.e., c = 1/2) whereas the ordered phase refers to the situation where one
opinion dominates over the other (i.e., c , 1/2). In general, we would like to know how
control parameters change the final values of the concentration and whether these states are
stable.
In the field of opinion dynamics, control parameters frequently introduce some kind of
noise that disturbs the collective behavior of voters so that achieving the consensus becomes
more difficult [6] or even impossible [14, 71]. For discussion purposes, let us assume that p
stands for this kind of a control parameter. Another control parameter relevant to nonlinear
voter models is the number of unanimous voters needed to convince a neighboring voter
disagreeing with them to take their common opinion [6, 12, 16, 38, 45, 50, 71, 72]. Let us
denote this number by q. These q voters create a group of influence. Of course, the larger the
group is required to be, the less probable it is to persuade the voter to change its opinion. As
we already mentioned in the previous section, q not necessarily has to be a natural number,
and it can take a continuous form depending on an interpretation [6, 14, 26–28, 51, 73].
The order parameter together with the control parameters form a phase space, which
we are about to study. Of course, one can choose the concentration instead of the order
parameter since it is just a matter of rescaling one quantity into the other. We will use both
of them because in some problems, it is more convenient to use one representation than the
other. Let us also keep in mind that control parameters influence the dynamics, and thus,
they impact values of the transition probabilities as well. However, we do not include p and
q explicitly into the argument of the transition probabilities since they are only parameters,
and they do not change during the evolution of the system.
The difference between the transition probabilities present in the rate equation (7) can
be thought of as effective force
F (c) = γ+(c)− γ−(c) (10)
that drives the system [11, 71]. Note that this force plays a role of the drift coefficient in
the Fokker-Planck equation (9). When the force disappears F (c) = 0, the system reaches a
steady state. Thus, the steady point of the concentration cs can be found from the condition
γ+(cs) = γ
−(cs). Its stability can be determined by the sign of the first derivative of the
force over the concentration evaluated at this point
F ′(cs) =
dF (c)
dc
∣∣∣∣∣
c=cs
. (11)
The state is stable if the result is negative F ′(cs) < 0, and unstable if positive F
′(cs) > 0
[110]. This knowledge allows us to plot a phase diagram that depicts stable and unstable
points on a phase plane (p, c). Two characteristic scenarios are possible that correspond to
two different types of phase transitions [100]. When stable values of the order parameter
change in a sudden way as a consequence of continuous changes of the control parameter
so that a jump appears between ordered and disordered phases, we speak about discon-
tinuous phase transitions. On the other hand, if this change is smooth, and we can move
between phases without any jumps, the transition is said to be continuous. Discontinuous
and continuous phase transitions are illustrated in Fig. 3.
V (c)
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Figure 3: Phase diagrams presenting steady states of the concentration in the case of (on the left) continuous
and (on the right) discontinuous phase transitions. Above the phase diagrams, effective potentials are
illustrated for corresponding values of the control parameters. Minima of the potentials correspond to
stable values of the concentration (solid lines) whereas maxima to the unstable ones (dashed lines).
For finite systems, the whole stationary distribution of the fraction of positive voters
P (x) = lim
t→∞
P (x, t) can be found in the iterative way from the Eq. (3). However, the
Fokker-Planck equation can be also used for this purpose. Then, the stationary solution of
Eq. (9) is expressed in the flowing form
P (x) =
Z
D(x)
exp
(
2
∫
F (x)
D(x)
dx
)
, (12)
where F (x) and D(x) are the previously defined drift and diffusion coefficients, and Z is a
normalising constant such that
∫
1
0 P (x)dx = 1. The stationary probability distribution has
maxima at points where x corresponds to the stable values of the concentration. The same
distribution for an infinite system is composed of delta functions at these points since then
there are no fluctuations in x [11].
7.1.3. Landau’s approach
An alternative description of phase transitions can be built around the concept of an
effective potential [110]. This approach seems to be more appealing to the theory of phase
transitions, where different thermodynamic potentials are used to characterize macroscopic
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properties of a system. An analogical potential can be introduced to our problem [6, 11, 13]:
V (c) = −
∫
F (c)dc, (13)
where the integration constant can be chosen arbitrary, for example, such that the potential
vanishes in a disordered phase, i.e., V (1/2) = 0. To stay in line with the theory of phase
transitions, let us express the potential in terms of the order parameter, for the record,
φ = 2c − 1. Then, local minima of V (φ) correspond to stable steady states whereas local
maxima to unstable ones, look at Fig. 3. Moreover, if interactions in a system are symmetric
with respect to states, as in many nonlinear voter models [6, 71], the potential is invariant
under a transformation φ → −φ. Thus, V (φ) is an even function. The effective potential
is useful not only for illustrative purposes. Its introduction allows us to describe phase
transitions in a way that directly refers to Landau theory [108, 111].
Landau theory is based on the idea that the potential can be expanded into a power
series. For continuous phase transitions, a few first terms of the series dominate near the
transition since then the order parameter is small. These terms pose a good approximation
for the potential. In order to correctly describe discontinuous phase transitions, higher-order
terms have to be taken into account. Applying Landau’s approach to the system invariant
under the reversal φ→ −φ, we can write down the approximate form of the potential
V (φ) = Aφ2 +Bφ4 + Cφ6, (14)
where A, B, and C depend on a model and can be calculated from the effective force F (φ)
as
A = −
1
2
dF (φ)
dφ
∣∣∣∣∣
φ=0
, B = −
1
4!
d3F (φ)
dφ3
∣∣∣∣∣
φ=0
and C = −
1
6!
d5F (φ)
dφ5
∣∣∣∣∣
φ=0
. (15)
Based on these coefficients, we can determine the type of a phase transition. If B > 0 and
C ≥ 0, the system undergoes a continuous phase transition, and a transition point can be
derived from the condition A = 0. For A < 0, V (φ) has two symmetric minima at a ordered
phase (i.e, φ , 0) whereas for A > 0, V (φ) has only one minimum at a disordered phase
(i.e., φ = 0). Since critical phenomena are associated with continuous phase transitions, the
transition point in this case is also called the critical point [100, 108].
If B < 0 and C > 0, a discontinuous phase transition takes place. A characteristic
feature of discontinuous phase transitions is the presence of metastable region where both
ordered and disordered phases coexist so that V (φ) has three minima. In this region, values
of A fulfill the following inequality 0 < A < B2/(3C). One minimum of the potential is then
at the disordered phase, and the other two of them are symmetrically situated about the
origin at ordered phases. On one side of this area, when A is closer to B2/(3C) border, the
disordered phase is stable since it is localized at the global minimum whereas the ordered
phases are metastable, at the shallower minima of the potential. The situation is opposite
on the other side of this region. The point at which order and disorder phases exchange
their stability, and all three minima of V (φ) become equal in depths, is called the transition
point [109]. Sometimes, it is also referred to as Maxwell point [14]. Its value can be derived
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based on the equation A = B2/(4C). As a result of metastability, a hysteresis appears
and the final state of the system depends on the initial conditions. Spinodal lines set the
boundaries of this metastable region, see Fig. 4. Outside of it only one phase is stable. For
A > B2/(3C), the disordered phase is stable, so the potential has one minimum at φ = 0
whereas the ordered phase is stable for A < 0, and then the potential has two symmetric
minima at φ , 0.
It is known that some models may exhibit continuous or discontinuous phase transitions
depending on the selected values of the control parameters. A point in a phase space at
which the curve of continuous phase transitions passes into the curve of discontinuous ones
is called the tricritical point [3, 109, 112]. Landau’s theory describes such a situation when
both coefficients A and B in the potential approach zero at the same time. Thus, the
tricritical point is determined by the condition A = B = 0. At this point, the critical line
of continuous phase transitions terminates at the beginning of two spinodal lines limiting
tricritical point
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Figure 4: Schematic phase diagram with a tricritical point. Solid, thick line of critical points on a plane
(p, q) terminates at the tricritical point. Above this point discontinuous phase transitions occur. The
metastable region (gray area) is limited by two spinodal lines (dashed lines). In this region, both ordered
and disordered phases are stable, i.e, V (φ) has three minima. The solid, thin line indicates places where
these minima become equal, and a discontinuous phase transition takes place. On vertical (p, φ) planes,
phase diagrams are plotted for two extreme cases of q from the horizontal plane and for the tricritical point.
In this case, solid and dashed lines represent stable and unstable values of φ, respectively.
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the metastable region of discontinuous phase transitions. Figure 4 illustrates this situation.
Tricriticality appears in the q-voter model with independence [16, 38, 71] or in the nonlinear
noisy voter model [14]. In both variants, the control parameter q decides on the transition
type. For q ≤ 5 phase transitions are continuous whereas for q > 5, only discontinuous
phase transitions are present. Thus, the tricritical value of this control parameter is q = 5.
Interestingly, under the quenched formulation of the q-voter model with independence [16],
only continuous phase transitions are possible, and the tricritical point is wiped out.
For models with two symmetric absorbing states, similar description can be obtained
from the formalism developed in Refs. [113, 114] focusing on Langevin equation at the
mean-field level. This approach has been applied to the non-linear q-voter model [6] for
which the consensus (i.e., φ = ±1) is an absorbing state.
7.1.4. Mean-field studies on nonlinear voter models
The mean-field description is very often the starting point for the model analysis. It
allows us to develop first intuitions about the dynamics in a relatively simple way. Moreover,
its correspondence to the complete graph topology makes the calculations easy to check by
conducting Monte Carlo simulations on these structures. Thus, a number of works have
applied the mean-field method to study nonlinear voter dynamics in a well-mixed population.
Models with absorbing states [6, 13, 73, 115] and without them due to introduced noise
[11, 14, 17, 18, 38] have been investigated, together with their further modifications. Some
of them involve nodes with frozen in time states [45–47] or behaviors [16, 19, 49–51]. Others
allow for different sizes of the influence group for distinct nodes [46–48], or set a threshold for
the number of voters with the same opinion that are necessary to exert the social pressure
[13, 38]. And yet others differentiate between public and private opinions of voters [20].
In all these cases, the mean-field theory delivered tools to obtain master or rate equations,
phase diagrams, or transition points.
Under the mean-field approximation, the exit probability of nonlinear voter model was
shown to be a step function [75, 79]. Moreover, this formalism, among others, was also used
to estimate the same exit probability in one dimension with satisfying results [75, 76, 78].
The nonlinear voter model with noise was utilized in the study of interactions between two
competing communities as well [22, 116]. Since the groups were represented by two distinct
complete graphs with a certain number of interlinks between them, the analysis was along
the lines of the mean-field one. The same applies to the study of q-voter dynamics on duplex
networks built upon two overlapping fully connected structures [77].
7.1.5. Heterogeneous mean-field approximation
A simple mean-field theory, like this presented above, is not able to reveal the relation
between the network structure and the opinion dynamics. An enhanced method called het-
erogeneous mean-field approximation tries to deal with this problem by taking into account
some information about the network topology. The basic version of the improved formalism
includes into the analysis the network degree distribution P (k), however, structural corre-
lations between nodes can be covered as well at the price of simplicity [117, 118]. Under
the heterogeneous mean-field approximation, nodes in the network are divided into degree
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classes gathering those with the same number of links. All nodes within one class are said
to share the same dynamical properties. Thus, separate rate equations are constructed for
the time evolution of the concentration of positive voters in each class ck. To allow for in-
teractions between different classes, the degree class k is connected to another class k′ with
conditional probability P (k′|k). In the simplest method developed for degree uncorrelated
networks, this probability simplifies to P (k′|k) = k′P (k′)/〈k〉 [119].
The heterogeneous mean-field approximation was introduced for the nonlinear q-voter
model in Ref. [85], where the opinion dynamics was analyzed on random regular networks. In
these structures, all nodes have the same number of neighbors, however, links are randomly
distributed. In the work, the phase transitions were classified based on the Fokker-Planck
equation and the behavior of the drift and the diffusion coefficients. The analytical results
were validated by Monte Carlo simulations. It turns out that the metastable region predicted
by the formalism for the group size q ≥ 4 is wiped out in the simulations. The similar
situation takes place on square latices [6].
7.2. Pair approximation
Although the mean-field approximations can easily provide some insights into the model
dynamics, they are sufficiently precise only on certain networks [99, 117]. Their accuracy
may decrease on sparse networks, structures with a small average node degree, or near critical
points. However, a higher precision theory can be developed by describing the system in a
more detailed way. The pair approximation outperforms previous methods by taking into
account dynamical correlations between nearest neighbors [99, 105, 115, 120], which are
overlooked by the mean-field theories. This additional information about correlations can
be acquired from the number of links between nodes in different states j ∈ {+1,−1} in
the network. Therefore, this method requires keeping track of these quantities. In order
to do so, let us describe the network (even undirected one) in terms of directed links. For
convenience, we will refer to states +1 and −1 also by their signs. Thus, we have four
variables E++, E+−, E−+, E−− that indicate the number of connections between nodes in
different states. The first subscript corresponds to the state of a node from which the link
leaves. The connections between nodes in the opposite states are said to be active [120].
Additionally, E++ + E+− + E−+ + E−− = 〈k〉N since this is the total number of directed
links in the network of the size N and the average node degree 〈k〉. If we constrain our
analysis only to undirected networks, by the symmetry we have that E+− = E−+.
Such a description allows us to turn down the assumption about independent states of
neighboring nodes, and calculate the conditional probability θj of selecting a node that is in
the opposite state to its neighbor in a state j. Because this event is equivalent to selecting
an active link connected to this node, the conditional probability is estimated by a fraction
of active links among all links that leave from nodes in a state j. Therefore, we have the
following expressions
θ+ =
E+−
E++ + E+−
and θ− =
E−+
E−− + E−+
. (16)
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These probabilities can be rewritten in terms of a fraction of active links in the network
b =
2
〈k〉N
E−+ (17)
and a quantity that is called link magnetization [120]
m =
1
〈k〉N
(E++ − E−−), (18)
do not confuse it with node magnetization, which is commonly refer to as just magnetization.
Combining Eqs. (16)-(18), one can arrive at
θ+ =
b
1 +m
and θ− =
b
1−m
. (19)
Notice that in the mean-field approximation, these conditional probabilities are expressed
just by the concentration, that is, θ+ = 1− c and θ− = c. This result can be also obtained
directly from Eqs. (19), when one realizes that b = 2c(1−c) and m = 2c−1 at the mean-field
level. We should also mention that since m = 2c − 1, link magnetization is equal to node
magnetization in this case.
Under the pair approximation, the system can be described by three quantities: con-
centration of positive voters c, concentration of active links b, and link magnetization m.
Although this extended approach outruns the accuracy of mean-field methods, dynamical
dependencies between not connected pair of nodes are still neglected in this formalism.
Moreover, the neighbors of a voter are assumed to be independent of each other so that
the number of active links connected to a node in state j is binomially distributed with
probability θj . This assumption allows us to write down three differential equations for the
time evolution of our quantities of interest in the limit of infinite system size. Thus, the rate
equations have the following forms:
dc
dt
=
∑
j
cj
∑
k
P (k)
k∑
i=0
(
k
i
)
θij(1− θj)
k−if(i, j, k)∆c, (20)
db
dt
=
∑
j
cj
∑
k
P (k)
k∑
i=0
(
k
i
)
θij(1− θj)
k−if(i, j, k)∆b, (21)
dm
dt
=
∑
j
cj
∑
k
P (k)
k∑
i=0
(
k
i
)
θij(1− θj)
k−if(i, j, k)∆m, (22)
where ∆c = −j, ∆b =
2
〈k〉
(k − 2i), and ∆m = −
2
〈k〉
kj are rescaled elementary changes in
corresponding quantities per one Monte Carlo step. For shorter notation, we also introduced
c+ ≡ c and c− ≡ 1 − c. Only function f(i, j, k) is model dependent and stands for the
probability of changing current opinion j of a node that is in disagreement with exactly i
voters among all its k neighbors.
The pair approximation has been used to analyze the behavior of the q-voter model with
independence on different complex structure, including scale-free and small-world networks
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[12]. For this version of the model, without repetitions of voters in the influence group, one
can show that link and node magnetizations are equal under this approach. Therefore, it is
enough to solve only rate equations for c and b. In the work, analytical formulas for phase
diagrams and transition points were derived. It turns out that the only feature of a network
that matters under the pair approximation for the dynamics is the average node degree 〈k〉
[12]. The results were compared to the mean-field approximation and validated by Monte
Carlo simulations. In most cases, the predictions of the formalism were highly accurate.
Nonlinear noisy voter model has been studied by means of pair approximation on complex
networks as well [14, 15]. However, since repetitions are allowed in this formulation of the
model, the transition point depends not only on the average node degree but also on a few
first negative moments of a node degree.
The above applications of the pair approximation include only static networks [121].
These networks have a fixed structure during the propagation of different processes on
them. However, this formalism is also able to describe adaptive networks, where the opinion
spreading process may impact the network structure itself [121, 122], although its accuracy
seems to decrease in these cases. Such a coevolving system can display a fragmentation
transition, which occurs when a single connected network fragments into disconnected com-
ponents [123, 124]. The pair approximation has been used to study fragmentation transitions
driven by nonlinear voter dynamics on both single-layer [26] and two-layer [28] networks.
The transition point, which has been derived based on this formalism, depends only on the
average node degree 〈k〉 and the control parameter q in the former case, and additionally,
on the fraction of inter-layer links in the latter.
7.2.1. Heterogeneous pair approximation
By analogy to heterogeneous mean-field approximation, heterogeneous pair approxima-
tion has been developed [125]. This approach extends its homogeneous version by allowing
dynamical correlations between nearest neighbors to depend on their node degrees. Thus,
the probability that a link in the network is active relays upon the degree of nodes it con-
nects. The formalism can be applied to networks with and without structural correlations.
A comparison between the accuracy of different approximations used to solve voter model
can be found in Ref. [125]. Another version of pair approximation that divides nodes into
degree classes and keeps track of correlations between them has been proposed to study
noisy voter model in Ref. [81].
8. Summary
In the title of this paper, we posed a question inspired by the intriguing acronym arising
from the first letters of the important field of sociophysics, namely Statistical Physics Of
Opinion Formation. Indeed, models investigated in sociophysics may seem to be oversim-
plified. However, what can be surprising for physicists, models of social response in social
psychology are usually almost equally simple [31]. Moreover, there has been a growing inter-
est in agent-based models within social psychology over the last decade [2, 9]. Interestingly,
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they are treated often as an alternative to social experiments in building psychological theo-
ries. Instead of surveying people, social psychologists build models that differ in microscopic
rules and then compare macroscopic outcomes with patterns observed in the society. This
helps to discover what are the real interactions between people and understand processes at
the individual (microscopic) level that underlie social phenomena, such as attitude polariza-
tion in group discussions, stereotype formations, large-scale social trends in aggression, or
unhealthy behaviors [2].
Certainly, articles written by physicists might be often unclear for social psychologists,
not only because of tools used to analyze models, which originate usually from statistical
physics, but also because of terminology or problems they are aimed to solve. In our opinion,
the first question that should be answered by each physicist working in a field of sociophysics
is the following “Do I want to reach social scientists with my results?”. If the answer is “yes”,
then some effort is needed to use proper language and ask questions that may be interesting
from the social point of view. In such a case, we believe that statistical physics of opinion
formation can become much more than only a spoof and make a significant contribution to
the development of modern social psychology.
However, we are aware that quite often the answer for this question may be “no”. In
such a case, the acronym SPOOF should not be negatively perceived since toy models can
still help to develop non-equilibrium statistical physics, in particular, the theory of non-
equilibrium phase transitions [3]. From this perspective, the main problem of SPOOF is the
enormous number of models that have been proposed so far, even if we focus only on simple
binary-state models under the single-flip dynamics. Therefore, it would be highly desirable
to carry out a comparative analysis of opinion formation models, at least within this simple
class. In such a case, this review suggests some interesting directions of research, and it
highlights some important questions that can be posed, e.g.:
1. What is the role of quenched and annealed disorders in models of opinion dynamics?
2. How do different social responses impact the macroscopic behavior of the system?
3. Which features of social network structures are important for the dynamics?
Hopefully, this overview will encourage readers to enter a fascinating and intriguing field of
SPOOF.
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