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RESUME 
Nous souhaitons parvenir a une reduction des artefacts de durcissement de rayon 
en tomographic a rayons X dans le but d'ameliorer le diagnostic de restenose chez 
des patients ayant subi une angioplastie avec implantation d'une endoprothese vas-
culare (stent). En presence d'objets tres attenuants telles les broches metalliques 
d'une endoprothese vasculaire, les images reconstruites par la methode des retro-
projections filtrees, utilisee dans les tomographes commerciaux, sont deteriorees, 
parfois fortement, en particulier en peripheric de ces objets. 
Des travaux anterieurs menes par Nathalie Menvielle ont montre qu'une reduction 
significative de ces artefacts pouvait etre obtenue en tenant compte du caractere 
polychromatique de la source de rayons X. La methode passe par la resolution 
d'un probleme inverse d'estimation et necessite la minimisation, par des methodes 
iteratives, d'une fonction objectif non lineaire. 
Cette methode de reconstruction demande beaucoup de temps et d'espace memoire 
de sorte que la validation n'a pu etre effectuee jusqu'a ce jour que sur des donnees 
simulees de petite taille. Cela est principalement du aux operations de projec-
tion et de retroprojection qui doivent etre effectuees a de nombreuses reprises. La 
modelisation de ces operations par le produit d'une matrice, dite de projection, 
par un vecteur respectivement a droite et a gauche permet d'ameliorer leur perfor-
mance, mais necessite une grande quantite de memoire. 
Les travaux presentes ici visent a permettre, dans un premier temps, et a accelerer, 
dans un deuxieme temps, la reconstruction d'images de taille clinique a partir de 
donnees simulees et reelles sous l'hypothese d'une source monochromatique. La 
fonction objectif resultante est minimisee en utilisant une methode du gradient 
conjugue non lineaire. 
Nous avons atteint la premiere partie de cet objectif en tenant compte de l'inva-
riance des parametres geometriques du tomographe a certaines transformations. 
VI 
Ainsi, une proportion importante des coefficients composant la matrice de projec-
tion s'averent redondants. La matrice est, de plus, structuralement tres creuse. La 
raise en ceuvre d'une methode de stockage tirant profit de ces deux aspects a per-
mis de reduire suffisamment rencombrement memoire du a la matrice, rendant son 
stockage possible pour les problemes de taille clinique. 
Les principaux determinants du temps de reconstruction restent cependant les 
operations de projection et de retroprojection qui doivent etre effectuees a chaque 
iteration. L'utilisation d'une methode de recherche lineaire adaptee a la forme de 
notre critere et la mise en ceuvre d'une methode de preconditionnement basee sur 
une approximation circulante du hessien de notre fonction objectif ont permis d'ob-
tenir des iterees de meilleure qualite, resultant en une convergence significativement 
plus rapide des methodes de reconstruction. 
Nous arrivons ainsi a reconstruire en quelques minutes une image a partir de 
donnees reelles de meilleure qualite visuelle que celles reconstruites par la methode 
des retroprojections filtrees. 
Ce pas franchi, nous tentons actuellement d'appliquer ces methodes a la recons-
truction polychromatique d'images cliniques. Nous nous dirigeons egalement vers 
la mise en ceuvre de methodes permettant de reconstruire des volumes de donnees 
tridimensionnels provenant d'acquisitions helicoidales multibarrettes. 
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A B S T R A C T 
We aim at reducing beam hardening and metal streak artifacts on X-ray tomo-
graphy reconstructed images in order to improve in-stent restenosis assessment. In 
the presence of highly attenuating objects such as the pins of a stent, the images 
reconstructed through filtered backprojection are deteriorated, sometimes greatly, 
praticularly near the boundaries of those objects. 
Previous work by Nathalie Menvielle showed that a significant reduction of such 
artifacts can be achieved by modeling the polychromatic nature of the X-ray source. 
The method requires solving an inverse problem through minimization of a non-
linear objective function. 
This reconstruction method requires a very long computation time and a huge 
memory space such that its validation could only be made on small simulated 
data sets. This is mostly due to the projection and backprojection operations that 
need to be performed numerous times. Performing those operations as products of 
vectors with a so-called projection matrix leads to a significant speed-up, but still 
requires a great amount of computer memory. 
The work presented herein aims at making possible the reconstruction of clinical-
size images from simulated and real data under the assumption of a monochromatic 
source of X-rays. An acceleration of the reconstruction methods is also sought for. 
The resulting objective function is minimized using a non-linear conjugate gradient 
method. 
This objective is fulfilled by pointing out that the geometry of commercial tomo-
graphs is invariant to some geometrical transformations. The coefficients of the 
projection matrix can thus be highly redundant. The matrix is also very sparse 
and exhibits a highly structured pattern. The design of a new sparse matrix sto-
rage scheme accounting for both properties leads to a sufficient decrease in memory 
requirements so as to be able to store it for clinical-size problems. 
viii 
Reconstruction times are still mainly determined by the computation time of pro-
jections and backprojections that need to be performed at each iteration. Taking 
advantage of a line search method and a preconditioner tailored to the structure of 
our objective function resulted in an increased convergence speed for the recons-
truction method. 
It is now possible to reconstruct, in minutes, visually better images from clinical 
data those obtained through filtered backprojection. 
This being done, we are now working to apply those methods to polychromatic 
reconstruction of clinical images. We are also moving towards the design of fully 
3D reconstruction methods taking account for multislice spiral datasets. 
IX 
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I N T R O D U C T I O N 
Problemat ique medicale 
Les maladies cardio-vasculaires sont des causes de mortalite de plus en plus pre-
occupantes. La degradation progressive normale du systeme circulatoire chez une 
population vieillissante, combinee a de mauvaises habitudes de vie, a la sedentarite, 
a une alimentation deficiente, au tabagisme, ou causee par certaines maladies, a 
fait augmenter le nombre de deces relies a ces causes. Selon Statistiques Canada, 
en 1997, les maladies du cceur figuraient au deuxieme rang des causes de deces, 
tout juste apres le cancer (Statistiques Canada, 2005). 
Nous nous interessons au probleme de la stenose arterielle, c'est-a-dire du retrecis-
sement d'une artere. Plusieurs facteurs peuvent y contribuer, dont 1'accumulation 
de matieres adipeuses et de cellules endotheliales sur la paroi arterielle. Une option 
de traitement dans ce cas est l'angioplastie, soit le gonflement d'un ballonnet afin 
de dilater le vaisseau et retablir le not sanguin. Cette intervention occasionne de 
regulieres complications conduisant a une nouvelle obstruction du vaisseau. Dans 
ces cas, il est possible d'avoir recours a l'implantation d'une endoprothese vasculaire 
(stent), filet metallique qu'on deploie a l'interieur de l'artere. Ce dernier applique 
une pression sur la paroi de l'artere, empechant sa constriction, mais pas la forma-
tion d'une plaque d'atherome pouvant eventuellement l'obstruer. Un suivi medical 
est alors necessaire afin de detecter, a temps, une eventuelle restenose. 
2 
Suivi des pat ients 
Plusieurs methodes sont actuellement disponibles pour effectuer ce suivi. La plus 
courante est l'angiographie par catheter. II s'agit d'un examen radiologique ou le 
patient est place entre une source de rayons X et un plan detecteur. Un catheter 
est insere a l'interieur du vaisseau a observer et permet d'y injecter un agent de 
contraste radioopaque. Cet agent permet de faire apparaitre clairement les vais-
seaux sanguins et d'y diagnostiquer une stenose. 
Cette intervention est invasive. En effet, une incision est necessaire pour l'insertion 
du catheter. De plus, F examen peut durer plusieurs minutes, soumettant le patient 
a des doses importantes de radiation. Enfin, le produit de contraste a base d'iode 
administre est nephrotoxique et peut entrainer des complications au niveau des 
reins. 
Le diagnostic de restenose peut egalement etre effectue par echographie endo-
vasculaire (Intravascular Ultrasound (IVUS)). Cette methode necessite l'insertion 
d'un catheter pourvu d'une sonde echographique a son extremite. Elle presente 
Favantage de n'avoir recours a aucun agent de contraste, mais demeure invasive et 
necessite le recours a la radioscopie pour le guidage du catheter. 
II pourrait etre souhaitable de realiser le meme type d'examen a Faide de la to-
mographic a rayons X. Cette fagon de proceder est plus rapide qu'un examen par 
catheter et ne necessite aucune incision. Un agent de contraste a base d'iode doit 
neanmoins etre administre pour faire apparaitre le systeme vasculaire. Nous ver-
rons cependant, dans les prochaines sections, que la reconstruction tomographique, 
telle qu'elle est effectuee de nos jours, ne permet pas d'obtenir des images dont la 
qualite est suffisante pour effectuer le diagnostic d'une restenose a l'interieur de 
l'endoprothese de maniere precise. 
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Tomographie a rayons X 
Dans les grandes lignes, la tomographie a rayons X consiste a positionner le patient 
entre une source de rayons X et un systeme de detection. En traversant le patient, 
une partie du rayonnement est attenuee. Le nombre de photons ayant traverse 
le patient nous donne des informations sur ce qui se trouve entre la source et le 
detecteur. Cette information est reliee au coefficient d'attenuation, lui-meme lie a 
la densite des materiaux traverses. 
La prise de projections sous differents angles permet de reconstruire la distribution 
spatiale du coefficient d'attenuation et done de reproduire une image d'une coupe 
a travers le patient. 
La reconstruction de l'image est effectuee par un ordinateur. La methode utilisee est 
une generalisation de l'algorithme dit des retroprojections filtrees. Cette derniere 
permet de reconstruire rapidement des images de grande qualite dans la plupart 
des cas. 
Artefacts metall iques 
Les images obtenues par les methodes de reconstruction tomographique utilisees ac-
tuellement sont toutefois entachees d'artefacts en presence d'objets metalliques, tels 
que les vis orthopediques ou les endoprotheses vasculaires. Ces artefacts peuvent 
parfois etre suffisamment importants pour degrader significativement la qualite de 
l'image et rendre son interpretation difficile. 
Les methodes mises en ceuvre dans les tomographes commerciaux sont basees sur 
une hypothese de linearite de l 'attenuation en fonction de la distance parcou-
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rue dans un material! homogene. Cette hypothese s'eloigne d'autant de ce que 
predit la physique de l'attenuation des rayons X que les materiaux rencontres sont 
attenuants. 
Cette hypothese serait valable si la source n'emettait que des rayons d'une seule 
energie. Or, la source emet des photons d'energies distributes sur un spectre assez 
large. Dans les faits, les basses energies sont attenuees plus rapidement que les 
hautes energies, de sorte qu'un durcissement du faisceau X se produit au fil de 
son parcours a travers le patient. Le deplacement de son contenu spectral vers les 
hautes energies le rend ainsi de plus en plus difficile a attenuer. 
La non-prise en compte de ce phenomene dans la reconstruction cause divers 
types d'artefacts dans les images reconstruites. Par exemple, les metaux etant 
tres attenuants, ils amplifient ce phenomene de durcissement. On assiste ainsi a 
l'apparition d'artefacts en stries sur les images en presence de tels materiaux. 
De tels artefacts sont observes sur la figure 1, provenant d'une etude sur l'intensite 
des artefacts pour differentes orientations d'une endoprothese vasculaire en Nitinol 
(Letourneau-Guillon et al., 2004). Les deux premieres images proviennent d'une re-
construction volumique. Elles sont alors la combinaison de plusieurs coupes axiales, 
chacune comprenant peu de metal. L'image de droite est la reconstruction d'une 
seule coupe axiale. Cette derniere est fortement deterioree par la presence d'une 
grande quantite de metal. 
II a ete demontre empiriquement qu'on peut reduire de maniere importante la 
presence de ces artefacts en tenant compte de la nature polychromatique de la 
source de rayonnement (De Man et al., 2001; Elbakri and Fessler, 2002). 
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F I G . 1 Artefacts metalliques pour differentes orientations d'une endoprothese vas-
culare en Nitinol par rapport a l'axe de rotation de la source : parallele 1(a), 45 
degres 1(b) et perpendiculaire 1(c). 
Objectifs de ce travail 
Le projet dans lequel s'inscrit le travail presente ici vise a reduire la presence 
de ces artefacts sur les reconstructions de sorte a pouvoir effectuer une evaluation 
quantitative plus precise d'une restenose a l'interieur d'une endoprothese vasculaire. 
Les travaux effectues par Nathalie Menvielle (Menvielle, 2004) ont permis la mise 
en oeuvre et la validation d'une methode basee sur un modele alternatif. La recons-
truction des images avec cette methode necessite toutefois de resoudre un probleme 
non lineaire de tres grande taille. Sa solution passe par l'utilisation de methodes 
iteratives necessitant un temps de calcul excessif, de sorte que cette approche n'est 
pas encore pratique dans un contexte clinique. 
Dans le but de progresser vers une application clinique tirant profit de ce modele, 
des efforts doivent etres consacres a la reduction de la consommation de memoire 
et a la mise en ceuvre de methodes permettant une reconstruction plus rapide des 
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images. 
L'objectif general de ce travail est de mettre en oeuvre des outils pour la reconstruc-
tion tomographique monochromatique et polychromatique proposee par Nathalie 
Menvielle, de sorte qu'il soit possible de reconstruire des images cliniques sur un 
ordinateur bon marche en un temps de l'ordre de quelques minutes. 
Cet objectif peut etre scinde en trois sous-objectifs : 
1. Mettre en ceuvre de maniere efficace les operations de projection et de retro-
projection en tenant compte de la geometrie de tomographes commerciaux. 
2. Accelerer les methodes d'optimisation par la mise en ceuvre d'une methode 
de recherche lineaire et d'un preconditionneur adaptes au probleme lineaire 
de reconstruction tomographique. 
3. Valider les methodes sur des donnees cliniques. 
Nos travaux seront bases sur les trois grandes hypotheses qui sont enumerees ci-
dessous : 
1. En exploitant la structure de l'operation de projection, il sera possible de 
reconstruire une image de tattle clinique (512 x 512 ou 1024 x 1024) a partir 
de donnees egalement de tattle clinique. 
2. L'utilisation d'un preconditionneur tenant compte des proprieties du probleme 
permettra un gain significatif au niveau du volume de calculs a effectuer et 
resultera en une acceleration de la convergence des methodes d'optimisation. 
3. Les methodes proposees permettront d'obtenir des images de meilleure qualite 
visuelle que celles reconstruites par les tomographes SOMATOM 16 et 64 de 
Siemens a partir de donnees brutes. 
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Structure du document 
Les travaux ayant mene a l'atteinte de nos objectifs seront presentes comme suit : 
Au chapitre 1, nous allons enoncer les principes de base de la tomographie a rayons 
X. Nous ferons un survol de son evolution technologique, du prototype initial aux 
appareils les plus recents. Nous verrons les methodes analytiques permettant de re-
construire des images. Nous aborderons ensuite les methodes dites algebriques. 
Nous verrons que l'image reconstruite par ces methodes est une solution d'un 
systeme d'equations et peut etre obtenue en minimisant iterativement une fonction 
objectif. Nous verrons enfin les methodes envisagees pour effectuer cette minimi-
sation. 
La reconstruction par des methodes iteratives requiert d'effectuer les operations de 
projection et de retroprojection a de nombreuses reprises. Nous verrons, au chapitre 
2, les strategies employees pour realiser ces operations de maniere performante, par 
l'entremise d'une matrice, tout en utilisant un espace memoire raisonnable. 
Le chapitre 3 est consacre a l'acceleration des methodes iteratives par la mise en 
ceuvre d'une methode de preconditionnement adaptee a la structure du probleme. 
Une telle methode permet de reduire le nombre d'iterations a effectuer pour obtenir 
une image de qualite equivalente. 
Les methodes seront enfin validees, au chapitre 4, par des series de resultats expe-
riment aux obtenus sur des donnees de taille clinique simulees et reelles. 
Nous terminerons en tirant quelques conclusions qui permettront d'orienter la suite 
des travaux dans une perspective plus globale de reduction des artefacts metalliques 
et de reconstruction tridimensionnelle. 
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C H A P I T R E 1 
P R E S E N T A T I O N D U P R O B L E M E 
1.1 Tomographic a rayons X 
Au debut des annees 1970, les methodes de diagnostic et d'imagerie medicale se 
sont enrichies d'un nouveau venu. Les travaux de Godfrey N. Hounsfield ont mene 
a la construction du premier prototype de tomographe en 1970. Deux ans plus tard, 
les premiers essais cliniques avec cette technologie furent realises. Cette modalite 
est maintenant l'une des plus utilisees dans le milieu clinique puisqu'elle permet 
d'obtenir rapidement des images de bonne qualite. 
Du grec tomos (morceau coupe), la tomographic est, selon Le Nouveau Petit Robert 
(2006), un « procede d'exploration radiologique permettant d'obtenir la radiogra-
phic d'une mince couche d'organe a une profondeur voulue ». 
Cette invention a suscite une telle revolution dans les methodes de diagnostic qu'elle 
a valu a son createur le prix Nobel de medecine en 1979 (Nobelprize.org, 2007). 
Le prototype est compose d'une source emettant un faisceau fin de rayons X en 
direction de l'objet. Un detecteur unique, de l'autre cote, collecte l'energie ayant 
traverse ce dernier. En translatant le systeme source-detecteur lateralement pour 
couvrir tout le patient, on obtient ce qu'on appelle une projection. Le systeme 
effectue ensuite une legere rotation, dans le meme plan, pour atteindre le prochain 
angle de projection, et le balayage est repete. La meme procedure est employee 
jusqu'a ce que toutes les projections soient acquises. Un ordinateur collecte les 
donnees et reconstruit 1'image. 
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La preuve de concept avait ete faite beaucoup plus tot, en 1917. Le mathematicien 
autrichien J. H. Radon publiait alors un article demontrant la possibility de recons-
truire un objet a partir de ses projections. Le lien entre un objet et ces dernieres 
porte d'ailleurs le nom de transformee de Radon. II fallut neanmoins attendre plus 
d'un demi-siecle avant que la theorie ne se transforme en une application medicale 
concrete. 
Ce chapitre vise a etablir les bases methodologiques de la tomographic a rayons X, 
des points de vue materiel et des methodes de reconstruction, bases sur lesquelles 
nous nous appuierons pour le developpement de nos methodes. 
Nous commencerons par passer en revue quelques-unes des evolutions technolo-
giques materielles qu'a suivi la tomographie a rayons X, du prototype de Houns-
field jusqu'aux avancees les plus recentes. Ce survol permettra de situer la portee 
de nos travaux par rapport a ce qui se fait actuellement. II permettra egalement 
d'entrevoir les avenues que pourra emprunter le projet global. 
Nous verrons, par la suite, la relation entre un objet bidimensionnel et ses pro-
jections. Deux geometries seront abordees. La premiere, a rayons paralleles, cor-
respond a la configuration des premiers tomographes et mene a la transformee de 
Radon. La deuxieme, a rayons en eventail, correspond aux systemes plus recents. 
Ensuite, nous enoncerons la theorie qui sous-tend quelques methodes de reconstruc-
tion d'une image a partir de ses projections a rayons paralleles. Le theoreme de la 
tranche centrale de Fourier, qui lie le spectre d'un objet bidimensionnel au spectre 
de ses projections, sera utile a cet effet et menera naturellement a la methode des 
retroprojections filtrees. 
Des generalisations de cette methode existent pour la reconstruction d'images a 
partir de projections selon differentes geometries. Ces dernieres ne seront pas cou-
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vertes, bien que ces techniques soient utilisees dans les tomographes commerciaux 
actuels. Nous enoncerons cependant un cadre methodologique permettant de te-
nir compte des divers modeles de projection possibles. La reconstruction, dans ce 
cadre, s'enonce comme la resolution d'un systeme lineaire d'equations. 
Une section sera consacree a F etude des phenomenes physiques regissant la forma-
tion des mesures. Le lien entre ces phenomenes et les projections vues auparavant 
sera enonce. On aura alors compris comment, a partir des systemes mecaniques 
decrits precedemment, on arrive a reproduire Fimage d'une tranche d'un patient. 
Nous aurons enfin tous les outils necessaires pour enoncer le probleme autour du-
quel sont articules nos travaux. Ce probleme s'inscrit dans le cadre des methodes 
d'estimation bayesienne, methodes qui permettent de tenir compte des proprietes 
statistiques des phenomenes physiques qui auront ete etudies plus tot. 
1.1.1 Evolut ion technologique 
L'evolution technologique des appareils de tomographie a ete stimulee par deux 
motivations principales : la reduction de la duree des examens et Famelioration de 
la qualite des images. Ces deux objectifs sont etroitement lies, et une acceleration 
des acquisitions resulte, bien souvent, en un accroissement de la qualite des recons-
tructions. 
Nous allons aborder, dans cette section, quelques-unes des etapes qui ont mene a la 
conception des systemes actuels. La revue de cet aspect est necessaire puisque les 
changements apportes ont fait evoluer la configuration geometrique des systemes, 
ce dont nous souhaitons tenir compte. Le chemin emprunte par les constructeurs 
a ce niveau correspond au chemin que nous avons emprunte pour la realisation de 
nos travaux. Une partie significative des informations contenues dans cette section 
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proviennent de Kalender (2005). 
Nous avons decrit, en introduction, la structure du prototype de tomographe con-
struct par Hounsfield. Les mesures, effectuees une a la fois, etant entrecoupees 
de mouvements de translation et de rotation, il fallait plus de 24 heures pour 
obtenir l'image d'une coupe. Ces delais etaient beaucoup trop longs pour permettre 
l'utilisation en clinique de la methode. La faisabilite de l'approche etait neanmoins 
demontree. 
II fallut attendre l'apparition des appareils de deuxieme generation, en 1972, avant 
de voir se concretiser la premiere etude clinique sur la tomographic a rayons X. 
Ces appareils utilisaient plusieurs cellules de detection et un eventail partiel. Ainsi, 
plusieurs mesures pouvaient etre acquises simultanement et un moins grand nombre 
de translations etait necessaire. Une image pouvait ainsi etre obtenue en environ 
cinq minutes. 
L'elargissement de l'eventail pour couvrir tout le champ image a permis d'aban-
donner le mouvement de translation au profit d'un mouvement continu de rotation. 
Les appareils correspondants, apparus en 1976, sont dits de la troisieme generation. 
Les appareils de cette epoque pouvaient realiser Facquisition pour une coupe en 
une vingtaine de secondes. L'obstacle empechant d'examiner n'importe quelle par-
tie du corps, soit les artefacts induits par les mouvements respiratoires du patient, 
a alors pu etre franchi, les acquisitions pouvant etre realisees l'espace d'une seule 
respiration. 
Deux generations subsequentes de tomographes sont egalement apparues, soit la 
quatrieme et la cinquieme. Pour la quatrieme, une source en eventail et un anneau 
de detecteurs entourant le patient sont utilises. La cinquieme utilise, en guise de 
source, un faisceau d'electrons projetes sur une serie d'anodes entourant le patient. 
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Aucune piece n'est mobile, ce qui permet des acquisitions quasi instantanees. Peu 
de systemes de ces deux generations ont ete installes, en particulier en raison de leur 
cout eleve. La plupart des tomographes installes sont des machines de troisieme 
generation. 
Le tomographe utilise pour la realisation de ces travaux etant de cette generation, 
les developpements effectues dans ce document sont orientes vers ce type d'appareil. 
Les premiers tomographes de troisieme generation ne pouvaient effectuer qu'une 
seule rotation de 360 degres a la fois. Le tube etant alimente par des cables, il etait 
necessaire de « rembobiner » ces derniers avant de passer a l'acquisition suivante. 
La solution retenue pour remedier a ce probleme est apparue en 1987, sous le nom 
de technologie du « slip-ring ». Cette derniere prend la forme d'anneaux metalliques 
sur lesquels glissent des balais, fournissant ainsi l'energie necessaire au tube sans 
l'utilisation de cables. Chaque sequence d'acquisition ne necessitant pas d'accelerer 
et de decelerer le support de la source et du detecteur, on a pu assister, avec cette 
technologie, a des acquisitions en un temps de l'ordre de la seconde. 
Ce mouvement continu de la source a precede 1'apparition en 1990 des tomographes 
helicoidaux pour lesquels on anime la table d'un mouvement continu. Les donnees 
acquises ne correspondent plus a une tranche, mais a un volume. 
Des developpements subsequents ont touche le nombre de lignes de detection. Des 
appareils de troisieme generation, munis d'un detecteur a quatre barrettes, ont ete 
commercialises a partir de 1990. Des appareils de quatrieme et cinquieme generation 
comprenant plusieurs anneaux de detecteurs ont aussi ete construits. Ces appareils 
ont permis d'augmenter la vitesse de la table et, par consequent, de realiser des 
acquisitions sur des volumes plus rapides. 
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Le nombre de barrettes continue a ce jour de suivre une tendance a la hausse. 
Nous avons notamment vu des detecteurs a 16 et 32 barrettes. En 2004, Siemens 
annongait la mise en marche d'un appareil permettant l'acquisition de donnees 
sur 64 tranches. L'appareil est physiquement dote d'un detecteur comprenant 32 
barrettes. L'innovation reside dans l'introduction d'une nouvelle technologie dite a 
source volante Flying Focal Spot (FFS). Nous verrons les details de fonctionnement 
de cette technologie a la section 2.6.2. A titre d'exemple, le recent appareil Brillance 
iCT propose par Philips est dotes de 128 barrettes physiques. L'utilisation d'une 
source volante permet de faire des acquisitions sur 256 tranches. 
Toutes ces evolutions technologiques ont evidemment necessite des adaptations au 
niveau des modeles de projection et des methodes de reconstruction. Les prochaines 
sections sont consacrees a l'explication de certains de ces modeles dans un cadre 
bidimensionnel. 
1.1.2 Project ions et transformee de Radon 
Dans cette section, les outils mathematiques de base sont mis en place, permettant 
de decrire les projections a rayons paralleles d'un objet. Ces projections forment 
ce qu'on appelle un sinogramme. Nous verrons ensuite la projection a rayons en 
event ail. 
1.1.2.1 Project ions a rayons paralleles : la transformee de Radon 
La projection d'un objet f(x,y) consiste en une integrate de ligne sur chacune des 
droites normales a une droite d'angle 6P. On parte alors d'une projection de 1'objet 
selon Tangle 6p. Une radiographic est un bon exemple de la projection d'un objet 
tridimensionnel sur un plan. 
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FIG. 1.1 Illustration du principe de la projection avec rayons paralleles. 
La figure 1.1. illustre une telle projection pour le fantome de Shepp-Logan. Outil 
standard en tomographie, il est forme de 10 ellipses modelisant la densite d'une 
section de la tete. Ce fantome reviendra a plusieurs reprises au cours de ce travail. 
Pour les developpements, considerons tout d'abord cet objet dans un espace carte-
sien continu en deux dimensions. Sa projection selon une droite s(9p, r) est definie 
comme 
PeP(r) = / f(x,y)ds. 
Js(ep,r) 
s(8p, r) designe une droite orientee parallelement a l'axe s a une distance r de 
celui-ci. 
Par changement de variable, on exprime le rayon comme une fonction bidimension-
nelle de x et y 
s(6p, r) — S(x cos 9P + ysin9p — r). 
On obtient alors la forme integrate suivante, definissant la transformee de Radon : 
/
oo />oo 
/ f(x,y)8(xcosdp + ysm6p-r)dxdy 
oo J —oo 
= Pev{r). 
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FlG. 1.2 Sinogramme obtenu en projetant le fantome de Shepp et Logan. 
L'ensemble des projections disposees dans un espace cartesien (9P, r), tel qu'illustre 
a la figure 1.2 pour le fantome de Shepp-Logan, forme le sinogramme. 
L'operation de projection a des proprietes interessantes qu'il est souhaitable de 
mentionner. Tout d'abord, elle est lineaire, ce qui permet d'appliquer le principe 
de superposition. Les projections d'objets composes peuvent done etre obtenues en 
effectuant la somme des projections de ses composantes. De plus, le sinogramme 
possede un axe de symetrie. En effet, lorsqu'on effectue une rotation du systeme 
d'axe d'un demi-tour, ce dernier se retrouve inverse. On remarque que les lignes 
sur lesquelles on effectue les integrates sont les memes, mais de direction opposee. 
La projection obtenue est alors simplement retournee. Ces proprietes s'avereront 
importantes dans la suite de ce travail. 
1.1.2.2 Projections avec des rayons en eventail 
L'introduction des tomographes de troisieme generation, pour lesquels 1'angle cou-
vert par l'eventail source-detecteur est grand, a necessite l'introduction de modeles 
et de methodes de reconstruction pour des rayons non plus paralleles, mais en 
eventail. 
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Le tomographe utilise pour la realisation de ce travail etant de cette generation, les 
developpements effectues dans ce document sont orientes vers ce type d'appareil. 
Une projection est redefinie, dans ces circonstances, comme l'ensemble des mesures 
obtenues pour une position du tube radiogene. On definit le rayon central comme la 
droite passant par la position du tube et l'isocentre. L'angle de projection, tel que 
defini plus tot, est alors Tangle de la droite normale au rayon central. L'expression 
suivante lie l'angle 9S du tube (source) et Tangle 8P de la projection : 
Qs = 8P + x • 
Deux modeles de projection en eventail semblent etre d'usage dans la plupart des 
tomographes, soit un eventail a rayons equidistants, faisant usage d'un detecteur 
rectiligne, ou un eventail a rayons equiangulaires, utilisant plutot un detecteur 
courbe. La figure 1.3 illustre une telle projection. 
En dimension infinie, il existe un fort lien entre les projections a rayons en eventail 
et a rayons paralleles. Sans entrer trop profondement dans les details, tracons les 
grandes lignes de ce qui lie ces espaces de projections. 
Dans une projection a rayons paralleles, Tangle d'un rayon 8T correspond a Tangle 
de la source 8S. Pour une projection a rayons en eventail, l'angle d'un rayon est 
plutot decrit par Tangle de la source et Tangle du rayon Of au sein de Teventail de 
sorte que 
"r == 8S -\- U f. 
Un rayon oriente selon un angle 8r, dans une projection en eventail d'angle 8', 
appartiendrait ainsi a une projection a rayons paralleles d'angle 
®P = Q'p + #/• 
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F I G . 1.3 Illustration du principe de la projection avec rayons en event ail 
equiangulaire. 
Ce rayon passant necessairement par la source, qui est situee a un angle 9S et a une 
distance Rp de l'isocentre, sa distance par rapport a l'isocentre s'exprime comme 
r = Rp sin Of. 
La projection en eventail p'e, (Of) dont le rayon central se trouve a l'angle 0' est 
done reliee aux projections a rayons paralleles pep(r) de la maniere suivante : 
Pe'p(
ef) = PeP+ef {RF sin 9f). 
Pour des rayons equidistants, on a plutot p'e, (r) avec 
0P = 8'p + arcsin ( ~̂— r 
Rp 
Ces developpements sont illustres dans Kak & Slaney (1988). 
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1.1.3 Reconstruction a partir des projections 
En rayons paralleles, le theoreme de la tranche centrale de Fourier constitue la 
base des methodes de reconstruction en reliant le spectre des projections a celui 
de l'objet. Ce raisonnement, ensuite etendu, permet d'obtenir une expression de 
l'objet en fonction de ses projections, menant a une methode de reconstruction 
simple et remarquablement efficace, celle des retroprojections filtrees. 
1.1.3.1 Theoreme de la tranche centrale de Fourier 
Le theoreme de la tranche centrale de Fourier etablit le lien entre la transformee de 
Fourier bidimensionelle de l'objet et la transformee de Fourier unidimensionnelle 
de ses projections a rayons paralleles. Nous verrons dans cette section comment 
ce lien apparait. Le developpement a suivre est tire et adapte de Kak & Slaney 
(1988). 
Reprenons a partir de l'expression d'une projection a rayons paralleles telle que 
definie auparavant : 
PeP(r) = / f(x,y)ds. 
Js($p,r) 
Faisons passer l'objet dans le systeme de coordonnees rotatif (r, s) par le simple 





On note au passage que le determinant du jacobien associe a ce changement de 
variables est unitaire. 
Pour chaque valeur de 9P, on obtient done une representation fep{r,s) de l'objet 
19 
tourne d'un angle — 9P. Ainsi, la projection selon cet angle s'effectue le long de s 
qui est maintenant un axe du systeme de coordonnees tourne d'un angle 9P. 
PeP(r) = / f$p(r,s)ds. 
Faisons, a present, passer cette representation de la projection d'angle 9P dans le 





-i2™rdr. Sep(w) = 
/>00 
/ feP(r,s)d& 
J — cc 
Le changement de variables est, a ce point, inverse afin de revenir dans le systeme 
d'axes initial resultant en 
/
oo poo 
/ f{x, y)e-i27rw{xcose^ysine^dxdy. 
-oo J —oo 
Nous avons ainsi l'expression du spectre de la projection d'angle 6P en fonction de 





-oo J —oo 
Nous obtenons le lien fondamental derriere le theoreme de la tranche centrale de 
Fourier, soit : 
Sep(w) = F(wcos 9P, w sin 8P). 
On en conclut que le spectre d'une projection correspond a la «tranche» de spectre 
de l'objet sur la droite d'angle 9p passant par l'origine, d'ou l'idee de tranche 
centrale. 
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Le theoreme de la tranche centrale de Fourier permet de reconstruire une image a 
partir de projections a rayons paralleles equidistants. Dans la section suivante, nous 
poursuivrons le developpement afin d'obtenir la methode dite des retroprojections 
filtrees, qui peut etre generalisee a des projections de differentes geometries. Les 
methodes utilisees actuellement dans les tomographes commerciaux sont des va-
riantes de cette methode. 
1.1.3.2 Methode des retroprojections filtrees 




-oo J —oo 
Passons maintenant dans un systeme de coordonnees polaires. Cela va permettre de 
mettre l'expression de l'objet sous une forme pour laquelle il est possible d'appliquer 
le theoreme de la tranche centrale de Fourier. Ce faisant, on obtient 
t'TX /"OO 
f{x,y)= / Fiwcose^wsine^e^^^^+y^^lwldwddp. 
JO J-oo 
Le facteur \w\ est imputable au changement de coordonnees cartesiennes en coor-
donnees polaires. Pour simplifier la notation, nous posons 
r — x cos 0P + y sin 0P 
de telle sorte que 
f(x,y)= / F\wcos9p,wsin0p)e
i2nwr \w\dwd8p. 
JO J -oo 
L' application du theoreme de la tranche centrale de Fourier amene immediatement 
l'expression 




La variable r est constante ayant egard a w. L'expression de Pintegrale interne 
correspond done au filtrage, dans le domaine spectral, de la projection a Tangle 8P 
par le filtre en rampe \w\. Ce filtre est dit de Ram-Lak, du nom des deux auteurs 
a son origine. Notons Qep(y) cette projection filtree, ainsi 




f{x,y)= Qep(xcos0p + ysm0p)dOp. 
Jo 
Cette expression decrit chaque echantillon de l'objet comme une somme d'echan-
tillons bien choisis des projections. 
Pour r et 9P fixes, e'est-a-dire pour un echantillon particulier des projections filtrees, 
x et y decrivent une droite orientee perpendiculairement a l'axe r (voir figure 1.1). 
Cette droite est la meme que celle selon laquelle la projection pov(r) a ete obtenue. 
L'echantillon Q$ (r) est alors reproduit pour tous les points de cette droite. Cet 
echantillon est ainsi en quelque sorte epandu, ou retroprojete, sur cette droite, d'ou 
le nom de la methode. 
Un raisonnement alternatif figure dans Grangeat (2002) ou on propose plutot de 
trouver une fonction sinogramme h dont la retroprojection se trouve a etre une 
impulsion centree a l'origine. Ce raisonnement mene egalement a la retroprojection 
filtree. 
Le lien etroit entre les projections a rayons en eventail et en parallele, vu a la section 
1.1.2.2, permet de deduire une methode analytique de reconstruction analogue a 
la methode des retroprojections filtrees. Cette derniere fait intervenir une expres-
sion differente pour le filtre de reconstruction. Une explication d'une telle methode 
pour des geometries a rayons equiangulaires et equidistants se trouve dans Kak & 
Slaney (1988). D'autres generalisations permettent egalement de reconstruire des 
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images acquises lors d'une sequence helicoidale. Ces methodes sont de peu d'interet 
ici puisque des methodes alternatives ont ete developpees dans le cadre de travaux 
anterieurs (Allain, 2002; Menvielle 2004) sur lesquels ces travaux sont bases. Ces 
methodes, dites algebriques, font d'ailleurs abstraction du modele de projection 
utilise et fonctionneront autant pour une projection a rayons paralleles que pour 
l'un ou 1'autre des eventails. C'est a ces methodes que nous nous interessons dans 
le cadre de ces travaux. 
1.1.3.3 Reconstruction algebrique 
La theorie exposee dans les sections precedentes pose une hypothese qui n'est pas 
verifiee en pratique. Elle suppose qu'on evolue dans des espaces de dimension infinie, 
c'est-a-dire qu'on dispose d'un nombre illimite de projections et de detecteurs. 
Dans un contexte realiste, il faut tenir compte du fait que Ton n'effectue qu'un 
nombre limite de mesures, ce qui se traduit par une etape d'echantillonnage. 
II existe des methodes basees sur la retroprojection filtree pour des donnees discre-
tes. Dans les prochaines sections, nous verrons plutot une categorie de methodes al-
ternatives dites algebriques. Ces dernieres permettent une plus grande flexibilite au 
niveau de la modelisation, permettant notamment de tenir compte de fagon trans-
parente des geometries a rayons paralleles ou en eventail et meme de geometries plus 
complexes dont il sera question au chapitre 2. La resolution du probleme resultant 
requiert soit l'inversion d'une matrice, qui devient enorme lorsqu'on considere des 
problemes de taille clinique, soit l'utilisation de methodes iteratives. Dans les deux 
cas, la resolution demande considerablement plus de temps que la methode tradi-
tionnelle. 
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Discretisation de l'objet et des projections 
Le nombre de projections, de detecteurs ainsi que d'echantillons d'image etant finis, 
les fonctions qu'on supposait continues jusqu'a present doivent etre modelisees par 
leur contrepartie discrete par une etape d'echantillonnage. 
Cette formulation du probleme passe par deux fonctions d'echantillonnage, soit 
une pour l'image et une autre pour les projections. L'interaction entre ces deux 
fonctions d'echantillonnage mene a un operateur discret pour la projection. 
Echantillonnage de l'objet 
Commengons par realiser l'echantillonnage de l'objet sur une grille cartesienne a 
l'aide d'une fonction d'echantillonnage b(x,y). Nous considerons que l'objet est 
defini de telle maniere qu'il puisse etre exprime en fonction de la valeur de ses 
echantillons de la fagon suivante : 
j 
i= i 
On remarque ici que malgre que l'image soit bidimensionnelle, les fonctions d'echan-
tillonnage ne sont indexees que selon le seul parametre j € [1, J], J etant le nombre 
total d'echantillons de l'image. L'image echantillonnee est volontairement mise sous 
forme d'un vecteur car la formation des donnees sera modelisee, dans un domaine 
discret, par des produits de matrices par des vecteurs. 
La fonction bj (x, y) est une reproduction de la fonction d'echantillonnage decalee 
pour etre centree autour du centre de l'echantillon d'indice j . Elle peut s'exprimer 
24 
sous la forme convolutiormelle suivante : 
bj(x, y) = b(x, y) * S(x -xj:y- y5), 
ou le point (xj,yj) correspond au centre de l'echantillon concerne. 
Plusieurs modeles peuvent etre utilises pour l'echantillonnage. Le cas intuitif de 
pixels car res s'exprime comme 
b(x,y) =rect[_A/2;A/2[(a:,2/), 
ou A represente la largeur du pixel, qui est identique a l'espacement entre ces 
derniers. 
Un autre modele propose lors de travaux anterieurs (Allain, 2002) consiste a con-
siderer des pixels circulaires : 
{ 1 lorsque y/x2 + y2 < R • 0 ailleurs 
Ici, R est le rayon du support de l'echantillon. 
Chacune de ces fonctions presente des inconvenients. Des travaux visant a trouver 
de meilleures bases sur lesquelles effectuer la decomposition out ete tentes, mais 
n'ont pas abouti a une reponse claire a ce sujet. La recherche d'une telle fonction 
reste a ce jour un probleme ouvert. 
Echantillonnage des projections 
Effectuons maintenant un travail semblable au niveau des projections. Nous allons 
modeliser la projection en fonction de Tangle d'un rayon 6r, ce qui permettra de 
modeliser aisement plusieurs types de projections. 
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De meme que pour l'image, les projections sont disposees dans un vecteur de telle 
sorte que pour un echantillon (ou detecteur) n^ 6 [l,iVd] d'une projection np € 
[1, Np], on se retrouve dans le vecteur a Findice 
i= (np-l) x Nd + nd, 
ou i E [1, /] avec / = NpNj. La projection correspondante est alors exprimee par 
/
OO /'OO 
/ f(x, y)6(x sin(9ri) - y cos(9ri) - n)dxdy. 
-OO J —OO 
Cette expression fait intervenir la fonction de Dirac, ce qui indique que Ton considere 
une projection a rayons minces. 
Une generalisation est necessaire ici aim de pouvoir tirer parti de plusieurs modeles 
de rayons. La physique veut que nous ayons un nombre fini de detecteurs, mais 
egalement que ces detecteurs soient de largeur non infmitesimale. Un detecteur 
collecte ainsi une plage de rayons d'une certaine largeur. Dans cet esprit, in-
troduisons une fonction l(x,y,Or,r) representant la couverture d'un rayon sur 
l'image. Cette notation permet de generaliser l'expression des projections pour 
plusieurs formes de rayons. En indexant les rayons disponibles par i, on pose alors 





OO J —OO 
On peut done concevoir un echantillon i des projections comme le produit scalaire 
de Fobjet f(x,y) et du modele du rayon li(x,y). 
Avec cette notation, on obtient une projection a rayons minces en prenant 
k{x,y) = 8{xsm(9ri) -ycos(9ri) -n). 
On peut egalement modeliser un rayon de largeur w en acceptant que la fonction 
du rayon soit bornee entre — w/2 et w/2, ce qui peut etre fait a Faide d'une fonction 
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rectangle 
k(x,y) = rectr_:u,.sr(xsin(6'ri) — ycos(9ri) — rt). 
En faisant entrer la notation de l'objet echantillonne dans la projection pj, on a 
Pi= Yl^b^x'y^x'y^dxdy 
J J 3 = 1 
et 
Pi = ^2fj / bj(x,y)li(x,y)dxdy. 
L'integrale double constitue un produit scalaire. On definit alors le coefficient 
aij = / / bj(x,y)li(x,y)dxdy 
de telle sorte que 
Pi = Yl ha 
j=i 
j 
Cette somme constitue le produit du vecteur f par la matrice A. Le vecteur des 
projections s'obtient ainsi par 
p = Af. 
La matrice A constitue la discretisation de l'operation de projection. De ce fait, 
on lui attribue le nom de matrice de projection. Dans un cadre a rayons paralleles, 
elle est la discretisation de l'operateur de la transformee de Radon vu a la section 
1.1.2.1. 
Chacun de ses coefficients a^ correspond a la projection le long du rayon li(x,y) 
de la fonction de base de l'echantillon de l'objet bj(x,y). 
Dans le cas de rayons minces avec une image constitute de pixels carres, les coeffi-
cients de la matrice de projection sont done la longueur de l'intersection du rayon 
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avec chaque pixel. Pour le modele a pixel circulaires avec rayons larges propose dans 
Allain (2002), la matrice est constitute des aires d'intersection entre ces pixels et 
le rayon. 
Le probleme de reconstruction consistant a determiner la valeur de f est mainte-
nant formule comme la resolution d'un systeme lineaire d'equations pouvant etre 
effectuee par des methodes developpees a cette fin. 
1.1.4 Formation des mesures 
Les methodes de reconstruction d'une image a partir de ses projections ont ete 
exposees. Nous nous interessons maintenant aux phenomenes physiques permettant 
d'obtenir les projections d'une quantite caracteristique de Fobjet imager. 
Lorsqu'un photon X transite a travers un materiau, deux evenements peuvent se 
produire avec une certaine probabilite. Dans le premier cas, le photon est trans-
mis directement au detecteur et constitue un photon dit primaire. Dans le second 
cas, il interagit avec le materiau. Aux energies d'interet en radiologic, deux types 
d'interactions se produisent principalement. Le premier est l'effet photoelectrique. 
Lorsqu'il se produit, le photon est absorbe et ne parvient pas au detecteur. Le 
deuxieme est l'effet Compton. Cet effet conduit a la reemission d'un photon de 
plus faible energie dans une direction aleatoire. Ce photon reemis peut alors etre 
transmis a un des detecteurs. On parle alors de rayonnement secondaire, qui est 
associe au bruit. 
La probabilite qu'il y ait interaction depend de l'epaisseur du materiau et est 
caracteristique de sa nature. II est, en effet, plus probable qu'un photon interagisse 
lorsque la densite du milieu est plus elevee. De plus, la physique dicte un lien entre 
cette probabilite et l'energie du photon incident; un photon d'energie elevee aura 
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plus de chances de traverser. Les phenomenes sous-jacents sont resumes dans ce 
qu'on appelle le coefficient d'attenuation lineique. Ce dernier est la quantite que 
l'on souhaite reconstruire. 
Considerons qu'une source emet n,Q photons en direction d'un materiau homogene 
mince, d'epaisseur Aw. Le nombre moyen An de ces photons qui interagieront avec 
le materiau est donne par (Macovski, 1983) 
An = I^UQAW. 
La variable /i represente le coefficient d'attenuation lineique auquel on fera reference 
directement par coefficient d'attenuation et est exprimee en cm"1 . 
Ainsi, le nombre moyen de photons n n'ayant pas interagi apres avoir traverse une 
epaisseur w du materiau s'exprime sous la forme integrale 
fno dn 
in n 
Le nombre moyen de photons provenant du rayonnement primaire qui sont detectes 
est regi par la loi de Beer-Lambert qu'on obtient en resolvant l'expression precedente : 
n = n0e-
w>\ 
Le corps d'un patient n'etant pas du tout homogene, le rayon traverse un milieu 
de coefficient d'attenuation variable, de sorte que l'integrale de droite ne se resout 
pas directement. On aboutit alors a l'expression 
n = n0e~ ^
,i{w)dw. 
Nous avons considere un modele d'emission deterministe, c'est-a-dire pour lequel 
le nombre de photons emis est connu et egal a n0. Un modele physiquement plus 




Poisson dont le parametre n0 constitue la moyenne. Les phenomenes responsables 
de l 'attenuation ne modifient pas cette caracteristique, de sorte que le nombre de 
photons recus au detecteur suit egalement une loi de Poisson. La preuve de cette 
affirmation est faite dans Macovski (1983). Ainsi, le nombre de photons detectes 
est maintenant modelise par une variable aleatoire de Poisson : 
i V ~ P o { n 0 e - / o % M < M 
dont n constitue une realisation. 
Considerons maintenant une distribution bidimensionnelle du coefficient d'attenu-
ation. Le nombre de photons traversant l'objet le long d'une ligne s(8p, r) est decrit 
par 
Nep(r) ^ Vo {nQe~
 f^^{x'y)ds} . 
Nous pouvons alors lier cette expression a celle des projections obtenues a la section 
1.1.2. Pour des projections a rayons paralleles, on fait intervenir la transformee de 
Radon de la fagon suivante : 




La reconstruction du coefficient d'attenuation peut etre effectuee par la methode 
des retroprojections filtrees, ou une de ses generalisations, en considerant qu'exac-
tement n(9p,r) = n0e~-
ls{eP'r) y s photons sont detectes. 
On a alors 
_ h ( = & ! > ) = R W ) ) . 
\ n0 J 
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Les methodes algebriques demandent alors de resoudre le systeme 
p = A u = — In I — ] 
avec n = nQe"
A^. 
Cela ne permet toutefois pas de tenir compte de l'aspect stochastique de la for-
mation des mesures. La prochaine section etablit un cadre methodologique dans 
lequel cet aspect peut etre pris en compte. 
1.1.5 La reconstruct ion en tant que probleme d'est imation 
On vient de voir que les methodes usuelles de reconstruction tomographique ne 
tiennent pas compte du caractere stochastique de la generation des donnees. La 
methode que nous allons voir dans cette section est etroitement liee au fait que les 
quantites en jeu sont de nature aleatoire. Cette methode s'inscrit dans le cadre de 
l'estimation. 
1.1.5.1 Methodolog ie de l 'est imation 
Nous avons vu que les donnees suivaient une loi de probabilite qui est fonction de 
l'objet. Ainsi, nous representons les projections par un vecteur aleatoire P. L'objet 
n'etant pas connu a priori, nous considerons egalement un vecteur aleatoire U pour 
le representer. 
Ainsi, pour le vecteur des projections P, connaissant l'objet, on note /p|u= A ,(p), la 
probabilite d'observer la realisation p des projections. Cette expression correspond 
au probleme dit direct. C'est le modele de formation des donnees vu a la section 
1.1.4. 
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L'outil fondamental de l'estimation est le theoreme de Bayes, qu'on enonce de la 
maniere suivante : 
, / x fp\u=n(p)fu(») 
Ju\p=pW = 7-7-T • 
Ce theoreme permet d'obtenir la probabilite fu\p=p{fi), dite a posteriori, qu'un 
objet fj, soit a l'origine des projections p. 
II fait intervenir deux autres fonctions de densite de probabilite : fu(n) et /p(p). 
La premiere represente la probabilite a priori que 1'objet prenne une valeur donnee. 
Elle amene le concept de regularisation que nous aborderons a la section 1.1.5.3. 
Dans un premier temps, nous la supposerons constante. 
Enfin, /p(p) exprime, a l'instar de /t/(//), ^a probabilite d'une realisation des pro-
jections par rapport aux autres. II s'agit d'un facteur de normalisation qui ne varie 
pas en fonction de \i. 
Nous cherchons a obtenir la valeur de [i maximisant la vraisemblance fu\p=p(lJ>), 
c'est-a-dire 1'objet qui est, avec la plus forte probabilite, a l'origine des donnees : 
p, = argmax/j/|P=p(/i). 
Cela constitue le probleme dit inverse. 
Dans la plupart des cas, il n'existe aucune formulation analytique qui permette 
d'obtenir directement la valeur de l'estimee. On se rabattra alors sur des methodes 
approximatives, qui le plus souvent sont iteratives. Ces dernieres sont orientees vers 
la minimisation d'une fonction objectif ou critere, qui correspond a l'opposee de la 
vraisemblance. Nous notons ce critere C(/J), de telle sorte que l'estimee s'exprime 
comme suit : 
p, = axgmmC(ii) = axgrniu-fu\P=p(ti). 
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Les differentes hypotheses pouvant etre emises au sujet du modele direct et des 
valeurs admissibles de l'objet conduisent a differents estimateurs; nous decrivons 
a la section suivante celui dont nous nous sommes servi. 
1.1.5.2 Probleme inverse pour la reconstruction tomographique 
Le nombre de photons traversant l'objet suit un processus stochastique de Ber-
noulli. Considerant qu'un tres grand nombre de photons sont emis et emergent 
de l'objet, nous approximons ce processus stochastique par une loi normale; ainsi, 
on modelise chaque donnee Pi comme une realisation d'un processus gaussien de 
variance o\ : 
Pi-.A/'flA/^.o!}. 
La densite de probability pour Pi est alors 
et l'ensemble des mesures suit la loi de probabilites 
/p i"-" (p)=n^7sexpl—*%—)• 
Considerant qu'on n'a aucune information a priori sur les valeurs que peut prendre 
l'objet, on se retrouve, en appliquant le theoreme de Bayes, avec l'expression 
fu\p=P(fj) = fp\u=M, 
qu'on cherche a maximiser pour \i. 
En prenant le logarithme du produit d'exponentielles, on obtient plutot la somme 
de leurs arguments. La position du maximum n'est pas alteree, la transformation 
etant monotone croissante. Ainsi, 
1 i 
jx = argmax fu\p=p{fi) = arg max V" - - (p4 - [A/zjJ
2. 
M H *•—' A 
1 = 1 
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En changeant le signe, on se retrouve avec un probleme de minimisation, et l'ex-
pression de l'estimee devient 
1 1 
p, = arg min V - (pi - [ A ^ ) 2 . 
n L—' I 
i=\ 
Ainsi, la valeur de l'estimee est celle qui minimise le critere C(/i), dit des moindres 
carres. Ce critere est une fonction quadratique et peut se mettre sous une forme 
purement matricielle facilitant sa manipulation : 
C(M) = ^ ( p - A / / )
T ( p - A ^ ) . 
Nous nous trouvons dans le cas singulier oil il existe une expression explicite des 
solutions de ce probleme. En effet, le gradient de la forme quadratique precedente 
s'annule lorsque 
A r A/ / = ATp, 
indiquant un point stationnaire. Ce systeme d'equations est alors satisfait pour les 
valeurs de [i minimisant le critere des moindres carres. Cet ensemble de valeurs 
forme un ensemble non vide du fait que la matrice A T A est semi-definie positive. 
Tous les points stationnaires, et il en existe au moins un, sont des minima du critere 
C(n). 
Lorsque la solution est unique, ce qui est equivalent a ce que la matrice A T A soit 
non singuliere, cette solution s'obtient ainsi : 
La regularisation, abordee a la section suivante, permettra d'assurer l'existence 
d'une solution unique a ce systeme. 
Etant donne le nombre de variables a estimer et la taille des donnees, il sera 
neanmoins necessaire de recourir a des methodes iteratives pour resoudre le systeme. 
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On remarque finalement que la resolution de ce probleme est analogue a l'operation 
de retroprojection filtree. En effet, la matrice A etant definie comme la discretisation 
de la projection, son adjointe, soit AT , correspond a la retroprojection. La matrice 
(A T A) _ 1 peut etre vue comme l'operation de filtrage. Cette derniere est, a l'oppose 
de la retroprojection filtree, realisee au niveau de l'image. On peut la percevoir, 
dans le domaine de Fourier, comme un filtre en forme de cone qui serait applique 
au spectre 2D de l'image. 
1.1.5.3 Regularisation 
Le probleme de reconstruction tomographique est, le plus souvent, mal conditionne. 
II peut meme etre singulier dans certains cas. Cette difficulte peut etre surmontee 
avec des techniques de regularisation. Elles consistent a emettre une hypothese 
sur la vraisemblance d'une solution par rapport aux autres. Cette hypothese est 
representee par la fonction de densite de probabilite fu(fj) de l'expression du 
theoreme de Bayes. 
On verra que la regularisation se manifeste par Pajout d'un ou de plusieurs termes 
a l'expression du critere. 
La methode est souvent utilisee pour assurer la stabilite de la solution d'un probleme. 
Nous verrons egalement qu'on peut l'utiliser pour favoriser certaines caracteristiques 
de la solution. Nous l'utilisons, en particulier, pour obtenir une reduction du niveau 
de bruit dans nos reconstructions. 
Distribution gaussienne de la solution 
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En choisissant une loi normale centree, on accorde plus de credit aux solutions de 
faible module. La fonction de densite de probabilite correspondante est done 
/ " > j ) = ^ " p ( - ^ ) 
En considerant tout l'objet, on a, en prenant l'argument de l'exponentielle sous 
forme matricielle 
/ / \ 1 ( ^ 
fuW = 7 7^77 e x P 
Par le theoreme de Bayes, en ramenant la fonction de densite de la section precedente 
pour les donnees, on obtient la loi a posteriori, en omettant les coefficients inde-
pendants de \i : 
/ (p - A / i ) r ( p - A\i) fiT^ 
fu^M oc exp { ^ ^ -
et l'expression de l'estimee : 
[x = arg max exp —-~ 
Cette expression est equivalente a 
(P - A/x) r (p - Afi) fiTfi 
2ai 2al 
p-Afi)T(p-Afi) fi1 fi 
1 1 ^ -" = ^ g mm < ^ + ^ 
'B ^UU 
et a 
p, = argmin I - ( p - A/ i ) T (p - Afi) + X-fiTfi I , 
en ayant pose A = cr^/ajj. 
Le result at est la fonction objectif 
1 1 
C(n) = - ( p - Afi)T(p - Afi) + X-fFfi. 
L'information a priori sur la solution, telle que formulee, ajoute ainsi un terme dit 
de penalisation au critere. Ce terme attribue un cout au carre du module de la 
solution, ce qui aura tendance a privilegier des solutions faibles en amplitude. 
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On note egalement la presence du parametre de regularisation A, qui peut prendre 
n'importe quelle valeur positive. Ce parametre vient ponderer l'importance (ou la 
confiance) qu'on accorde aux donnees par rapport a celle qu'on accorde l'informa-
tion a priori. C'est le rapport des variances du bruit et des valeurs de l'estimee. 
Ainsi, des donnees fortement bruitees et l'hypothese d'une faible distribution des 
valeurs de l'estimee imposeront une valeur elevee a A. A Foppose, le parametre 
A sera nul, ce qui correspond a un critere non regularise, pour des donnees non 
bruitees en lesquelles on a parfaitement confiance. 
Le gradient de ce critere s'ecrit 
VC(fi) = - A T ( p - A/x) + A/x 
et s'annule pour les solutions du systeme d'equations 
(ATA + XI) fi = A T p. 
On peut facilement montrer que, dans la mesure ou la valeur de A est plus elevee 
que la plus petite valeur propre de ATA, ce systeme possede une solution unique. 
Generalisation 
D'autres hypotheses sur les valeurs vraisemblables de Fob jet peuvent etre for-
mulees. Dans le contexte de la reconstruction tomographique, les images obte-
nues sont habituellement constituees de regions plutot homogenes separees par de 
franches discontinuites. 
Cette propriete peut etre favorisee par l'ajout de termes de regularisation supple-
mentaires penalisant les difFerences entre echantillons voisins. La prise en compte 
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de cette information demande la generalisation de la fonction de regularisation vue 
a la section precedente, qui s'exprime alors 
M J 
m=0 j=\ 
considerant l'expression du critere 
C(JJL) = \ ( P - A / . ) T (p - Afi) + XR(fi). 
Nous avons introduit, dans cette expression, la fonction dite de penalisation tp(t). 
Cette fonction scalaire determine la nature de la penalisation a appliquer a chaque 
composante des differences. 
La fonction de regularisation se presente ici comme la somme de differentes com-
posantes penalisant le non-respect a une hypothese faite a priori sur Fob jet. On 
peut voir cette forme de regularisation comme l'imposition de M contraintes douces 
d'egalite de la forme 
D ( m ) A t « d ( m ) , 
pour lesquelles la non-satisfaction est penalisee. 
Dans le cas qui nous concerne, les termes de penalisation s'appliquent sur 
- la norme de la solution (ra = 0) ; 
- les differences verticales (m = 1); 
- les differences horizontales (m = 2) ; 
- les differences diagonales vers le sud-est (ra = 3); 
- les differences diagonales vers le nord-est (ra = 4). 
Les matrices D^m^ representent les operations lineaires de differences dans chacune 
des directions. Elles sont composees de 1 sur la diagonale principale et de — 1 sur 
une autre diagonale, correspondant a l'echantillon avec lequel la difference est faite. 
La matrice D ^ est egale a l'identite. 
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A defaut d'avoir une information plus precise sur les discontinuities, on fixe, a titre 
d'approximation, d^m) = 0. Une information plus complete pourrait possiblement 
etre obtenue par un pretraitement du sinogramme, par exemple, ou d'une recons-
truction effectuee par une methode plus rapide. 
Le parametre wm est inversement proportionnel a la distance entre les echantillons, 
de sorte que w0 = W\ = w2 = 1 et w5 = w4 = 1/V%- On permet ainsi que la 
difference entre des echantillons plus eloignes puisse etre plus grande qu'entre des 
echantillons immediatement voisins. 
Fonctions de penalisation 
En plus de la fonction quadratique, il existe une grande variete de fonctions pos-
sedant differentes proprietes. On en propose deux types dans Idier (2001), soit les 
fonctions L2Liet L2L0 dont nous allons brievement discuter ci-apres. 
Fonction quadratique 
La fonction quadratique ip(t) = t2/2 utilisee jusqu'ici a de belles proprietes, en 
ce sens qu'elle s'integre naturellement au contexte de l'estimation sous hypothese 
gaussienne. Le terme de regularisation correspond alors a une distribution gaus-
sienne des valeurs de T)^m'fi au tou r de dSm> : 
/ i >fr) oc exp (̂  ^ J . 
Le critere completement quadratique qu'on en obtient presente l'avantage de pos-
seder une solution analytique. 
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Cette fonction penalise cependant davantage les differences naturelles de l'objet que 
les differences associees au bruit dans les regions homogenes. Les frontieres subissent 
alors un fort lissage au meme titre que le bruit, ce qui n'est pas souhaitable. 
Fonctions L2Lj 
Ces fonctions sont differentiables et presentent un caractere quadratique a l'origine 
et asymptotiquement lineaire (Idier, 2001). 
Les fonctions de ce type ont ceci de particulier qu'elle permettent une meilleure 
preservation des discontinuites naturelles de l'objet en leur infligeant une moindre 
penalite que pour la fonction quadratique, tout en penalisant de maniere quadra-
tique les petites discontinuites assimilables au bruit dans les donnees. 
Deux exemples sont la branche d'hyperbole : 
tjj(t) = Vt2 + S2-S 
et la fonction de Huber : 
it2 t<6 
W) = { 
[ 2S\t\ -S2 t>5. 
Ces dernieres sont illustrees et comparees a la fonction quadratique a la figure 1.4. 
La premiere a l'avantage d'etre deux fois continument derivable, ce qui n'est pas 
le cas de la deuxieme pour laquelle la derivee seconde presente des discontinuites 
a |t| = S. 
Par rapport a la fonction quadratique, le compromis a faire est moins restrictif du 
point de vue de la qualite d'image. Cet avantage se traduit cependant par l'ajus-
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(a) (b) 
F I G . 1.4 Allure des fonctions de penalisation L2L1 (trait plein) par rapport a une 
fonction quadratique (trait pointille) : une branche d'hyperbole 1.4(a) et une fonc-
tion de Huber 1.4(a). Dans les deux cas, 6 = 1. Pour avoir une pente asymptoti-
quement identique, la branche d'hyperbole a ete multipliee par 26. 
tement du parametre supplement aire 6 qui decrit la transition entre les caracteres 
quadratique et lineaire. 
La fonction que nous utiliserons est la branche d'hyperbole, du fait que cette 
derniere est deux fois continument derivable et qu'elle preserve la convexite du 
critere. 
Fonctions L2L0 
Ces fonctions sont quadratiques a l'origine et sont asymptotiquement constantes. 
Au dela d'un certain seuil, les discontinuites ne sont done pas davantage penalisees, 
assurant leur meilleure preservation. Elles sont cependant non convexes et pour-
raient par consequent causer l'apparition de minima locaux au niveau du critere, 
dans Fun desquels la methode de minimisation pourrait s'enliser. 
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1.2 Optimisation 
Nous cherchons a minimiser le critere des moindres carres regularises en utilisant 
une fonction de penalisation L2Ll5 soit la branche d'hyperbole vue a la section 
1.1.5.3. Cette fonction est convexe et deux fois continument derivable. Le mini-
mum de cette fonction ne s'obtient pas analytiquement; nous traiterons ainsi de 
methodes iteratives d'optimisation adaptees a ce contexte. 
Dans un esprit de generalite, plutot que d'exprimer cette section en termes de 
notre critere C(/u), nous nous servirons plutot d'une fonction objectif plus generale 
/ (x) : W1 —> R deux fois continument derivable. Nous ferons toutefois les liens qui 
s'imposent entre la matiere vue ici et notre probleme de reconstruction. 
Le probleme general a resoudre s'enonce comme suit : 
x* = arg min f (x) 
Les principales methodes d'optimisation applicables au probleme qu'on se propose 
de resoudre se classent en deux categories, soit les methodes dites a regions de 
confiance et les methodes dites de directions. 
Dans les deux cas, des suites d'iterees {xfc}/c=0 sont generees, qui, sous certaines 
conditions, convergent vers un point x* minimisant la fonction. 
Dans les paragraphes de cette section, nous explorerons quelques methodes et condi-
tions permettant d'effectuer la minimisation de la fonction / (x) . 
Nous decrirons d'abord ce qu'est un minimum en enongant les conditions d'opti-
malite en optimisation sans contraintes. 
Nous couvrirons ensuite, de maniere generale, les differentes approches envisa-
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geables. Nous verrons dans un premier temps l'idee qui sous-tend les methodes 
a regions de confiance. Nous nous concentrerons ensuite sur les methodes a di-
rections de descente, en commengant par l'enonce de conditions importantes pour 
assurer la convergence de ces dernieres. Nous presenterons ensuite les methodes de 
directions les plus importantes. 
Nous aborderons egalement trois methodes de recherche lineaire : la methode de 
More-Thuente, qui est generate, ainsi que deux methodes adaptees a la forme de 
notre critere proposees dans Labat & Idier (2005). 
1.2.1 Conditions d'optimalite 
Dans un contexte general de minimisation sans contraintes de fonctions deux fois 
continument differentiables, deux conditions sont necessaires et une suffit pour 
qu'un point x* soit un minimum local de la fonction / (x) . 
Definissons d'abord les divers types de minima pouvant etre rencontres. On dit que 
x* est (Orban, 2007) : 
- un minimum global de / si et seulement si pour tout x e l " , / (x) > /(x*); 
- un minimum local de / si et seulement s'il existe un e > 0 tel que pour tout 
x € J3(x*,e), / (x) > /(x*), ou 5(x*,e) est une boule de rayon e centree autour 
de x*; 
- un minimum local strict de / si et seulement s'il existe un e > 0 tel que pour 
tout x e B(x*, e), x ^ x*, / (x) > /(x*); 
- un minimum local isole de / si et seulement s'il existe un e > 0 tel que x* est 
l'unique minimum local de / (x) dans £?(x*,e). 
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1.2.1.1 Condition necessaire du premier ordre 
Soit une fonction / : W1 —> R continument differentiable et le point x*, un minimum 
local de / , alors 
V/(x*) = 0. 
Cette condition, necessaire pour que x* soit un minimum, definit un point station-
naire du premier ordre pour / . 
1.2.1.2 Condition necessaire du second ordre 
Soit une fonction / : Rn —> R deux fois continument differentiable et le point x*, 
un minimum local de / , alors V2/(x*) est semi-defini positif, c'est-a-dire 
dTV2 /(x*)d > 0 
pour tout d G 8 n non nul. 
1.2.1.3 Condition suffisante du second ordre 
Soit une fonction / : Mn —> E. deux fois continument differentiable et le point x*. 
Si V2/(x*) est defini positif, alors le point x* est un minimum strict de / . 
En particulier, lorsque la fonction / est convexe, la derniere condition est respectee 
en tout point. Ainsi, tout minimum local est strict et est de plus l'unique minimum 
global de / . 
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1.2.2 Methodes a regions de confiance 
Les methodes dites a regions de confiance consistent a construire un modele quadra-
tique autour de l'iteree courante xk et a identifier une region a l'interieur de laquelle 
on a confiance en ce modele comme approximation de la fonction / (x) . L'iteree 
Xfc+i s'obtient en minimisant le modele sous la contrainte de rester a l'interieur de 
la region de confiance. Ainsi, considerant la forme quadratique 
mk(d) = /(xfc) + V/(x fc)d + ^d
TBfcd, 
on cherche une solution approximative au sous-probleme 
dfe = arg min m^fd) 
s.c. ||d|| < Ak 
generant une suite d'iterees 
xfc+i = xfc + dk 
globalement convergente. 
La taille de la region de confiance est sujette a variation. On determine cette 
derniere a chaque iteration en comparant la reduction de ra^d) (predite ou anti-
cipee) a la reduction effective de la valeur de la fonction /(x^ + d). 
Lorsque la reduction anticipee est semblable a la reduction effectivement obtenue, 
mais que le deplacement retenu est sur la frontiere de la region de confiance, alors 
on gagnerait probablement a effectuer un pas plus long. Le niveau de confiance 
au modele peut ainsi etre augmente. A l'oppose, si la reduction est loin de celle 
qui etait prevue par le modele, on doit reduire la taille de la region de confiance. 
Enfin, dans le cas oil la reduction est semblable a la reduction predite et que le pas 
selectionne correspond au minimum de mk, la taille de la region de confiance est 
acceptable et n'est pas modifiee. 
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La methode la plus simple dans ce domaine consiste a trouver le point de Cauchy 
a chaque iteration. Ce point est celui qui minimise le modele dans la direction 
de plus forte pente de la fonction / au point Xfc. Cette methode n'est pas tres 
performante, mais est globalement convergente. Toute methode resultant en une 
iteree de meilleure qualite que le point de Cauchy sera alors egalement globalement 
convergente. 
1.2.3 Methodes a directions de descente 
Ces methodes generent une suite d'iterees selon une formule de mise a jour de la 
forme 
Xfc+i = xfc + akdk 
Ainsi, contrairement aux methodes a regions de confiance ou le deplacement est 
calcule en une seule etape, on procede ici en deux etapes successives : 
1. identification d'une direction de descente dk ; 
2. recherche d'une longueur de pas ak (recherche lineaire) dans cette direction, 
reduisant suffisamment la valeur de la fonction. 
Une direction de descente est une direction selon laquelle un deplacement au voi-
sinage immediat du point courant resulte en une diminution de la valeur de la 
fonction objectif. Sauf si celle-ci est nulle, ce qui indique un point stationnaire, la 
direction opposee au gradient est celle qui resulte en la plus forte descente. 
L'etape de recherche lineaire consiste a obtenir une solution ak, la plupart du temps 
approximative au sous probleme de minimisation a une variable : 
a* = argmin/(xfe + adk), 
a 
avec a > 0. 
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Dans les raxes cas ou on connait analytiquement le minimum de cette fonction, on 
parle de recherche lineaire exacte. Pour tous les autres cas, on parle de recherche 
lineaire approximative. 
Avant d'entrer dans Implication des methodes, commengons par enoncer des condi-
tions qui assureront que ces dernieres convergeront vers un point stationnaire de 
la fonction / . Nous verrons, notamment ce que signifie « une longueur de pas 
reduisant sumsamment la valeur de la fonction ». 
1.2.3.1 Conditions de convergence 
Le respect de certaines conditions au niveau de la direction de descente et de la 
recherche lineaire assurent que la sequence {x/J d'iterees generees par une methode 
sera globalement convergente, c'est-a-dire que, peu importe le point de depart, la 
serie convergera vers un point stationnaire de / . 
Conditions de Wolfe 
La satisfaction des conditions de Wolfe assure qu'une strategie de recherche lineaire 
generera des longueurs de pas a^ causant une reduction suffisante de la fonction 
objectif. 
Considerons une iteration k d'une methode de directions appliquee a une fonction 
continue. On suppose de plus que djt est une direction de descente pour / au point 
Xfc. 
La premiere condition, la condition d'Armijo, exige qu'une descente suffisante soit 
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realisee : 
/(xfe + adfe) < /(xfc) + c1aV/(xfc)
Tdfc 
pour ci G (0,1). Elle admet cependant des pas arbitrairement petits, de sorte 
qu'elle n'assure pas necessairement une progression suffisante vers le minimum. Un 
pas de longueur nulle serait, par exemple, acceptable au sens de cette condition. 





pour c2 G (ci,l) 
En exigeant que la derivee au point d'arrivee ait suffisamment augmente, on ecarte 
les pas trop courts. Ces deux conditions forment les conditions dites de Wolfe. 
La derniere condition peut etre renforcee en exigeant egalement que la pente au 
point d'arrivee ne soit pas trop elevee. Cela mene aux conditions de Wolfe dites 




pour c2 G (ci, 1). 
Theoreme de Zoutendijk 
Pour une iteration obtenue par la formule de mise a jour vue precedemment, si les 
conditions suivantes sont remplies (Nocedal and Wright, 1999) : 
1. dk est une direction de descente; 
2. la longueur du pas ak repond aux conditions de Wolfe; 
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3. la fonction / est bornee inferieurement et continument derivable sur un en-
semble ouvert O contenant l'ensemble de niveaux L = {x : / (x) < /(x0)} ; 
4. le gradient est Lipschitz-continu sur O, c'est-a-dire que 
| | V / ( x ) - V / ( x ) | | < L | | x - x | | 
pour tout x, x € Mn, 
alors 
^ c o s 2 ^ | | V / / c | | 2 < oo 
fc>0 
ou 9k est Tangle entre la direction dk et l'oppose au gradient. 
L'idee peut etre resumee ainsi : dans la mesure ou les quatre conditions precedentes 
sont remplies, si une direction de descente d^ faisant un angle ne s'approchant 
pas de ± | est empruntee par une methode de directions, alors le cosinus sera 
suffisamment eloigne de 0. Pour satisfaire a la condition de Zoutendijk, c'est-a-dire 
pour que la serie soit bornee, la norme du gradient n'a alors d'autre choix que de 
tendre suffisamment rapidement vers zero. Un algorithme et une fonction repondant 
a toutes ces conditions genereront ainsi une suite {x/j} globalement convergente. 
1.2.3.2 Methodes de la plus forte pente et de Newton 
Une classe de methodes obtiennent une direction d^ en resolvant un systeme lineaire 
d'equations de la forme 
Mfcdfe = -V/(x f e) 
avec Mfc definie positive. 
La direction obtenue prend ainsi la forme d'une transformation lineaire de l'oppose 




Ces methodes sont adaptees a la minimisation de fonctions non lineaires. Nous 
ferons la distinction de trois cas. 
Le premier, le plus simple, s'obtient lorsque M^ = I. On se retrouve alors avec la 
methode de la descente du gradient ou de la plus forte pente : 
dfc = -V/(x f c) 
Cette methode progresse generalement lentement vers la solution; on lui preferera 
alors des methodes tirant davantage parti des proprietes du probleme a resoudre. 
L'incorporation d'information du second ordre par l'utilisation du hessien mene a 
la methode de Newton, ce qui constitue le deuxieme cas de figure. Cette derniere 
s'appuie sur le developpement en serie de Taylor du deuxieme ordre comme ap-
proximation de la fonction autour du point courant. La direction est alors obtenue 
en resolvant le systeme 
V2/(xfe)dfc = -V/(x f c ) , 
ce qui est equivalent a la minimisation de la forme quadratique correspondant au 
developpement de Taylor. 
L'utilisation d'information de second ordre sur la fonction permet d'obtenir une 
convergence plus rapide vers la solution. Cela exige cependant la resolution d'un 
systeme lineaire d'equations a chaque iteration, ce qui s'avere tres couteux pour 
des problemes de grande taille. 
Le troisieme cas est intermediaire entre les deux precedents et regroupe les methodes 
dites quasi-Newton. Celles-ci font souvent de tres bons compromis entre la methode 
de la plus forte pente et la methode de Newton du point de vue de la vitesse de 
convergence. 
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La direction est obtenue en resolvant le systeme 
Bfcdfc = -V/(x f c) 
oil soit Bfc est une approximation definie positive facilement inversible du hessien 
ou B^ 1 est une approximation de son inverse et on a 4 = B^1V/(xfc). Ces ap-
proximations sont generalement mises a jour a chaque iteration. Cela mene par 
exemple aux methodes BFGS et L-BFGS decrites dans Nocedal & Wright (1999). 
Les methodes de cette classe sont resumees par l'algorithme 1.1. 
Soit x0 le point de depart de 1'algorithme. 
Evaluer /0 = /(x0) et V/ 0 = V/(x 0) . 
Resoudre M0d0 = ~V/o pour d0. 
k = 0. 
Tant que ||V/fe|| ? 0, 
ctfc = Result at d'une 
Xfc+i = xfc + ttfcdfc, 
V/fc+i = V/(x fc+1). 
Resoudre Mfc+1dfc+i 
fc<-fc + l. 
recherche lineaire dans la direction d^. 
= -V/fc+i pour dfc+i. 
Algorithme 1.1: Methodes de Newton et quasi-Newton. 
Pour une fonction / repondant aux conditions du theoreme de Zoutendijk, la 
convergence des methodes quasi-Newton est globale du moment que M^1 est definie 
positive. Cette condition assure que la direction d^ en est une de descente : 
d[M,d f c = -dj[VA < 0 
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1.2.3.3 Gradient conjugue 
Une autre famille de methodes basee sur la recherche lineaire emerge de la methode 
du gradient conjugue. Cette methode est d'abord concue pour la resolution de 
systemes lineaires symetriques et dermis positifs, mais certaines variantes per-
mettent son application a des problemes non lineaires. Nous expliquons ici la 
methode de base avant d'aborder ses variantes. 
Soit le systeme lineaire d'equations : 
H x = y 
ou H 6 Wixn est symetrique definie positive. La resolution de ce probleme est 
equivalente a la minimisation de la forme quadratique 
/ ( x ) = ^ x T H x - x T y 
ou a l'annulation de son residu defini comme 
r(x) = H x - y = V / ( x ) . 
On note que cette expression constitue le gradient de la forme quadratique. Cette 
constatation sera importante au moment d'adapter la methode a des problemes 
non lineaires. 
On note que le systeme d'equations A x = p , correspondant a la reconstruction 
tomographique non regularisee, n'est pas symetrique. Dans ce cas, l'algorithme du 
gradient conjugue doit etre applique au systeme normal : 
A r A x = A T p . 
La methode s'appuie sur la propriete de la conjugaison par rapport a H . Une belle 
illustration de la puissance de cette propriete se trouve dans Nocedal k, Wright 
(1999) et est resumee ci-dessous. 
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Dans le cas ou la matrice H est diagonale, les vecteurs propres de la forme qua-
dratique / sont alignes avec les vecteurs de la base canonique. La minimisation de 
la forme quadratique peut alors se faire en minimisant tour a tour le long de ses 
vecteurs de base. Cela resulte en une metliode convergeant en au plus n iterations. 
Dans le cas ou H n'est plus une diagonale, on peut appliquer une transformation 
S = [do, di,.. . , dn_i], ou dfc sont les directions de descente suivies pour la minimi-
sation, telle que 
x = S"1x 
Cette transformation resulte en une nouvelle forme quadratique a minimiser : 
/ (x) = /(Sx) = V s T H S x - x r S r y 
Ce probleme est resolu en au plus n iterations si cette nouvelle forme quadratique 
est telle que ses vecteurs propres sont alignes selon la base canonique, ce qui revient 
a ce que la matrice S r H S soit diagonale. Cette propriete est obtenue par la H 
conjugaison des directions selon lesquelles on minimise : 
d^Hdi = 0 pour tout i j^ k 
On peut montrer qu'une direction H conjuguee est obtenue en prenant 
dfe+i = —ffc+i + Ac+idfe 
avec 
T 
„ _ rfc+lrfc+l 
Pk+i — r 
La nouvelle direction s'obtient done facilement a partir de la direction precedente 
et du residu des iterations courante et precedente. La metliode demande alors 
relativement peu de memoire et de temps de calcul par iteration par rapport a une 
metliode de Newton ou a certaines methodes quasi-Newton. 
53 
Dans la direction d^, le minimiseur s'obtient analytiquement : 
T 
" <fHd* 
Tous les elements sont maintenant reunis de sorte qu'on puisse maintenant enoncer 
l'algoritlime 1.2 du gradient conjugue lineaire. 
Soit x0 le point de depart de l'algorithme. 
E valuer / 0 
do = - r 0 , 












= x/c + akdk, 
= rk + OfcHdfc, 
= —rfc+i + /̂ fc+idfe, 
k + l. 
- y , 
Algorithme 1.2: Gradient conjugue. 
La methode du gradient conjugue converge plus rapidement que la methode de la 
plus forte pente et demande peu de calculs supplement aires. La vitesse de cette 
convergence est cependant fortement liee a la distribution des valeurs propres du 
probleme. 
Pour un systeme decrit par la matrice H de taille n par n, il est montre que la 
methode du gradient conjugue converge en un maximum de n iterations. Certains 
cas particuliers conduisent a une convergence en un nombre beaucoup plus faible 
d'iterations. Si le probleme comprend r valeurs propres distinctes, on peut mon-
trer que la solution sera atteinte au bout de r iterations. Egalement, on pourra 
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s'attendre a une convergence plus rapide si les valeurs propres distinctes sont ras-
semblees en un faible nombre de groupes, d'ou l'idee d'ameliorer la distribution des 
valeurs propres par une methode dite de preconditionnement. 
1.2.3.4 Gradient conjugue preconditionne 
Le preconditionnement se traduit par une simple modification de l'algorithme du 
gradient conjugue, ce que nous verrons dans la presente section. Nous verrons plus 
de details sur les methodes de preconditionnement au chapitre 3. 
La demarche consiste a definir un changement de variable 
x = Cx. 
Le probleme est alors transformed en la minimisation de la forme quadratique 
/ (x) = ^ x T C - T H C _ 1 x - x T C- T y , 
ou la resolution du systeme 
C - r H C - 1 x = C T y . 
On souhaite definir une transformation telle que les valeurs propres du nouveau 
systeme soient mieux groupees. 
Le residu de ce systeme s'exprime 
f(x) = C ~ r ( H C " 1 x - y ) 
Enongons l'algorithme du gradient conjugue pour ce nouveau probleme : L'algo-
rithme du gradient conjugue pour ce nouveau probleme est enonce a l'algorithme 
1.3. 
55 
Soit x0 le point de depart de l'algorithme. 
Evaluer /0 
d0 = -r~0, 








= / (xo) et f0 = C" 
llfjkH^O, 
d^C-^HC-id f c ' 
= x/c + afcdfc, 
= f fc + a f c C -
r H C -
— —ffc+i + A+idfc, 




Algorithme 1.3: Gradient conjugue preconditionne (premiere version). 
De simples manipulations des termes permettent d'exprimer cliacune des etapes de 
l'algorithme en fonction de x et r(x). 
Premierement, on introduit la direction preconditionnee 
pfc = C - ^ - ^ = M ' V 
Le calcul de cette direction est effectue en resolvant le systeme 
Mpfc = rfc. 
Deuxiemement, on definit 
b* = C x d k-
Le calcul de ce vecteur a chaque iteration prend la meme forme que la formule de 
mise a jour pour la direction d^+i de l'algorithme 1.2. 
On obtient ainsi l'algorithme 1.4 du gradient conjugue preconditionne. 
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Soit x 0 le point de depart de l'algorithme. 
Evaluer f0 = / ( x 0 ) , r0 = (Hx 0 - y) , 
Resoudre M p 0 = i"o pour p 0 . 
bo = - P o , 
fc = 0. 
Tant que ||rfe|| ^ 0, 
au= r^Pk 
Xfc+i = Xfc + akbk, 
rk+1 = rk + akHbk. 
Resoudre Mp f e +i = rfc+1 pour p f c + 1 . 
n _ rl+1Pfc+l 
^ + 1 - r£pfc ' 
bfe+i = — Pfc+i + Ac+ibfc, 
fc<-fc + 1. 
Algori thme 1.4: Gradient conjugue preconditionne (version pratique). 
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On note que puisque C est non singuliere, M est necessairement symetrique definie 
positive. Cette propriete est essentielle pour preserver la symetrie du systeme 
d'equations, ce qui est une condition necessaire pour l'utilisation de Falgorithme 
du gradient conjugue. 
1.2.3.5 Gradient conjugue non lineaire 
Le gradient conjugue lineaire minimise la forme quadratique caracterisee par la 
matrice H. Lorsque la fonction est non quadratique, il n'y a plus identite entre le 
gradient et le residu, du fait que cette matrice n'est plus definie. De plus, pour une 
fonction generale, le pas optimal n'est plus obtenu de maniere analytique. 
Toutefois, en remplagant le residu dans l'expression de Falgorithme par le gradient 
et en employant une methode de recherche lineaire approximative remplissant les 
conditions de Wolfe, on obtient une variante pouvant s'appliquer a la minimisation 
de fonctions non quadratiques. 
Ainsi, diverses methodes du gradient conjugue non lineaire existent et se distinguent 
par l'expression utilisee pour (3k+i et la methode de recherche lineaire employee. 
La plus simple, constituant la methode de Fletcher-Reeves, propose simplement de 
remplacer le residu par le gradient : 
v/J+1v/ f c+1 
Une autre methode, celle de Polak-Ribiere, est caracterisee par l'expression : 
V/fc
T
+1 (V/fc+1 - V/*) 
Pk+l - VfTVfk 
Aucune autre methode n'a ete montree significativement plus efficace que cette 
methode (Nocedal and Wright, 1999). 
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Notons enfin que pour une fonction quadratique, lorsque la recherche lineaire est 
exacte, l'algorithme produit des iterees pour lesquelles les gradients sont orthogo-
naux. Dans ce cas, toutes les expressions pour p^+i s o n t alors equivalentes. 
Convergence du gradient conjugue non lineaire 
Nous supposons que la fonction / (x) satisfait les conditions 3 et 4 du theoreme de 
Zoutendijk vues a la section 1.2.3.1. 
Lorsqu'une recherche lineaire exacte est utilisee, les directions empruntees par les 
methodes du gradient conjugue non lineaire sont toujours des directions de des-
cente. On peut s'en convaincre en observant l'expression suivante : 
V/fc
T




Lorsque le pas optimal est effectue, alors V / ^ et d^ sont orthogonaux et le 
deuxieme terme s'annule (Nocedal and Wright, 1999), et la methode est globa-
lement convergente. 
La methode de Fletcher-Reeves est assuree de donner des directions de descente du 
moment que la recherche lineaire remplit les conditions de Wolfe avec c\ G (0,1/2) 
et c2 G (ci,l/2). 
II n'y a pas de tel resultat pour la methode de Polak-Ribiere; cependant en defi-
nissant 0^^ = max {0, ^ ^ i } , et en exigeant que la methode de recherche lineaire 
respecte la condition suivante : 
V/J+1dfc < 0 
nous sommes assures que des directions de descente seront generees. Cette condi-
tion semble raisonnable, si on considere qu'une valeur positive de cette expression 
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indique que la valeur de la fonction objectif en x^+i remonte en direction dfc. 
Un autre resultat de convergence implique des strategies de redemarrage, c'est-a-
dire qu'on reinitialise l'algorithme periodiquement en forgant fi = 0, ce qui entraine 
une iteration de la methode de la plus forte pente. 
Pour une fonction / (x) non quadratique, la sequence des iterees {x^} est generale-
ment infinie. Notons kj, les iterations auxquelles le gradient conjugue est redemarre. 
On suppose que le nombre d'iterations entre les redemarrages est fini, la sequence 
{kj} est alors infinie elle aussi. Alors les methodes du gradient conjugue non lineaire 
sont convergentes aux sens oil 
liminf IIVAH = 0, 
k—>oo 
c'est-a-dire que la borne inferieure de la norme du gradient pour chaque sous-
sequence forme une sequence convergeant vers 0 (Nocedal and Wright, 1999). 
Ainsi, autant la methode de Fletcher-Reeves que la methode de Polak-Ribiere sont 
globalement convergentes si un redemarrage est effectue chaque fois qu'une direc-
tion de non-descente est generee. Dans le pire des cas, un redemarrage est effectue 
a toutes les iterations et la methode se comporte comme la methode de la plus 
forte pente. 
Dans la mesure ou la fonction qu'on souhaite minimiser possede un hessien syme-
trique defini positif, nous faisons le pari que la methode du gradient conjugue non 
lineaire tirera benefice d'une methode de preconditionnement. Le hessien variant 
d'iteration en iteration, il en va possiblement de meme pour le preconditionneur 
qu'on note cette fois Mfe. La structure commune des algorithmes du gradient 
conjugue non lineaire preconditionne est done representee par l'algorithme 1.5. 
La methode utilisee pour la realisation de ces travaux est celle de Polak-Ribiere avec 
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Soit Xo le point de depart de l'algorithme. 
Evaluer / 0 = / ( x 0 ) , V / 0 = V / ( x 0 ) . 
Resoudre M0po = V/o pour p 0 . 
bo = - P o , 
fc = 0. 
Tant que ||V/fc|| ^ 0, 
&k = Result at d'une methode de recherche lineaire dans la direction b^. 
Xfc+i = xfc + akbk, 
V/ f e + 1 = V/ (x f c + 1 ) , 
Resoudre M f c+1p f e+i = V/ f c + i pour p f c + 1 . 
Ac+i = Pk+n Afc+i o u Pk+i ' 
bfc+i = — Pfc+i + /3k+ibk, 
& < - & + !. 
Algori thme 1.5: Gradient conjugue non lineaire preconditionne. 
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f3 + sans modification des conditions de Wolfe. Nous avons toutefois incorpore une 
strategie de redemarrage a chaque fois qu'une direction de non-descente est ren-
contree. En pratique, il n'a jamais ete necessaire d'effectuer un redemarrage. Nous 
verrons au chapitre 3 quelles methodes de preconditionnement ont ete envisagees 
et laquelle a ete retenue. 
1.2.3.6 Methode de Newton avec gradient conjugue 
La methode du gradient conjugue lineaire peut etre utile dans le cadre des methodes 
de Newton. On rappelle que pour la methode de Newton, la direction de descente 
dfc s'obtient en resolvant le systeme 
V2/(x)dfc = - V / ( x ) . 
Pour des problemes de tres grande taille, il n'est pas envisageable de representer 
explicitement le hessien, ce dernier exigeant un espace considerable en memoire. 
Le calcul de ce dernier a chaque iteration, dans un contexte de minimisation de 
fonctions non quadratiques, est egalement tres exigeant en temps de calcul. 
L'algorithme du gradient conjugue peut alors etre utilise pour resoudre le systeme. 
On obtient ainsi une methode de Newton plus legere puisqu'il n'est pas necessaire 
de representer le hessien, mais seulement de mettre en ceuvre le produit de ce 
dernier par un vecteur. 
1.2.4 Recherche lineaire 
Considerons la fonction deux fois continument derivable 
(j)(a) = /(xfe + adk) 
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defmie pour a > 0. II s'agit de la fonction objectif, lorsqu'on se deplace en direction 
dk a partir du point courant xfc. 
La recherche lineaire est le processus par lequel on cherche une valeur de a resultant 
en une diminution suffisante de la fonction objectif dans la direction d^. Suffisante 
peut s'exprimer en termes de diverses conditions ; les conditions de Wolfe sont celles 
auxquelles nous faisons reference ici. 
Dans le cas quadratique, le minimum de cette fonction est connu analytiquement. 
La recherche lineaire est done exacte. Pour le cas plus general de fonctions non 
quadratiques, il n'existe aucune expression analytique pour le minimum. Face a 
une telle fonction, on aura, la plupart du temps, recours a des methodes iteratives 
approximatives. Nous avons vu que de telles methodes permettent tout de meme 
d'obtenir des algorithmes globalement convergents dans la mesure ou l'on suit une 
direction de descente et que Ton satisfait les conditions de Wolfe. 
Nous presentons, dans cette section, les trois methodes qui ont ete comparees dans 
le cadre de ces travaux. La premiere, la methode de More-Thuente (More and 
Thuente, 1994) est une methode de recherche lineaire iterative generate generant 
des pas satisfaisant les conditions de Wolfe fortes. Cette methode est celle qui a ete 
utilisee dans les travaux de Nathalie Menvielle. 
Nous presenterons ensuite deux methodes, proposees dans Labat & Idier (2005), 
plus adaptees a la forme particuliere de notre critere. 
1.2.4.1 Recherche lineaire de More-Thuente 
La methode de More-Thuente permet d'obtenir, dans certaines conditions, un pas 
a dans un intervalle [amin, ĉ max] donne, satisfaisant les conditions de Wolfe fortes. 
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Conditions de descente suffisante et de courbure pour c\ < c2 
Le developpement de la preuve (More and Thuente, 1994) est base sur l'ensemble 
T(ci) = {a > 0 : <j>{a) < 0(0) + ac1(j)'(0), \<f>'(a)\ < ci|0'(O)|} 
Cet ensemble contient les valeurs de a qui satisfont les conditions de descente 
suffisante et de courbure pour c\ = c2. On montre facilement que tous les elements 
de cet ensemble satisfont les conditions de Wolfe fortes, c'est-a-dire les conditions 
de descente suffisante et de courbure pour c\ E (0,1) et c2 € (c\, 1). 
Les auteurs mentionnent que cet ensemble est non vide lorsque la fonction 0 (a ) est 
bornee inferieurement. Notre critere etant defini positif, cette condition est alors 
remplie. 
La fonction auxiliaire suivante est ensuite definie : 
4>(a) = 0(a) - 0(0) - d<j)'(0)a. 
Cette fonction est strictement positive lorsque la condition de descente suffisante 
n'est pas respectee, et negative lorsqu'elle Test. Elle est nulle en a — 0 et ^'(O) < 0. 
On montre ensuite que, s'il existe une longueur de pas a telle que 
ip(a) > 0 ou ip'(a) > 0, 
alors il existe un a* E T(c\) minimisant ijj(a) et ip(a*) < 0. Cette longueur de pas 
satisfait alors les conditions de Wolfe fortes. 
Soit un intervalle [a m i n ,a m a x ] donne. Le theoreme 2.3 de More & Thuente (1994) 
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assure que si 
^ ( t tmin ) < 0 e t VA"min) < 0 
et 
^ ( « m a x ) > 0 OU ^ ' (Omax) > 0, 
c'est-a-dire qu'il existe un minimum pour ip(Q) & l'interieur de cet intervalle, alors, 
sauf dans certains cas pathologiques, la methode se termine apres un nombre k fini 
d'iterations avec otk £ T(c.\). 
Les deux conditions sur les bornes ami„ et am a x sont satisfaites assez facilement dans 
notre cas. En pratique, comme nous evoluons dans un contexte d'optimisation sans 
contrainte, il suffit de fixer ctmin = 0 et « m a x suffisamment grand. 
Conditions de descente sumsante et de courbure pour c\ > c2 
La methode permet, dans certaines conditions, de satisfaire les conditions de des-
cente sumsante et de courbure dans le cas plus general ou C\ € (0,1) et c2 G (0,1). 
Ce cas est particulier puisque, lorsque C\ > c2, l'ensemble T(c\) peut etre non vide, 
mais ne pas contenir d'element satisfaisant les conditions de descente sumsante et 
de courbure. Un tel exemple est montre dans More & Thuente (1994). 
Une modification de la methode est proposee dans ce cas. Si une iteree a^ telle que 
tp(oik) < 0 et 4>'(otk) > 0 est identifiee, alors l'objectif de la methode change de la 
minimisation de la fonction ip(a) pour celle de 4>(a). 
En posant l'hypothese que a m j n et am a x sont tels que la fonction ip(a) possede un 
minimum sur l'intervalle [amin, am a x] Les auteurs montrent que si une iteree ak telle 
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que 
V>K) < 0 et </>'(ak) > 0 
est identifiee, ce qui indique la presence d'un minimum pour (p(a) dans l'inter-
valle [amin, ctmax], alors la recherche lineaire modifiee se termine a une iteree ak 
satisfaisant les conditions de descente suffisante et de courbure. 
Ce cas ne se presente toutefois pas en pratique, car nous nous assurons que c\ < C2, 
ce qui est suffisant pour assurer la convergence de nos methodes. 
Recherche d'une longueur de pas 
La recherche d'une longueur de pas debute par la specification d'un intervalle de 
recherche a l'interieur de [amin, amax] contenant une valeur a* minimisant ijj(a). La 
borne amax est obtenue en essayant des valeurs croissantes pour a, jusqu'a ce que 
cette derniere resulte en ip(a) > 0 ou ip'(a) > 0. Enfin, des valeurs decroissantes 
pour a sont generees jusqu'a ce qu'on en obtienne une pour laquelle on a ip(a) < 0 
et ip'(a) < 0. 
Une fois l'intervalle de recherche specifie, la taille de ce dernier est reduite en 
generant iterativement des valeurs d'essai qui en deviendront les nouvelles bornes. 
Le choix des valeurs d'essai est heuristique et est une combinaison des minima 
de diverses interpolations quadratiques et cubiques de la fonction aux bornes de 
l'intervalle. On demontre que la taille de ce dernier a chaque iteration converge vers 
zero et contient toujours un minimum, soit pour ij)(a) ou <f)(a) selon le cas, ce qui 
demontre que la methode est convergente. 
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1.2.4.2 Methodes de Labat 
Nous presentons ici deux autres methodes iteratives de recherche lineaire. Ces 
dernieres sont adaptees a la minimisation de criteres des moindres carres penalises 
par des fonctions decrivant des branches d'hyperboles telles que notre critere. 
Les deux methodes sont iteratives et basees sur la formule de mise a jour suivante : 
•k Uk d^Bf(x f c+a*d f c)d f c " 
Elles different par la formulation de la matrice B^(x). Dans le premier cas, on 
utilise la construction de la methode de Geman et Yang correspondant a notre 
critere : 
M 
B G Y = A
T A + A^"(0) J2 w2m(D
{m))TV{m)• 
La deuxieme methode est obtenue en utilisant la construction de la methode de 
Geman et Reynolds : 
BGR(x) = A
TA + A f; «&(D<™>)rdiag { ^ S ^ 1 j D™. 
m = l ^ ' \3 ) 
Rappelons que tp(t) correspond a la fonction de penalisation. 
L'expression BQY equivaut a considerer que l'argument de la fonction de penalisa-
tion est suffisamment proche de zero, de sorte que tp"(t) & ip"(0). Cette approxi-
mation resulte en une expression pour Bj^x) constante au cours des iterations de 
recherche lineaire. Le calcul de a]^1 est alors tres efficace. 
L'expression BGR(x) varie au cours des iterations. Le produit doit alors etre evalue 
a chaque iteration de la recherche lineaire. L'approximation de la derivee seconde 
de la fonction de penalisation ijj"(t) ~ i/j'(t)/t, valable dans la region quadratique 
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de ^(t), permet de tenir compte davantage de la courbure locale de la fonction de 
penalisation au point courant. 
Ces deux methodes seront comparees empiriquement a celle de More-Thuente a la 
section 4.2.3. 
La convergence des deux methodes est basee sur le theoreme suivant (Labat and 
Idier, 2005) : 
Si la fonction de penalisation ip verifie les conditions suivantes : 
1. V : K —> R est C2, coercive et paire, 
2. Vt > 0, t(j'(t) > 0, 
3. ip(y/i) est concave pour t > 0, 
4- s u p t 6 R K ( t ) | < oo, 
alors l'algorithme du gradient conjugue non lineaire de Polak-Ribiere, precondi-
tionne par une matrice constante M& = M 0 definie positive, est convergent dans 
le sens ou 
liminf||V/(xfc)|| = 0. 
Les auteurs enoncent que cette propriete de convergence est valable pour n'importe 
quel nombre d'iterations / . 
1.2.5 Methode employee 
La methode de Newton necessite la resolution complete d'un systeme d'equations 
a chaque iteration, ce qui est irrealiste pour un probleme de la taille du notre. 
Nous pourrions alors avoir recours a des methodes quasi-Newton utilisant une in-
formation de second ordre incomplete ou approximative. Ces methodes demandent 
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toutefois une quantite significative de travail a chaque iteration pour la mise a jour 
et l'utilisation de cette information de second ordre. 
Nous avons choisi d'utiliser le gradient conjugue non lineaire. Cette methode offre 
des performances interessantes malgre sa grande simplicite. Ses performances peu-
vent de plus etre ameliorees a l'aide d'un preconditionneur adapte. 
1.3 Problematique 
Un certain nombre d'obstacles limitent l'utilisation des methodes algebriques pour 
la reconstruction tomographique. En particulier, dans le contexte medical, la taille 
des donnees et des images reconstruites represente un probleme considerable. Ces 
tailles sont de plus portees a augmenter a mesure que la technologie avance. 
La prise en charge d'examens helicoi'daux pour lesquels, plutot que de reconstruire 
les donnees tranche par tranche, il est necessaire de considerer d'un bloc tout le 
volume de donnees, constitue a cet egard un serieux defi a relever dans un futur 
rapproche. 
L'augmentation de la taille du probleme a trois consequences principales : 
1. L'augmentation de l'encombrement memoire du a la matrice de projection, 
qui est deja important. 
2. L'augmentation du temps necessaire au calcul des projections et des retro-
projections due a l'augmentation de la taille des operateurs. 
3. L'augmentation du nombre d'iterations de la methode d'optimisation. 
Remarquons que la reduction des artefacts metalliques, qui est l'objectif du pro-
jet dans lequel s'inscrit ce travail, necessite Pemploi d'un critere non lineaire. Le 
nombre d'iterations necessaire a la minimisation de ce critere sera egalement porte 
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a augmenter, tout comme le volume de calcul pour chaque iteration. 
Ainsi, ce travail vise a trouver des methodes qui permettront a la fois de limiter 
l'espace memoire necessaire au stockage de la matrice de projection, tout en assu-
rant une bonne performance des operations impliquant cette derniere. Le stockage 
explicite de la matrice de projection a pour objectif d'ameliorer la performance des 
operations de projection et de retroprojection. 
Enfin, nous souhaitons reduire le nombre d'iterations des methodes d'optimisation 
par la creation d'un preconditionneur et l'utilisation d'une methode de recherche 
lineaire tenant compte des proprietes du probleme. 
1.4 Conclusion 
Cette breve revue a permis de se faire une idee de revolution de la tomographie a 
rayons X, de la creation du premier modele aux appareils les plus recents. Cette 
evolution tend vers l'acquisition de plus en plus rapide de volumes de donnees de 
plus en plus imposants. 
Nous avons ensuite aborde quelques aspects relies a l'obtention d'une image repre-
sentative du coefficient d'attenuation. Deux modeles de projection dans un espace 
bidimensionnel, soit a rayons paralleles et a rayons en eventail, ont ete enonces. 
La methode des retroprojections filtrees, ou une generalisation de cette derniere, 
permet de reconstruire les images. Ces methodes sont liees a l'frypothese que le 
nombre de photons emergeant de la source est deterministe. 
On a toutefois vu qu'un modele stochastique base sur une loi de Poisson etait 
plus physiquement realiste. Pour en tenir compte, nous avons enonce le cadre des 
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methodes d'estimation basees sur le theoreme de Bayes. Considerant un grand 
nombre de photons, nous avons convenu d'approximer le modele de formation 
des donnees par une loi gaussienne. Le probleme inverse correspondant est alors 
equivalent a la minimisation d'un critere des moindre carres, que nous regularisons 
par une fonction I^Lidecrivant une branche d'hyperbole. 
Nous avons ensuite vu quelques methodes employees pour la minimisation de 
cette fonction. Nous avons choisi d'utiliser un algorithme du gradient conjugue 
non lineaire de Polak-Ribiere (PR+) auquel nous allons, au chapitre 3, ajouter un 
precondit ionneur. 
La taille et la performance des methodes sont les problemes auxquels nous souhai-
tons nous consacrer dans ce travail. Les prochains chapitres detailleront les solutions 
mises en oeuvre a cet effet. 
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CHAPITRE 2 
PROJECTION ET RETROPROJECTION 
Les operations de projection et de retroprojection sont au coeur de toute methode 
de reconstruction. C'est particulierement le cas pour les methodes iteratives que 
nous utilisons. Ces operations necessitent une part considerable des ressources in-
formatiques affectees a la reconstruction. 
Dans ce chapitre, nous proposons une methode qui repond au premier objectif 
du travail, c'est-a-dire de mettre en ceuvre de maniere efficace les operations de 
projection et de retroprojection, en tenant compte de la geometrie de tomographes 
commerciaux. 
Dans les modeles decrits au chapitre 1, il a ete fait mention d'une matrice de projec-
tion. Elle n'est en fait qu'une representation discrete des operations de projection et 
de retroprojection qui pourraient egalement etre effectuees de maniere analytique. 
Les deux approches presentent des avantages et des inconvenients. L'utilisation 
d'une matrice permet d'effectuer les operations de projection et de retroprojection 
tres rapidement, mais demande une quantite de memoire importante. Le stockage 
de tous les coefficients d'une telle matrice n'est envisageable que pour des problemes 
dont la taille est bien en deca de celle d'un probleme de taille clinique. A l'oppose, le 
calcul analytique des projections et des retroprojections a chaque iteration demande 
peu de memoire, mais necessite beaucoup de temps. 
Nous avons cependant observe que la position des coefficients non nuls de la matrice 
presente une tres forte structure, permettant de la stocker en un espace raisonnable. 
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En premier lieu, nous verrons que sous certaines conditions, qui seront detaillees a 
la section 2.2, un grand nombre de coefficients de la matrice sont redondants. On 
verra egalement, a la section 2.3, que la matrice est structurellement tres creuse et 
que la position des coefficients non mils presente une autre tres forte structure. 
L'exploitation de ces deux niveaux de structure permet de reduire le nombre de 
coefficients a emmagasiner jusqu'a un niveau permettant l'utilisation d'une ma-
trice meme pour de gros problemes cliniques. Nous verrons que cette reduction de 
taille ne cause aucune perte d'information. Les resultats, presentes a la section 4.1, 
viendront montrer que sa mise en ceuvre offre de tres bonnes performances. 
Les caracteristiques structurales que nous exploitons existent quel que soit le modele 
de projection utilise. Nous avons mentionne l'existence de geometries a rayons pa-
rallels ou en event ail. Une certaine variete existe au niveau des fonctions d'echan-
tillonnage des projections et de Fob jet. Pour ce travail, nous utilisons des rayons 
infiniment minces traversant des echantillons carres uniformes (pixels). L'utilisa-
tion d'echantillons circulaires traverses par des rayons epais est egalement proposee 
dans Allain (2002). 
Avant de nous lancer dans l'analyse de cette structure et l'elaboration de notre 
methode, nous enoncerons un cadre de base dans lequel nous definirons la conven-
tion geometrique et les divers symboles utilises au cours du chapitre. 
A la suite a l'analyse de la structure de l'operateur de projection, nous entrepren-
drons une revue de quelques methodes generates de stockage pour des matrices 
creuses. Certaines de ces methodes ont servi d'inspiration pour le developpement 
de la methode adaptee a notre probleme. 
Nous entrerons ensuite plus en profondeur dans les methodes mises en ceuvre pour 
stocker et manipuler la matrice de projection. Les programmes developpes dans le 
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cadre de ces travaux sont ecrits et executes sous la plateforme Matlab. La solution 
retenue pour les operations impliquant la matrice de projection utilise l'interface 
MEX integree a ce logiciel et permettant d'y inclure des fonctions ecrites en lan-
gages C ou Fortran. 
Comme ce travail est lie a une application utilisant les tomographes SOMATOM 
Sensation 16 et 64 de Siemens, certaines particularites geometriques de ces appa-
reils, c'est-a-dire le decalage du detecteur et la source volante, seront detaillees. Ces 
aspects viennent significativement influencer l'espace occupe par la matrice, meme 
si le nombre de coefficients de cette derniere reste constant. 
2.1 Hypotheses et conventions geometriques 
Nous debutons ce chapitre par la mise en place d'un cadre dans lequel s'inscrivent 
les developpements des methodes que nous avons mises en ceuvre pour le calcul 
des projections et des retroprojections. La formulation de ce cadre s'appuie sur la 
figure 2.1. 
La position de la source est determinee par son angle 9S G [0, 2n) et le rayon Ftp 
de sa trajectoire circulaire autour de l'isocentre, c'est-a-dire l'origine du systeme 
d'axes. Nous considerons que la source tourne a vitesse constante dans le sens 
antihoraire. Son parcours debute a Tangle 6S = 0. Nous verrons a la section 2.3 que 
ce choix est Justine et qu'il a des repercussions sur la methode employee pour le 
stockage des coefficients, notamment parce qu'il a une influence sur l'orientation 
des rayons correspondants. 
Sur la figure 2.1, une projection en event ail constitute de Nd = 16 echantillons a 
ete representee. Quatre rayons ont ete traces. Le symbole Of £ [—n, 7r] represente 
Tangle de ces rayons par rapport au rayon central, c'est-a-dire celui qui passe par 
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FIG. 2.1 Conventions et notations adoptees pour la matrice de projection. 
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la source et l'isocentre, qu'il soit physique ou non. Lorsque la source est a Tangle 
9a = 0, le rayon considere comme le premier, c'est-a-dire dont l'indice est na — 1, 
est celui se dirigeant vers le haut de la barrette de detecteurs et est d'angle 6f < 0. 
Les rayons emis par la source sont alors caracterises par leur angle 6r, qui est la 
somme de Tangle 6S de la source et de Tangle Of au sein de Teventail, ainsi que 
par leur distance r par rapport a l'isocentre. L'intervalle de valeurs pour Tangle du 
rayon est alors [—7r,37r). 
Le champ de mesure correspond au cercle inscrit entre les rayons aux extremites 
de Teventail. Une grille carree et centree d'echantillons regulierement espaces y est 
apposee. Cette grille est constitute de NT lignes, auxquelles on refere par l'indice 
nr G [1, iVr], et Nc colonnes identifiers par l'indice nc G [1, Nc}. Sur la figure 2.1, 
elle est inscrite dans le champ de mesure, mais elle pourrait en pratique ne pas le 
couvrir entierement. 
Nous supposons que la fonction d'echantillonnage b(x,y) vue a la section 1.1.3.3 
est symetrique par rapport aux axes situes aux angles multiples de IT/A. Les pixels 
carres ou circulaires satisfont cette condition. 
Les unites utilisees sont arbitraires. Cependant, le coefficient d'attenuation etant 
exprime en cm - 1 , Texpression des longueurs en centimetres est preferee, ce qui 
permet d'eviter de devoir effectuer des conversions. 
2.2 Redondance des projections 
L'objectif de cette section est de montrer que, sous certaines conditions, la geome-
trie du systeme est invariante par rapport a certaines transformations, c'est-a-dire 
qu'elle reste identique apres avoir subi une combinaison de ces transformations. 
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Cette observation permet de realiser qu'un grand nombre de lignes de la matrice 
de projection peuvent etre redondantes. II est alors necessaire de calculer et d'em-
magasiner seulement une partie d'entre elles. De simples operations permettent de 
retrouver les coefficients redondants a partir de ceux qu'on a stockes. 
Sous les hypotheses enoncees a la section precedente, la grille d'echantillons est 
invariante par symetrie selon quatre axes, que nous noterons (x,y,u,v), respecti-
vement aux angles 0, 7r/2, 7r/4 et 37r/4, se croisant a l'isocentre. Elle est de plus 
invariante par rapport aux rotations d'angles multiples de 7r/2 autour de l'isocentre. 
L'invariance par rapport a ces transformations est observable pour tout le systeme 
grille-projections si certaines conditions sur le nombre et la forme des projections 
sont satisfaites. 
Pour observer une invariance par symetrie, il est d'abord necessaire que les rayons 
au sein des projections soient disposes de maniere symetrique par rapport au rayon 
central. Cette condition est sufnsante pour assurer la symetrie par rapport a l'axe 
x. Par la suite, un nombre Np pair de projections assure l'invariance par symetrie 
par rapport a l'axe y, alors qu'un nombre de projections multiple de 4 assure 
l'invariance par symetrie par rapport aux axes u et v. 
Nous illustrons ces conditions a la figure 2.2. Les positions successives de la source 
pour des nombres de projections impair (figure 2.2(a)), pair (figure 2.2(b)) et 
multiple de 4 (figure 2.2(c)) sont representees par des points. Pour la projection 
np = 2, les projections obtenues par des symetries par rapport aux quatre axes sont 
representees par des traits pointilles. La grille d'echantillons est representee par un 
carre. Lorsqu'une projection obtenue par symetrie coincide avec une des positions 
de la source, le systeme possede une invariance a la symetrie par rapport a l'axe 
correspondant. 
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TAB. 2.1 Conditions pour que la matrice de projection soit invariante par rapport 
a certaines transformations, et intervalle d'angles de la source pour lesquels on doit 




Np multiple de 4 
Projections symetriques 
Projections symetriques et 
Np pair 
Projections symetriques et 
Np multiple de 4 
Invariance par 
Aucune 
Rotation d'angle TV 
Rotations d'angle n/2 
Symetrie 
Symetrie et 
Rotation d'angle IT 
Symetrie et 








Enfin, un nombre pair de projections assure l'invariance par rotation d'un angle 
multiple de IT que les projections soient symetriques ou non. Lorsque ce nombre 
est un multiple de 4, on observe, en plus, une invariance par rapport aux rotations 
d'angles multiples de TT/2. 
Ces conditions sont illustrees a la figure 2.3 ou on montre les projections obtenues 
par des rotations de TT/2, IT et 37r/2. 
Le tableau 2.1 associe les conditions sur la geometrie du systeme aux transfor-
mations laissant invariante la matrice de projection et l'intervalle d'angles de la 
source pour lesquels il est, par consequent, necessaire de calculer les coefficients de 
la matrice. Notons que des combinaisons de seulement trois de ces transformations 
suffisent a recouvrer les coefficients manquants de la matrice. 
Les conditions menant a des redondances, qui permettent de ne generer qu'une 
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(a) Np pair. (b) A p̂ multiple de 4. 
F I G . 2.3 Illustration des conditions assurant l'invariance par rotation. 
partie de la matrice, viennent d'etre etablies. Nous verrons, a la section 2.5.5, 
comment sont mises en ceuvre les operations sur la matrice lorsque seules les lignes 
non redondantes sont emmagasinees. 
Avant d'en arriver la, portons notre attention sur la structure des lignes qui permet 
de les emmagasiner de maniere efficace. 
2.3 Structure des coefficients 
Malgre la possibilite de ne calculer et de ne stocker qu'une partie des coefficients 
de la matrice, le nombre de coefficients a conserver en memoire demeure tres eleve. 
Prenons l'exemple d'une matrice construite a partir des parametres geometriques 
du tomographe de Siemens que nous souhaitons utiliser (voir l'annexe I). Dans le 
cas le plus simple, en ne prenant qu'un modele a rayons minces, cette matrice est 
constitute d'environ 2,0xlO11 coefficients dont 2,6xlO10 qui ne sont pas redondants 
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1 2 3 5 6 7 
F I G . 2.4 Illustration d'une ligne de la matrice de projection sous forme d'une image. 
et doivent done etre emmagasines. 
Chaque coefficient de la matrice de projection indique l'importance d'un echantillon 
de l'image a un echantillon des projections. Nous avons vu, a titre d'exemple, un 
modele ou chaque coefficient se trouve a etre la longueur du parcours du rayon 
dans chaque pixel carre de l'image. Ainsi, chaque ligne de la matrice pondere l'im-
portance des echantillons de 1'image a un echantillon des projections et correspond 
a un rayon d'une des projections. 
Les coefficients correspondant a des echantillons de l'image n'intersectant pas le 
rayon sont evidemment nuls. Seule une petite proportion des coefficients d'une 
ligne est alors non nulle. La position de ces coefficients est, de plus, fortement struc-
tured. On montrera que cette structure permet de mettre au point une methode de 
stockage ligne par ligne efficace de la matrice. Cette derniere apparait clairement 
lorsqu'on considere celle-ci en deux dimensions. Un exemple est donne a la figure 
2.4. 
Observons les lignes du bloc ainsi forme. Une analyse equivalente peut etre effectuee 
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considerant les colonnes. Le trajet d'un rayon, peu importe qu'il soit fin ou large, 
trace sur l'image un patron forme d'un certain nombre de segments horizontaux 
(ou verticaux). Dans tous les cas, on retrouve au plus un seul segment sur une ligne 
de l'image, et ce dernier est necessairement continu. Ces segments sont, de plus, 
disposes sur un certain nombre de lignes contigues. Ce nombre est tres inferieur a 
la taille de l'image pour autant que l'orientation du rayon tende vers Fhorizontale. 
Le nombre de lignes vides entourant les donnees augmente alors en proportion. 
Nous sommes done a la recherche d'une methode de stockage de matrices creuses 
qui tienne compte de cette structure. 
2.4 Stockage sans pertes de matrices creuses 
La decision prise, qui sera reiteree lorsqu'on traitera plus en profondeur de notre 
methode, est de stocker individuellement chaque ligne de la matrice. Cette infor-
mation est importante a ce point, puisque la structure de la matrice se ramene a 
la structure de ses lignes. 
Un grand nombre de methodes, tant generales que specialisees, permettent d'em-
magasiner plus ou moins efficacement des matrices creuses. La methode a privilegier 
pour une matrice particuliere depend de ses proprietes. Dans cette section, nous 
explorons quelques methodes generales qui, considerant la structure de notre ma-
trice, se sont averees plus inspirantes dans le developpement de notre methode de 
stockage. 
Les informations concernant ces formats proviennent de deux documents (Barrett 
et al., 1994; Saad, 1994) faisant la revue des principales methodes generales. Nous 
expliquons brievement celles qui s'appliquent le mieux a notre probleme. 
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2.4.1 Format par coordonnees 
Ce format est probablement le plus simple auquel on puisse penser. II necessite 
d'emmagasiner trois vecteurs. Le premier contient les coefficients non nuls de la 
matrice. Les deux autres conservent respectivement la ligne et la colonne de chacun 
des coefficients. Enfin, il est necessaire d'utiliser un entier indiquant le nombre de 
donnees presentes. 
L'ordre des coefficients n'a aucune importance. Nous representons tout de meme le 
bloc de l'exemple en prenant une par une ses lignes, ce qui est illustre au tableau 
2.2. Ce format est efficace lorsque le nombre de coefficients a emmagasiner est faible 
par rapport a la taille de la matrice et qu'aucune structure n'est apparente. 




















































Pour cliaque coefficient, on doit emmagasiner deux entiers. Le bloc considere etant 
constitue 15 coefficients non nuls lignes, il faut done emmagasiner 15 coefficients 
et 30 entiers. 
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2.4.2 Compression par colonnes 
Aussi appelee methode de Harwell-Boeing, la methode de compression par co-
lonnes est egalement parmi les phis simples. Elle est generalement plus efficace 
que la methode par coordonnees. Une matrice creuse y est representee par trois 
vecteurs. Le premier contient les coefficients places dans une sequence obtenue en 
effectuant un balayage colonne par colonne de la matrice. Pour chaque composante 
de ce vecteur, on conserve, dans un autre vecteur, l'indice de sa rangee dans la 
matrice. Enfin, on conserve un vecteur dont la taille est un de plus que le nombre 
de colonnes de la matrice. Chacune des composantes de ce vecteur indique la po-
sition, dans le premier vecteur, du coefficient debutant la colonne concernee. La 
derniere composante permet de detecter la fin du vecteur des coefficients et est 
definie comme la longueur de ce vecteur plus un. 
Ce format est celui qu'utilise Matlab pour emmagasiner les matrices creuses (The 
MathWorks, Inc., 2007). 
On illustre, au tableau 2.3, comment emmagasiner, en compression par lignes, le 
bloc represente a la figure 2.4. 







6,3 3,3 3,1 6,3 4,1 
7 6 7 6 5 
1 2 4 5 
5,8 0,5 0,4 6,0 6,3 
3 4 2 3 2 
11 13 15 
2,2 6,3 5,0 1,3 6,3 
6 5 4 5 4 
7 8 10 
(16) 
Comme le bloc comprend 10 lignes, les 15 coefficients non nuls qu'il contient 
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tiennent sur l'espace de 15 valeurs a virgule flottante et 26 entiers. C'est quatre de 
moms que la methode precedente. 
2.4.3 Compression par lignes 
La strategic de compression par lignes est semblable a ce qui a ete presente a la 
section precedente, excepte qu'on represente la matrice sous forme d'une serie de 
lignes plutot que de colonnes. Les coefficients non nuls sont obtenus en balayant la 
matrice ligne par ligne. On conserve ensuite un vecteur des colonnes de chacun des 
coefficients et un vecteur indiquant le debut de chacune d'elles dans le vecteur des 
coefficients. Les trois vecteurs contiennent les valeurs figurant au tableau 2.4. 
















































Consider ant que le bloc est constitue de 10 colonnes, on doit ici aussi conserver en 
memoire 26 entiers en plus du vecteur de donnees. 
Dans tous les cas, pour une matrice carree, la taille occupee en memoire sera 
la meme pour une matrice stockee par lignes ou par colonnes. La difference au 
niveau du nombre d'entiers survient lorsque la matrice est rectangulaire. II sera 
alors avantageux de stocker la matrice par lignes lorsqu'elle sera formee de moins 
de lignes que de colonnes. 
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2.4.4 Format Ellpack-Itpack 
Ce format necessite d'identifier le nombre N maximal de coefficients non nuls dans 
une ligne de la matrice. Ces coefficients sont conserves dans un tableau rectangulaire 
de Nr lignes et N colonnes. Pour chaque coefficient, on inscrit, dans un tableau de 
memes dimensions, l'indice de sa colonne. Un espace pour conserver la valeur de 
N est, de toute evidence, egalement necessaire. 
Une strategie par rapport aux colonnes peut etre utilisee et serait plus efficace pour 
une matrice contenant un plus grand nombre de colonnes que de lignes. 
Le tableau 2.5 illustre les deux structures de donnees correspondant a ce format. 
On note que N = 3 pour ce cas. 





















































On note que 15 zeros sont explicitement represented en memoire. Au total, le bloc 
occupe 30 emplacements de valeurs a virgule flottante et 31 espaces d'entiers. 
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2.5 M e t h o d e s mises en ceuvre 
La structure decrite a la section 2.3 etant presente au niveau de chaque ligne de la 
matrice, il est naturel d'employer une strategic de stockage ligne par ligne. Ainsi, 
nous avons cree un vecteur dont chacune des composantes correspond a une ligne 
de la matrice. 
Les methodes qu'on vient de presenter de fac,on tres generale sont celles qu'on a 
identifiees comme presentant un interet pour le stockage des lignes (ou blocs) de la 
matrice. Ces blocs, qu'on cherche a emmagasiner, sont tels que certains aspects de 
ces methodes peuvent etre modifies pour en ameliorer l'efficacite de stockage. 
La prochaine section fait le lien entre les methodes generales qu'on vient de voir et 
celles qu'on a mises en ceuvre. Par la suite, nous justifierons le choix de la plateforme 
de developpement. La maniere d'acceder aux donnees contenues dans chaque bloc, 
la creation de la matrice, la mise en ceuvre des operations de produit de la matrice 
par des vecteurs et, enfin, la sauvegarde et le chargement d'une matrice sur disque 
suivront. 
2.5.1 Structures pour le stockage des lignes de la matrice 
Cette section a pour objectif de decrire les deux structures developpees pour emma-
gasiner les blocs de la matrice de projection. Ces deux structures sont suffisamment 
semblables pour qu'il soit difficile de les departager sans les comparer de maniere 
empirique. 
La plupart des methodes generales ont ete presentees dans une perspective de 
stockage de segments horizontaux. Ces methodes peuvent toutefois, de maniere 
evidente, etre appliquees au stockage de segments verticaux. De meme, la structure 
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des coefficients peut tout aussi bien etre vue comme une serie de segments verticaux 
plutot qu'horizontaux. 
Le choix de l'orientation des segments est base sur Forientation la plus frequente 
des rayons. Nous avons vu a la section 2.2 qu'il etait possible, dans le meilleur des 
cas, de ne conserver que le premier huitieme des lignes de la matrice. Les rayons 
correspondants sont alors presque tous a dominance horizontale. Ainsi, la plupart 
des blocs sont formes d'un faible nombre de longs segments horizontaux. De ce 
constat emerge une nette preference pour stocker une serie de segments horizontaux 
plutot que verticaux. 
Dans le but de developper une methode pour emmagasiner les blocs, discutons des 
proprietes des methodes generates exposees precedemment. 
Revenons premierement au format de compression par lignes. Dans le cas ou on 
conserve la ligne de la matrice correspondant a un rayon dont l'orientation est plus 
pres de l'horizontale que de la verticale, considerant que dans l'enorme majorite 
des cas, un rayon est de largeur faible par rapport a la taille de l'image, un nombre 
significatif des lignes du bloc se trouvent a etre vides. Avec ce format, on conserve 
malgre tout un entier identifiant le premier coefficient de chaque ligne, vide ou 
pas. Nous avons, de plus, montre que les lignes non vides etaient contigues. II est 
clair que l'utilisation de deux entiers, Fun indiquant la premiere ligne contenant 
des coefficients non nuls, Fautre indiquant la derniere, apporteront un reel benefice. 
On note que cette mesure portera fruit des que plus de deux lignes seront vides. 
Le meme raisonnement peut etre applique aux segments individuels du bloc de 
sorte que, pour chacun d'eux, on conserve une paire d'entiers indiquant la position 
ou il debute et la position ou il se termine, ou sa longueur. Ici, un gain d'espace 
est realise, par rapport a une compression par lignes, des qu'un segment est de 
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longueur superieure a deux. 
Nous avons cible la methode Ellpack-Itpack comme etant potentiellement adaptee 
a la structure de nos blocs. La aussi on considere qu'un gain important d'espace 
peut etre effectue en ne considerant que les lignes non completement nulles. Ce gain 
est plus substantiel encore (en termes relatifs) que celui realise pour la compression 
par lignes. Des qu'on elimine un coefficient nul, cela se traduit par la liberation 
d'un espace equivalent a trois entiers (considerant des nombres a virgule flottante 
a double precision). On s'attend tout de meme a ce que quelques zeros persistent 
dans la structure de donnees, mais en nombre restreint. On anticipe que ce nombre 
sera plus important aux bords de l'image, certains segments pouvant etre coupes a 
ces endroits. 
L'hypothese de segments continus et de meme longueur permet d'imaginer une 
autre structure potentiellement interessante pour notre application. Pour chacun, 
connaissant la position du premier element, on deduit facilement la position du 
dernier. Ainsi, de N entiers par ligne avec Ellpack-Itpack, on se retrouve devant la 
necessite de n'en conserver qu'un seul. 
On remarque enfin que si, considerant des longueurs de segments variables, on 
conserve la position des extremites de chacun d'eux, on retombe exactement sur le 
format obtenu en modifiant la compression par lignes. 
On se retrouve alors avec deux formats candidats pour la mise en ceuvre, soit 
la methode inspiree de la compression par lignes (methode a segments de taille 
variable) ou de la methode Ellpack-Itpack (methode a segments de taille fixe). 
II est difficile de trancher en faveur de l'une ou l'autre des methodes simplement 
a partir de leur structure. La premiere n'admet aucun zero dans les donnees, mais 
necessite plus d'elements structurants. L'autre pourrait eventuellement emmagasi-
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ner quelques zeros, mais sa structure est plus legere. 
Les deux methodes ont alors ete mises en ceuvre. Notre choix s'est arrete sur la 
methode a segments de longueur fixe. Les resultats justifiant ce choix sont presentes 
aux sections 4.1.1 et 4.1.2. II tient compte de l'efficacite du stockage ainsi que des 
temps de calcul des operations avec les deux methodes. Les tableaux 2.6 et 2.7 
illustrent les divers elements devant etre emmagasines avec les deux methodes dans 
le cadre de l'exemple de la section 2.3. 
TAB. 2.6 Valeurs emmagasinees pour la methode a segments de longueur fixe. Noter 









8 8 6 4 2 
0,0 0,4 6,3 5,8 6,0 
6,3 1.3 3,3 6,3 2,2 
1 
0,0 5,0 6,3 0,5 4,1 
6,3 3,1 0,0 








8 8 6 4 2 
10 9 8 6 4 
0,4 6,3 5,8 6,0 5,0 
3,3 6,3 2,2 6,3 3,1 
1 
2 
6,3 0,5 4,1 6,3 1.3 
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2.5.2 Plateforme de developpement 
L'ensemble des programmes developpes pour ce projet Font ete sous la plateforme 
Matlab. Cette plateforme a l'avantage de fournir, via l'utilisation d'un langage 
interprets d'une grande simplicity, un bon nombre d'outils mathematiques et de 
visualisation permettant un developpement rapide. 
Nous proposons une methode qui ne fait pas partie de celles qui sont fournies par 
Matlab. Le developpement de cette derniere a ete fait en langage C. L'interface 
MEX, qui est une fonctionnalite de Matlab a ete utilisee pour l'integration de ces 
methodes a l'environnement Matlab. 
La mise en ceuvre necessite un grand nombre d'acces memoire en plus de plusieurs 
niveaux de boucles imbriquees pour lesquels on recherche un maximum de perfor-
mance. Jusqu'a tout recemment, les performances de Matlab pour ces operations 
n'etaient pas du tout suffisantes pour assurer des operations efficaces sur la ma-
trice. Les avantages d'un langage compile par rapport a un langage interprets sont 
indeniables a ce niveau. 
Nous avons pris soin de separer au maximum la partie fonctionnelle du code de la 
partie interface, de sorte que l'utilisation de nos programmes par un programme 
ecrit completement en C, ou sous une autre plateforme, par le biais d'une autre 
interface, puisse se faire aisement. 
Un commentaire doit etre fait ici pour eviter certains conflits de notation. En effet, 
Matlab adopte une indexation des tableaux a partir de 1, alors qu'en C, cette 
derniere est faite a partir de 0. La notation utilisee jusqu'ici est celle de Matlab. 
Nous conserverons cette notation malgre que les methodes soient mises en ceuvre 
enC. 
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2.5.3 Acces aux donnees d'un bloc 
On explique ici comment obtenir un coefficient particulier de la matrice de projec-
tion. L'acces aux donnees pour les deux methodes presente de legeres differences 
que nous evoquons ici. 
En premier lieu, Faeces a une ligne particuliere de la matrice est direct et se fait 
de maniere identique dans les deux cas : l'indice de la ligne correspond a l'indice 
du bloc. 
L'acces a une colonne de la matrice est cependant different et considerablement 
plus rapide pour la structure a segments de longueur fixe. La premiere etape, dans 
les deux cas, consiste a determiner dans quelle ligne nr et quelle colonne nc du 
bloc le coefficient se trouve. II est ensuite facile de determiner, a partir de nr et de 
l'indice de la premiere ligne non vide, l'indice du segment correspondant. 
Lorsque la longueur des segments est fixe, on determine ensuite directement l'indice 
de la composante du vecteur de donnees correspondant au premier element de ce 
segment. Pour une structure a segments de taille variable, toutefois, il est necessaire 
d'additionner la taille de tous les segments qui le precedent, ce qui demande un 
temps significatif. 
Enfin, connaissant la colonne nc ou debute le segment, on determine, a quel endroit 
se trouve le coefficient recherche. 
2.5.4 Generation de la matrice 
Dans cette section, nous expliquons les etapes de la construction de la matrice. Nous 
ferons encore une fois reference a l'exemple que nous avons introduit a la section 
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2.3. II est necessaire a ce point de detailler davantage le contexte dans lequel il 
s'inscrit. Les parametres utilises pour la construction de la matrice de l'exenrple 
sont enumeres dans le tableau 2.8. 
TAB. 2.8 Parametres pour la construction de la matrice de l'exemple. 
Parametre 
Modele de projection 
Modele de rayon 
Nombre de projections 
Nombre de detecteurs 
Ecart angulaire entre les detecteurs 
Distance de la source a l'isocentre (mm) 
Taille de l'image (echantillons) 




Np = 1160 
Nd = 672 
A6f = 2TT/4640 
RF = 570 
10 
558 
Ces parametres suffisent a determiner completement une matrice de projection 
pour des projections en eventail symetrique composees de rayons minces. Cepen-
dant, d'autres modeles de projection ou de rayon peuvent necessiter des parametres 
additionnels. On en verra des exemples ulterieurement lorsque viendra le temps de 
traiter des particularites du tomographe que nous utilisons pour nos experiences. 
Le bloc illustre jusqu'ici correspond au detecteur d'indice n^ = 280 de la projection 
d'indice np = 106. L'angle et la distance du rayon au centre sont respectivement 
de 9r = 1,44 radians et de r = —42, 80 millimetres. 
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2.5.4.1 Identification des lignes redondantes 
La premiere etape de la construction consiste a identifier, a partir des parametres 
geometriques, quelles lignes de la matrice doivent etre calculees et quelles transfor-
mations permettent de recuperer les autres. 
L'eventail etant symetrique, on a, dans tous les cas, la possibilite d'utiliser la 
symetrie par rapport a l'axe x. Un nombre de projections pair fait en sorte qu'on 
petit utiliser une rotation de TV. S'il est egalement multiple de quatre, on peut 
alors aussi effectuer des rotations de multiples entiers de ir/2 pour retrouver des 
coefficients redondants. 
Pour l'exemple, on constate qu'on se trouve dans le cas le plus favorable et que 
seules les lignes de la matrice correspondant aux angles de la source allant de 0 a 
#smax — 7r/4 sont necessaires. 
2.5.4.2 Allocation de la structure 
Vient ensuite l'etape de Fallocation de l'espace necessaire a la structure de la ma-
trice. La specification detaillee de cette structure se trouve a l'annexe III. Cette 
etape prend la forme de la creation d'un vecteur de blocs vides, un pour chaque 
ligne emmagasinee, qui seront remplis ulterieurement. Le nombre de blocs est egal 
au produit du nombre de projections a calculer et du nombre d'echantillons de 
celles-ci. 
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2.5.4.3 Parametr isat ion des rayons 
II est necessaire, pour chaque detecteur nd de chaque projection np, de determiner 
les parametres du rayon correspondant. On rappelle que ces parametres corres-
pondent au bloc d'indice 
i = Nd(np - 1) + nd. 
Pour un nombre total Np de projections, dont on calcule la contribution des Nps 
premieres, comprenant chacune Nd echantillons, Tangle de la source, pour la pro-
jection d'indice np e [1, Nps], est decrit par 
27r(np — 1) 
0s = 
On aura ainsi 
Np 
_ 2n(Nps - 1) 
Np 
De meme, pour l'angle du rayon correspondant au detecteur n,jG [1, Nd], on a 
Nd-r 
Of = A0, nd- 2 
On rappelle l'expression pour Tangle du rayon 
9r = 9S -\- 9f 
et la distance entre ce dernier et Tisocentre 
r = RF sm6f. 
Pour chaque rayon ainsi caracterise, la contribution des echantillons de Timage doit 
ensuite etre evaluee. 
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2.5.4.4 Calcul des coefficients d'une ligne de la matrice 
Une fois un rayon parametrise, on caleule finalement la contribution des echan-
tillons de l'image a la projection qu'il engendre. Cette etape permet une grande 
souplesse au niveau du modele utilise : rayons minces ou epais, differentes fonctions 
d' echant illonnage. 
En plus des parametres du rayon, qu'on vient de voir, on a besoin, pour l'execution 
de cette partie de la procedure, des parametres de la grille d'echantillons, soit leur 
nombre et leur espacement en plus de tout autre parametre particulier au modele 
utilise, par exemple, la largeur du rayon, ou un parametre que necessiterait une 
autre fonction d'echantillonnage. 





27.9 22.3 21.8 16.7 11.4 
-20.0 -17.0 -16.7 -14.0 -11.2 
-9.6 -11.2 -16.7 -20.0 -22.3 
0.0 0.8 3.8 5.6 6.8 
11.2 5.6 0.9 0.0 -5.6 
-11.0 -8.1 -5.6 -5.1 -2.1 
-27.9 
9.8 
Un certain nombre de parametres essentiels a la construction du bloc ne sont connus 
qu'a la fin des calculs, rendant necessaire l'utilisation d'une structure temporaire, 
soit le nombre de coefficients non nuls ou la longueur des segments. Le bloc est, 
tant pour la structure a segments de taille fixe que pour celle a segments de taille 
variable, construit a partir de cette structure temporaire. La methode de calcul est 
alors tres similaire dans les deux cas. 
Pour le modele de projection considere, c'est-a-dire la longueur de l'intersection 
de rayons minces et de pixels carres, le calcul debute par la determination des 
points d'intersection entre les bordures des pixels et le rayon. Vu la structure selon 
96 
laquelle on emmagasine chacun des blocs, c'est-a-dire ligne par ligne de la premiere 
a la derniere, les points d'intersection doivent etre tries en ordonnees croissantes. 
Pour l'exemple considere, on obtient les points represented dans le tableau 2.9. 
Le nombre d'intersections est indicateur du nombre total de coefficients non nuls 
que contient le bloc. II y a toujours une intersection de plus que le nombre de pixels 
que le rayon traverse. Ainsi, un vecteur temporaire de cette taille est cree, dans 
lequel les coefficients seront accumules. 
Le calcul de la valeur des coefficients s'effectue en prenant les points d'intersection 
par paires et en y appliquant simplement le theoreme de Pythagore. Le milieu du 
segment de droite joignant les deux points d'intersection permet de determiner la 
position de l'echantillon dans le bloc. 
A mesure qu'on calcule la valeur des coefficients et qu'on les accumule, on met a jour 
l'indice de la premiere et de la derniere ligne du bloc ou se trouve un coefficient non 
mil. Pour chaque ligne, on met egalement a jour, dans deux vecteurs temporaires 
de la taille du nombre de lignes du bloc, les colonnes du premier et du dernier 
coefficient non nul. 
A ce point, il est necessaire de faire la distinction entre deux cas concernant l'ordre 
des coefficients dans le vecteur. Lorsque la pente du rayon est negative, les abs-
cisses des points d'intersection sont en ordre croissant. Pour chaque segment, les 
coefficients correspondants sont alors disposes en ordre croissant de colonne dans 
le vecteur. A l'oppose, lorsque sa pente est positive, les coefficients sont disposes 
en ordre decroissant de colonne. Dans ce cas, il est necessaire d'inverser l'ordre des 
coefficients de chaque segment. 
Une fois ces etapes completees, il est maintenant possible de construire le bloc. Pour 
un bloc a segments de taille variable, il suffit de creer les deux vecteurs indiquant, 
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pour chaque lig'ne non vide, la colonne ou elle debute et celle ou elle se termine. 
Les indices de la premiere et de la derniere lignes sont deja correctement definis et 
le vecteur de coefficients est correctement construit. 
La construction d'un bloc a segments de taille fixe demande aussi de creer un 
vecteur indiquant la colonne du premier coefficient de chaque segment. Toutefois, 
plutot que d'extraire aussi la colonne du dernier coefficient, on calcule la longueur 
maximale des segments. 
Le vecteur qui contiendra les coefficients peut maintenant etre cree. La taille de 
ce dernier est egale au produit du nombre de lignes non nulles et de la longueur 
maximale des segments. 
On remplit finalement ce tableau en parcourant tous les segments un par un. Le 
nombre de zeros a ajouter a chaque segment est calcule en premier. Ces zeros sont 
ajoutes prioritairement a la fin de chaque segment, mais il arrive frequemment 
que le segment ainsi etendu depasse la bordure du bloc. Les zeros excedentaires 
sont, dans ce cas, places au debut du segment. Les coefficients sont copies dans ce 
vecteur, ce qui complete la construction du bloc. 
2.5.5 Produits matrice-vecteur 
Deux formes de produits matrice-vecteur sont necessaires pour effectuer la recons-
truction, soit le produit de la matrice par un vecteur colonne (projection) et le 
produit de sa transposee par un vecteur colonne (retroprojection). Sans avoir a 
transposer la matrice, le dernier produit peut etre effectue considerant que 
ATy = ( y r A ) r ; 
ainsi, on a plutot mis en ceuvre le produit du vecteur ligne y T par la matrice. 
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La methode pour realiser le produit est tres similaire pour les deux formes de 
produit. La seule difference reside dans la nature du vecteur qu'on considere comme 
etant la source et celle du vecteur qu'on considere comme etant le result at. Pour 
l'operation de projection, le vecteur image constitue la source, le sinogramme est 
alors le result at. C'est le contraire pour la retroprojection. 
Cette constatation est importante, car elle permet d'utiliser le meme code pour 
une grande partie de ces deux operations, reduisant la duplication de ce dernier et, 
consequemment, le risque d'erreur. 
Pour les deux types de produits, les blocs qu'on a emmagasines sont parcourus 
un a un. Les coefficients qu'ils contiennent sont lus sequentiellement. Pour chaque 
coefficient, on garde a jour la position de l'echantillon des projections, en termes 
de l'indice de la projection np et du detecteur n^, ainsi que la ligne nr et la colonne 
nc de l'image auxquelles il correspond. 
En raison de la redondance decrite en debut de chapitre, ces coordonnees per-
mettent de retrouver les autres positions ou ce coefficient se retrouverait dans une 
matrice complete. Ces positions sont resumees dans les tableaux 2.10 et 2.11. Les 
explications correspondantes se trouvent a la section 2.5.5.1. 
Pour chacune des positions identifies, la composante correspondante dans le vec-
teur source est lue. Le produit du coefficient et de cette composante est additionne 
a la position correspondante dans le resultat. 
Passons maintenant au noyau de la methode et analysons comment il est possible 
de retrouver la position des coefficients redondants a partir de celle d'un coefficient 
stocke. 
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2.5.5.1 Position des redondances 
Ce chapitre debutait par l'etude des redondances au niveau de la matrice. Les 
conditions predisant l'invariance a certaines transformations ont ete enoncees. 
La position d'un coefficient calcule etant connue, differentes combinaisons de ces 
transformations permettent de retrouver la position des autres. Ainsi, peut-on trou-
ver, tant dans le vecteur de l'image que dans celui du sinogramme toutes les com-
posantes lui etant reliees. 
A titre d'exemple, la figure 2.5(a) illustre ce qui se produit lorsqu'on effectue une 
symetrie par rapport a l'axe x. Deja, on observe que la source, d'abord a l'angle 
9S, est deplacee a Tangle 9's = — 9S. Si cette projection porte l'indice np, on obtient 
celle d'indice n'p = Np — np + 1. Ainsi, des angles de l'intervalle [0, 9smax\, on peut 
recuperer les angles [—6*smax,0]. 
Apres cette symetrie, les lignes de l'image sont egalement inversees, de sorte qu'un 
coefficient de l'image a la ligne nr et a la colonne nc se retrouve a n'r = Nr + 1 — nr 
et n'c = nc. 
Enfin, comparons ce qui se produit avec la symetrie par rapport a ce qui se produit 
normalement lorsque la source arrive a l'angle — 6S (figure 2.5(b)). On constate que 
les configurations obtenues sont identiques, mis a part la barrette de detecteurs 
dont l'orientation, illustree par une fleche, est inversee. On complete done la trans-
formation en inversant l'orientation de la barrette de detecteurs. L'indice rid d'une 
cellule devient alors n'd — N^ + 1 — n^. 
Une illustration semblable, cette fois pour une rotation d'un angle IT, se trouve a la 
figure 2.6. Cette transformation permet de deplacer la source a l'angle 9's = 9s + ir, 
ce qui correspond a la projection d'indice n'p = -£• + np. A la fois les lignes et les 
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(a) (b) 
FIG. 2.5 2.5(a) : Configuration du systeme pour une source a 9S et a — 6S obtenue 
par symetrie par rapport a l'axe x. 2.5(b) : Configuration du systeme pour une 
source a l'angle 9S et a — 8S obtenue par rotation. L'orientation de la barrette de 
detecteurs est indiquee par une fleche. 
FlG. 2.6 Configuration obtenue a la suite d'une rotation d'un angle TT. 
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TAB. 2.10 Position d'un echantillon de l'image apres une transformation. 
0's 
es 
- e s 
vr/2 + es 
TT/2 - es 
TT + 6S 
n-6s 
- T T / 2 + 6S 
- T T / 2 - 6a 
n'r 
nr 
Nr + 1 — nr 
Nc + l-nc 
nc 
Nr + 1 — nr 
nr 
nc 






Nc + 1 - nc 
Nc + 1 - nc 
Nr + 1 — n r 
iVr + 1 — n r 
f 
Nr{nc — 1) + nr 
Nrnc — nr + 1 
iVr(nr - 1) + Nc - nc + 1 
Nr(nr — 1) + nc 
Nr(Nc-nc + l) -Tv + 1 
Nr(Nc — nc) + nr 
Nr(Nr — nr) + nc 
Nr(Nr - nr) + Nc + 1 - nc 
colonnes de l'image sont inversees, de sorte que n'r = Â r + 1 —nr et n'c = Nc-\-l—nc. 
Comme l'orientation de la barrette de detecteurs n'est pas inversee, on a finalement 
n'd = nd. 
Pour toutes les transformations, s'il existe, dans le sinogramme, une projection 
correspondant a Tangle de source 9's, alors le coefficient correspondant aux coor-
donnees (n'p, n'd, n'r, n'c) est redondant de celui de la position (np, na, nr, nc). Lors 
du produit matrice-vecteur a droite, on multiplie ce coefficient par la composante 
de l'image aux coordonnees (n'c, n'r) et on en accumule le resultat a la position 
(n'p, n'd) du sinogramme. 
Les tableaux 2.10 et 2.11 resument, pour un coefficient de la matrice, quelles com-
posantes de l'image et du sinogramme doivent etre selectionnees pour obtenir la 
projection a l'angle 6's a partir de celle qui se trouve a l'angle 9S. 
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TT/2 + es 
TT/2 - es 
n + es 
7T-es 
-TT/2 + es 
-TT/2 - 9S 
n'p 
np 
Np + 2-np 
Np/A + np 
Np/A + 2-np 
Np/2 + np 
Np/2 + 2-np 
3NP/A + np 
3iVp/4 + 2 - np 
n'd 
nd 
Nd + l-nd 
nd 
Nd + l-nd 
nd 
Nd + l-nd 
nd 
Nd + l-nd 
a 
Nd(np -l) + nd 
Nd{Np + 2-np) + l-nd 
Nd(Np/A + np - 1) + nd 
Nd{Np/A + 2 - np) + l-np 
Nd(Nd/2 + np-l) + nd 
Nd{Np/2 + 2-np) + l-nd 
Nd(3Np/4 + np -l) + nd 
Nd(3Np/A + 2-np) + l-nd 
2.5.5.2 Angles particuliers 
Une particularity importante doit etre mentionnee a propos de la fagon dont on 
calcule le resultat. On mentionne depuis le debut que ce dernier est accumule dans 
le vecteur approprie. Une attention particuliere doit etre portee a certains angles 
de projection pour eviter leur duplication. 
Le probleme potentiel survient au niveau de la symetrie. Cette derniere permet 
de calculer les projections pour 9's £ [— ŝmax, 0] a partir des angles ^s G [0,^smax]. 
Si on ne porte pas attention, les coefficients pour Tangle 9S = 0 seront utilises 
egalement pour la projection pour — 9S — 0. Ainsi, la contribution de ces coefficients 
sera doublee, ce qui ne doit pas etre. II en va de meme dans le cas ou toutes les 
transformations sont utilisees et que 9smax = 7r/4. 
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2.5.6 Sauvegarde et chargement 
Le temps de calcul des coefficients de la matrice s'avere long dans la plupart des 
cas. Comme la diversite des parametres geometriques est faible, c'est-a-dire que 
le plus grand nombre des reconstructions est effectue avec un faible nombre de 
matrices de projection differentes, un gain de temps significatif peut etre obtenu en 
conservant ces matrices et en les rechargeant plutot qu'en les recreant chaque fois. 
La structure de stockage est suffisamment simple pour que la matrice soit stockee 
de maniere sequentielle. Les structures de controle de la matrice sont tout d'abord 
inscrites. Par la suite, on encliaine avec les blocs un a un en debutant egalement 
par les structures de controle, ce qui permet de retrouver les donnees aisement lors 
de la lecture. 
Pour la lecture, on commence par lire les structures de controle au debut du fichier, 
ce qui permet de connaitre le nombre de blocs contenus dans la matrice. Par la 
suite, l'information de controle de chacun des blocs permet de connaitre la longueur 
du vecteur de donnees a lire. II ne reste qu'a lire les donnees et a enchainer avec le 
bloc suivant. 
2.6 Variations par rapport a la geometr ie de base 
Comme on l'a deja mentionne, la methode doit tenir compte des parametres geo-
metriques des appareils SOMATOM Sensation 16 et 64 de Siemens. Ces derniers 
tirent profit de methodes particulieres pour ameliorer l'echantillonnage des projec-
tions. Ces particularites touchent la position de la source et des detecteurs, ce que 
nous verrons dans les prochaines sections. Une fois ces variations exposees, nous 
expliquerons, a la section 2.7, leurs consequences sur la matrice de projection. 
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2.6.1 Decalage du detecteur 
La premiere strategic consiste a appliquer un leger decalage du detecteur, ce qui 
permet d'ameliorer l'echantillonnage de l'objet (Kalender, 2005). En effectuant un 
decalage, que nous representerons par A9d, du quart de la largeur d'une cellule 
de detection, en le faisant pivoter autour du point focal de la source, on arrive a 
doubler la densite de l'echantillonnage a l'isocentre. 
La comparaison entre les rayons non decales et decales, pour deux projections 
diametralement opposees, est illustree aux figures 2.7(a) et 2.7(b) respectivement. 
On observe que les points d'intersection avec l'axe horizontal sont intercales avec 
le decalage. 
Les rayons sur lesquels sont echantillonnees les projections sans et avec decalage 
d'un quart de detecteur sont illustres a la figure 2.8(a) et 2.8(b) respectivement. 
Ces dernieres figures correspondent a 15 projections en eventail, composees de 20 
echantillons, chacun espace d'un angle 7r/30. La region representee fait 500 mm de 
cote. La source est situee a 570 mm de l'isocentre et le detecteur a 470 mm. 
Si on se replace dans le cadre didactique de la tomographic a rayons paralleles, le fait 
d'intercaler les rayons vient directement doubler la densite radiale des echantillons 
et ainsi doubler la frequence de Nyquist dans le meme sens. Le decalage vient ainsi 
augmenter la frequence maximale des objets qu'il est possible de reconstruire. L'ef-
fet est le meme pour une geometrie en eventail, ce qu'on observe pres de l'isocentre 
lorsqu'on compare les figures 2.8(a) et 2.8(b). 
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(a) (b) 
FIG. 2.7 Projections opposees sans decalage du detecteur 2.7(a) et avec decalage 
2.7(b). 
(a) (b) 
FlG. 2.8 Ensemble des rayons (minces) pour une geometrie en eventail avec 15 
projections et 20 detecteurs sans decalage 2.8(a) et avec decalage 2.8(b). Les rayons 
sont espaces d'un angle 7r/30. La region representee est un carre de 500 mm de cote. 
La source et la barrette de detecteurs sont respectivement a une distance de 570 
mm et 470 mm de l'isocentre. 
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2.6.2 Source volante 
La methode traditionnelle voudrait qu'on augmente la resolution des mesures en 
augmentant le nombre de cellules de detection par unite de surface. La methode 
proposee par Siemens (Kachelriess et a l , 2004; Kachelriess et al., 2006), consiste 
a faire varier de maniere periodique la position de la source et permet, dans cer-
taines conditions, de doubler la resolution azimutale (dans le sens de la barrette de 
detecteurs) et longitudinale (selon z) des mesures. 
L'idee qui sous-tend la technique de « source volante » est de creer, a partir d'un seul 
tube radiogene, plusieurs points de source virtuels. Lorsqu'un faisceau d'electrons 
de haute energie frappe une plaque metallique, un certain nombre de ces electrons 
sont reemis sous forme de rayons X. En faisant devier le faisceau d'electrons pour 
changer son point d'impact sur la plaque, on deplace du meme coup la source de 
rayons X. Ces mecanismes seront decrits aux sections 2.6.2.1 et 2.6.2.2. 
Le modele SOMATOM Sensation 64 de Siemens est le premier a proposer une 
deflexion du faisceau dans deux directions. La figure 2.9 illustre le principe de la 
deviation du faisceau et la position des points de source resultant de cette deviation 
pour le tube Straton present dans l'appareil considere. 
Sur la figure 2.9(a) est representee une vue de profil du tube. Le faisceau est devie 
d'une distance ±ARp selon l'axe r du referentiel tournant. L'angulation du tube 
permet d'en obtenir une deviation longitudinale ±Az. La figure 2.9(b) illustre le 
systeme vu de face montrant les deux points de source obtenus d'une deviation 
laterale de ±RpAa. 
Les expressions liant l'amplitude des deviations et la resolution dans les deux sens 
s'expriment en termes de 
- Rp, la distance du tube radiogene a l'isocentre; 
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FIG. 2.9 Illustration du tube Straton de Siemens. Vue de profil 2.9(a) et vue de 
face 2.9(b). 
- RD, la distance entre le centre de la matrice de detecteurs et l'isocentre; 
- RFD-I l a somme de ces deux distances; 
- S, l'epaisseur de la tranche evaluee a l'isocentre. 
Contrairement a la deflexion angulaire, les deux points focaux obtenus avec la 
deflexion longitudinale ne sont pas dans le meme plan image. Ainsi, seule la deflexion 
angulaire entre dans notre cadre de travail bidimensionnel. Les deux types de 
deflexion sont toutefois tres semblables. II est alors pertinent de voir aussi la 
deflexion longitudinale, d'autant plus qu'il faudra en tenir compte dans un ave-
nir rapproche. 
2.6.2.1 Source volante angulaire 
La deflexion angulaire de la source permet de doubler la resolution azimutale, 
c'est-a-dire dans le sens de l'eventail, a l'isocentre. La figure 2.10(a) illustre les 
deux eventails entrelaces produits a la suite d'un deplacement du point focal d'un 
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angle Aa de part et d'autre du centre. Ainsi, pour chaque position angulaire du 
tube radiogene, deux series de mesures sont effectuees. 
A a 2 f i F A a 
F I \ I 1 
-— \RFAdX J*\ ARFA6f 
RD I I \ I 
.- K A9f 
(a) (b) 
F I G . 2.10 Geometrie de l'eventail pour une source volante angulaire 2.10(a). Rayons 
de part et d'autre de l'isocentre en considerant une approximation de petits angles 
pour le calcul de l'angle de la deviation 2.10(b). 
Sur la figure 2.10(b), seuls les rayons les plus pres de l'isocentre ont ete conserves. 
Ces derniers permettent d'effectuer le calcul de la resolution azimutale en fonction 
de la distance 2RpAa entre les deux points focaux ainsi que celui de l'angle Act 
duquel il faut faire devier la source pour obtenir un doublement de cette resolution. 
Le calcul de l'angle de deviation ideal se base fortement sur l'hypothese que les 
angles entre deux detecteurs et entre les deux points de source sont petits. La 
longueur du segment de droite (approximativement confondu avec Fare de cercle) 
reliant le centre des deux detecteurs consideres, ramenee a l'isocentre, est inver-
sement proportionnelle a la resolution azimutale. Lorsqu'on considere plutot la 
distance entre les deux points de source et qu'on la ramene a l'isocentre, on obtient 
une mesure reliee a la nouvelle resolution azimutale. Cette derniere est doublee 
A 
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lorsque (Kachelriess et al., 2004) 





2.6.2.2 Source volante longitudinale 
L'appareil SOMATOM Sensation 64 recemment introduit propose, en plus du 
deplacement angulaire du point focal, un deplacement Az en direction longitudi-
nale. Ce deplacement intervient dans les sequences helicoidales (Flohr et al., 2005) 
et a pour effet de faire changer le plan dans lequel se trouve la source. 
On obtient une telle deviation du point focal de la source en faisant varier en 
direction radiale le point d'impact du faisceau d'electrons sur la plaque angulee. 





FIG. 2.11 Geometrie de Peventail pour une source volante longitudinale 2.10(a). 
Rayons de part et d'autre de l'isocentre en considerant une approximation de petits 
angles pour le calcul de la longueur de la deviation du point focal 2.10(b). 
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Un raisonnement semblable a celui de la section precedente permet de determiner 
la distance entre les deux points focaux, ce qui a pour effet de reduire d'un facteur 
2 l'epaisseur de tranche S a l'isocentre. On note que l'angulation du tube fait en 
sorte qu'un des deux points est plus eloigne de l'isocentre que Fautre. Cet aspect 
est negligeable en pratique pour le calcul de la distance Az. II faut cependant en 
tenir compte lorsqu'on modelise la projection puisque 1'approximation des petits 
angles n'est plus satisfaite pour les barrettes eloignees de l'isocentre. Pour doubler 
la resolution longitudinale, il faut que la distance 2Az entre les deux points focaux, 
une fois rapportee a l'isocentre, soit la moitie de l'epaisseur de tranche initiale. Cela 
se traduit mathematiquement par une deviation (Kachelriess et al., 2004) 
A 1 0RFD 
Insistons sur le fait que ce deplacement longitudinal a pour effet secondaire un 
deplacement considerable de la source dans la direction radiale. Ainsi, la distance 
entre la source et l'isocentre n'est plus constante. II faudra en tenir compte dans le 





ou 4> est l'angle de la plaque tel qu'illustre sur la figure 2.11(a). La plaque du tube 
Straton est inclinee d'un angle (p — 7 degres. 
2.7 Methode mise en oeuvre avec decalage et source volante 
Le decalage du detecteur et la source volante amenent un certain nombre de chan-
gements a la geometrie du systeme se traduisant par de necessaires modifications a 
la mise en oeuvre de la matrice de projection. Ces changements touchent la forme 
des eventails ainsi que la disposition des donnees a l'interieur du sinogramme, et 
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se repercutent au niveau de la generation de la matrice et de son produit avec des 
vecteurs. Nous verrons, dans les deux sections a venir, les modifications necessaires 
pour tenir compte de ces deux particularites. La methode pour parametriser les 
rayons sera egalement revue, le niveau de complexite etant legerement augmente a 
ce niveau. Enfin, on rediscutera des conditions permettant d'identifier par rapport 
a quelles transformations la matrice est invariante. 
2.7.1 Decalage du detecteur 
Les projections echantillonnees avec une barrette de detecteurs ayant subi un 
decalage ne forment plus un eventail symetrique. La matrice n'est alors plus inva-
riante par symetrie. Dans le meilleur cas, la matrice est invariante par des rotations 
d'angles multiples de TT/2. II est alors necessaire de conserver les coefficients de deux 
fois plus de projections que pour une matrice « sans decalage du detecteur ». 
La prise en compte du decalage du detecteur modifie tres peu le modele vu a la 
section 2.5.4.3 et reste simple a mettre en ceuvre. 
Le calcul des coefficients d'une ligne de la matrice est fait, rappelons le, a partir de 
Tangle du rayon correspondant et de sa distance par rapport a l'isocentre. Ainsi, il 
suffit d'ajouter Tangle du decalage a Tangle de tous les rayons de 1'eventail : 
e'f = 9f + A9d. 
La distance entre le rayon et l'isocentre est calculee comme auparavant en consi-
der ant Tangle decale : 
r' = Rp sin 8'f. 
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2.7.2 Source volante 
La source volante longitudinale sortant du cadre bidimensionnel, elle ne fait pas 
partie des fonctionnalites de la matrice de projection a l'heure actuelle. 
Avant de discuter du developpement d'une matrice de projection avec source vo-
lante, il est utile de clarifier la signification du terme « position de la source » ou 
« position du point focal » en relation avec ce qu'on appellera « position du tube ». 
Ce a quoi on continuera de faire reference en tant que position de la source ou du 
point focal constitue le point d'ou sont emis les rayons X. Cette position, identique 
a celle du tube radiogene dans un contexte sans source volante, s'en differencie du 
fait que le faisceau d'electrons ne frappe plus le centre du tube. Ainsi, la position 
du tube fait reference a la position du centre du tube radiogene et est caracterisee 
par 6S et Rp. 
2.7.2.1 Redondance des projections avec source volante 
Dans un contexte ou on emploie la source volante, pour chaque position du tube 
radiogene, on effectue Nfs, acquisitions auxquelles on fait reference par l'indice n,fs. 
Ce nombre correspond au nombre de points focaux. On pose l'hypothese que ces 
points de source sont positionnes symetriquement autour de la position du tube. 
Si on considere l'ensemble des acquisitions faites pour une position du tube comme 
formant une seule et meme projection, cette derniere est alors symetrique lorsque le 
decalage du detecteur n'est pas effectue. Les regies permettant d'identifier les trans-
formations vis-a-vis desquelles la matrice est invariante s'appliquent maintenant a 
ces ensembles d'acquisitions. 
Pour qu'une rotation d'un angle IT du systeme permette d'obtenir une autre serie 
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de donnees du sinogramme, il est necessaire de disposer d'un nombre pair de ces 
ensembles. Lorsque deux points de source sont utilises, le nombre d'acquisitions 
doit alors etre un multiple de quatre. Le meme raisonnement montre que, pour une 
rotation d'un angle 7r/2, le nombre d'acquisitions doit etre un multiple de huit. 
On constate que la proportion de coefficients redondants ne se trouve pas alteree. 
La seule difference est que le nombre de donnees augmente d'un facteur Nfs; la 
taille de la matrice a emmagasiner augmente alors de la meme fagon. 
2.7.2.2 Parametr isat ion des rayons 
Le decalage de la source produit par une source volante angulaire resulte en des 
rayons qui ne sont plus espaces de fagon equiangulaire. Cela vient complexifier 
quelque peu le calcul des parametres de ces derniers. II est, en effet, necessaire 
de calculer explicitement la position de la source et celle de cliaque detecteur. 
L'angle de la droite interpolant ces deux points ainsi que sa distance par rapport 
a l'isocentre sont ensuite calcules. 
Nous allons, pour effectuer les developpements correspondants, nous placer dans 
un referentiel immobile du point de vue de l'eventail. La figure 2.12 illustre le calcul 
pour un rayon dans ce referentiel. 
Le tube est positionne a l'angle zero a une distance Rp de l'isocentre. La position 
d'un point focal etant tributaire d'un decalage d'un angle Aa, on a 
xs — RF cos(Aa) 
ys = RF sin(Aa). 
Si on tient compte du decalage du detecteur decrit a la section precedente, le centre 
114 
FIG. 2.12 Illustration du calcul de Tangle et de la distance entre le rayon et Fiso-
centre. 
d'une cellule du detecteur est alors a la position 
Xd = RF - RFD cos(6f + A6d) 
yd = -RFDsm(6f + A6d). 
Connaissant la position du detecteur et de la source, on determine maintenant 
Tangle du rayon et sa distance par rapport a Torigine. Ces parametres s'expriment 
en termes des quantites intermediaries suivantes : 
IDS = V(xs ~ xd)
2 + (ys - Vd)
2, 
cos(9'f) = {xs - xd)/lDS, 
sin(9'f) = (ys - yd)/lDS, 
ys - Vd tan(^) = 
xs xd 
L'angle du rayon est alors obtenu en prenant Tarctangente de la derniere expres-
sion : 
8'f = arctan ys-yd 
Xs Xd 
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Pour ce qui est de sa distance a l'isocentre, rappelons le modele utilise pour un 
rayon d'angle 9'f et de distance r' : 
x sm(6'f) - y cos(9'f) + r = 0. 
On a alors 
r' — ycos(6'f) — xsm(9'f) 
et 
, = y(xa - xd) - x(ys - yd) 
IDS 
Meme si on evalue cette expression en prenant (x, y) 
l'expression obtenue est identique : 
= XsVd - xdys 
IDS 
2.7.2.3 Produits matriciels 
L'ajout de la source volante se repercute egalement au niveau du produit matri-
ciel. Le sinogramme est maintenant constitue de Np projections, chacune etant 
l'ensemble des Nfs acquisitions pour une meme position du tube, elles memes 
constituees de N<i echantillons. 
L'indexation du vecteur sinogramme doit tenir compte de cette caracteristique. De 
ce fait, l'indice de la donnee correspondant a la projection np, au point de source 
nfa et au detecteur n^ s'exprime maintenant comme 
i = NdNfs{np - 1) + Nd{nfs - 1) + nd. 
Le tableau 2.12 resume la position des coefficients redondants de la matrice en 
fonction des diverses transformations, cette fois, en tenant compte de la source 
volante. 
= (x8,ya) ou (x,y) = {xd,yd), 
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T A B . 2.12 Position d'un echantillon dans les projections apres une transformation 




TT/2 + ea 
TT/2 - 9S 
TT + 6S 
ir-es 
-TT/2 + es 
- T T / 2 - 9S 
n'p 
np 
Np + 2- nv 
Np/4 + rip 
Np/4 + 2-np 
Np/2 + np 
Np/2 + 2-np 
ZNp/A + np 
ZNp/A + 2-np 
n'fB 
nfa 
Nf8 + l - Ufa 
nfs 
Nfs + 1- nfs 
nfs 
Nfs + l - nfs 
nfs 
Nf8 + 1- nfs 
n'd 
nd 
Nd + l-nd 
nd 
Nd + l-nd 
nd 
Nd + l-nd 
nd 
Nd + l-nd 
2.8 Conclusion 
Nous avons developpe une methode pour effectuer efficacement les operations de 
projection et retroprojection. Malgre la quantite de memoire necessaire, la methode 
retenue prend la forme du stockage explicite d'une matrice. 
Par 1'analyse de la structure de cette matrice, nous sommes arrives a identifier un 
certain nombre de redondances et a formuler une serie de transformations permet-
tant de ne conserver, dans le meilleur des cas, qu'un huitieme de ses lignes. 
Lorsqu'un decalage du detecteur est effectue, cette reduction est plutot un fac-
teur 4, les projections n'etant plus symetriques. L'utilisation d'une source volante 
angulaire ne vient pas reduire davantage le niveau de redondance, mais necessite 
d'emmagasiner deux fois plus de lignes. 
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Lorsqu'en plus, on tient compte de la structure individuelle de chaque ligne de 
la matrice, on reussit a emmagasiner chacune d'elles en utilisant significativement 
moins d'espace memoire qu'avec les methodes generates. Deux methodes sont com-
parables a ce titre, l'une a longueur de segments fixe, l'autre a longueur de segments 
variable. Ces deux methodes sont comparees empiriquement a la section 4.1. 
De ces resultats, on note que le stockage des blocs par la methode a segments de 
taille variable s'est averee un peu moins lourde en memoire et plus performante en 





Dans ce chapitre, nous traitons des methodes developpees dans le but d'atteindre 
la deuxieme partie du deuxieme objectif de nos travaux, c'est-a-dire d'obtenir une 
acceleration des methodes iteratives de reconstruction par le biais d'une methode 
de preconditionnement adaptee a notre probleme. 
La methode consiste a appliquer un changement de variable au probleme afln d'ob-
tenir un nouveau probleme plus facile a resoudre. 
L'utilisation d'une methode de preconditionnement entraine, du point de vue des 
methodes iteratives, une acceleration de la convergence en fonction du nombre 
d'iterations. Cela est toutefois realise au prix d'une augmentation du temps de 
calcul de chaque iteration puisqu'un systeme lineaire doit etre resolu chaque fois. 
Le principal defi a relever dans la conception d'un preconditionneur est alors 
d'etablir un compromis entre l'acceleration de la convergence, en termes du nombre 
d'iterations, et l'augmentation du temps de calcul pour chaque iteration. On sou-
haite, au final, qu'une acceleration de la convergence soit observee en fonction du 
temps. 
A cet effet, nous commencerons par expliquer ce qu'est le conditionnement d'un 
probleme et comment on l'exprime numeriquement. 
Nous explorerons ensuite les differentes formes que peut prendre le precondition-
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nement, en observant le probleme sous l'angle de la minimisation d'une forme 
quadratique et sous Tangle de l'annulation de son gradient. Nous verrons que la 
methode peut egalement etre appliquee a des fonctions non quadratiques. 
Nous enoncerons quelques proprietes de notre probleme de reconstruction impor-
tantes pour le preconditionnement. 
Nous discuterons brievement de quelques methodes usuelles de preconditionnement 
qui pourraient etre appliquees considerant la structure du probleme. Nous verrons 
pourquoi nous avons privilegie la conception d'un preconditionneur base sur une 
approximation circulante du hessien du critere. 
Une fois les proprietes des matrices circulantes expliquees, nous verrons comment 
nous avons approxime le hessien du probleme discret de tomographic a rayons X 
par une telle matrice. 
De plus, une methode proposee par Fessler & Booth (1999) a permis d'obtenir 
des resultats interessants en tomographic d'emission monophotonique (SPECT). 
La reconstruction d'images pour cette modalite est sufflsamment similaire a la 
reconstruction d'image en tomographie a rayons X pour qu'on s'y interesse. Nous 
revisiterons leur methode en l'adaptant a notre probleme de reconstruction. 
3.2 Conditionnement 
Le conditionnement d'un systeme lineaire 
avec H G Rn x Rn non singuliere, est indicateur de la difficulte qu'on aura a le 
resoudre numeriquement. Ce concept, comme on le verra, est etroitement lie a la 
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distribution des valeurs propres de la matrice H. 
Une mesure du conditionnement est le nombre de conditionnement defini comme 
suit : 
Considerons la norme matricielle induite par une norme vectorielle 
||H|| = max ||Hx||. 
||x||=l 
Le nombre de conditionnement de la matrice H selon cette norme est defini comme 
/C(H) = ||H|| | |H-1 | | . 
On note que pour un systeme symetrique defini positif, tel notre critere des moindres 
carres non regularises ou regularises par une fonction quadratique, le nombre de 
conditionnement selon la norme euclidienne s'exprime de la maniere suivante : 
ou Amax et Amin sont respectivement la plus grande et la plus petite des valeurs 
propres de la matrice H. 
Dans tous les cas, on a K, > 1. La matrice identite est de norme egale a 1, peu im-
porte la norme choisie, alors son nombre de conditionnement est egal a 1. Pour une 
matrice orthonormale, le nombre de conditionnement selon la norme euclidienne 
est aussi egal a 1. A l'oppose, le nombre de conditionnement d'une matrice sin-
guliere est infini. Toutes les matrices carrees se situent quelque part entre ces deux 
extremes. 
Le nombre de conditionnement indique done, en quelque sorte, a quel point une 
matrice est loin de l'identite ou, de maniere equivalente, a quel point elle est pres 
d'etre singuliere. Quand ce nombre est eleve, on parle alors de mauvais condition-
nement ou de probleme mal conditionne. 
121 
FIG. 3.1 Illustration du concept de conditionnement pour une forme quadratique 
sur un domaine bidimensionnel. 
Le lien entre le nombre de conditionnement et la difficulte numerique du systeme 
s'exprime comme suit : 
i|e(x)H ||r(x)|| 
l | e ( x 0 ) | | -
M 1 1 J | | r ( x o ) | | 
ou r(x) = y —Hx est le residu du systeme et e(x) = x —x* est l'erreur d'estimation 
en x. 
Ainsi, meme si le residu en x est faible, l'erreur d'estimation peut etre tres grande 
lorsque le systeme est tres mal conditionne. Puisque la precision machine n'est pas 
infinie, le conditionnement indique egalement a quel point on peut esperer obtenir 
une solution precise. 
La figure 3.1 permet d'interpreter ce concept sous Tangle de la minimisation d'une 
forme quadratique. Nous y montrons les courbes de niveau pour une forme quadra-
tique sur un domaine bidimensionnel. La valeur propre correspondant au vecteur 
propre u est plus grande que celle qui correspond au vecteur propre v. On constate 
que si on se trouve pres de l'axe u, meme si la norme du residu (gradient) est faible, 
on se trouve potentiellement loin du minimum. Plus le nombre de conditionnement 
augmente, plus les ellipses sont etirees et plus ce phenomene prend de l'ampleur. 
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Le concept de conditionnement s'applique aussi a des problemes de minimisation 
de fonctions non quadratiques. Dans ce cas, on se reporte aux proprietes de leur 
hessien. 
3.3 Differentes formes de precondit ionnement 
Le preconditionnement peut etre effectue en examinant le probleme selon deux 
angles differents. 
Le premier consiste a appliquer un changement de variable a l'expression de la 
forme quadratique a minimiser, ce qu'on a vu a la section 1.2.3.4 et qui a permis 
de parvenir a la formulation de l'algorithme du gradient conjugue preconditionne. 
Le deuxieme consiste plutot a voir le probleme de minimisation sous Tangle de 
l'annulation du gradient de la fonction, ou de la resolution du systeme lineaire 
d'equations correspondant. Le probleme d'optimisation vu sous cet angle permet 
de constater que le preconditionnement peut prendre plusieurs formes. 
Considerant le systeme original H x = y a resoudre, on peut transformer le probleme 
de trois manieres, ce qui donne trois nouveaux problemes : 
1. Resoudre M ~ T H x = M ~ T y pour x. 
2. Resoudre HM""1x = y pour x e t x = M x pour x. 
3. Resoudre M j " r H M ^ x = M ^ T y pour x e t x = M 2 x pour x. 
Le premier probleme est dit preconditionne a gauche, et le deuxieme preconditionne 
a droite. Le troisieme Test des deux cotes. 
L'objectif, dans tous les cas, est d'obtenir un systeme mieux conditionne, c'est-
a-dire plus pres de l'identite. Cela s'exprime, pour les deux premiers cas, par la 
recherche d'un preconditionneur M - 1 tel que M _ 1 H ~ I. 
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On peut montrer que lorsque M 2 = M i , le troisieme systeme est symetrique et 
defini positif. La forme quadratique correspondante est celle qu'on obtient en effec-
tuant le changement de variable dans l'expression de la forme quadratique originale. 
On peut egalement montrer que la recherche d'un preconditionneur M2 = M i tel 
que M ^ H M j " 1 « I est equivalents a la recherche d'un preconditionneur M^"1 tel 
que 
M X H = M ^ M ^ T H « I. 
On cherche alors a approximer la racine carree de H . 
Deux approches au preconditionnement sont envisageables, soit une approche dite 
directe, pour laquelle on cherche une approximation M de H facilement inver-
sible, et une approche dite inverse ou on cherche plutot a obtenir directement une 
approximation M _ 1 de son inverse. 
Plus de details concernant chacune des formes de preconditionnement ainsi que 
l'explication de plusieurs methodes peuvent etre obtenus dans Chen (2005). 
Ces trois formes de preconditionnement, appliquees a la resolution d'un systeme 
lineaire d'equations ou a l'annulation du gradient d'une fonction s'appliquent de la 
meme facon a la minimisation d'une fonction. Dans ce cas, les memes transforma-
tions sont appliquees au hessien de la fonction. 
3.4 Proprieties de notre probleme concernant le precondit ionnement 
Le hessien de notre critere s'exprime comme suit : 
V2C(n) = A T A + XV2R(n). 
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II est compose de deux termes, soit le terme A r A , correspondent a l'adequation 
aux donnees, et le terme correspondant a la regularisation : 
M 
V2R(fi) = Yl Wm(D(m))rdiag {r (wm [D^V],-) } &
m), 
avec 
{t2 + 82)~2 
Ces deux termes ont des proprietes differentes que nous exposons ici ainsi que 
celles du hessien complet, de maniere a bien cerner les implications associees au 
preconditionnement de notre methode de reconstruction. 
Le premier terme correspond a la retroprojection des projections. Chacune de ses 
colonnes represente la reponse impulsionnelle pour un echantillon de l'image sur 
un echantillon de l'image obtenue en retroprojetant les projections. 
Dans le cadre discret dans lequel nous evoluons, la reponse impulsionnelle est 
tronquee aux frontieres de l'image. De plus, la discretisation pergue d'un rayon a 
1'autre est differente. Ces deux aspects rendent la reponse impulsionnelle discretisee 
variante d'un echantillon a l'autre de l'image. Enfin, la reponse impulsionnelle etant 
infinie et strictement positive, la matrice A r A est structuralement dense. 
Par construction, A T A est symetrique et semi-definie positive. Dans la mesure ou 
un nombre sufnsant de mesures sont acquises, ce qui est le cas pour la configuration 
du tomographe, elle est egalement definie positive. 
La figure 3.2 illustre le premier terme du hessien correspondant a une image de taille 
16 x 16 pour laquelle les donnees sont acquises avec les parametres geometriques du 
tomographe (voir annexe I) sans source volante ni decalage. Leur prise en compte 
ne change, a toute fin pratique, rien a la structure de la matrice. 
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FIG. 3.2 Illustration de A T A et de son inverse pour une image de taille 16 x 16. 
On y observe que la matrice est dense. On observe egalement la dominance de la 
diagonale pour son inverse. 
Le hessien du terme de regularisation est compose de cinq termes dont la signi-
fication a ete expliquee a la section 1.1.5.3. Ainsi, chaque matrice D^m\ avec 
m = 1,2,3,4, est formee de deux diagonales dont la principale. Les produits 
(j)(™)^T-£)(m) s on£ a i o r s formes de trois diagonales et sont symetriques et semi-
definis positifs. Seule la matrice (D(° ) ) T D(° ) = I est definie positive, les autres 
n'etant pas inversibles. 
La fonction de regularisation change peu de chose a la structure du hessien et a 
son inverse. La penalisation du module de la solution (ro = 0) nous assure qu'il 
est, dans tous les cas, defini positif. 
Le principal obstacle limit ant les possibilites de preconditionnement est la taille du 
hessien. Ce dernier ainsi que son inverse sont denses et sont constitues, pour une 
image de 512 x 512 echantillons, de 6,8719xl010 coefficients. 
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II faut egalement garder a l'esprit qu'un des objectif a moyen terme est d'effec-
tuer des reconstructions tridimensionnelles, pour lesquelles le hessien est de taille 
beaucoup plus elevee. 
On remarque egalement que l'utilisation d'une fonction non quadratique fait en 
sorte que le hessien varie en fonction du point courant, ce dont il faut tenir compte. 
Le choix d'une methode doit alors etre base soit sur le caractere creux de la matrice 
de projection, ou sur la possibilite de ne pas representer completement le hessien. 
Afm de preserver le caractere symetrique defini positif, il est necessaire de developper 
une methode de preconditionnement des deux cotes : 
M - T / 2 v 2 c ^ ) M - l / 2 ^ j 
ainsi, dans le cadre de la methode du gradient conjugue non lineaire, l'approxima-
tion prend la forme 
M = M- T / 2 M- 1 / 2 « H 1 . 
3.5 Strategies generales de preconditionnement 
Plusieurs strategies generales de preconditionnement figurent dans les livres. Un 
nombre significatif de methodes generales et adaptees a certains types de problemes 
sont couvertes dans Chen (2005). De celles-la, un faible nombre sont adaptees a 
notre probleme du fait de la taille du hessien. 
A titre d'exemple, le preconditionneur le plus simple consiste a prendre l'inverse 
de la diagonale du hessien. La creation d'un tel preconditionneur est toutefois 
problematique puisque l'obtention d'un coefficient de A T A necessite de faire un 
produit de la matrice de projection par le vecteur de base e*, i etant l'indice de la 
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colonne de la matrice de projection. 
Les preconditionneurs bases sur des decompositions de matrices, telle la decomposi-
tion de Cholesky, peuvent egalement difficilement etre appliques a notre probleme. 
En plus du fait qu'un grand nombre de manipulations impliquant la matrice de 
projection soient necessaires, la taille des matrices obtenues est trop elevee pour 
qu'elles soient representees explicitement en memoire. 
Plusieurs arguments nous ont fait opter naturellement vers des approches tirant 
profit de matrices circulantes, que nous expliquons dans la proehaine section. 
3.5.1 Preconditionneurs circulants 
Certains systemes lineaires peuvent etre modelises par une operation de convolu-
tion, c'est-a-dire que, considerant un objet x et une reponse impulsionnelle 
h = [/i0,/?-i,...,/i„-i], 
la sortie du systeme correspondant s'exprime comme suit : 
y = h * x = Hx. 
Dans le cas unidimensionnel, la structure de la matrice H correspondante est dite 
Toeplitz, par exemple 
"" ho 0 0 • • • 0 
hi h0 0 0 ••• 
H = hi h\ ho 0 0 
hi h\ h0 0 
hn-\ • • • hi hi ho 
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Si, de plus, la reponse impulsioimelle et l'objet sont periodiques, la matrice sera 
dite circulante : 
ho hn_i hn-2 • •• hi 
h\ ho hn-i hn„2 
H = h2 hi h0 hn_i hn_2 
h,2 hi ho hn_i 
hn-i • • • h2 hi ho 
On note qu'une matrice circulante est un cas particulier de matrice Toeplitz. 
Une matrice structured de telle sorte possede des proprietes importantes. Celle a 
laquelle on s'interesse ici concerne l'operation de convolution a laquelle elle cor-
respond. Cette derniere, en passant dans le domaine de Fourier, s'exprime par le 
produit terme a terme du spectre de l'objet et de la reponse frequentielle A du 
systeme : 
Hx = r 1 { A f { x } } , 
ou sous forme matricielle : 
Hx = ^ - 1 A J r x . 
F et T~x representent respectivement les operateurs matriciels de la transformee 
et de la transformee inverse de Fourier. 
La plus importante consequence d'une telle formulation concerne le fait que la 
matrice H est extremement simple a diagonaliser. La matrice diagonale A de ses 
valeurs propres est constitute des coefficients de la reponse frequentielle associee a 
h. Ces derniers sont obtenus en evaluant la transformee de Fourier de h, c'est-a-dire 
de la premiere colonne de H. De cette facilite a la diagonaliser, son inverse est tout 
aussi simple a obtenir et ne demande que l'inversion d'une matrice diagonale. 
Dans le cas bidimensionnel, on obtient une formulation semblable. Cette fois, pour 
une image mise sous forme d'une vecteur, on se retrouve avec une matrice H 
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dite bloc-circulante a blocs circulants (BCBC). Ses valeurs propres s'obtiennent 
en evaluant la transformee bidimensionnelle de la reponse impulsionnelle h. 
Le stockage d'un telle matrice ne necessite alors que le stockage de ses valeurs 
propres. Enfin, la performance des algorithmes de transformee de Fourier rapides 
permet d'effectuer des produits matrice-vecteur tres rapidement. 
Si le probleme s'y prete bien, de telles matrices font generalement d'excellents 
precondit ionneur s. 
3.6 Approximation circulante proposee 
Rappelons premierement qu'en dimensions infinies, il existe un fort lien entre 
l'objet et ses projections dans le domaine de Fourier. Deuxiemement, les ma-
trices de differences premieres, qui correspondent aux derivees de l'objet, sont 
des matrices de convolution et peuvent alors egalement etre exprimees dans le 
domaine de Fourier. Ces deux arguments sont suffisants pour qu'une solution de 
preconditionnement basee sur les matrices circulantes soit envisagee. 
Une des difficultes rencontrees a toutefois ete de contourner astucieusement le fait 
que le systeme d'equations pour la reconstruction tomographique ne soit pas circu-
lant, quoiqu'il s'en rapproche. II en va de meme pour le terme de penalisation qui 
est, de plus, on le rappelle, non lineaire. Nous verrons, dans cette section, quelles 
strategies ont ete employees pour le developpement d'une approximation circulante 
du hessien. 
Les deux termes de ce dernier etant de structure differente, nous avons scinde 
le probleme en deux, c'est-a-dire qu'on a cherche une approximation circulante 
adaptee a chaque terme de maniere independante. 
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3.6.1 Terme d'adequation aux donnees 
Nous proposons deux approches pour obtenir une approximation circulante du 
premier terme du hessien. Ces approximations sont evaluees et comparees a la 
section 4.2.4.1. 
Nous evaluerons premierement une approximation basee sur la reponse impulsion-
nelle de la projection suivie d'une retroprojection au centre de l'image, c'est-a-dire 
la colonne du hessien correspondant a l'echantillon du centre de l'image. 
II parait egalement logique que la reponse impulsionnelle la plus representative de 
A T A soit celle qu'on obtient en moyennant la contribution de toutes les colonnes 
du hessien. Or cette moyenne est difncilement calculable puisque cela necessite 
revaluation de toutes les colonnes du hessien. Pour les images de taille 512 x 512 
que nous souhaitons reconstruire, c'est plus de 250 000 colonnes de plus de 250 000 
composantes chacune. 
A titre de compromis, nous suggerons plutot de prelever un certain nombre de 
ces colonnes a partir desquelles nous formerons une approximation circulante. Le 
nombre de colonnes a utiliser est aussi un parametre dont nous etudions l'effet a 
la section 4.2.4.1. 
Les colonnes sont choisies au hasard afin d'eviter que l'echantillonnage ne repro-
duise certains patrons qui pourraient etre presents au niveau du hessien. 
Pour la construction d'approximations circulantes a partir d'une autre colonne que 
la premiere, une etape de recentrage est necessaire. 
Dans le cas unidimensionnel, chaque colonne d'une matrice circulante est decalee 
d'une position vers le bas par rapport a celle qui se trouve a sa gauche. Une colonne 
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d'indice j doit ainsi etre decalee de j — 1 indices vers le haut. Les coefficients sortant 
vers le haut sont ramenes a la fin de la colonne. 
Pour une matrice BCBC, chaque colonne correspond a une reponse impulsionnelle 
bidimensionnelle. II n'est alors pas suffisant de decaler la colonne de la matrice 
vers le haut. II faut plutot correctement recentrer cette reponse impulsionnelle en 
tenant compte de sa position dans l'espace bidimensionnel. 
Ainsi, la reponse impulsionnelle correspondant a l'echantillon a la ligne nr et la 
colonne nc de l'image constitue la colonne 
j = (nc - l)Nr + nr 
du hessien. 
A l'inverse, la colonne j du hessien correspond a l'echantillon a la colonne 
et a la ligne 
nr= j - (
nc - l)iVr 
de l'image. 
Ainsi, la colonne j doit d'abord etre mise sous forme d'un tableau bidimension-
nel. Les composantes de ce tableau doivent ensuite subir un decalage de (—nc + 
1, — nr + 1) positions. On obtient finalement les valeurs propres, sous forme d'un 
tableau bidimensionnel egalement, de la matrice BCBC en prenant la transformee 
de Fourier bidimensionnelle de ce tableau. 
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3.6.2 Terme de regularisation 
La construction des approximations proposees pour V2i?(^.) est basee sur le fait 
que le produit de matrices circulantes est circulant. On peut s'en convaincre en se 
representant l'operation dans le domaine de Fourier. Deux conditions peuvent alors 
etre enoncees pour qu'une approximation du hessien soit circulante : 
1. Les matrices de differences D^m^ doivent etre circulantes. 
2. La diagonale entre les matrices de differences et leur transposed doit etre 
circulante, done constante. 
La premiere condition est quasiment respectee en pratique. En effet, les matrices 
D(m) sont bloc-Toeplitz a blocs Toeplitz (BTBT). Ce qui la differencie d'une ma-
trice BCBC est l'rrypothese de periodicite que cette derniere admet. Considerant 
que les reponses impulsionnelles correspondant aux matrices de differences sont de 
longueur egale a 2, si on considere egalement que l'objet a une bordure nulle, alors 
que ces matrices soient BTBT ou BCBC ne fait aucune difference. 
Pour respecter la deuxieme condition, nous definissons, pour chaque terme de 
regularisation, une constante Xm telle que 
M 
m=l 
Nous proposons deux approximations circulantes, qui sont evaluees empiriquement 
a la section 4.2.4.2. Ces approximations sont obtenues en prenant respectivement 
1. la derivee seconde de la fonction de penalisation a zero : 
X2m = ^ " ( 0 ) = w
2J8; 
2. la moyenne des derivees secondes au point courant : 
xS, = ^ E ^ " ( w ™ [ D ( m H - ) -
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Le premier choix est Justine par le fait qu'aux alentours de la solution, les contrain-
tes douces D^m^/i « 0 sont pratiquement satisfaites. 
La deuxieme expression est obtenue en posant l'hypothese que l'mcorporation d'in-
formation sur le hessien a chaque point fi menera a une plus grande reduction du 
nombre d'iterations du gradient conjugue sans, toutefois, causer une augmentation 
significative du temps de calcul. 
En exprimant les matrices de differences dans le domaine de Fourier : 
(D ( m ))TD ( m ) = T^l^T2, 
on a 
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Finalement, en rassemblant les approximations circulantes de tous les termes, on 
obtient Fexpression de 1'approximation circulante pour tout le hessien : 
M 
V2C(/,) * T? A + A J ] XmA: (m) P 
m=l 
To 
3.6.2.1 Expressions efncaces pour le calcul de Ap 
(m) 
Les colonnes des matrices de differences D^m) contiennent une seule ou deux com-
posantes non nulles. II est alors possible d'obtenir des expressions plus efncaces 
pour le calcul numerique des valeurs propres des matrices (D^m')TTD^m'. 
La premiere matrice (m = 0) etant identite, on a d'abord Ap = I. 
Considerons ensuite la matrice des differences verticales. La premiere colonne, peu 
importe la taille de l'image, a comme premiers coefficients un 1 suivi d'un -1 . Pour 
le produit (D^1))TD^1\ la premiere colonne debute par 2, -1 et se termine par -1 . 
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L'expression de la transformed de Fourier de la reponse impulsionnelle correspon-
dante est alors constitute de trois termes, de sorte que 
Un raisonnement semblable pour les autres matrices de differences amene egalement 
des expressions simples. Pour les differences liorizontales, on a 
A f (M) = 2 - e - 2 i ^ - e 2 i ^ . 
Enfin pour les differences en diagonale on a 
Aj,3)(JU) = 2 - e~2i<^A) - eMti+ih) 
et 
A$\k, 0 = 2 - e-Mti-ik) - e
2 i , r ( & - £ ) . 
Les matrices Ap correspondantes sont obtenues en creant une matrice diagonale 
a partir de ces reponses impulsionnelles bidimensionnelles. 
3.7 Preconditionneur de Fessler et Booth 
3.7.1 Probleme et critere etudies 
Le preconditionneur propose par Fessler et Booth (Fessler and Booth, 1999) est 
developpe pour la reconstruction d'images en tomographic d'emission monophoto-
nique (SPECT). Les similarites entre cette modalite d'imagerie et la tomographic 
a rayons X sont evidentes, de sorte que leur approche peut fort probablement etre 
appliquee a notre probleme de reconstruction. 
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Le modele de formation de donnees SPECT peut s'exprimer sous la forme 
y = Gx + b. 
La quantite x represente la concentration d'un radio-isotope injecte avant l'examen. 
La matrice G correspond a la matrice de projection pour la tomographie d'emission 
monophotonique et est analogue a la matrice de projection A pour la tomographie a 
rayons X. Le vecteur b represente le bruit de mesure qui suit une loi de Poisson. Le 
vecteur y est alors le nombre de photons detectes par chaque element de detection. 
La methode de reconstruction de Fessler et Booth est basee sur la minimisation du 
critere 
1 J 
CFB(X) = j (y " Gx)
T W(y - Gx) + A £ j , ([Cx - c],.) 
dont le hessien s'exprime ainsi : 
V2CFB(x) = G
r W G + ACTdiag {^" ([Cx - c]fc)} C. 
En pratique, les auteurs fixent c = 0. Ce critere est tout a fait semblable au notre, 
a deux choses pres. 
On note premierement que la fonction de regularisation n'est composee que d'un 
seul terme. On peut ramener notre fonction de regularisation sous la meme forme 
en posant 
Deuxiemement, et c'est ce qui differencie vraiment les deux criteres, la matrice W, 
qui est l'inverse de la matrice de covariance du bruit de mesure b, est consideree 
comme proportionnelle a l'identite dans notre cas, car on a pose l'hypothese d'un 
modele gaussien de variance constante (section 1.1.5.2). Dans le cas de la recons-
truction d'images a partir de donnees SPECT, toutefois, le faible compte de photons 
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necessite la modelisation de la formation des donnees par des lois de Poisson dont 
la variance varie fortement d'une mesure a l'autre. 
Les mesures etant considerees comme independantes les unes des autres, cette ma-
trice est diagonale, mais ses composantes sont tres variables, faisant en sorte que 
le terme ATWA ne puisse plus etre considere quasi-circulant. 
Le meme constat peut etre effectue pour ce qui est du terme de penalisation ou 
C T C est considere comme quasi-circulant. Considerant une fonction de penalisation 
non quadratique, on a plutot CTdiag {^"([C/zjfc)} C avec une diagonale dont les 
composantes varient. 
3.7.2 Methode proposee, adaptee a notre probleme 
Ayant expose les similitudes et les differences entre les problemes de reconstruction 
d'images SPECT et de tomographic a rayons X, et identifie ce qui rend difficile 
l'utilisation d'une approximation circulante, nous reprendrons, dans ce qui suit, le 
developpement de Fessler & Booth (1999) en Fadaptant a notre probleme. On en 
retire deux approximations de l'inverse du hessien qui ont ete evaluees et dont les 
resultats sont exposes a la section 4.2.5. 
Le developpement de la methode est base sur l'hypothese que 
K(r/) = ATA + 77CrC 
admet une approximation circulante, c'est-a-dire que 
II s'agit precisement de la forme dont il etait question a la section 3.6. 
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Une succession d'approximations du hessien est effectuee afin de tirer avantageu-
sement profit de la performance d'un preconditionneur circulant tout en tenant 
compte du caractere variant spatialement de la reconstruction. 
Les deux premieres etapes permettent de faire sortir les deux matrices diagonales 
a l'exterieur de A T A et de C T C. On a alors premierement 
HxC/x) 4 D K A
r AD K + AC
Tdiag {<//' ([C/x - c],.) } C, 
avec 
DK = diag{/Cj} 
et 
Kj — 
l t i " ? ; W i i 
\ 2 > 
Cela revient a choisir Kj tel que 
e jA T WAej = ejATKjAej = e^K.pJ AKJGJ. 
On fait, deuxiemement, une approximation semblable impliquant le terme de re-
gularisation : 
H2(/i) 4 DK [A
TA + D ^ C ^ C D ^ / i ) ] BK, 
avec 
et 
D,, = diag|^77j(/x)l 
VM = ~A 
A „E f c <^ ' ( [C/z ] f c ) 
x 
Kj Z^k Ckj 
Pour assurer la definie positivite des approximations, la majeure partie du travail 
est faite sur la racine carree de l'inverse du hessien. On definit, dans cette optique, 
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la matrice B(/x), qui sera sujette aux prochaines approximations; cela permet de 
laisser DK de cote : 
B(/x) ^ A T A + D,(/i)CTCD,(/i). 
Le hessien etant defini positif, alors B(zi)1'2 existe. II n'est cependant pas necessaire 
que F approximation de la racine carree soit definie positive; on formule ainsi cette 
derniere comme le produit d'une matrice et de sa transposed : 
B - V ) = B - ^ C ^ B - 1 ^ ^ ) « S(ji)TS(ji). 
L'objectif est done de trouver une approximation S(/x) de B_1/2(/i) dont le produit 
par un vecteur se calcule efficacement. 
Une heuristique est ensuite proposee, qui consiste a considerer l'effet de la pena-
lisation comme etant tres local, e'est-a-dire que rjj determine a toute fin pratique 
l'image qui serait obtenue considerant une source ponctuelle a l'echantillon j de 
l'image. 
Cette caracteristique est modelisee par 
Considerant 1'approximation circulante pour K(rj), et la decomposition d'une ma-
trice en une somme de ses colonnes, on a 
B - ^ e ^ ^ A - 1 / 2 ^ ) ) ^ , 
et 
B " 1 ^ ) EA"1/2(^^))^eJ' 
Cette formulation correspond a une combinaison de matrices circulantes. L'utilisa-
tion de cette approximation a titre de preconditionneur n'est pas pratique, puis-
qu'elle necessite d'effectuer 2J operations de transformee de Fourier rapide. 
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On propose enfin de reduire le nombre d'approximations circulantes effectivement 
utilisees. Pour ce faire, on choisit un faible nombre K de valeurs % couvrant la 
plage des valeurs rjj, j = 1,..., J. On calcule ensuite les coefficients de la transformee 
de Fourier 2D, A& = A(%), pour chacune de ces valeurs fjk-
Une etape d'interpolation permet de determiner les coefficients de la transformee 
de Fourier pour rjj a partir de ceux qu'on a calcules pour fjk : 
K 
A" 1 ' 2 ^) * X>M/i))A; - 1 / 2 
fc=l 
Le calcul des valeurs de jkiVjif*)) es^ explique a la section 3.7.3 ci-dessous. 
De cette etape d'interpolation, on obtient la premiere approximation qui soit uti-
lisable en pratique : 
M i ^ ^ D ^ 1 
K 





D - l 
Un autre preconditionneur est obtenu en laissant tomber les termes croises : 
K 
MM = D": 
,fc=i 
D:1. 
Dans les deux cas, 2K transformers de Fourier rapides sont necessaires a chaque 
iteration pour appliquer le preconditionneur. Dans le second, toutefois, le nombre 
de produits de matrices par des vecteurs est legerement inferieur. 
3.7.3 Calcul des coefficients de Fourier pour fjk 
La plage des valeurs de rjj peut etre facilement etablie considerant que la derivee 
seconde tp"(t) de notre fonction de penalisation est maximale en t = 0 : 




max?),' < —-. 
j KjO 
Considerant qu'en plusieurs endroits, l'image est nulle, les termes de gauche et de 
droite seront le plus souvent egaux. 
Pour un nombre K d'approximations circulantes, on choisit les valeurs de fjk cou-
vrant toute la plage. Nous les avons choisies de sorte qu'elles soient reparties de 
maniere logarithmique dans l'intervalle [0, 05;maxj{?7j}]. 
Enfin, a titre d'approximation pour ATA, nous utilisons l'approximation circulante 
moyennant 100 colonnes du hessien decrite a la section 3.6.1. 
3.8 Conclusion 
Nous avons d'abord mentionne que les methodes iteratives etaient sensibles au 
conditionnement du probleme a resoudre. La methode du gradient conjugue, en 
particulier, est sensible a la distribution des valeurs propres et est plus performante 
lorsqu'elles sont regroupees. 
A la fois le hessien du terme d'adequation aux donnees de notre fonction objectif et 
celui du terme de regularisation admettent d'elegantes approximations circulantes. 
De telles matrices sont diagonalisees par la transformee de Fourier, rendant ainsi 
tres performants leur produit par des vecteurs, leur inversion ainsi que leur stockage 
en memoire. Les methodes basees sur de telles matrices sont prometteuses pour le 
preconditionnement de notre probleme. 
Nous avons egalement vu l'approche proposee par Fessler et Booth, qui realise une 
approximation de l'inverse du hessien en combinant plusieurs matrices circulantes. 
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Les resultats obtenus avec les diverses approches sont presentes au chapitre 4 et 
montreront le succes de ces dernieres. 
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CHAPITRE 4 
SIMULATION ET RESULTATS 
Dans ce chapitre, nous allons demontrer l'atteinte des objectifs du present travail, 
qu'on rappelle ici : 
L'objectif general de ce travail est de mettre en oeuvre des outils pour la reconstruc-
tion tomographique monochromatique et polychromatique proposee par Nathalie 
Menvielle, de sorte qu'il soit possible de reconstruire des images cliniques sur un 
ordinateur bon marche en un temps de l'ordre de quelques minutes. 
Cet objectif peut etre scinde en trois sous-objectifs : 
1. Mettre en oeuvre de maniere efficace les operations de projection et de retro-
projection en tenant compte de la geometrie de tomographes commerciaux. 
2. Accelerer les methodes d'optimisation par la mise en ceuvre d'une methode 
de recherche lineaire et d'un preconditionneur adaptes au probleme lineaire 
de reconstruction tomographique. 
3. Valider les methodes sur des donnees cliniques. 
Nous evaluerons d'abord les performances des deux approches mises en ceuvre 
pour la realisation des operations de projection et de retroprojection, c'est-a-dire 
impliquant un stockage par segments de longueur fixe et de longueur variable. Ces 
methodes dont decrites a la section 2.5. Nous comparerons ensuite les temps de 
calcul pour la projection, qu'elle soit effectuee avec ou sans matrice. 
Nous evaluerons ensuite l'emcacite des methodes permettant d'accelerer les recons-
tructions. Nous avons presente des methodes de recherche lineaire, a la section 1.2.4, 
et de preconditionnement, au chapitre 3, qui seront comparees. 
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II faut, pour ce faire, generer des donnees de simulation. Les hypotheses sous les-
quelles ces donnees ont ete obtenues seront explicitees. Les parametres de regula-
risation, dont il a ete question a la section 1.1.5.3, pour divers niveaux de bruit, 
doivent etre fixes. Une section sera consacree a cet aspect. 
Nous appliquerons la methode de reconstruction a des donnees reelles. Le contexte 
d'acquisition de ces donnees et leur format seront d'abord decrits. La comparaison 
des images avec celles de Siemens demande quelques adaptations qui seront ex-
pliquees. Enfin, nous verrons comment le parametre de regularisation A a pu etre 
obtenu. La qualite de l'image sera evaluee des points de vue de la resolution, de 
la valeur du coefficient d'attenuation reconstruit et de la capacite de detecter de 
petits objets de faible contraste. 
Nous nous assurerons enfin que les methodes de preconditionnement et de recherche 
lineaire evaluees sur des donnees de simulation sont adaptees a la reconstruction 
de donnees reelles. 
4.1 Projection et retroprojection 
Les resultats presentes dans cette section permettent de verifier l'atteinte du pre-
mier objectif de ce travail. Nous allons ainsi mesurer la performance relative des 
methodes decrites a la section 2.4 pour emmagasiner la matrice de projection du 
point de vue de l'espace memoire necessaire a son stockage. Nous comparerons 
ensuite les temps de calcul des deux methodes mises en ceuvre. Nous mesurerons 
enfin l'apport de notre methode par rapport au calcul des projections sans recourir 
a une matrice. 
Les resultats presentes dans cette section ont ete obtenus en utilisant une matrice 
construite a partir des parametres geometriques du tomographe Siemens SOMA-
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TOM 16 enumeres au tableau 1.1, en annexe. 
Nous avons considere une matrice correspondant a une image de taille 512 x 512. La 
taille des quantites emmagasinees a ete observee comme variant de fagon lineaire 
avec le nombre de coefficients non nuls. Pour le modele a rayons minces que nous 
utilisons, ce nombre varie de facon lineaire avec la taille de l'image. De maniere 
relative, les differents formats se comportent de la meme maniere, de sorte qu'une 
seule taille est sufBsante pour les comparer. II en va de meme pour les temps de 
calcul. 
Nous presentons les resultats pour deux cas de figure : une matrice pour laquelle 
on emmagasine toutes les lignes et une matrice pour laquelle un huitieme des lignes 
est emmagasine, ce qui correspond au plus haut niveau d'invariance. 
La source volante et le decalage du detecteur n'ont pas ete pris en compte ici. Le 
decalage fait perdre un niveau d'invariance, ne permettant pas la creation d'une 
matrice pour laquelle le huitieme des lignes est emmagasine. De plus, tenir compte 
de la source volante ne fait que doubler le nombre de blocs de la matrice, ce qui 
fait egalement doubler sa taille et le temps de calcul des operations. Puisqu'on 
s'interesse au comportement des methodes de maniere relative, les resultats sont, 
a toute fin pratique, les memes. 
4.1.1 Efficacite de stockage 
Dans cette section, nous evaluons l'efncacite des methodes de stockage du point 
de vue de l'espace occupe en memoire. Pour cliaque methode vue a la section 2.4, 
le nombre d'elements de controle requis, le nombre de coefficients a emmagasiner 
ainsi que la taille totale occupee en memoire sont calcules. La strategie de stockage 
etant appliquee aux blocs de la matrice, et non a la matrice elle-meme, ce calcul 
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(a) (b) (c) 
FlG. 4.1 Nombre de coefficients emmagasines 4.1(a), nombre d'elements de controle 
4.1(b) et espace total occupe par la matrice 4.1(c) sans source volante ni decalage 
lorsqu'on en emmagasine toutes les lignes. 
est fait pour chaque bloc individuellement. 
La taille totale d'une matrice est caclulee en considerant que la structure de controle 
est composee d'entiers de 16 bits et que les coefficients sont represented par des 
nombres a virgule flottante a double precision au format IEEE-754. On a ainsi 
^octe ts = O X ^doubles + -̂  X Tlen£lers. 
Les deux cas de figure, soit la matrice complete et celle pour laquelle on emmagasine 
un huitieme des lignes, sont suffisants, mais necessaires, pour caracteriser le com-
portement des methodes pour tous les cas. Les differences entre les methodes sont 
surtout influencees par l'orientation des rayons. Pour une matrice dont on conserve 
soit le quart, soit la moitie, ou toutes les lignes, l'orientation moyenne des rayons 
est nulle. Le comportement relatif des diverses methodes est alors le meme pour ces 
trois cas. Lorsqu'on n'en conserve que le huitieme, toutefois, l'orientation moyenne 
des rayons est plutot horizontale. On observe done un comportement different pour 
ce cas. Les resultats pour les deux cas de figure sont illustres aux figures 4.1 et 4.2 
respectivement. 
Rappelons tout d'abord que trois des six methodes conservent exactement le nombre 
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F I G . 4.2 Nombre de coefficients emmagasines 4.2(a), nombre d'elements de controle 
4.2(b) et espace total occupe par la matrice 4.2(c) sans source volante ni decalage 
lorsqu'on en emmagasine un huitieme des lignes. 
d'elements non nuls, soit les methodes par coordonnees, de compression par ligne 
et a segments de longueur variable. Les trois autres methodes, considerant des 
longueurs fixes de segments, emmagasinent inevitablement un certain nombre de 
zeros, ce que Ton observe sur les figures 4.1(a) et 4.2(a). 
La methode Ellpack-Itpack se demarque par le nombre de zeros qu'elle doit em-
magasiner. On explique ce comportement par le fait que la plupart des blocs 
contiennent un grand nombre de lignes vides. Egalement, plus les rayons tendent 
vers l'horizontale, plus le nombre de lignes vides et la taille des segments horizon-
taux augmentent. Pour des rayons tres horizontaux, on emmagasine alors un grand 
nombre de longues lignes vides. 
On confirme ce lien entre l'orientation des rayons et le nombre de zeros stockes par 
la methode Ellpack-Itpack lorsqu'on observe la difference entre les figures 4.1(a) et 
4.2(a). Le nombre de coefficients emmagasines avec ce format est nettement plus 
eleve, en termes relatifs, pour une matrice dont on ne conserve que le huitieme des 
lignes que pour une matrice dont on conserve totites les lignes. 
Ce nombre est fortement reduit en employant une strategic a segments de Ion-
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gueur fixe n'emmagasinant pas les lignes vides. On note enfin que les zeros restants 
sont completement elimines par l'emploi de notre methode a segments de longueur 
variable. 
Les figures 4.1(b) et 4.2(b) illustrent la taille des structures de controle dans le 
meme contexte. A ce niveau aussi, on le comprend facilement en se referant a sa 
structure, la methode Ellpack-Itpack ne fait pas tres bonne figure. Pour chaque 
coefficient emmagasine (dont beaucoup de zeros), l'indice de la colonne doit etre 
emmagasine, expliquant sa pietre performance. C'est aussi lorsqu'on evite d'em-
magasiner les lignes vides que cette methode devient potentiellement interessante 
pour notre application. Cette variante permet de reduire la taille de la structure de 
controle en dessous de celle des autres methodes generales. C'est aussi en observant 
le nombre d'entiers a emmagasiner qu'on percoit le progres realise en ne conser-
vant que l'indice de la premiere colonne pour chaque segment plutot que celui de 
chaque coefficient. Ce dernier se trouve en effet reduit de plus de la moitie lorsqu'on 
conserve toutes les lignes, et de pres des trois quarts lorsqu'on n'en conserve que 
le huitieme. 
Enfin, les figures 4.1(c) et 4.2(c) illustrent la taille totale, en octets, de la matrice 
pour les deux cas. L'observation de la difference entre la methode Ellpack-Itpack 
et sa variante tenant compte des lignes non vides des blocs y est pour la majorite 
du gain d'espace. Cette variante, autant lorsqu'on emmagasine toutes les lignes 
que lorsqu'on n'en emmagasine que le huitieme, demande legerement plus d'espace 
memoire que la methode de compression par lignes (12 % et 0,29 % repectivement). 
Une economie d'espace, par rapport a la compression par lignes, est realisee lors-
qu'on considere l'une ou l'autre de nos methodes a segments continus. Notre me-
tho-de a longueur de segments fixes reduit l'espace necessaire, pour les deux cas, 
de 1,6 % et 14 % respectivement. Pour notre methode a segments de longueur 
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TAB. 4.1 Temps de calcul pour les operations impliquant une matrice dont on a 
stocke toutes les lignes pour une image de taille 512 x 512. 
Temps creation (s) 
Temps produit matrice vecteur (s) 









variable, c'est 14 % et 20 %. 
4.1.2 Temps de calcul 
Les methodes a segments de longueur fixe et a segments de longueur variable sont 
evaluees ici en termes de temps de calcul. Nous debuterons par comparer les deux 
mises en ceuvre. Cela permettra d'identifier celle qui offre la meilleure performance 
et qui sera utilisee pour les reconstructions. Nous evaluerons egalement la perfor-
mance de l'operation de projection avec et sans utilisation d'une matrice. 
4.1.2.1 Comparaison des deux methodes mises en ceuvre 
Les resultats pour les deux matrices figurent aux tableaux 4.1 et 4.2. lis sont ex-
primes en secondes. Nous nous sommes assure que la machine utilisee pour les 
calculs n'etait affectee qu'a cette tache afin de ne pas biaiser les resultats. 
Le temps pour la creation est une moyenne prise sur 10 essais. Les produits vecteur-
matrice ont ete effectues 100 fois chacun. 
Comme on s'y attendait, pour les deux cas, le temps necessaire a la construction 
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TAB. 4.2 Temps de calcul pour les operations impliquant une matrice dont on a 
stocke un huitieme des lignes pour une image de taille 512 x 512. 
Temps creation (s) 
Temps produit matrice vecteur (s) 









d'une matrice constitute de blocs a segments de longueur fixe prend legerement plus 
de temps que pour une matrice a segments de longueur variable. L'ecart s'explique 
par l'etape supplement aire pour la construction du vecteur des composantes pour 
les blocs a segments de longueur fixe. 
De meme, les temps de calcul pour effectuer les produits de la matrice par des 
vecteurs sont en moyenne plus longs avec les blocs a segments de longueur fixe. 
II semble que, pour des segments de taille fixe, la reduction du nombre d'acces 
memoire due a une structure plus legere est compensee par un nombre superieur 
d'acces aux vecteurs des coefficients, de l'image et des projections. A cela s'ajoute 
un nombre accru d'operations de multiplication par des coefficients nuls. 
On remarque de plus que le temps necessaire pour realiser le produit de la matrice 
par un vecteur colonne est systematiquement plus court que celui pour realiser 
le produit d'un vecteur ligne par la matrice. L'ecart entre ces deux temps est 
semblable pour tous les cas, soit environ un quart de seconde, sauf pour la matrice 
a segments de longueur fixe dont toutes les lignes sont emmagasinees, pour laquelle 
l'ecart avoisine les neuf dixiemes de seconde. On remarque meme que, pour ce cas, 
le produit de la matrice par un vecteur colonne prend moins de temps qu'avec une 
matrice a segments de longueur variable. La cause de ces ecarts, et le fait qu'il 
150 
soit different pour la matrice a segments de longueur fixe lorsqu'on emmagasine 
toutes ses lignes, n'a pas ete identified avec precision. Nous pensons toutefois qu'il 
pourrait s'agir d'une optimisation du compilateur, qui favoriserait un produit par 
rapport a l'autre. Cette derniere serait particulierement favorable au produit d'une 
matrice par un vecteur colonne pour des segments de longueur fixe correspondant 
a des rayons verticaux. Dans ce cas, les blocs sont constitues de nombreux, mais 
courts segments. 
Aussi, en comparant le temps de creation d'une matrice complete avec celui d'une 
matrice pour laquelle on a emmagasine le huitieme des lignes, on constate que 
leur rapport est d'environ un huitieme. La premiere contenant huit fois plus de 
coefficients que la derniere, ces resultats viennent confirmer ce a quoi on s'attend 
intuitivement. 
Le produit de la matrice par un vecteur ne suit cependant pas cette tendance. Ce 
dernier est plutot environ deux fois plus court (sauf dans un cas) que huit fois, 
comme pour la construction de la matrice. Cela s'explique par une diminution 
par un facteur huit du nombre d'acces en memoire associee aux coefficients de 
la matrice. Aucune reduction n'est cependant effectuee au niveau des acces dans 
les vecteurs de l'image et des projections ni au niveau du nombre d'operations de 
multiplication. 
4.1.2.2 Produit matrice-vecteur par rapport a la projection 
Nous souhaitons finalement comparer le temps necessaire pour effectuer Foperation 
de projection en utilisant une matrice par rapport au temps qu'il faut pour la 
realiser sans matrice. Cette comparaison permet de valider le choix d'utiliser une 
matrice de projection malgre son cout de stockage. 
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Les operations impliquees dans la creation de la matrice sont les memes que celles 
necessaires a la projection. La creation d'une matrice, avec notre modele a rayons 
minces et pixels carres, requiert egalement un tri des points d'intersection entre 
le rayons et les frontieres de chaque pixel. II est en plus necessaire de trier les 
coefficients dans chaque segment. Un certain nombre d'allocations de memoire est 
egalement necessaire. 
Nous considerons le temps necessaire pour la formation de la matrice comme etant 
superieur, mais du meme ordre de grandeur que le temps de calcul de la projection. 
La projection, en utilisant le meme modele et considerant qu'on utilise les memes 
invariances que pour le stockage, demande un temps de plus d'un ordre de grandeur 
superieur a celui du produit vecteur-matrice. Les operations de reordonnancement 
et d'allocation de memoire ne suffisent pas a expliquer cette difference, ce qui 
permet de confirmer que l'utilisation d'une matrice conduit effectivement a un gain 
de performance par rapport au calcul de la projection sans matrice. 
4.1.3 Conclusion 
Les resultats presentes dans cette section demontrent l'atteinte du premier objectif 
de ce travail. 
Les deux met nodes que nous avons mises en ceuvre permettent de reduire l'encom-
brement memoire de la matrice par rapport aux methodes generates. La premiere, 
la methode a segments de taille fixe, beneflcie d'une structure de controle tres legere 
au prix de quelques zeros a emmagasiner. La seconde, la methode a segments de 
taille variable, n'emmagasine aucun coefficient nul, mais necessite un plus grand 
nombre d'entiers de controle. Ces deux methodes sont les plus appropriees au sto-
ckage de notre matrice de projection. 
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La representation de la matrice de projection par des blocs composes de segments 
de longueur variable offre les meilleures performances tant au point de vue de 
l'espace occupe en memoire que du temps de calcul. C'est par consequent cette 
methode qui a ete adoptee pour nos methodes de reconstruction. 
Nous avons enfin montre que l'utilisation d'une matrice de projection resulte en 
un gain d'efficacite par rapport au calcul de la projection sans matrice et que son 
stockage explicite apportera un reel benefice a nos methodes de reconstruction. 
4.2 Acceleration des methodes 
Maintenant que les performances de la matrice de projection ont ete evaluees, nous 
nous servirons de cette derniere pour la reconstruction d'images. L'objectif ici est 
d'evaluer le gain de performance en utilisant des methodes de recherche lineaire et 
de preconditionnement adaptees a la structure de notre probleme. 
La demonstration de l'atteinte de ce deuxieme objectif de notre travail necessite 
quelques etapes prealables. Premierement, il est necessaire de generer des jeux de 
donnees synthetiques. Ces derniers sont entaches de differents niveaux de bruit. II 
sera par consequent necessaire d'obtenir le parametre de regularisation A approprie 
pour chaque serie de donnees. 
4.2.1 Generation de donnees synthetiques 
Les donnees sont simulees a partir d'une version modifiee du fantome de Shepp-
Logan. Ce dernier, habituellement constitue de regions homogenes de differentes 
densites, est plutot caracterise par le coefficient d'attenuation a 70keV de differents 
materiaux. Les coefficients d'attenuation pour une energie donnee, pour des sub-
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FIG. 4.3 Fantome de Shepp-Logan constitue d'os, de tissus mous et d'air, utilise 
pour la generation de donnees de simulation. 
stances variees, biologiques ou non, sont disponibles sur le site du NIST (National 
Institute of Standards and Technology (NIST), 1996). 
Les proprietes de tous les materiaux de la section de tete representee n'etant pas 
connues, nous avons plutot opte pour une composition a base d'os, de matiere grise 
et d'air. Le fantome obtenu ne reflete maintenant plus les propriete anatomiques 
du fantome original. Ce fantome est illustre a la figure 4.3. 
Les donnees generees sont bruitees en suivant un modele gaussien tel qu'introduit 
a la section 1.1.5.2. Les projections p sont alors une realisation de : 
P~M{An,a%}. 
Nous mesurons le niveau de bruit en utilisant le rapport signal sur bruit en decibels 
defmi comme le rapport de la puissance des donnees a celle du bruit. Consider ant 
un bruit blanc centre et gaussien pour lequel la puissance est egale a la variance, 
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TAB. 4.3 Valeur du parametre de regularisation A minimisant approximativement 














RSB = 10 log 
Ainsi, pour un RSB donne, la variance du bruit est obtenue par l'expression 
0 - R S B 1 T—\ o 
4.2.2 Determination des parametres de regularisation 
Nous cherchons ici a fixer le parametre de regularisation A ainsi que le parametre 
d'echelle 8 de la branche d'hyperbole pour la reconstruction de donnees simulees. 
Le parametre 5 est fixe empiriquement Les result at s obtenus avec 5 = 0,01 sont de 
bonne qualite. 
Le parametre A determine le compromis entre le terme d'adequation aux donnees 
et le terme de penalisation. Les donnees sont moins informatives a mesure que le 
niveau de bruit augmente. On s'attend alors a ce que la valeur de A augmente 
consequemment. 
Nous avons simule la generation des donnees pour differents niveaux de bruit corres-
pondant a des rapports signal sur bruit infini ainsi que de 50, 40, 30 et 20 decibels. 
Chacune de ces series de donnees a ete reconstruite avec differents valeurs de A. 
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F I G . 4.4 Erreur quadratique moyenne pour la reconstruction du fantome de Shepp-
Logan avec differentes valeurs de A, pour cinq niveaux de bruit. 
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Nous optons, connaissant l'objet, pour l'utilisation de la valeur de A minimisant 
l'erreur quadratique moyenne de la reconstruction. La figure 4.4 illustre le compor-
tement de cette metrique en fonction de la valeur de A pour les differents niveaux 
de bruit. Pour chaque niveau de bruit, la valeur resultant en l'erreur la plus faible 
est inscrite dans le tableau 4.3. 
La figure 4.5 montre quelques reconstructions effectuees avec differents parametres 
de regularisation, pres de celui qui minimise l'erreur quadratique moyenne, pour 
deux niveaux de bruit, soit pour un RSB de 20 dB et de 40 dB. De maniere plus 
evidente pour 20 dB que pour 40 dB, on voit les manifestations d'un niveau de 
bruit plus eleve lorsque la valeur de A est trop faible, ainsi que l'effet du lissage sur 
les contours de l'objet lorsque sa valeur est trop elevee. 
* 
4.2.3 Evaluation des methodes de calcul du pas 
Nous avons evalue les trois methodes presentees a la section 1.2.4, c'est-a-dire la 
methode de More-Thuente et les methodes de Labat basees sur Geman et Yang et 
sur Geman et Reynolds, sur quelques problemes de reconstruction. Nous presentons 
ici les resultats obtenus pour la reconstruction du fantome de Shepp-Logan modifie 
a partir de donnees non bruitees et a partir de donnees fortement bruitees, c'est-a-
dire avec un RSB de 20 dB. 
Les resultats pour les deux series de donnees sont illustres aux figures 4.6 et 4.7 
respectivement. Nous y illustrons la valeur de la fonction objectif et la norme du 
gradient de cette derniere en fonction du nombre d'iterations et du temps. 
Nous avons observe, pour toutes les reconstructions que nous avons effectuees, que 
les methodes de Labat donnaient des pas de qualite semblable. L'augmentation du 
nombre / d'iterations qu'on y effectue permet de faire diminuer davantage, mais 
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(a) RSB = 20 dB, A = 1 
(d) RSB = 40 dB, A = 0,1 (e) RSB = 40 dB, A = 0,2 (f) RSB = 40 dB, A = 0,5 
FIG. 4.5 Reconstructions a partir de donnees simulees bruitees pour des RSB de 
20 dB et de 40 dB, avec des valeurs de A pres de la valeur minimisant l'erreur 
quadratique moyenne. 4.5(a), 4.5(b) et 4.5(c) : reconstructions pour un RSB de 20 
dB, avec A = 1, 2 et 5 respectivement. 4.5(d), 4.5(e) et 4.5(f) : reconstructions pour 
un RSB de 40 dB, avec A = 0,1, 0,2 et 0,5 respectivement. 
(b) RSB = 20 dB, A = 2 (c) RSB = 20 dB, A = 5 
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FIG. 4.6 Convergence du gradient conjugue non lineaire avec les differentes 
methodes de calcul du pas pour la reconstruction non regularised d'un jeu de 
donnees non bruitees. Valeur du critere en fonction du nombre d'iterations 4.6(a), 
valeur du critere en fonction du temps 4.6(b), norme du gradient en fonction du 
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F I G . 4.7 Convergence du gradient conjugue non lineaire avec les differentes 
methodes pour le calcul du pas pour la reconstruction regularised, avec A = 2, 
d'un jeu de donnees bruitees avec un RSB de 20 dB. Valeur du critere en fonc-
tion du nombre d'iterations 4.7(a), valeur du critere en fonction du temps 4.7(b), 
norme du gradient en fonction du nombre d'iterations 4.7(c) et norme du gradient 
en fonction du temps 4.7(d). 
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FIG. 4.8 Vue rapprochee sur la valeur de la fonction objectif en fonction du nombre 
d'iterations et du temps avec les differentes methodes pour le calcul du pas pour la 
reconstruction regularised, avec A = 2, d'un jeu de donnees bruitees avec un RSB 
de 20 dB. Valeur du critere en fonction du nombre d'iterations 4.8(a), valeur du 
critere en fonction du temps 4.8(b). 
faiblement, la valeur de la fonction objectif et la norme du gradient. 
L'augmentation du nombre d'iterations augmente le temps necessaire a la recherche 
lineaire. Ces delais sont superieurs dans tous les cas au gain apporte par la prise 
de pas de meilleure qualite, de sorte que la realisation d'une seule iteration mene 
a la descente la plus rapide de la fonction objectif et de la norme du gradient en 
fonction du temps. C'est egalement ce qui est rapporte dans Labat & Idier (2006) 
Pour le probleme non bruite et, par consequent, non regularise, les deux methodes 
de Labat produisent, lorsque J = 1, le pas optimal, la fonction etant quadratique. 
En fonction du temps, la methode basee sur la construction de Geman et Yang 
etant plus rapide, elle resulte, pour ce probleme, en une descente plus rapide de la 
fonction objectif et de la norme de son gradient. 
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Lorsqu'on augmente le niveau de bruit et la valeur du parametre de regularisation 
A, les pas generes par la methode basee sur Geman et Reynolds sont de meilleure 
qualite, pour un nombre d'iterations identique, que ceux pris par la methode basee 
sur Geman et Yang, de sorte qu'en fonction du temps, c'est la premiere methode 
qui donne la meilleure vitesse de convergence, malgre que le calcul necessite un peu 
plus de temps. 
Comparons finalement la methode de More-Thuente aux methodes de Labat pour 
une seule iteration. Pour la reconstruction avec le critere non regularise, on observe 
une nette superiorite des methodes de Labat par rapport a celle de More-Thuente, 
les premieres permettant d'obtenir le pas optimal en un peu plus de l'equivalent 
d'une evaluation de la fonction et de son gradient. La methode de More-Thuente re-
quiert au minimum deux evaluations de la fonction et de son gradient pour parvenir 
a un pas satisfaisant les conditions de Wolfe fortes, mais non optimal. 
Lorsqu'on augmente le niveau de bruit et le parametre de regularisation, la fonction 
objectif n'est plus quadratique. Les methodes de Labat pour I = 1 ne donnent 
maintenant plus le pas optimal. Au debut de la reconstruction, les pas produits 
par les methodes de Labat sont de meilleure qualite que ceux produits par la 
methode de More-Thuente. Au fur a mesure des iterations, cependant, la methode 
de More-Thuente finit par donner des pas de meilleure qualite que les methodes 
de Labat. Par exemple, lorsqu'on observe la valeur de la fonction objectif pour 
la reconstruction de donnees bruitees avec un RSB de 20 dB et un parametre de 
regularisation A = 2, on constate que la methode de More-Thuente rat t rape la 
methode basee sur Geman et Yang au bout de 20 iterations et celle basee sur 
Geman et Reynolds au bout de 33 iterations. En fonction du temps, elle rat trape 
la methode basee sur Geman et Yang au bout de 550 secondes, c'est-a-dire entre 
les iterations 37 et 38. Elle n 'a toutefois pas encore rattrape la methode basee sur 
Geman et Reynolds au bout de 50 iterations. La figure 4.8 permet de faire ces 
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observations. 
Le meme phenomene est perceptible sur la courbe de la norme du gradient, mais 
il est plus difficile d'etablir avec precision le moment ou il se produit. 
Pour des niveaux de bruit inferieurs, nous avons observe qu'il faut plus de temps 
pour que la methode de More-Thuente rattrape les methodes de Labat. 
En definitive, nous avons choisi de calculer le pas en effectuant une iteration de la 
methode de Labat basee sur la construction de Geman et Reynolds. 
4.2.4 Evaluation du preconditionneur 
Nous allons, dans cette section, commenter les resultats obtenus, lors la recons-
truction preconditionnee en utilisant les diverses methodes detaillees a la section 
3.6. 
L'evaluation des differents preconditionneurs est effectuee en deux etapes. Nous 
comparons premierement les approches proposees pour l'approximation de A T A. 
La deuxieme etape consiste a completer la construction du preconditionneur en 
ajoutant, a la meilleure approximation circulante obtenue, differentes approxima-
tions circulantes du terme de regularisation. 
4.2.4.1 Approximation circulante de A T A 
Nous comparons ici les approximations circulantes de ATA obtenues, en prenant 
respectivement la transformee de Fourier bidimensionnelle de 
1. la colonne correspondant au centre de l'image; 
2. la moyenne d'un certain nombre de colonnes de la matrice selectionnees au 
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hasard. Nous avons utilise des approximations a 10, 100 et 1000 colonnes. 
La convergence avec ces approximations est comparee avec celle de la reconstruction 
non preconditionnee. 
Le terme A T A correspond au hessien d'un critere non regularise. Les resultats de 
cette section ont ainsi ete obtenus en minimisant ce critere pour un jeu de donnees 
non bruitees. 
Pour toutes les approximations, les valeurs propres obtenues etaient toutes stricte-
ment positives. Ces approximations sont alors toutes symetriques definies positives, 
ce qui est une condition necessaire au preconditionnement de 1'algorithme du gra-
dient conjugue. 
Les courbes de convergence obtenues sont presentees a la figure 4.9. Les quantites 
representees sont les memes que celles presentees a la section 4.2.3. 
Toutes les approximations resultent en une acceleration significative de la dimi-
nution de la valeur de la fonction objectif et de la norme du gradient. A titre 
d'illustration, on note qu'apres 29 iterations preconditionnees avec la moins bonne 
de ces approximations, la valeur de la fonction objectif est deja plus faible que celle 
qu'on obtient apres 50 iterations non preconditionnees. 
La convergence suit une tendance similaire pour les quatre approximations. Pour 
mieux les departager, nous avons represente, a la figure 4.10, une vue approchee 
pour les dernieres iterations de la valeur de la fonction objectif en fonction du 
nombre d'iterations. La methode de calcul des directions preconditionnees etant 
identique pour les quatre approximations, leur comparaison en termes de nombre 
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FIG. 4.9 Convergence du gradient conjugue non lineaire pour la reconstruction de 
donnees simulees non bruitees avec differences approximations circulantes de ATA. 
Valeur de la fonction objectif en fonction du nombre d'iterations 4.9(a) et du temps 
4.9(b). Norme du gradient en fonction du nombre d'iterations 4.9(c) et du temps 
4.9(d). 
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FIG. 4.10 Valeur de la fonction objectif pour la reconstruction preconditionnee avec 
des approximations circulantes de ATA au centre de l'image, et pour 10, 100 ou 
1000 colonnes pour les iterations 45 a 50. 
On observe que les approximations effectuant la moyenne de plusieurs colonnes 
selectionnees au hasard est plus efficace que ^approximation correspondant au 
centre de l'image. 
On constate egalement que l'utilisation de 100 colonnes, comparativement a 10, 
permet d'economiser l'equivalent d'un peu plusld'une iteration sur les cinquante 
effectuees. Enfin, lorsqu'on passe de 100 a 1000, le gain realise est d'une moindre 
i 
ampleur. Compte tenu du temps necessaire povjr creer ces approximations, nous 
estimons que l'utilisation d'une centaine de colonnes constitue un bon compromis. 
Le temps necessaire a la creation des diverses approximations est inscrit dans le 
tableau 4.4. Ce temps evolue lineairement avec le|nombre de colonnes selectionnees. 
4.2.4.2 Approximation circulante du terme de regularisation 
Pour cette deuxieme etape, nous ajoutons l'approximation du terme de regularisa-
tion a l'approximation circulante a 100 colonnes obtenue a la section precedente. 
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TAB. 4.4 Temps necessaire au calcul des approximations circulantes de A T A avec 
differents nombres de colonnes. 
Approximation 
Centre de l'image (4 colonnes) 
10 colonnes au hasard 
100 colonnes au hasard 
1000 colonnes au hasard 





Les differentes approches vues a la section 3.6.2 a cet effet sont evaluees. 
Nous allons comparer les deux approximations circulantes de la fonction de pena-
lisation qu'on obtient en prenant : 
1. la derivee seconde de la fonction de penalisation a zero; 
2. la moyenne des derivees secondes au point courant. 
La convergence avec ces deux approximations est comparee avec celle qu'on observe 
sans preconditionnement et avec le hessien au point courant ainsi qu'a zero. Nous 
observerons enfin 1'effet de ne considerer que 1'approximation circulante de A T A. 
Le preconditionnement par l'inverse des hessiens au point courant et a zero est 
effectue, dans chaque cas, en resolvant le systeme d = M p pour p par un algorithme 
des gradients conjugues. La solution de ce systeme a ete arretee lorsque la norme 
relative du residu etait reduite de six ordres de grandeur. Vu le temps necessaire a la 
reconstruction avec de tels preconditionneurs, les reconstructions correspondantes 
ont ete arretees apres 15 iterations pour l'approximation du hessien a zero et a 2 
pour le hessien au point courant. 
Les courbes de convergence obtenues pour chaque preconditionneur sont represen-
tees a la figure 4.11. 
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F I G . 4.11 Convergence du gradient conjugue pour la reconstruction regularised par 
une fonction L2Lx avec A = 2 de donnees simulees avec un RSB de 20 dB pour 
differences approximations circulantes du hessien. Valeur de la fonction objectif en 
fonction du nombre d'iterations 4.11(a) et du temps 4.11(b). Norme du gradient 
en fonction du nombre d'iterations 4.11(c) et du temps 4.11(d). 
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La premiere constatation concerne la convergence de la methode lorsqu'on uti-
lise seulement l'approximation circulante de A T A . Cette approximation seule est 
peu representative du hessien de la fonction lorsque le parametre de regularisation 
A = 2, de sorte qu'on observe un ralentissement de la convergence tant en fonction 
du nombre d'iterations que du temps. C'est le cas aussi lorsque A = 1. Pour les 
criteres moins fortement regularises (A = 0,1 et A = 0, 2), toutefois, l'approxima-
tion circulante de A T A parvient a accelerer la convergence. Ainsi, plus le probleme 
est fortement regularise, plus il est necessaire de tenir compte de la fonction de 
penalisation de fagon explicite. 
Le preconditionnement par l'inverse du hessien au point courant ou a zero entraine 
une forte reduction de la fonction objectif et de la norme du gradient en fonction 
du nombre d'iterations. Le temps necessaire a la completion d'une iteration avec 
ces preconditionneurs demande cependant plus de temps que les 50 iterations non 
preconditionnees. 
Les deux approximations circulantes tenant compte de la fonction de penalisation 
sont les seules qui realisent un bon compromis entre reduction du nombre d'itera-
tions et augmentation du temps de calcul a chaque iteration de sorte qu'en bout 
de ligne on reduise plus rapidement la valeur de la fonction objectif et la norme du 
gradient. 
Qu'on prenne une approximation circulante a zero ou au point courant semble 
changer peu de chose a la vitesse de convergence. Pour la premiere iteration, l'es-
timee initiale de l'objet etant nulle, les deux approximations sont necessairement 
identiques. Par la suite, autant en fonction du nombre d'iterations que du temps, 
l'approximation circulante au point courant permet d'augmenter legerement la vi-
tesse de convergence. 
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Le temps necessaire a revaluation de la direction preconditionnee pour Fapproxi-
mation circulante au point courant est plus de trois fois celui que prend F approxi-
mation circulante a zero. Cependant, ces delais sont faibles par rapport au temps 
necessaire pour completer une iteration de gradient conjugue. Ainsi, le leger gain 
en fonction du nombre d'iterations qu'apporte Fapproximation circulante au point 
courant n'est pas annule par le temps supplement aire necessaire a son evaluation. 
Cette approximation est alors la plus performante. 
4.2.5 Evaluation du preconditionneur de Fessler et Booth 
Nous comparons fmalement notre mise en ceuvre des preconditionneurs de Fessler 
& Booth (1999) a celle de notre preconditionneur circulant. 
Les figures 4.12 et 4.13 montrent Involution de la valeur de la fonction objectif et 
de la norme du gradient pour la reconstruction de donnees simulees, avec un RSB 
de 20 dB, preconditionnee avec notre mise en ceuvre des deux preconditionneurs 
de Fessler et Booth, Mi et M2, decrits a la section 3.7. 
Nous avons cherche a illustrer l'effet du nombre K d'approximations circulantes 
utilise et presentons les result at s obtenus avec K G [1,2,3,10]. Ces courbes sont 
comparees aux cas non preconditionne et preconditionne avec notre approximation 
circulante au point courant. 
Pour la valeur de la fonction objectif, on presente la courbe en fonction du nombre 
d'iterations et en fonction du temps pour les iterations 25 a 50. Pour la norme du 
gradient, la courbe est representee pour les 50 iterations effectuees. 
Nous nous attendions a priori a ce que Faugmentation du nombre K d'approxima-
tions circulantes resulte en une amelioration de Fapproximation du hessien ainsi 
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FIG. 4.12 Valeur de la fonction objectif pour la reconstruction preconditionnee 
a l'aide des deux preconditionneurs de Fessler et Booth, pour divers nombres 
K d'approximations circulantes, ainsi que sans preconditionnement et avec le 
preconditionneur circulant au point courant. 4.12(a) : Mi en fonction du nombre 
d'iterations. 4.12(b) : Mj en fonction du temps. 4.12(c) : M 2 en fonction du nombre 
d'iterations. 4.12(d) : M 2 en fonction du temps. 
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F I G . 4.13 Norme du gradient pour la reconstruction preconditionnee a l'aide des 
deux preconditionneurs de Fessler et Booth, pour divers nombres K d'approxima-
tions circulantes, ainsi que sans preconditionnement et avec le preconditionneur cir-
culant au point courant. 4.13(a) : Mi en fonction du nombre d'iterations. 4.13(b) : 
Mi en fonction du temps. 4.13(c) : M 2 en fonction du nombre d'iterations. 4.13(d) : 
M 2 en fonction du temps. 
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que de la convergence. Les result at s obtenus montrent cependant que tel n'est pas 
le cas. Pour les deux methodes, il s'avere que K = 1 donne les meilleurs resultats, 
peu importe le niveau de bruit. 
De plus, l'effet d'une variation de K ne suit pas une tendance monotone. En particu-
lier, avec un RSB de 20 dB pour les deux approximations, l'utilisation de K = 3 ap-
proximations circulantes resulte en une moins bonne convergence que pour K = 1, 
mais en une meilleure que pour K = 2. 
On note que lorsque K = 1, les deux preconditionneurs Mi et M2 sont identiques 
et constituent une approximation circulante du hessien. Ce qui differencie cette 
derniere de notre preconditionneur circulant est le choix de la valeur de ry utilisee 
dans chaque cas. 
On observe egalement que pour notre critere, avec un niveau de bruit de 20 dB, 
le fait de laisser tomber les termes croises du preconditionneur Mi pour obtenir le 
preconditionneur M 2 resulte, pour tous les nombres d'approximations circulantes, 
en une meilleure convergence. C'est en particulier ce qui se produit lorsque K = 10 
dans le cas illustre. On ne peut cependant pas generaliser cette tendance a tous les 
niveaux de bruit. Pour 40 dB, par exemple, pour certaines valeurs de K, Mx est 
plus efficace, pour d'autres, c'est M2. 
Lorsqu'on compare les approximations de Fessler et Booth pour K = 1 a notre 
approximation circulante au point courant, on se rend compte qu'aucune ne se 
demarque vraiment des autres. Pour un RSB de 20 dB, notre approximation cir-
culante s'avere legerement plus efficace que celle de Fessler et Booth. Lorsque le 
RSB augmente a 40 dB, ce sont les approximations de Fessler et Booth qui sont 
legerement plus efficaces. 
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4.2.6 Conclusion 
Nous avons, dans cette partie, evalue empiriquement les methodes de recherche 
lineaire presentees a la section 1.2.4. Nous avons constate que pour les divers ni-
veaux de bruit considered, une seule iteration de la methode de Labat basee sur 
Geman et Reynolds permettait d'obtenir la convergence la plus rapide en fonction 
du temps. 
Dans le cas non bruite, les deux methodes de Labat donnent le pas optimal. Nous 
avons vu qu'au fil des iterations, la recherche lineaire de More-Thuente fmissait 
par donner des longueurs de pas faisant davantage reduire la valeur de la fonction 
objectif que les methodes de Labat, de sorte qu'elle finissait par les rattraper en 
fonction du nombre d'iterations, mais pas en fonction du temps. La methode de 
More-Thuente prend plus de temps a rattraper les methodes de Labat lorsque le 
niveau de bruit est bas, ces derniere donnant des pas plus pres du pas optimal. 
Nous avons ensuite compare diverses approches de preconditionnement. De celles-
ci, les approximations purement circulantes, c'est-a-dire nos approximations cir-
culates au point courant ou a zero, ou l'approximation circulante obtenue de 
l'approche de Fessler et Booth, sont celles avec lesquelles les meilleurs resultats de 
convergence sont obtenus. Les resultats obtenus avec ces trois preconditionneurs 
sont tres semblables et celle qui donne les meilleurs resultats varie d'un niveau de 
bruit a l'autre. 
De ces analyses, nous posons alors l'hypothese que, pour notre probleme ne fai-
sant pas intervenir la covariance du bruit de mesure, c'est-a-dire la matrice W, 
une bonne approximation circulante est preferable aux approximations composees 
proposees par Fessler et Booth. Cette approche etant congue pour tenir compte du 
caractere spatialement variant de la methode de reconstruction lorsque W n'est 
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pas proportionnelle a l'identite, il faudra la reconsiderer lorsqu'un modele base 
sur des statistiques de Poisson sera utilise pour la reconstruction sous hypothese 
polychromatique. 
4.3 Capacite de reconstruction des donnees reelles 
Les travaux que nous avons entrepris portent egalement sur la possibilite de re-
construire des images a partir de donnees medicales reelles. Ces dernieres pro-
viennent d'un appareil SOMATOM Sensation 16 installe a PHopital Notre-Dame 
de Montreal. Cette section va permettre de valider l'atteinte de ce troisieme et 
dernier objectif. 
Nous verrons dans quel contexte ces donnees ont ete acquises et comment elles sont 
reconstruites et comparees aux images reconstruites par Siemens. 
Nous pourrons ensuite passer a revaluation de nos reconstructions par rapport a 
celles de Siemens. Nous observerons la resolution des images, la valeur du coefficient 
d'attenuation et le contraste des images. 
Enfin, nous evaluerons 1'effet des preconditionneurs et des methodes de recherche 
lineaire sur les differents problemes pour nous assurer que le comportement de ces 
dernieres est analogue a ce qu'on a observe sur des donnees simulees. 
4.3.1 Reconstruction d'une image a partir de donnees reelles 
Les donnees dont nous nous servons pour la validation ont ete acquises sur un 
fantome Catphan 600. Les specifications techniques detaillees peuvent etre obtenues 
dans le manuel d'utilisation du fantome (The Phantom Laboratory, 2006). 
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Ce fantome est compose de cinq modules permettant d'evaluer divers parametres 
du tomographe comme l'epaisseur de tranche, la detection de faibles contrastes ou 
la resolution spatiale des images. Nous nous sommes interesse aux trois modules 
suivants : 
1. CTP404 : Ce module permet de calibrer un nombre significatif de parametres 
du tomographe. Nous l'utilisons pour comparer 1'attenuation en HU de nos 
images a celle des images reconstruites par Siemens. 
2. CTP528 : Ce module est constitue de series de barrettes metalliques paralleles 
disposees sur un cercle. Les barrettes, d'abord une paire par centimetre, sont 
de plus en plus fines et rapprochees, jusqu'a atteindre 21 paires par cen-
timetre. Ce module permet d'evaluer la resolution des images reconstruites. 
3. CTP515 : Ce module est constitue d'objets de differentes tailles et de differen-
tes epaisseurs et dont le coefficient d'attenuation est faiblement contrastant 
par rapport a celui du fond. Nous pourrons alors evaluer la detection de 
contraste avec nos methodes par rapport a celle de Siemens. 
La reconstruction de Siemens des trois tranches que nous utilisons pour nos evalua-
tions est representee aux figures 4.14(a), 4.14(b) et 4.14(c). Nous n'avons represente 
qu'une region d'interet de 250 mm de cote de l'image de 500 mm afin de mieux 
visualiser l'objet. Le reste de l'image est nul. 
Le tomographe utilise fournit une serie de protocoles pour differents types d'exa-
mens. Les donnees utilisees ont ete acquises avec le protocole axial SpineSeq L3-L4, 
congu pour l'imagerie de la colonne vertebrale. Nous enongons quelques parametres 
de ce protocole au tableau 1.2, en annexe. Les details concernant chaque protocole 
sont disponibles dans le manuel d'application de l'appareil (Siemens AG Medical 
Solutions, 2005a). 
Les donnees d'examen sont emmagasinees dans des fichiers DICOM de format 
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(a) CTP404 (b) CTP528 (c) CTP515 
FIG. 4.14 Images reconstruites par Siemens pour les trois modules du fantome 
Catphan 600. Les modules CTP404 et CTP528 ont ete represented sans effectuer 
de fenetrage. Le module CTP515 est represents sur une fenetre allant de 0 HU a 
100 HU. 
propre a Siemens. Nous avons cree une serie de programmes permettant de les lire 
et de convenablement les recaler afin de pouvoir utiliser la methode proposee pour 
les reconstruire. Une description du format des donnees, de la maniere de les lire 
et de les recaler est donnee a l'annexe I. 
Dans le cas d'images medicales reelles, le choix du parametre A de regularisation 
n'est, en principe, pas aussi simple que dans le cas de donnees simulees. Cette 
difficulte provient du fait qu'on ne dispose pas d'une representation exacte de l'objet 
image. 
Nous avons done privilegie une approche empirique ou un jeu de donnees a ete 
reconstruit avec divers parametres de regularisation. Les images obtenues en utili-
sant A = 0, 2 concilient de maniere acceptable le niveau de bruit et le lissage des 
discontinuites. 
Nous avons illustre, a la figure 4.15, un extrait de 250 mm de cote des reconstruc-
tions du module CTP528 effectuees par Siemens ainsi que par nos methodes avec 
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differentes valeurs de A dont celle qu'on a choisie. 
4.3.2 Comparaison de nos images et celles de S iemens 
Les images reconstruites par Siemens sont emmagasinees dans des fichiers DICOM 
de format standard sous forme d'un tableau d'entiers non signes de 16 bits. 
Les images qui y sont stockees sont en unites Hounsfield (HU). Les echantillons 
de l'image sont augmente de 1024 de sorte qu'ils puissent etre represented par des 
entiers non signes. 
Nos images sont comparees a celles de Siemens en unites Hounsfield. Ainsi, nos 
images du coefficient d'attenuation sont converties en unites Hounsfield et le de-
calage de 1024 applique aux images de Siemens est renverse. La prochaine section 
explique quelques particularites liees a la conversion de nos images en unites Houns-
field afin de pouvoir adequatement les comparer a celles de Siemens. 
4.3.2.1 Conversion des reconstructions en unites Hounsfield 
Nous avons constate que l'utilisation du coefficient d'attenuation de l'eau a 70 keV 
pour convertir nos images en unites Hounsfield resultent en des images a une echelle 
differente de celle des images de Siemens. 
Nous avons alors cherche a estimer le coefficient d'attenuation de l'eau utilise pour 
la conversion. Ceci a ete fait en comparant l'image de Siemens en HU a notre 
reconstruction du coefficient d'attenuation /i. 
L'idee generale est d'evaluer en chaque point de l'image le coefficient d'attenuation 
pour l'eau qui permettrait d'etablir la correspondance entre les deux images, c'est-
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a-dire evaluer, pour chaque echantillon de l'image, la quantite 
H x 1000 
/ i H 2° " HU + 1000' 
De cette image du coefficient d'attenuation pour l'eau, les composantes les plus 
entachees de bruit sont retranchees. Ces composantes correspondent typiquement 
a Fair entourant l'objet. On applique, pour cela, un seuil sur les valeurs HU de 
maniere a conserver seulement celles qui sont au dessus de -500 HU. Cela, pour le 
fantome Catphan 600, a permis de conserver l'objet seulement, mais completement. 
La valeur de //H2O est estimee en prenant la moyenne pour toutes les valeurs au-
dessus du seuil. Leur variance est evaluee pour verifier que la dispersion est faible, 
ce qui confere un niveau de confiance plus eleve en cette approche. 
Ainsi, pour l'image du module CTP528, nous avons obtenu un coefficient d'atte-
nuation de 0,1921 cm - 1 . La variance sur cette valeur est de 6,338 x 10~6. Cela 
correspond a une energie de 72,46 keV. Le coefficient d'attenuation pour l'eau, a 
70 keV, est plutot de 0,1948 cm - 1 . La mise a l'echelle de la reconstruction obtenue 
par nos methodes est alors necessaire pour pouvoir la comparer a celle obtenue par 
le tomographe. 
4.3.3 Validation de la reconstruction 
4.3.3.1 Resolution et niveau de bruit 
Commengons par comparer visuellement la resolution et le niveau de bruit des 
reconstructions presentees a la figure 4.15 a celle de l'image de Siemens. 
Sur la reconstruction effectuee par Siemens, on percoit des details des differentes 




FIG. 4.15 Reconstructions du module CTP528 a partir de donnees reelles, avec 
des valeurs de A de part et d'autre de 0,2. Les figures 4.15(b), 4.15(c) et 4.15(d), 
dans l'ordre, correspondent aux reconstructions avec A = 0,1, 0,2 et 0,5. La serie 
de barrettes la plus large representee est la troisieme du fantome. 
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FIG. 4.16 Profil du coefficient d'attenuation en HU pour la colonne du centre du 
module CTP528 avec la methode proposee et celle de Siemens. Les figures 4.16(a), 
4.16(b) et 4.16(c), dans l'ordre, correspondent aux reconstructions avec A = 0,1, 
0,2 et 0,5. 
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constatation est faite pour la reconstruction avec A = 0,1, cependant le niveau 
de details parait legerement superieur. Le meme nombre de series de barrettes est 
visible lorsque le parametre de regularisation est fixe a 0,2. Le niveau de detail est 
cependant moindre de sorte qu'on ne discerne presque plus les barrettes de la 7e 
serie. Enfin, avec A = 0,5, on ne voit a peine que 5 series de barrettes. 
Le niveau de bruit sur chacune des images est difficilement perceptible vu la fenetre 
utilisee. Nous avons represente, a la figure 4.16, une coupe des trois reconstructions, 
superposee a celle de Siemens. De maniere previsible, le niveau de bruit observe 
diminue a mesure que la regularisation est renforcee. De plus, le bruit pergu, meme 
pour A = 0,1, est inferieur a celui observe sur la reconstruction de Siemens, malgre 
le filtre de reconstruction soit-disant assez lisse utilise. Ainsi, pour une resolution 
visuellement equivalente on reussit a obtenir des images moins bruitees. 
4.3.3.2 Validation de la geometrie du decalage et de la source volante 
Nous avons valide la modelisation et notre mise en ceuvre des methodes de pro-
jection et de retroprojection impliquant un decalage du detecteur et une source 
volante angulaire. Cela ne pouvait etre fait que sur des donnees reelles. 
Ainsi, nous avons reconstruit l'image du module de resolution CTP528 pour les 
quatre combinaisons possibles d'utilisation de la source volante et du decalage du 
detecteur. Les images resultantes sont a la figure 4.17 
En premier lieu, lorsqu'on omet de tenir compte du decalage du detecteur, ce 
dernier etant de 5/4 d'une cellule de detecteur, les reconstructions sont tres floues, 
ce qu'on observe sur la figure 4.17(b) par rapport a la figure 4.17(a). 





FlG. 4.17 Iniages reconstruites pour le module CTP528 avec decalage et source 
volante 4.17(a), sans decalage, avec source volante 4.17(b), avec decalage, sans 
source volante 4.17(c), sans decalage ni source volante 4.17(d). 
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volante resulte en des reconstructions moins precises. On observe cette degradation 
en comparant les deux ou trois dernieres series de barrettes reconstruites a la figure 
4.17(c) qui sont visiblement moins bien reconstruites que sur la figure 4.17(a). 
La figure 4.17(d) represente finalement l'image obtenue lorsqu'on ne tient compte 
ni du decalage ni de la source volante. La degradation causee par la non-prise en 
compte de la source volante est quasiment imperceptible par rapport a celle qui 
resulte de la non-prise en compte du decalage du detecteur. 
4.3.3.3 Reconstruction du coefficient d'attenuation 
(a) (b) 
FIG. 4.18 Images du module CTP404 reconstruites par Siemens 4.18(a), et par nos 
methodes 4.18(b). 
La reconstruction de Siemens et la notre, pour le module CTP404, sont presentees a 
la figure 4.18. Elles sont visuellement semblables, mis a part le niveau de granularite 
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FIG. 4.19 Profil du coefficient d'attenuation en HU pour la colonne 258 de la 
reconstruction avec la methode proposee et de celle de Siemens. 
Pour difterencier les deux images, nous avons trace, a la figure 4.19, les coefficients 
d'attenuation sur la colonne 258 de l'image. Cette derniere passe au centre des 
cylindres d'air. 
La premiere observation concerne le lissage des contours, qui est perceptible aux 
frontieres entre les objets, en particulier au niveau des pointes, qui sont significati-
vement arrondies. 
Pour les deux images, les coefficients d'attenuation reconstruits sont tres semblables 
pour les deux images, a une exception pres, soit les cylindres constitues d'air. On 
s'attendrait a ce que le coefficient d'attenuation pour ces cylindres soit tres pres 
de —1000 HU, ce qui est la valeur associee au vide. On observe que notre methode 
reconstruit correctement le coefficient d'attenuation de ces cylindres. Sur l'image 
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HU, ce qui n'a physiquement pas de sens. Ce probleme est vraisemblablement une 
consequence du nitre de reconstruction utilise, et ne se presente pas lors de la 
reconstruction avec le critere regularise. 
4.3.3.4 Detection de petits objets et de faibles contrastes 
(a) (b) 
F I G . 4.20 Images du module CTP515 reconstruites par Siemens 4.20(a) et par nos 
methodes 4.20(b). 
Le module CTP515 est constitue de six series de cylindres de taille, epaisseur et 
niveau de contraste differents. Les trois series a l'exterieur correspondent a des 
cylindres de 40 mm d'epaisseur dont le diametre va de 2 mm a 15 mm. Leur niveau 
de contraste est de 0,3 %, 0,5 % et 1 % par rapport au fond. Les trois series a 
l'interieur sont toutes formees du meme materiau, contrastant a 1 % par rapport 
au fond. L'epaisseur des cylindres pour les trois series varie et est respectivement 
de 3 mm, 5 mm et 7 mm 
Le manuel d'utilisation du fantome Catphan 600 (The Phantom Laboratory, 2006) 
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TAB. 4.5 Nombre de cylindres detectes et produit de la taille du plus petit cylindre 
detecte par son niveau de contraste pour les trois series exterieures sur les images 










4 x 1 = 4 







2 x 1 = 2 
4 x 0 , 5 = 2 
7 x 0,3 = 2,1 
indique que le produit du niveau de contraste et de la taille est constant. Plus faible 
est cette constante, plus faibles sont les contrastes et plus petits sont les objets qu'il 
est possible de detecter. 
Nous avons represents, a la figure 4.20, les images reconstruites par Siemens (4.20(a)) 
et par nos programmes (4.20(b)). La fenetre utilisee va de 0 HU a 100 HU. Le fond 
est mesure a environ 50 HU. 
Nous presentons, dans le tableau 4.5, le nombre de cylindres percus pour chaque 
niveau de contraste (series a l'exterieur) et la valeur du produit du diametre du 
plus petit cylindre pergu par son niveau de contraste pour la reconstruction de 
Siemens et la notre. 
Le rapport des constantes pour les deux cas est d'environ 2. Sur notre recons-
truction, on arrive done a detecter des objets, soit deux fois plus petits, soit 
deux fois moins contrastants que sur celle de Siemens. Rappelons que nous avons 
choisi le parametre de regularisation de maniere empirique en nous basant sur une 
appreciation visuelle de l'image. Un parametre de regularisation different conduirait 
a des resultats differents. 
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Pour les trois series internes, sur l'image de Siemens, on discerne, tres peu cepen-
dant, les series de 7 mm et de 5 mm d'epaisseur, mais pas du tout celle de 3 mm. 
Sur nos reconstructions, toutefois, les trois series sont perceptibles, mais la plus 
fine l'est moins que les deux autres. En particulier, on n'arrive pas a percevoir le 
plus petit cylindre de cette serie. L'epaisseur de tranche etant de 1,5 mm, et la 
tranche etant a peu pres centree (ce qu'indique le point blanc en haut de l'image), 
on se serait attendu a voir les trois series de maniere identique. 
Cette disparition peut s'expliquer par l'epaisseur de tranche qui, ailleurs qu'a Fiso-
centre, est inferieure a 1,5 mm pour la moitie des projections et superieure a 1,5 
mm pour l'autre moitie, les mesures etant realisees sur des rayons formant un cone. 
De plus, le centre de l'acquisition a ete aligne sur le point blanc qu'on apergoit en 
haut des images, indiquant le centre du module. Puisqu'un nombre pair d'images 
a ete reconstruit, il y en a une de part et d'autre du centre, mais aucune qui soit 
veritablement centree. 
Comme la serie de cylindres la plus mince est de 3 mm d'epaisseur, un certain 
nombre de rayons, qui devraient normalement les traverser dans un cas purement 
bidimensionnel, passent a cote. 
4.3.4 Convergence de la reconstruction de donnees reelles 
Nous nous sommes assure que la convergence des methodes appliquees a la recons-
truction de donnees reelles donnait des resultats semblables a ceux obtenus pour 
la reconstruction de donnees simulees. 
Nous avons premierement verifie qu'une iteration de la recherche lineaire de Labat 
permettait toujours d'obtenir la meilleure convergence. 
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Autant dans le cas non preconditionne que dans le cas preconditionne avec une 
approximation circulante a zero ou au point courant, une seule iteration de la 
methode basee sur Geman et Reynolds resulte en la convergence la plus rapide. 
En particulier, dans le cas preconditionne avec 1'approximation circulante a zero 
ou au point courant, la methode de More-Thuente effectue un plus grand nombre 
d'iterations avant de generer un pas satisfaisant les conditions de Wolfe fortes. 
Cette methode prend ainsi beaucoup plus de temps que les methodes de Labat. 
Enfin, le preconditionnement avec une approximation purement circulante permet 
de faire decroitre le plus rapidement la valeur de la fonction objectif et la norme 
de son gradient. Notre approximation circulante au point courant fait diminuer la 
valeur de la fonction objectif legerement plus rapidement que notre approximation 
a zero et que l'approximation circulante de Fessler et Booth. 
4.3.5 Conclusion 
L'acquisition de donnees avec le fantome Catphan 600 a permis de valider differents 
aspects de la reconstruction d'image. On arrive a reconstruire des images qui nous 
semblent visuellement de meilleure qualite que celles qu'on reconstruit avec les 
methodes traditionnelles, au prix, cependant, d'un temps de reconstruction de 
beaucoup superieur. 
Les methodes empiriques proposees pour la determination du parametre de re-
gularisation et la mise a l'echelle permettent d'obtenir des images pouvant etre 
comparees a celles de Siemens. 
Le modele propose pour tenir compte du decalage du detecteur et de la source 
volante angulaire est approprie pour la reconstruction des donnees reelles. Ne pas 
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en tenir compte resulte en des images de tres mauvaise qualite. 
Nous avons verifie que la methode de recherche lineaire de Labat, basee sur la 
methode de Geman et Reynolds, est toujours celle qui est la plus adaptee a la 
reconstruction preconditionnee de donnees reelles. 
Enfin, nous avons observe que, des deux approximations circulantes du hessien 
du critere regularise, aucune n'est clairement preferable a l'autre et que la plus 
performante est vraisemblablement dependante du niveau de bruit des donnees. 
Enfin, les approximations de Fessler et Booth les plus adaptees a la reconstruc-
tion de donnees reelles sont toujours celles pour lesquelles on ne prend qu'une 
seule approximation circulante. Le preconditionneur obtenu ne permet pas de faire 




L'objectif de ce travail etait de mettre en oeuvre des outils permettant la recons-
truction d'images de taille medicale en tomographie a rayons X. Ces outils sont 
developpes dans le cadre des methodes algebriques de reconstruction et necessitent 
le recours a des methodes iteratives de minimisation. 
Nous avons premierement mis en ceuvre une methode de stockage efficace pour 
la matrice de projection. La structure developpee a cet egard permet de tenir 
compte des particularites geometriques des tomographes SOMATOM Sensation 16 
et 64 de Siemens, dont le decalage du detecteur et de la source volante angulaire. 
L'utilisation explicite d'une matrice pour realiser les operations de projection et de 
retroprojection permet une augmentation significative de leur performance. 
L'utilisation des methodes de recherche lineaire proposees par Labat ont egalement 
permis d'accelerer la convergence des methodes iteratives par rapport a la recherche 
lineaire generale de More-Thuente. La methode basee sur la construction de Geman 
et Reynolds permet d'obtenir des longueurs de pas significativement meilleures en 
effectuant moins de travail. 
Les methodes de reconstruction ont pu etre davantage accelerees par la creation 
d'une methode de preconditionnement adaptee a la structure du probleme. La 
theorie de la reconstruction tomographique en dimensions infinie s'exprime dans 
le domaine de Fourier d'une fagon qui rend elegante l'utilisation d'approximations 
circulantes a titre de preconditionneurs. 
Ces approches ont permis de developper une approximation du hessien du critere 
de telle sorte que le produit d'un vecteur par son inverse soit peu couteux a la 
fois en espace memoire et en temps de calcul. On obtient ainsi une reduction plus 
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rapide de la valeur de la fonction objectif tant en fonction du nombre d'iterations 
qu'en fonction du temps. 
Nous avons confronte notre approximation circulante aux approximations proposees 
par Fessler et Booth, qui composent une approximation de l'inverse du hessien 
a partir de plusieurs approximations circulantes. Les meilleurs resultats ont ete 
obtenus avec le cas simplifie pour lequel une seule approximation circulante etait 
utilisee. Comme cette derniere est purement circulante, les resultats obtenus sont 
semblables a ceux que nous obtenons avec nos approximations. 
Le preconditionneur de Fessler et Booth n'a cependant pas ete evalue pour ce 
pourquoi il est congu a la base, c'est-a-dire la prise en compte du caractere spatia-
lement invariant d'un critere faisant intervenir l'inverse de la matrice de covariance 
du bruit W. 
Toutes ces methodes assemblies forment une methode de reconstruction permettant 
de reconstruire des images a partir de donnees reelles dont la qualite est nettement 
meilleure que celles obtenues a partir de la methode des retroprojections filtrees 
employee dans les tomographes commerciaux. Cette amelioration est cependant 
obtenue au prix de reconstructions demandant beaucoup plus de memoire et de 
temps de calcul. 
L'originalite de ces travaux a surtout trait au fait que nous emmagasinons explici-
tement la matrice de projection. Dans la litterature, les modeles sont souvent bases 
sur des matrices de projection, certes, mais il n'est nullement fait mention de leur 
stockage, ce qui est un aspect non negligeable. 
Rappelons qu'a terme, le travail en cours permettra de reduire les artefacts me-
talliques et de durcissement de rayon. Cette reduction passe par l'utilisation d'un 
modele tenant compte du caractere polychromatique de la source de rayons X 
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tel celui qui est presente dans Menvielle (2004). Le critere correspondant est non 
quadratique. Les methodes de recherche lineaire et de preconditionnement devront 
alors vraisemblablement etre adaptees a ce nouveau contexte. 
Nous visons egalement la reconstruction de volumes de donnees provenant de 
sequences d'acquisition helico'idales. La reconstruction dans ce contexte est ef-
fectuee en considerant tout le volume de donnees et non plus seulement des tranches 
separees. La matrice de projection correspondante est de taille beaucoup plus elevee 
que la matrice, deja de grande taille, que nous avons considered ici. Des travaux a 
ce sujet sont presentement en cours. 
Enfin, les methodes iteratives n'arrivent jamais exactement a la solution en raison 
de la precision machine qui est finie et du temps necessaire a l'atteinte de cette 
precision. Les methodes doivent alors etre arretees lorsqu'un compromis suffisant 
entre la qualite de la solution et le temps consacre a son obtention est atteint. 
Le moment precis auquel ce compromis est atteint n'est pas determine et merite 
qu'on y reflechisse puisqu'un trop grand nombre d'iterations implique d'effectuer 
un travail inutile. A Foppose, un trop faible nombre d'iterations peut occasionner 
un diagnostic moins fiable. 
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ANNEXE I 
PARAMETRES DES APPAREILS SOMATOM SENSATION 16 ET 
64 POUR L'ACQUISITION ET LA RECONSTRUCTION DE 
DONNEES REELLES 
Les appareils avec lesquels ont ete acquises les donnees se trouvent au Centre 
hospitalier de l'Universite de Montreal (CHUM)-Notre-Dame. Les deux modeles 
utilises sont les SOMATOM Sensation 16 et 64. 
1.1 Parametres geometriques 
Les parametres geometriques de base des deux appareils se retrouvent dans le 
tableau 1.1. 
1.2 Protocole d'acquisition 
Le tableau 1.2 contient la valeur de quelques parametres importants du protocole 
SpineSeq L3-L4- Plus de details peuvent etre obtenus dans le manuel d'application 
de chaque appareil (Siemens AG Medical Solutions, 2005a) et (Siemens AG Medical 
Solutions, 2005b). 
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TAB. 1.1 Parametres geometriques des tomographes SOMATOM Sensation 16 et 
64 de Siemens. 
Parametre 
Rayon de l'orbite du tube radiogene 
Rayon de l'orbite du detecteur 
Increment angulaire entre les detecteurs 
Nombre de detecteurs 
Taille maximale du champ image 
Detecteur central sans source volante angulaire 
Detecteur central avec source volante angulaire 
Increment angulaire de la position du tube 
sans source volante angulaire 
Increment angulaire de la position du tube 
avec source volante angulaire 
Angle de deviation de la source volante angulaire 
Valeur 
Rp = 570 mm 
RD = 470 mm 
Adf = 2TT/4640 
Nd = 672 
500 mm 
335.25 
335.625 ou 335.125 
A6S = 2vr/1160 
A6S = 2TT/2320 
A« = i t f ^f 
1.3 Format des donnees brutes de Siemens 
Les donnees brutes sont encapsulees dans un fichier DICOM dans un format propre 
a Siemens. Ce fichier debute par une serie d'en-tetes permettant de connaitre les 
parametres d'acquisition des donnees. 
De maniere tres sommaire, les donnees sont divisees en acquisitions. Pour un exa-
men helicoidal, la table avance de maniere continue et il n'y a qu'une acquisi-
tion. Pour un examen axial, une sequence d'acquisitions est effectuee. La table est 
deplacee entre chaque acquisition et est immobile durant celle-ci. 
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TAB. 1.2 Parametres importants du protocole SpineSeq L3-L4 des tomographes 
SOMATOM Sensation 16 et 64 de Siemens. 
Parametre 
Epaisseur de la tranche imagee 
Epaisseur de la tranche acquise 
Nombre de barrettes utilisees 
Diametre de la region imagee 













A chacune de ces acquisitions correspond une serie de trames de donnees. Une trame 
correspond a une lecture du systeme de detection. II y en a ainsi une pour chaque 
point de source volante et pour chaque position du tube radiogene. Chaque trame 
est precedee d'un en-tete permettant de connaitre, entre autres, Tangle du tube 
et la position de la table auxquels elle correspond. A titre d'exemple, les donnees 
obtenues pour une acquisition axiale au cours de laquelle le tube radiogene parcourt 
1160 positions angulaires et pour laquelle la source volante angulaire est utilisee 
contiennent 2320 trames de donnees. 
Enfin, le nombre d'echantillons d'une trame est le produit du nombre de barrettes 
utilisees pour l'examen et du nombre de cellules de detection sur chacune d'elles. 
Ces nombres peuvent etre obtenus dans les en-tetes des donnees. Les echantillons 
sont representees par des entiers de 16 bits contenant les valeurs 
p s = -2294, 5 In r ^ V 
L'indice S vient distinguer les donnees de Siemens de celles que nous generons par 
simulation, leur definition n'etant pas tout a fait identique. 
Le detecteur etant un collecteur d'energie plutot qu'un detecteur de photons, ces 
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donnees different egalement legerement de notre modele de formation des donnees 
en ceci qu'elles expriment le rapport de l'intensite detectee J a l'intensite emise Jo. 
Sous l'hypothese d'une source monochromatique, cela ne change strictement rien, 
le rapport des energies etant identique au rapport des nombres de photons. 
1.4 Recalage des donnees brutes avant la reconstruction 
Nous expliquons ici les traitements qui doivent etre faits aux donnees brutes avant 
de pouvoir les reconstruire avec nos programmes. 
La premiere etape consiste a identifier l'image a reconstruire. Cela est fait en par-
courant une a une les images reconstruites par Siemens. Le programme dicomread 
fourni avec VImage Processing Toolbox de Matlab permet de lire les fichiers image. 
L'indice de l'image ainsi que sa position dans l'espace, qui est inscrite dans le fichier, 
doivent etre releves. 
Le fichier de donnees contient les mesures effectuees pour tout l'examen. II faut 
alors, pour une image donnee, reperer les donnees qui correspondent a l'image a 
reconstruire. Nous pouvons retrouver la sequence d'acquisition a partir de l'indice 
de 1'image, puisqu'on connait le nombre de tranches par sequence, en lisant les 
en-tetes du fichier. Une fois la sequence identifiee, les donnees lui correspondant 
peuvent etre lues. 
Le nombre de barrettes utilisees pour les mesures par rapport au nombre d'images 
reconstruites par sequence permet de determiner le nombre de barrettes a fusionner 
avant de reconstruire l'image. L'indice de l'image permet alors de connaitre les 
barrettes correspondantes. Ainsi, on extrait les donnees pour ces barrettes et on 
les fusionne pour creer le sinogramme. Pour un examen avec le protocole SpineSeq 
L3-L4, par exemple, nous devons operer la fusion de deux barrettes pour obtenir 
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ce sinogramme. 
Nous avons constate, lors du traitement des donnees, que, pour une sequence d'ac-
quisition, la position angulaire initiale du tube pouvait etre aux alentours de n'im-
porte quel multiple entier de 7r/4. De plus, l'acquisition des mesures peut commen-
cer une ou deux positions angulaires avant ou apres cette position initiale, de la 
l'utilisation de « aux alentours ». La matrice de projection a ete congue pour des 
sinogrammes debutant exactement a Tangle 0. II faut alors effectuer une rotation 
des donnees de maniere a suivre cette convention. 
Enfin, comme les donnees de Siemens sont representes par des entiers de 16 bits et 
qu'un facteur d'echelle (2294,5) est applique a ces dernieres, nous devons appliquer 
la mise a l'echelle inverse et convertir les donnees au format double. Elles sont 
ensuite pretes a etre reconstruites. 
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ANNEXE II 
CRITERE, GRADIENT, HESSIEN 
Nous exposons ici l'expression du critere, de son gradient et de son hessien. 
Le modele de formation des donnees est considere suivant une distribution normale 
de variance o\ : 
p = A/x + AA{0,cx|}. 
La reconstruction des images est effectuee en minimisant le critere des moindres 
carres regularises : 
C(fi) = i ( p - AM)
T(p - A/*) + \R(ji). 
Le terme de regularisation penalise le module de la solution ainsi que les differences 
de premier et de second ordre, et s'enonce coinme suit : 
M J 
^ ) = EE^(w-[D(mV]j). 
m=0 j=\ 
La fonction ijj : R —->• R represente la fonction de penalisation. Dans notre cas, nous 
utilisons une branche d'hyperbole : 
i){t) = Vt2 + s2 - 8. 
Le parametre S determine la vitesse de la transition entre le comportement qua-
dratique et le comportement lineaire de la fonction. 
Nous penalisons d'abord la valeur de l'estimee (m = 0). Cela fait en sorte que la 
fonction objectif possede un minimum unique. Pour ce cas particulier, nous avons 
wo = 1 et DW = I. 
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Nous penalisons egalement les differences d'ordre 1, c'est-a-dire entre un echantillon 
et son voisin vertical en haut (m = 1) et horizontal a droite (m = 2). La distance 
entre ces voisins est d'un seul echantillon, alors ici aussi W\ = W2 = 1. 
Enfin, nous penalisons les differences d'ordre deux, c'est-a-dire entre un echantillon 
et son voisin en haut a droite (m = 3) et en bas a droite (m — 4), et on a 
Le gradient de la fonction objectif s'exprime comme suit : 




Pour la branche d'hyperbole, on a 
i)'{t) = , l . 
^ V ; VWTP 
Enfin, l'expression du hessien est la suivante : 




A N N E X E III 
S T R U C T U R E S E N L A N G A G E C P O U R LA M A T R I C E D E 
P R O J E C T I O N 
La matrice de projection est emmagasinee dans une structure ProjMat enoncee au 
listing III.l. Elle est constitute d'un vecteur Blocks dont chacune des composantes 
correspond a une ligne emmagasinee. Ces lignes sont stockees sous forme de blocs, 
tel que decrit a la section 2.5. Chacun de ces blocs est represents par une structure 
ProjMatBlock enoncee au listing III.2. 
La structure Pro j Mat est constitute de plusieurs champs necessaires a la realisation 
des operations de produit de vecteurs par la matrice. 
Le nombre de projections pour lesquelles on emmagasine les lignes, le nombre N^ 
de detecteurs et le nombre NfS de points de source virtuels est indique par les 
champs nProjections, nDetectors et nFocalSpots respectivement. 
Ces champs sont utiles afm d'identifier a quelles lignes redondantes correspond 
chaque ligne emmagasinee. lis permettent egalement de connaitre le nombre de 
blocs emmagasines et le nombre total de lignes de la matrice. 
La largeur iVc et la hauteur Nr de chacun des blocs correspondent a la taille de 
l'image reconstruite et sont representees par les variables BlockWidth et 
BlockHeight. 
Enfin, les transformations par rapport auxquelles le systeme geometrique corres-
pondant a la matrice sont invariantes sont indiquees par le champ Transformat ions . 
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struct Prcr Mat 
















struct ProjMatBlock *Blocks; 
}; 
Lis t ing I I I . l : Structure pour le stockage de la matrice de projection. 
Nous avons vu deux structures pour le stockage des blocs, soit a segments de 
longueur fixe et a segments de longueur variable. La structure enoncee au listing 
III.2 correspond a des segments de longueur variable. 
Dans les deux cas, cependant, les champs FirstRow et LastRow indiquent respec-
tivement les indices de la premiere et de la derniere ligne non vides du bloc. 
Pour des segments de longueur variable, les deux tableaux d'entiers RowBeg et 
RowEnd, de longueur LastRow - FirstRow + 1, contiennent, pour chaque ligne 
non vide, l'indice de la premiere et de la derniere composante non nulle. 
Pour des segments de longueur fixe, seul le tableau RowBeg est present. Un champ 
entier RowLength est ajoute et represente la longueur des segments. 


















Listing III.2: Structure pour le stockage d'une ligne de la matrice de projection. 
