Global Exact Controllability of a Class of Quasilinear Hyperbolic Systems  by Li, Ta-tsien & Zhang, Bing-Yu
Ž .JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 225, 289]311 1998
ARTICLE NO. AY986037
Global Exact Controllability of a Class of Quasilinear
Hyperbolic Systems
Ta-tsien Li
Department of Mathematics, Fudan Uni¤ersity, Shanghai 20043,
People’s Republic of China
and
Bing-Yu Zhang*
Department of Mathematical Sciences, Uni¤ersity of Cincinnati, Cincinnati,
Ohio 45221-0025
Submitted by Mark J. Balas
Received January 20, 1998
In this paper we consider a distributed parameter boundary control system
described by a reducible quasilinear hyperbolic system,
› r › r
q l r , s s 0,Ž .
› t › x w xl r , s - 0 - m r , sŽ . Ž .
› s › s
q m r , s s 0,Ž .
› t › x
posed on the domain 0 F x F 1, with the nonlinear boundary conditions
s s g r , t q h t at x s 0,Ž . Ž .1
r s f s, t q h t at x s 1.Ž . Ž .2
In the case that the system is linear degenerate, we show that it is globally exactly
boundary controllable. Q 1998 Academic Press
* E-mail address: bzhang@math.uc.edu.
289
0022-247Xr98 $25.00
Copyright Q 1998 by Academic Press
All rights of reproduction in any form reserved.
LI AND ZHANG290
1. INTRODUCTION
A quasilinear hyperbolic system is said to be reducible if it can be
reduced to a system of the diagonal form
› r › r
q l r , s s 0,Ž .
› t › x
l r , s - 0 - m r , s 1.1Ž . Ž . Ž .
› s › s
q m r , s s 0,Ž .
› t › x
where r and s, called the Riemann in¤ariants, are the unknown functions
of x and t, and l and m are given smooth functions of r and s. Any
quasilinear hyperbolic system with two unknown functions of the form
2› u › ui jq a u , u s 0, i s 1, 2,Ž .Ý i j 1 2› t › xjs1
Ž .can always be reduced to a system of form 1.1 at least in a local domain
by an appropriate invertible transformation of unknown functions.
w xBy a definition of Lax 12 , if
l r , s ›m r , sŽ . Ž .
/ 0 resp. / 0ž /› r › s
Ž .on the domain under consideration, the characteristic l resp. m is
genuinely nonlinear. On the other hand, if
l r , s ›m r , sŽ . Ž .
’ 0 resp. ’ 0ž /› r › s
Ž . w Ž .x Ž .i.e., l s l s resp. m s m r , the characteristic l resp. m is linear
Ž .degenerate. In particular, system 1.1 is said to be genuinely nonlinear if
Ž .both l and m are genuinely nonlinear, while system 1.1 is said to be
linear degenerate if both l and m are linear degenerate. These are two
special but important cases of reducible quasilinear hyperbolic systems.
Ž .In this paper we will consider system 1.1 posed on the domain
0 F x F 1, 0 F t - ‘,
with the nonlinear boundary conditions
s s g r , t q h t at x s 0,Ž . Ž .1
1.2Ž .
r s f s, t q h t at x s 1Ž . Ž .2
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and the initial conditions
r x , 0 s r x , s x , 0 s s x , 1.3Ž . Ž . Ž . Ž . Ž .0 0
Ž . Ž .where g r, t and f s, t are given smooth functions. We suppose that
Ž .system 1.1 is strictly hyperbolic and satisfies
l r , s - 0 - m r , s 1.4Ž . Ž . Ž .
on the domain under consideration.
Ž . Ž .System 1.1 together with 1.2 is viewed as a distributed parameter
boundary control system when boundary value functions h and h are1 2
considered as control inputs. Our main concern is how this system can be
influenced by its boundary control inputs. More precisely, we will study the
following problem:
1w xEXACT BOUNDARY CONTROL PROBLEM. Gi¤en r , s g C 0, 1 and0 0
1w xr , s g C 0, 1 , can we find a time T ) 0 and control inputs h , h gT T 1 2
1w x Ž . Ž . 1C 0, T such that the boundary control system 1.1 ] 1.2 has a C solution
Ž . Ž .r, s satisfying the initial condition 1.3 and the terminal conditions
r x , T s r x , s x , T s s x ? 1.5Ž . Ž . Ž . Ž . Ž .T T
The study of boundary control problems for hyperbolic systems was
w xinitiated by D. L. Russell in the 1960s. In 17 , using the characteristic
method, he showed that a class of n by n first order linear hyperbolic
systems is exactly boundary controllable. This work of Russell led to an
Ž .intensive investigation of controllability and stabilizability of linear hy-
perbolic systems for more than 30 years. The literature pertaining to this
study is now absolutely enormous; we refer the reader to the two excellent
w x w xreview papers of Russell 20 and Lions 15 for a beginning collection of
references on this subject. However, while it may be fair to say that the
study of boundary control of linear hyperbolic systems is now nearly
complete, the study of nonlinear hyperbolic systems is still vastly open.
w xChewning 2 considered the boundary control of a semilinear wave equa-
tion. Using controllability of the associated linear system and the classical
implicit function theorem, he showed that the system is exactly locally
boundary controllable in the sense that both initial data and terminal data
w xare required to be small. This approach was used earlier by Fattorini 5 to
obtain local exact controllability of a semilinear wave equation with a
w xdistributive control input. Zuazua 23 considered the boundary control
semilinear wave equation
u y Du q f u s 0.Ž .t
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Ž .Assuming that the nonlinear term f u is either asymptotic linear, i.e.,
f sŽ .
lim s a ,
ss“‘
‘Ž .or f 9 g L R , he established the global exact controllability using the
Hilbert uniqueness method, a unique continuation property of the wave
equation, and Schauder's fixed point theorem. By using global inversion
w x Ž .theorems, Lasiecka and Triggiani 11 provided a general global exact
controllability theory to abstract semilinear systems. In applying to the
w xsemilinear wave equation studied in 23 , their theory leads to an affirma-
w xtive answer to an open question in 23 . As for boundary control of
quasilinear hyperbolic systems, there have been few results so far. The
w xonly work we are aware of is Cirina's early work in 1969 4 . Motivated byÁ
w xRussell's work 20 , he studied boundary control for a class of general
quasilinear hyperbolic systems. Using a different approach from that of
Russell, he showed that the system is locally exactly boundary controllable
in the sense that the C1 norms of both initial and terminal states are
required to be small.
In this paper, we study the boundary controllability of quasilinear
hyperbolic systems. Our main concern is the global exact controllability of
quasilinear hyperbolic systems. As it is well known that solutions of
quasilinear hyperbolic systems may blow up in finite time, a quasilinear
hyperbolic system therefore does not possess global exact controllability in
general. Hence our attention is to seek some conditions under which a
quasilinear hyperbolic system may possess global exact controllability. Our
particular interest in this paper is the linear degenerate system
› r › r
q l s s 0,Ž .
› t › x
l s - 0 - m r 1.6Ž . Ž . Ž .
› s › s
q m r s 0,Ž .
› t › x
posed on the domain 0 F x F 1, t G 0, with the nonlinear boundary
conditions
s s g r , t q h t at x s 0,Ž . Ž .1
1.7Ž .
r s f s, t q h t at x s 1Ž . Ž .2
and the initial conditions
r x , 0 s r x , s x , 0 s s x . 1.8Ž . Ž . Ž . Ž . Ž .0 0
Ž . Ž .We first show that the initial-boundary value problem 1.6 ] 1.8 possesses
1 Ž Ž . Ž .. a unique global C solution r x, t , s x, t on the domain 0 F x F 1,
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4 1w x0 F t - ‘ for any given initial data r , s g C 0, 1 and boundary value0 0
1w .functions h , h g C 0, ‘ satisfying certain compatibility conditions. Then1 2
Ž . Ž .we show that as a boundary control system, 1.6 ] 1.7 possesses global
exact controllability. More precisely, we will establish the following result
Ž . Ž .for the boundary control system 1.6 ] 1.7 .
1w xTHEOREM 1.1. For gi¤en r , s , r , and s in the space C 0, 1 with their0 0 T T
C norms bounded by m ) 0, let0
l s max l s , m s min m r , 1.9Ž . Ž . Ž .max min
< < < <s Fm r Fm
and
1 1 2
T s max y , , . 1.10Ž .0 ½ 5l m m y lmax min min max
1w xThen for any T ) T , we can find h , h g C 0, T such that system0 1 2
Ž . Ž . 1 Ž Ž . Ž ..1.6 ] 1.7 admits a C solution r x, t , s x, t on the domain
<D T s x , t 0 F x F 1, 0 F t F T 4Ž . Ž .
satisfying
r x , 0 s r x , s x , 0 s s x 1.11Ž . Ž . Ž . Ž . Ž .0 0
and
r x , T s r x , s x , T s s x 1.12Ž . Ž . Ž . Ž . Ž .T T
for 0 F x F 1.
Several remarks are now in order.
Ž .i The theorem is proved by constructing the control inputs through
solving a forward Cauchy problem, a backward Cauchy problem for system
Ž .1.6 , and two special mixed initial-boundary value problems or Goursat
Ž .problems for system 1.6 . This approach is different from that used by
w xCirina 4 , but it can be also applied to the genuine nonlinear case to showÁ
Ž . Ž .that the system 1.1 ] 1.2 possess local exact controllability.
Ž . Ž .ii As system 1.6 possesses a finite propagation speed, it takes
time to guide the system from a given initial state to a given terminal state.
Ž .In Theorem 1.1, it is required that T ) T , where T is given by 1.10 . It is0 0
optimal in the sense that if T F T , we may find a pair of initial and0
terminal states such that no matter what control inputs we choose, the
system will not go from the given initial state to the given terminal state
w xduring the time interval 0, T .
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Ž .iii Using the same approach we may show that Theorem 1.1 holds
for
› r › r
q l s, x , t s 0,Ž .
› t › x
› s › s
q m r , x , t s 0.Ž .
› t › x
The paper is organized as follows. In Section 2, we recall several
technical lemmas regarding solutions of the Cauchy problem, the Goursat
problem, and a class of mixed initial-boundary value problem for linear
Ž .degenerate system 1.6 . Those lemmas will play important roles in estab-
lishing the global exact boundary controllability of the linear degenerate
system and the existence of global C1 solutions to the associated initial-
boundary value problem. In Section 3 we will consider the initial-boundary
Ž . Ž .value problem 1.6 ] 1.8 and show that the problem admits a unique
1 Ž Ž . Ž ..global C solution r x, t , s x, t for given boundary value functions and
the initial state. The proof of the main result of the paper, Theorem 1.1, is
provided in Section 4.
2. PRELIMINARIES
First let us consider the Cauchy problem for the linear degenerate
Ž . 4system posed on the domain S s x, t N x g R, 0 F t - q‘ :
› r › r
q l s s 0,Ž .
› t › x
l s - 0 - m r 2.1Ž . Ž . Ž .
› s › s
q m r s 0,Ž .
› t › x
r x , 0 s r x , s x , 0 s s x . 2.2Ž . Ž . Ž . Ž . Ž .0 0
1Ž .LEMMA 2.1. Suppose that r , s g C R and0 0
sup r x - q‘, sup s x - q‘.Ž . Ž .0 0
y‘-x-‘ y‘-x-‘
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Ž . Ž . 1 Ž Ž .Then Cauchy problem 2.1 ] 2.2 admits a unique global C solution r x, t ,
Ž ..s x, t on the domain S. Moreo¤er,
< < < < < < < <sup r x , t s sup r x , sup s x , t s sup s x .Ž . Ž . Ž . Ž .0 0
y‘-x-‘ y‘-x-‘Ž . Ž .x , t gS x , t gS
2.3Ž .
Ž Ž . Ž .. Ž . Ž .Let r x, t , s x, t be the solution to Cauchy problem 2.1 ] 2.2 given
Ž . Ž .in Lemma 2.1 and let x t and x t be solutions of the equations2 1
dx tŽ .2 s m r x t , t , x 0 s 0, 2.4Ž . Ž . Ž .Ž .Ž .2 2dt
and
dx tŽ .1 s l s x t , t , x 0 s 1, 2.5Ž . Ž . Ž .Ž .Ž .1 1dt
Ž .respectively. Then the curve described by x s x t , t G 0, is the second2
Ž . Ž .characteristic of 2.1 passing through the point O s 0, 0 and the curve
Ž . Ž .described by x s x t , t G 0, is the first characteristic of 2.1 passing1
Ž .through the point A s 1, 0 . The two curves intersect at only one point,
Ž .which is denoted by B s x , t . The domain V enclosed by the twob b 1
characteristics and the x axis is called the maximum determined domain of
Ž . Ž . w xthe initial data r x and s x on the interval 0, 1 since the value of the0 0
Ž Ž . Ž .. Ž .solution r x, t , s x, t at any point x, t g V is only determined by the1
Ž . Ž . w xvalues of r x and s x on the interval 0, 1 . Lemma 2.1 thus leads to the0 0
following corollary.
Ž . 1w x Ž . Ž .COROLLARY 2.1. For r , s g C 0, 1 , Cauchy problem 2.1 ] 2.2 has0 0
1 Ž Ž . Ž ..a unique C solution r x, t , s x, t on the maximum determined domain
Ž . Ž .V enclosed by the characteristics x s x t , x s x t and the x axis, where1 1 2
Ž . Ž . Ž . Ž .x t and x t sol¤e 2.4 and 2.5 , respecti¤ely. Moreo¤er,2 1
s x t , t ’ s 0 , r x t , t ’ r 1Ž . Ž . Ž . Ž .Ž . Ž .2 0 1 0
for any 0 F t F t .b
Ž .Next we consider the Goursat problem of system 2.1 . On the angular
domain
D s x , t N x t F x F x t , t G 0 , 4Ž . Ž . Ž .1 2
we prescribe the boundary conditions
s s s t on x s x t ,Ž . Ž .0 1
2.6Ž .
r s r t on x s x t ,Ž . Ž .0 2
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Ž . Ž .where x s x t and x s x t are the characteristics passing through the1 2
Ž .origin O s 0, 0 , on which it holds that
dx tŽ .1 s l s t , x 0 s 0,Ž . Ž .Ž .0 1dt
2.7Ž .
dx tŽ .2 s m r t , x 0 s 0.Ž . Ž .Ž .0 2dt
Ž . Ž . 1LEMMA 2.2. Suppose that both r t and s t are C functions. Then for0 0
Ž . 1 Ž Ž . Ž ..any T ) 0, system 2.1 admits a unique global C solution r x, t , s x, t
on the domain
D s x , t N x t F x F x t , 0 F t F T 4Ž . Ž . Ž .T 1 2
satisfying
s x t , t s s t , r x t , t s r tŽ . Ž . Ž . Ž .Ž . Ž .1 0 2 0
for 0 F t F T. Moreo¤er,
< < < <sup r x , t s sup r t ,Ž . Ž .0
Ž . 0FtFTx , t gDT
2.8Ž .
< < < <sup s x , t s sup s t .Ž . Ž .0
Ž . 0FtFTx , t gDT
Finally we consider a class of mixed initial-boundary value problem of
1 qŽ . Ž . Ž . Ž .system 2.1 . For two given functions s t and r t in the space C R ,1 2
Ž .let x s x t be the solution of1
dx tŽ .1 s l s t , x 0 s 0Ž . Ž .Ž .1 1dt
Ž .and let x s x t be the solution of2
dx tŽ .2 s m r t , x 0 s 1.Ž . Ž .Ž .2 2dt
Ž .According to assumption 1.4 ,
x t - x t , ; t G 0.Ž . Ž .1 2
Let D be the region
D s x , t N x t F x F x t , t G 0 . 4Ž . Ž . Ž .1 2
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Ž .Consider system 2.1 posed on the domain D with the initial conditions
r x , 0 s r x , s x , 0 s s x 2.9Ž . Ž . Ž . Ž . Ž .0 0
and the boundary conditions
s s s t on x s x t ,Ž . Ž .1 1
2.10Ž .
r s r t on x s x t .Ž . Ž .2 2
1 1 qw x Ž .LEMMA 2.3. For any gi¤en r , s g C 0, 1 and s , r g C R satisfy-0 0 1 2
ing the compatibility conditions
s 0 s s 0 , r 0 s r 1 2.11Ž . Ž . Ž . Ž . Ž .1 0 2 0
and
X Xs 0 s l s 0 y m r 0 s 0 ,Ž . Ž . Ž . Ž .Ž . Ž .Ž .1 0 0 0
2.12Ž .
X Xr 0 s m s 1 y l r 1 r 1 ,Ž . Ž . Ž . Ž .Ž . Ž .Ž .2 0 0 0
Ž . 1 Ž Ž . Ž ..system 2.1 admits a unique global C solution r x, t , s x, t on the
Ž .domain D which satisfies the initial condition 2.9 and the boundary condi-
Ž .tion 2.10 . Moreo¤er, for any T ) 0, we ha¤e
< < < < < <sup r x , t s max sup r x , sup r t ,Ž . Ž . Ž .0 2½ 5
w x w xŽ . xg 0, 1 tg 0, Tx , t gDT
2.13Ž .
< < < < < <sup s x , t s max sup s x , sup s t ,Ž . Ž . Ž .0 1½ 5
w x w xŽ . xg 0, 1 tg 0, Tx , t gDT
where
D s x , t N x t F t F x t , 0 F t F T . 4Ž . Ž . Ž .T 1 2
Remark 2.1. Lemma 2.3 still holds if the bottom of the region D is
w Ž . Ž .xreplaced by a line segment whose slope dxrdt f inf l s , sup m r .
w x w xThe proofs of Lemmas 2.1, 2.2 and 2.3 can be found in 14 and 16 .
3. INITIAL-BOUNDARY VALUE PROBLEM
In this section we consider the linear degenerate system
› r › r
q l s s 0,Ž .
› t › x
l s - 0 - m r 3.1Ž . Ž . Ž .
› s › s
q m r s 0,Ž .
› t › x
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posed on the domain
V s x , t N 0 F x F 1, t G 0 4Ž .
with the initial conditions
r x , 0 s r x , s x , 0 s s x 3.2Ž . Ž . Ž . Ž . Ž .0 0
for 0 F x F 1 and the nonlinear boundary conditions
s s g r , t q h t , at x s 0,Ž . Ž .1
3.3Ž .
r s f s, t q h t , at x s 1Ž . Ž .2
for t G 0.
THEOREM 3.1. Suppose that l, m, r , s , f , g, h , and h are all C10 0 1 2
functions under the domains where they are defined. Assume that the compati-
bility conditions
s 0 s g r 0 , 0 q h 0 ,Ž . Ž . Ž .Ž .0 0 1
3.4Ž .
r 1 s f s 1 , 0 q h 0Ž . Ž . Ž .Ž .0 0 2
and
ym r 0 sX 0 s g r 0 , 0 y l s 0 g r 0 , 0 rX 0 q hX 0 ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .0 0 t 0 0 r 0 0 1
y l s 1 rX 1 s f s 1 , 0 y m r 1 f s 1 , 0 sX 1 q hX 0Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .0 0 t 0 0 s 0 0 2
3.5Ž .
are satisfied, where the subscripts t, r, and s denote the corresponding partial
Ž . 1 Ž Ž .deri¤ati¤es. Then system 3.1 admits a unique global C solution r x, t ,
Ž .. Ž .s x,t on the domain V satisfying the initial conditions 3.2 and the
Ž .boundary conditions 3.3 .
Ž .Proof. First we consider the Cauchy problem for system 3.1 with the
Ž Ž . Ž . Ž .given initial data r x , s x . According to Corollary 2.1, system 3.10 0
1 Ž Ž . Ž ..admits a unique C solution, written as r x, t , s x, t , on the maximumI I
determined region V . Here V is enclosed by the x-axis, the secondI I
Ž . Ž .characteristic x s x t passing through the point O s 0, 0 , on which2
r s r t ’ r x t , t , s s s 0 3.6Ž . Ž . Ž . Ž .Ž .1 I 2 0
and
dx tŽ .2 s m r t , x 0 s 0, 3.7Ž . Ž . Ž .Ž .1 2dt
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Ž . Ž .and the first characteristic x s x t passing through the point A s 1, 0 ,1
on which
r s r 1 , s s s t ’ s x t , t 3.8Ž . Ž . Ž . Ž .Ž .0 1 I 1
and
dx tŽ .1 s l s t , x 0 s 1. 3.9Ž . Ž . Ž .Ž .1 1dt
Ž .The point B s x , t is the unique intersection of the two characteristics.b b
Note that
r 0 s r 0 , s 0 s s 1 . 3.10Ž . Ž . Ž . Ž . Ž .1 0 1 0
Ž .Next we consider the boundary value problem for system 3.1 posed on
the angular domain
V s x , t N 0 F x F x t , 0 F t F t 4Ž . Ž .II 2 b
Ž . Ž .with the boundary conditions 3.3 at x s 0, and 3.6 on the second
characteristic OB. This boundary value problem is known to have a unique
1 Ž w x. Ž Ž . Ž ..local C solution cf. 13 r x, t , s x, t defined on the domain
x , t N 0 F x F x t , 0 F t F d 4Ž . Ž .2
for some d with 0 - d F t . To prove that the problem has a global C1b
solution on the domain V , it suffices to obtain a priori C1 normII
Ž Ž . Ž ..estimates of the solution r x, t , s x, t on the domain
V s x , t N 0 F x F x t , 0 F t F T 4Ž . Ž .T 2
uniformly for T with 0 - T F t .b
Ž Ž . Ž ..We first estimate the C norm of r x, t , s x, t over V . Let Q s0 T
Ž . Ž .x, t g V be a given point. Then the first characteristic of system 3.1T
passing through the point Q must intersect with the curve OB. Since
Ž . Ž . Ž .r x, t is constant on this characteristic, it follows from 3.6 and 2.3 that
< < < < < <max r x , t F max r t F max r x . 3.11Ž . Ž . Ž . Ž .1 0
Ž . 0FtFt 0FxF1x , t gV bT
Ž . Ž .Similarly, since the second characteristic of 3.1 , on which s x, t is a
Ž .constant, passing through the point Q s x, t must intersect with the t
Ž .axis, it then follows from the boundary conditions 3.3 at x s 0 that
< < < <max s x , t F max s 0, tŽ . Ž .
Ž . 0FtFtx , t gV bT
< < < <F max g r 0, t , t q h t . 3.12Ž . Ž . Ž .Ž .Ž .1
0FtFtb
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Ž .This estimate, together with estimate 3.11 , yields that
< <max s x , t F M 3.13Ž . Ž .
Ž .x , t gV T
for some M ) 0 independent of T.
Ž Ž .. Ž Ž ..Next we estimate the C norm of › r x, t r› x, › r x, t r› t,0
Ž .. Ž Ž ..› s x, t r› x, and › s x, t r› t over the domain V . LetT
› r
u s m r y l sŽ . Ž .Ž .
› x
and
› s
¤ s m r y l s .Ž . Ž .Ž .
› x
As
› u › r › s › r › 2 r
s m9 r y l9 s q m r y l sŽ . Ž . Ž . Ž .Ž . 2ž /› x › x › x › x › x
and
› u › r › s › r › 2 r
s m9 r y l9 s q m r y l s ,Ž . Ž . Ž . Ž .Ž .ž /› t › t › t › x › x › t
Ž .it follows, using 3.1 , that
› u › u › r › r
q l s s m9 r q l sŽ . Ž . Ž .ž /› t › x › t › x
› › r › r
q m r y l s q l sŽ . Ž . Ž .Ž . ž /› x › t › x
› r › s › s
y l9 s q m rŽ . Ž .ž /› x › t › x
s 0.
A similar computation also shows that
› ¤ › ¤
q m r s 0.Ž .
› t › x
Ž .Hence u is constant along any given first characteristic of 3.1 and ¤ is
Ž .constant along any given second characteristic of 3.1 . Consequently,
< < < <sup u x , t s sup u x t , t 3.14Ž . Ž . Ž .Ž .2
Ž . 0FtFTx , t gV T
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and
< < < <sup ¤ x , t s sup ¤ 0, t . 3.15Ž . Ž . Ž .
Ž . 0FtFTx , t gV T
Ž . Ž .Using the boundary condition of r x, t on the curve x s x t , 0 F t F t ,2 b
Ž . Ž . Ž .together with Eqs. 3.1 and 3.7 for x t , we obtain2
› r x t , tŽ .Ž .2
u x t , t s m r x t , t y l s x t , tŽ . Ž . Ž .Ž . Ž . Ž .Ž . Ž .Ž .2 2 2 › x
› r x t , t dx t › r x t , tŽ . Ž . Ž .Ž . Ž .2 2 2s yl s x t , t qŽ .Ž .Ž .2 › x dt › x
› r x t , t dx t › r x t , tŽ . Ž . Ž .Ž . Ž .2 2 2s q
› t dt › x
d
Xs r x t , t s r t .Ž . Ž .Ž .2 1dt
XŽ . w x Ž .It then follows from the boundedness of r t on 0, t and 3.14 that the1 b
C 0 norm of u and hence › rr› x over the domain V are uniformlyT
bounded for T with 0 - T F t . Sinceb
› r › r
s yl sŽ .
› t › x
Ž . 0by 3.1 , its C norm over the domain V is also uniformly bounded for TT
with 0 - T F t .b
Ž . Ž .As for ¤ x, t , according to 3.1 ,
l s x , t y m r x , t › s x , tŽ . Ž . Ž .Ž . Ž .
¤ x , t s .Ž .
m r x , t › tŽ .Ž .
Let
r t s r 0, t , H t s g r 0, t , t q h t s g r t , t q h t .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ä1 1 1 1
Then
l H t y m r tŽ . Ž .Ž . Ž .Ä1¤ 0, t s H9 t .Ž . Ž .
m r tŽ .Ž .Ä1
0 Ž . Ž . Ž .As we have proved that the C norms of r x, t , r x, t , and r x, t overx t
the domain V are all uniformly bounded for T with 0 - T F t , weT b
0 Ž . w xconclude that the C norm of ¤ 0, t over the interval 0, T is uniformly
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Ž . 0bounded for T with 0 - T F t . Consequently, noting 3.15 , the C normb
Ž . 0 Ž .of s x, t and hence the C norm of s x, t , over the domain V , are allx t T
uniformly bounded for T with 0 F T F t .b
As a result of the local existence and the global a priori estimates we
Ž . 1have just proved, system 3.1 admits a global C solution, written as
Ž Ž . Ž .. Ž .r , x, t , s x, t , on the domain V satisfying boundary conditions 3.3II II II
Ž .at x s 0 and 3.6 .
Similarly, on the angular domain
V s x , t N x t F x F 1, 0 F t F t , 4Ž . Ž .III 1 b
Ž . Ž .system 3.1 together with boundary condition 3.3 at x s 1 and the
Ž . 1characteristic boundary condition 3.8 admit a unique global C solution,
Ž Ž . Ž ..written as r x, t , s x, t , on the domain V .III III III
Finally, we define
¡ r x , t , s x , t , if x , t g V ,Ž . Ž . Ž .Ž .I I I~ r x , t , s x , t , if x , t g V ,Ž . Ž . Ž .r x , t , s x , t s Ž .Ž . Ž .Ž . II II II¢ r x , t , s x , t , if x , t g V .Ž . Ž . Ž .Ž .III III III
Ž . Ž . Ž Ž . Ž ..Using the compatibility conditions 3.4 ] 3.5 , we see that r x, t , s x, t
1 Ž . Ž .is a unique C solution to system 3.1 on the domain x, t N 0 F x F 1,
4 Ž .0 F t F t , which satisfies both the initial condition 3.2 and the bound-b
Ž .ary conditions 3.3 .
Note that t has a lower bound strictly greater than zero that dependsb
only on the C1 norm of r , s , f , g, h , and h . Taking the value of0 0 1 2
Ž Ž . Ž ..r x, t , s x, t at t s t as new initial data, we can solve the initial-b
Ž . Ž .boundary value problem 3.1 ] 3.3 again for t G t to obtain a solution onb
w xthe time interval t , t . Repeating this process, we obtain the desiredb c
Ž Ž . Ž .. Ž . Ž .solution r x, t , s x, t of 3.1 ] 3.3 on the domain
x , t N 0 F x F 1, 0 G t . 4Ž .
The proof is complete.
4. PROOF OF THEOREM 1.1
1w x 0For any given r , s , r , and s in the space C 0, 1 with their C0 0 T T
Ž .norms smaller than m, let T be as given in 1.10 and T ) T . For the0 0
rectangle
 4V s 0 F x F 1, 0 F t F T ,
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Ž . Ž . Ž .let its four vertices be denoted by O s 0, 0 , A s 1, 0 , B s 1, T , and
Ž . Ž .C s 0, T . Let D s x , t be the intersection point of the linesd d
l : x s m t1 min
and
l : x s 1 q l t2 max
Ž .and let E s x , t be the intersection point of the linese e
l : x s 1 q t y T mŽ .3 min
and
l : x s t y T l ,Ž .4 max
Ž .where l and m are given by 1.9 . Then it follows from the definitionmax min
of T that0
t - td e
Žand Remark 2.1 can be applied in the following Steps 3 and 4 see the
. Ž . Ž .Appendix . We construct the needed control inputs h t and h t in the1 2
following several steps.
Ž .Step 1. Consider the Cauchy problem for system 1.6 with the initial
Ž .conditions 1.8 . According to Corollary 2.1, the Cauchy problem admits a
1 Ž Ž . Ž ..unique C global solution, written as r x, t , s x, t , on the domain V ,i i i
Ž Ž .where V is the maximum determined domain of the initial data r x ,i 0
Ž .. w xs x on the interval 0, 1 , which is enclosed by the x axis, the second0
Ž . Ž . Ž .characteristic x s x t of 1.6 passing through the point O s 0, 0 ,2
dx tŽ .2 s m r x t , t , x 0 s 0, 4.1Ž . Ž . Ž .Ž .Ž .i 2 2dt
Ž . Ž .and the first characteristic x s x t of 1.6 passing through the point1
Ž .A s 1, 0 ,
dx tŽ .1 s l s x t , t , x 0 s 1. 4.2Ž . Ž . Ž .Ž .Ž .i 1 1dt
Ž .The two characteristics intersect at the point P s x , t . The domain Vp p i
is a subset of the triangle ^OAD. It holds that
0 - t F tp d
and
s x t , t s s 0 , r x t , t ’ r 1 4.3Ž . Ž . Ž . Ž . Ž .Ž . Ž .i 2 0 i 1 0
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for 0 F t F t . Definep
r t ’ r x t , t , s t ’ s x t , t 4.4Ž . Ž . Ž . Ž . Ž .Ž . Ž .2 i 2 1 i 1
for 0 F t F t . Then, at t s t ,p p
r t s r 1 , s t s s 0 . 4.5Ž . Ž . Ž .Ž . Ž .2 p 0 1 p 0
Ž .Step 2. Consider the backward Cauchy problem for system 1.6 with
Ž .the terminal condition 1.12 . According to Corollary 2.1, the Cauchy
1 Ž Ž . Ž ..problem admits a unique C global solution, written as r x, t , s x, t ,ii ii
on the domain V , where V is the maximum determined domain relatedii ii
Ž Ž . Ž .. w xto the terminal data r x , s x on the interval 0, 1 , which is enclosedT T
Ž . Ž .by the horizontal line x s T , the second characteristic x s x t of 1.62
Ž .passing through the point B s 1, T ,
dx tŽ .2 s m r x t , t , x T s 1, 4.6Ž . Ž . Ž .Ž .Ž .ii 2 2dt
Ž . Ž .and the first characteristic x s x t of 1.6 passing through the point1
Ž .C s 0, T ,
dx tŽ .1 s l s x t , t , x T s 0. 4.7Ž . Ž . Ž .Ž .Ž .ii 1 1dt
Ž .The two characteristics intersect at the point Q s x , t . The domain Vq q ii
is a subset of the triangle ^CEB. It holds that
t F t - Te q
and
s x t , t s s 1 , r x t , t s r 0 4.8Ž . Ž . Ž . Ž . Ž .Ž . Ž .ii 2 T ii 1 T
for t F t F T. Defineq
r t ’ r x t , t , s t ’ s x t , t 4.9Ž . Ž . Ž . Ž . Ž .Ž . Ž .2 ii 2 1 1
for t F t F T. Then at t s t ,q q
r t s r 0 , s t s s 1 . 4.10Ž . Ž . Ž .Ž . Ž .2 q T 1 q T
Step 3. Let V be the domain enclosed by the characteristic AP, theiii
characteristic QB, and the straight line segment PQ,
x s x t s x q a t y t , t F t F t ,Ž . Ž .3 q q p q
QUASILINEAR HYPERBOLIC SYSTEMS 305
where
a s x y x r t y tŽ . Ž .q p q p
is the slope dxrdt of the line QP. Consider the mixed initial-boundary
value problem of the following system on the domain V ,i
› r 1 › r
q s 0,
› x l s › tŽ .
4.11Ž .
› s 1 › s
q s 0
› x m r › tŽ .
with boundary conditions
r x , t s r t , on x s x t , t F t F T , 4.12Ž . Ž . Ž . Ž .2 2 q
s x , t s s t , on x s x t , 0 F t F t 4.13Ž . Ž . Ž . Ž .1 1 p
and the initial conditions
r x t , t s r t , s x t , t s s t 4.14Ž . Ž . Ž . Ž . Ž .Ž . Ž .3 m 3 m
for t F t F t . Here we have interchanged the role of x and t variables.p q
In order to invoke Lemma 2.3 and Remark 2.1 to solve this mixed
Ž . Ž . Ž Ž . Ž ..initial-boundary value problems 4.11 ] 4.14 , the initial data r t , s tm m
must satisfy certain compatibility conditions.
First of all, it is required that
r t s r t , s t s s t .Ž . Ž . Ž . Ž .m q 2 q m p 1 p
Ž . Ž .According to 4.5 and 4.10 , this requires
r t s r 0 , s t s s 0 . 4.15Ž . Ž . Ž .Ž . Ž .m q T m p 0
Moreover, it also requires that
r t s r 1 , s t s s 1 . 4.16Ž . Ž . Ž .Ž . Ž .m p 0 m q T
Ž .Then note that along the characteristic QB: x s x t ,2
› r › r › r
Xr t s q m r s m r y l s .Ž . Ž . Ž . Ž .Ž .2 › t › x › x
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Ž . Ž .Using 4.9 and 4.10 yields that
› r
Xr t s m r t y l s x t , t x , tŽ . Ž . Ž . Ž .Ž . Ž .ž /ž /2 q 2 q 2 q q q q› x
› r
s m r 0 y l s 1 x , t .Ž . Ž .Ž . Ž . Ž .Ž .T T q q› x
Ž .On the other hand, along the line PQ: x s x t ,3
› r › r › r
Xr t s q a s a y l s t .Ž . Ž .Ž .Ž .m m› t › x › x
At t s t ,q
› r
Xr t s a y l s t x , tŽ . Ž . Ž .Ž .ž /m q m q q q› x
› r
s a y l s 1 x , t .Ž .Ž . Ž .Ž .T q q› x
We thus need that
a y l s 1Ž .Ž .TX Xr t s r t . 4.17Ž .Ž . Ž .m q 2 q m r 0 y l s 1Ž . Ž .Ž . Ž .T T
Ž .Similarly, along the characteristic PA: x s x t ,1
› s › s
Xs t s q l sŽ . Ž .1 › t › x
› s
s l s t y m r ,Ž . Ž .Ž .Ž .1 › x
we have
› s
Xs t sl t y m r x , t x , tŽ . Ž . Ž . Ž .Ž . Ž . /1 p p p p p p1 › x
› s
s l s 0 y m r 1 x , tŽ . Ž .Ž . Ž . Ž .Ž .0 0 p p› x
Ž . Ž . Ž .by 4.5 and 4.16 . Along the line PQ: x s x t ,3
› s › s
Xs t s q aŽ .m › t › x
› s
s a y m r t .Ž .Ž .Ž .m › x
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We have that
› s
Xs t s a y m r t x , tŽ . Ž . Ž .Ž .ž /m p m p p p› x
› s
s a y m r 1 x , t .Ž .Ž . Ž .Ž .0 p p› x
It is therefore required that
a y m r 1Ž .Ž .0X Xs t s s t . 4.18Ž .Ž . Ž .m p 1 p l s 0 y m r 1Ž . Ž .Ž . Ž .0 0
Ž . Ž . Ž . Ž .With r t and s t so chosen that compatibility conditions 4.15 ] 4.18m m
are satisfied, according to Lemma 2.3 and Remark 2.1, the mixed initial-
Ž . Ž . 1boundary value problem 4.11 ] 4.14 admits a global C solution, written
Ž Ž . Ž ..as r x, t , s x, t , on the domain V .iii iii iii
Step 4. Let V be the domain enclosed by the characteristic OP, theiv
Ž .characteristic QC, and the straight line segment PQ: x s x t s x q3 q
Ž .a t y t , t F t F t , on which we consider the mixed initial-boundaryq q q
value problem
› r 1 › r
q s 0,
› x l s › tŽ .
4.19Ž .
› s 1 › s
q s 0,
› x m r › tŽ .
with boundary conditions
s x , t s s t , on x s x t , t F t F T , 4.20Ž . Ž . Ž . Ž .1 1 q
r x , t s r t , on x s x t , 0 F t F t 4.21Ž . Ž . Ž . Ž .2 2 p
and the initial conditions
r x t , t s r t , s x t , t s s t 4.22Ž . Ž . Ž . Ž . Ž .Ž . Ž .3 m 3 m
for t F t F t .p q
Ž . Ž .As in Step 3, we choose r t and s t to satisfy the compatibilitym m
Ž . Ž .conditions 4.15 ] 4.16 and
a y m r 0Ž .Ž .TX Xs t s s t ,Ž . Ž .m q 1 q l s 1 y m r 0Ž . Ž .Ž . Ž .T T
4.23Ž .
a y l s 0Ž .Ž .0X Xr t s r t .Ž . Ž .m p 2 p m r 1 y l s 0Ž . Ž .Ž . Ž .0 0
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By Lemma 2.3 and Remark 2.1, the mixed initial-boundary value problem
Ž . Ž . 1 Ž Ž .4.19 ] 4.22 admits a global C global solution, written as r x, t ,iv
Ž ..s x, t , on the domain V .iv iv
1w xStep 5. Now we choose r and s from the space C t , t so thatm m p q
Ž . Ž . Ž .compatibility conditions 4.15 ] 4.18 and 4.23 are all satisfied and the
C 0 norms of r and s are bounded by m. Definem m
¡ r x , t , s x , t for x , t g V ,Ž . Ž . Ž .Ž .i i i
r x , t , s x , t for x , t g V ,Ž . Ž . Ž .Ž .ii ii ii~r x , t , s x , t s 4.24Ž . Ž . Ž .Ž .
r x , t , s x , t for x , t g V ,Ž . Ž . Ž .Ž .iii iii iii¢ r x , t , s x , t for x , t g V .Ž . Ž . Ž .Ž .iv iv iv
Ž Ž . Ž .. 1Žw x w x. Ž .Then r x, t , s x, t g C 0, 1 = 0, T and solves the system 1.6 on
the domain
0 F x F 1, 0 F t F T .
In particular,
r x , 0 s r x , s x , 0 s s xŽ . Ž . Ž . Ž .0 0
and
r x , T s r x , s x , T s s xŽ . Ž . Ž . Ž .T T
for 0 F x F 1. Let
h t s s 0, t y g r 0, t , t , h t s r 1, t y f s 1, t , t .Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 2
4.25Ž .
1w x Ž Ž . Ž ..Then h , h g C 0, T . The function r x, t , s x, t is a solution of1 2
Ž . Ž .system 1.6 satisfying the boundary conditions 1.7 with h and h given1 2
Ž . Ž . Ž .by 4.25 , the initial condition 1.11 , and the terminal condition 1.12 . The
proof is complete.
APPENDIX
To be able to solve the Cauchy problem in the x direction in Step 3 or 4
of the proof of Theorem 1.1, the angles formed by lines BQ and PQ, by
lines PQ and QC, by lines DQ and OP, as well as by lines AP and PQ,
should be less than p .
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Consider the angle between PQ and QC. The worst case is given by
m 1max
P s , ,ž /m y l m y lmax max max max
yl 1max
Q s , T y .ž /m y l m y lmax max max max
The slope of PQ then is
dx l q mmax maxs y
dt T m y l y 2Ž .max max
and it is sufficient to require that the slope of line PQ be larger than the
slope of QC, i.e.,
l q mmax maxy ) l .maxT m y l y 2Ž .max max
Noting
2
T ) ,
m y lmin max
this implies that
1
T ) y .
lmax
Similarly, consider the angle between BQ and PQ. The worst case is
given by
m 1min
P s , ,ž /m y l m y lmin min min min
yl 1min
Q s , T y .ž /m y l m y lmin min min min
The same argument yields that we need
1
T ) .
mmin
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Combining both cases we conclude that it is sufficient to require that
2 1 1
T ) max , y ,½ 5m y l l mmin max max min
in order to solve the Cauchy problem in Steps 3 and 4 in the x direction.
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