We present a new image of the 5.5 GHz radio emission from the extended Chandra Deep Field South. Deep radio observations at 5.5 GHz were obtained in 2010 and presented in the first data release. A further 76 hours of integration has since been obtained, nearly doubling the integration time. This paper presents a new analysis of all the data. The new image reaches 8.6 µJy rms, an improvement of about 40% in sensitivity. We present a new catalogue of 5.5 GHz sources, identifying 212 source components, roughly 50% more than were detected in the first data release. Source counts derived from this sample are consistent with those reported in the literature for S 5.5GHz > 0.1 mJy but significantly lower than published values in the lowest flux density bins (S 5.5GHz < 0.1 mJy), where we have more detected sources and improved statistical reliability. The 5.5 GHz radio sources were matched to 1.4 GHz sources in the literature and we find a mean spectral index of −0.35 ± 0.10 for S 5.5GHz > 0.5 mJy, consistent with the flattening of the spectral index observed in 5 GHz sub-mJy samples. The median spectral index of the whole sample is α med = −0.58, indicating that these observations may be starting to probe the star forming population. However, even at the faintest levels (0.05 < S 5.5GHz < 0.1 mJy), 39% of the 5.5 GHz sources have flat or inverted radio spectra. Four flux density measurements from our data, across the full 4.5 to 6.5 GHz bandwidth, are combined with those from literature and we find 10% of sources (S 5.5GHz 0.1 mJy) show significant curvature in their radio spectral energy distribution spanning 1.4 to 9 GHz.
INTRODUCTION
A fundamental question in astrophysics today is how galaxies and their main constituent parts, stars and black-holes, form and evolve over cosmic time. A link between black holes, or active galactic nuclei (AGN), and the stellar growth of galaxies is suggested by scaling relations such as that between the black hole mass and stellar bulge mass (e.g. Magorrian et al. 1998 ). An intimate connection between AGN and star formation in galaxies is further suggested by the similar decline in AGN activity (Hasinger et al. 2005; Aird et al. 2010 ) and star formation (Hopkins & Beacom 2006 ) from when the Universe was half its current age to today. Additionally, this connection between galaxy and AGN E-mail: minh.huynh@uwa.edu.au evolution is reflected in the general shift of these processes from high mass galaxies in the distant Universe to low mass galaxies locally (Cowie et al. 1996; Hasinger et al. 2005; Juneau et al. 2005; Mobasher et al. 2009 ), commonly referred to as downsizing. Radio emission can be produced by both AGN and star-forming processes, hence radio wavelengths provide a unique dust-unbiased view of galaxy and AGN evolution.
The first large sky-area radio surveys were conducted more than 50 years ago and the current state-of-the art surveys (e.g. NVSS, Condon et al. 1998 ) now catalogue millions of sources. It is now well established that bright radioloud sources (> 100 mJy) are associated with AGN activity (e.g. Condon 1984a ). The normalised differential radio source counts, however, are observed to flatten below about 1 mJy in a way which cannot be explained by an extrapola-tion of the population of radio-loud AGNs found at higher flux densities. Star formation in strongly evolving normal spiral galaxies (Condon 1984b (Condon , 1989 and starbursting galaxies (Windhorst et al. 1985; Rowan-Robinson et al. 1993) were suggested as new populations to explain this upturn. The upturn in the source counts was initially explained through modelling of source populations with no need to include a substantial AGN contribution (e.g. Hopkins et al. 1998 ). However, a growing number of studies are finding that lower luminosity AGN, both radio-loud and weakly radio emitting sources (radio-loud and radio-quiet AGN respectively), make a significant contribution to the sub-mJy population (Jarvis & Rawlings 2004; Huynh et al. 2008; Seymour et al. 2008; Smolčić et al. 2008; Padovani et al. 2009 Padovani et al. , 2011 Bonzini et al. 2013) .
Star formation processes result in galaxies with a typical spectral index of α = −0.8 at 1.4 GHz (S ∝ ν α , Condon 1992), consistent with optically-thin synchrotron emission from electrons accelerated by supernovae. The emission from the lobes of a radio jet are also synchrotron in nature, and hence also have steep spectral indices. A flat (α > −0.5) or inverted (α > 0) spectrum is usually attributed to the superposition of different self-absorbed components of varying sizes at the base of the radio jet of a radio-loud AGN. Thermal Bremsstrahlung (free-free) emission found in HII regions usually has a flatter spectral index but this becomes significant in normal galaxies only for rest-frame frequencies >10 GHz (e.g. Murphy 2009 ). The radio spectral index and radio spectral energy distribution can therefore provide important information on the nature of radio sources.
The spectral index of radio sources has been studied for a few decades. For the brightest sources (∼1 Jy), the majority of 1.4 GHz-selected sources were found to be steep with a spectral index of α = −0.8 (Condon 1984a) , however a 5 GHz selected sample at similar flux densities shows a broad flat spectrum population of sources with α ∼ 0 (Witzel et al. 1979) . This bright flat spectrum population is compact (unresolved) and more likely to be quasars than steep spectrum sources (Peacock & Wall 1981) . The fraction of flat spectrum sources decreases with decreasing flux density such that the average spectral index is steep at the tens of mJy level (e.g. Condon & Ledden 1981; Owen et al. 1983) . There is now emerging evidence that the spectral index flattens again at sub-mJy levels, but the nature and properties of these faint radio sources is still unclear. The flattening of the average spectral index at sub-mJy levels has been observed in faint 5 GHz selected samples (Prandoni et al. 2006; Huynh et al. 2012b) and recently confirmed in sub-mJy samples selected at even higher frequencies (>10 GHz, Whittam et al. 2013; Franzen et al. 2014) . However sub-mJy sources selected at 1.4 GHz or 610 MHz do not appear to exhibit a flattening in their average spectral index (Ibar et al. 2009 ). The observed flattening of the spectral index in higher frequency samples is not easily reproduced from extrapolations of the 1.4 GHz population, indicating that either there is a new population of faint, flat spectrum sources which are missing from 1.4 GHz selected samples, or the higher frequency radio emission of the known 1.4 GHz population is not well-modelled.
In order to study the faint 5.5 GHz population we observed the extended Chandra Deep Field South with the Compact Array Broadband Backend (CABB; Wilson et al. 2011 ) on the Australia Telescope Compact Array. Our observing run in 2010 consisted of 144 hours of observations, and this was supplemented by initial pilot observations of 20 hours from August 2009. A total of 42 pointings was used to uniformly sample the full 30 × 30 arcmin eCDFS region at 6cm, achieving ∼12 µJy rms over roughly 0.25 deg 2 with a restoring beam of 4.9 × 2.0 arcsec. The survey description, image reduction and catalogue were presented in Huynh et al. (2012b) (hereafter H12) . Further 6cm observations of the extended Chandra Deep Field South were obtained in 2012 in a program to detect faint variable radio sources, nearly doubling the effective integration time. This paper presents a new and more sensitive 6cm image from a reduction of all the data. This new image covers 0.34 deg 2 with a typical sensitivity in the inner region of ∼9 µJy rms, making it the largest mosaic ever made at 6cm to these depths. We describe the survey and wide-field wide-band imaging techniques in Section 2. In Section 3 we discuss the extraction and characterisation of sources and present the source catalogue. Source counts from the new data and an analysis of the radio spectral energy distribution of the sources are presented in Sections 4 and 5, respectively.
THE OBSERVATIONS

Observing Strategy
The extended Chandra Deep Field South (eCDFS) was observed with the Compact Array Broadband Backend (CABB; Wilson et al. 2011 ) on the Australia Telescope Compact Array (ATCA) with the full 2048 MHz bandwidth centred at 5.5 GHz. We chose a 42 pointing hexagonal mosaic with spacings of 5 arcmin (approximately 0.5 FWHM of the primary beam) to uniformly sample the full 30 × 30 arcmin eCDFS region, centered approximately at RA = 3h32m22s and Dec = −27
• 48 37 (J2000). The 20 hours in 2009 and 144 hours in 2010 were allocated under ATCA observing program C2028. This data resulted in a rms sensitivity of 11.9 µJy and synthesised beam size of 4.9 × 2.0 arcsec (H12), under hereafter Epoch 1 and Data Release 1.
Further observations were obtained in 2012 via ATCA program C2670. The C2670 program was conceived as a blind search for sub-mJy level sources that are variable on time scales of months to roughly a year, with a secondary goal of testing the Variables and Slow Transients (VAST, Murphy et al. 2013 ) data pipeline. A total of 54 hours in May-June 2012 (Epoch 2) and 47 hours in August 2012 (Epoch 3) was allocated to C2670, and the data was taken using the mosaicing strategy of H12. The three epochs are summarised in Table 1 . An analysis of the variable sources is presented in Bell et al. (2015) . Here we present a reduction of the full dataset, i.e. all three epochs, to obtain the most sensitive image possible.
Wide-field Wide-band Imaging
The new generation of wide-band receivers on radio interferometers such as ATCA and the Very Large Array (VLA) have led to new challenges in radio imaging. The 2 GHz bandwidth is a significant fraction of the central frequency of the observations. The primary beam response, the synthesized beam and the flux density of most sources vary significantly with frequency. One way to mitigate the issues with a large bandwidth is to divide uv data into sub-bands and then force nearly identical beam-sizes with an appropriate "robustness" parameter (Briggs 1995) . This sub-division approach was used to image VLA data spanning 2 -4 GHz (Condon et al. 2012) . While the fractional bandwidth is less for our ATCA data centred at 5.5 GHz, we tested two imaging schemes: one where the uv data is not divided into subbands (hereafter full-band reduction), and a second scheme where the 2048 MHz CABB band is divided into 512 MHz sub-bands (hereafter sub-band reduction). We used the Multichannel Image Reconstruction, Image Analysis and Display (MIRIAD) software package to reduce the CABB data. This is the standard package used for ATCA data and has undergone several enhancements since H12 to better handle the wide-band of CABB. These include an option to allow calibration task gpcal to solve for gain variation across the band and an option for linmos to apply several frequency-averaged primary beams instead of one primary beam across the full 2 GHz band. The full-band and sub-band reductions use the same calibration scheme. In the calibration step we set the number of frequency bins in gpcal to four (i.e. 512 MHz bins) and for the primary beam correction we set linmos to apply ten frequency bins. The 42 pointings were individually reduced and imaged. Automated flagging was performed using the MIRIAD task pgflag. pgflag is based on AOFLAGGER (Offringa et al. 2010 ) which was developed for LOFAR but now used at many telescopes.
The steps for the full-band reduction are similar to that in H12, but with some improvements to the cleaning and self calibration steps. We performed multi-frequency synthesis imaging with invert using the same robust weighting as H12, robust = 1, and set the image size to 2500 × 2500 pixels with 0.5 arcsec pixels. This is larger than H12 because the frequency varying primary beam response means a larger image is needed to capture the larger field of view at the low frequency end. Multi-frequency cleaning was performed with the task mfclean with the clean region set to about 9.6 arcmin. This extends to just beyond the 10% response level at 4.5 GHz, the lower end of the band, therefore encompassing the full region of interest. We found two iterations of phase self-calibration produced good results. The first iteration was performed with a model set from 100 mfclean iterations (i.e. bright sources only), and the second with the model set by cleaning to 4σ. The individual pointings were restored with the same beam, the average beam of the 42 pointings, 5.0 × 2.0 arcsec. The individual pointings were then mosaiced together using the task linmos, which applies the ten frequency-varying primary beams. The edges of each pointing beyond 9.5 arcmin were removed before the combination, to discard the uncleaned areas with a very low primary beam response from the final mosaic.
In the sub-band reduction the calibrated data was split into 4 sub-bands of 512 MHz, resulting in fractional bandwidths of 0.09 -0.11, much less than 1. Each sub-band was imaged with a different robust weighting that resulted in similar beam-sizes. Multi-frequency cleaning and selfcalibration was then performed for each pointing and each sub-band using the same strategy as for the full-band reduction. The individual images were restored with the same beam, the average beam of the 4 × 42 images. Finally, as for the full-band reduction, the 4 × 42 images were mosaiced together using linmos.
Image Analysis: Sensitivity and Clean Bias
We used the MIRIAD task sigest, iteratively clipping the pixels, to estimate the noise in the inner 20 × 20 arcmin region of the full-band and sub-band mosaic. We find the noise in the full-band reduced mosaic is 8.6 µJy/beam, and 8.7 µJy/beam for the sub-band reduced mosaic. The fullband reduced mosaic therefore has slightly lower noise than the sub-band reduced mosaic, at the 1% level. On visual inspection of the two mosaics the sidelobes around bright sources appear to be marginally more prominent in the subband reduction compared to the full-band reduction. This may be due to the better self-calibration from mfclean models produced in the full-band reduction, which goes deeper than the sub-band imaging and has better uv-coverage. We use the full-band reduced mosaic in the production of the catalogue.
The full-band mosaic is shown in Figure 1 , where regions greater than 5 arcmin (∼ 0.5 FWHM of the primary beam) of the outer pointings have been removed to minimise primary beam affects and avoid high levels of non-Gaussian noise which may affect the source extraction. The noise properties of this full-band mosaic were investigated using SExtractor (Bertin & Arnouts 1996) . Briefly, SExtractor calculates the background and rms for a region (or 'mesh') around each pixel using a combination of clipping and mode estimation. SExtractor with mesh-sizes of 8 -12 times the synthesized beam is known to produce good noise estimates of radio images (Schinnerer et al. 2007 (Schinnerer et al. , 2010 Huynh et al. 2005 Huynh et al. , 2012a . Figure 2 shows the histogram of the pixels in the noise image generated by SExtractor, using a mesh-size of 10 times the synthesized beam. The peak in the distribution is 8.4 µJy/beam, broadly consistent with the sigest result of 8.6 µJy/beam for the inner part of the mosaic. The median of the noise distribution is 9.3 µJy/beam, so half of the mosaic has an rms noise level lower than this. The tail at high noise levels (>11µJy/beam) is due to the higher levels of noise at the edge of the mosaic from the primary beam response and increased noise around bright sources.
When uv coverage is incomplete the cleaning process can redistribute flux from real sources on to noise peaks. This clean bias is generally only a problem for snapshot observations where uv coverage is poor. Although our uv coverage is good from the 180 hours split between 6A and 6D configurations, we performed tests to check the extent of the clean bias in the full-band mosaic. Point sources were injected into the uv data at random positions to avoid being confused with real sources. The uv data was then imaged with the same cleaning depth as the production images, and the source output flux densities compared to the input values. The fake sources were injected one at a time to avoid source confusion, and the process repeated 4000 times to obtain a large sampling. We find the median clean bias is ∼5% for the faintest sources at 50 µJy and it is negligible for brighter sources (> 150 µJy). We therefore conclude clean bias is not a significant issue.
SOURCE EXTRACTION
There are many radio source extraction tools available, including AIPS and MIRIAD Gaussian fitting routines sad, vsad and imsad, the false discovery rate algorithm sfind (Hopkins et al. 2002) , and newer codes such as Duchamp (Whiting 2012) , BLOBCAT (Hales et al. 2012) , and AEGEAN (Hancock et al. 2012) . Most of these source finding algorithms use a simple S/N thresholding technique whereby a source is deemed a true source if it has a peak flux density, or pixel value, above a set threshold. Following our previous work in H12, we use the MIRIAD task sfind to search for sources. The sfind task implements a falsediscovery rate algorithm (Miller et al. 2001) , which compares the distribution of image pixels to that of an image containing only noise to return a list of source detections. The user set threshold is the fraction of sources which are allowed to be false, not a S/N.
We searched the full-band mosaic shown in Figure 1 , which has a total area of 0.34 deg 2 . As in H12 we ran sfind with 'rmsbox' set to 10 synthesized beamwidths and 'alpha' set to 1. If the noise is perfectly Gaussian then setting 'alpha' to 1 returns a list of sources which is 99% reliable. Each sfind source was then individually fit as a point source and a Gaussian with MIRIAD task imfit. We identified 12 multiple component sources via visual inspection (see Figure 3) . These sources exhibit classical core-lobe or lobe-lobe radio AGN morphology and are components of a single source. They were fitted as multiple Gaussians with imfit where necessary and the components listed individually in the final catalogue. There are 212 source components and 189 sources in the final catalogue. 
Deconvolution
The ratio of integrated to peak flux density gives a direct measure of the extension of a source. We performed the same analysis as in H12 to determine if a source is resolved, using the ratio of integrated flux to the peak flux (see Equation 1 of H12), where the peak flux is the peak of the fitted Gaussian. Whether a source is successfully deconvolved depends on the S/N ratio of the source and not just the synthesised beam-size. Using the Gaussian fits from imfit, we show the integrated flux density to peak flux density as a function of S/N in Figure 4 .
Assuming the sources with Stot/S peak < 1 are due to noise then an envelope can be defined as:
In H12 we defined this envelope with a = 10 and b = 1.5. Figure 4 shows the lower curve, Equation 1 mirrored across Stot/S peak = 1, sufficiently encompasses all the Stot/S peak < 1. Sources which lie above the envelope, Equation 1, are considered successfully deconvolved. We add the extra criterion that Stot/S peak > 1.02 to account for the uncertainty in Gaussian fitting, which would otherwise push compact bright sources over the deconvolved line. We find that 66/212 (31%) source components lie above the upper envelope and have Stot/S peak > 1.02, and we consider these to be successfully deconvolved (i.e. resolved). The ratio of integrated (Stot) flux density to peak flux density (S peak ) as a function of source signal to noise (S peak /σ). The dotted line shows the upper and lower envelopes of the flux ratio distribution that contains 90% of the unresolved sources. The large dots indicate sources which are deconvolved successfully and considered resolved.
The Source Catalogue
The source catalogue is reported in Table 2 . Point-source measurements are given for sources which are not successfully deconvolved. The integrated source flux density and deconvolved source sizes from the Gaussian fits are given for the resolved, or successfully deconvolved, sources. Abso-
Flux comparison with Data Release 1 and VLA survey
Transients and sources that are variable on timescales of months and years are discussed in a separate paper (Bell et al. 2015) , but as a consistency check we compared the flux densities of the sources in this release with Data Release 1 (H12) flux densities. The flux densities for sources detected in both data releases are shown in Figure 5 . We find no significant difference in the average flux densities of sources between the data releases. The ratio of DR2 (this work) to DR1 (H12) flux densities has a mean of 1.02 ± 0.01 and median of 1.01. We also compare our flux densities with that from the VLA. Four VLA pointings were used to cover a region of approximately 20 × 20 arcmin in the eCDFS at 4.9 GHz. The sensitivity of the VLA observations ranged from 7 µJy/beam rms at the pointing centers to 50 µJy/beam rms at the edges (Kellermann et al. 2008) . The resolution of the VLA 4.9 GHz image is about 3.5 arcsec, which is similar to the synthesized beam of our ATCA imaging, but to minimise resolution effects we compared the single component sources only. We compared the VLA 4.9 GHz flux densities with our 4.8 GHz sub-band flux densities to minimise spectral index effects ( Figure 5 ). We find ATCA/VLA flux density ratio has a mean of 1.13 ± 0.09 and median of 1.09. For a spectral index of α = −0.8 (S ∝ ν α ) we expect the ATCA flux densities to be about a few percent greater than the VLA measurements, if the VLA and ATCA are calibrated on the same scale. The ATCA flux densities therefore appear to be ∼10% greater than VLA flux densities for this frequency, which is generally consistent with our earlier estimate of ATCA flux densities being ∼20% greater (H12). Our earlier estimate included faint (< 3σ) VLA 6cm sources which are excluded in this analysis. The ATCA and VLA flux density scales both claim to be tied to within a few percent of the Baars et al. (1977) scale, so the source of this discrepancy is unclear.
Completeness and Flux Boosting
As in H12, we performed Monte-Carlo simulations to estimate the completeness of the source catalogue. Artificial point sources were injected on to random locations of the mosaic and then extracted using the same method that produced the catalogue. Although the hexagonal mosaicing pattern results in fairly uniform noise across most of the image, the edges of the mosaic have increased noise levels due to the primary beam response and therefore lower completeness. We recovered the overall completeness level of the generated catalogue by injecting sources over the full area of the mosaic from which sources are extracted for the catalogue. We injected 8000 artificial sources for reliable statistics, and injected a single source at a time, to avoid confusion effects. The input flux density varied from 20 to 2000 µJy to sample the full range of interest. The completeness as a function of flux density is shown in Figure 6 . The completeness rises steeply from about 20% at 40 µJy to approximately 90% at 100 µJy The 50% completeness level occurs at approximately 52 µJy (cf. the 50% completeness level of 75 µJy for Data Release 1; H12).
Sources that lie on a noise peak have increased flux densities and therefore have a higher probability of being detected, while sources which lie on a noise trough have decreased flux densities and may be excluded altogether. This can lead to a flux boosting of sources, and this effect is strongest in the faintest flux density bins. The degree of flux boosting can be estimated from the ratio of output to input flux density of the simulations ( Figure 6 ). In the faintest bins we find that flux densities are boosted by about 14% at 50 µJy and 28% at 40 µJy, on average. The flux boosting is negligible for sources with flux densities brighter than about 75 µJy.
Estimates of the positional accuracy of the catalogue can be made by comparing input and output positions. The median of the RA and Dec offsets as a function of input flux density is shown in Figure 7 . The positional accuracy can be estimated from the standard deviation in the offsets. We find that at the faintest levels (40 µJy) the RA and Dec uncertainties are approximately 0.2 and 0.4 arcsec, respectively. The total positional accuracy is ∼0.25 arcsec or better for sources that are brighter than 0.1 mJy.
Source Size and Resolution Bias
Weak and extended radio sources may have peak flux densities that fall below the detection threshold, leading to socalled resolution bias. To derive source counts which are complete in terms of total flux density the resolution bias must be determined. As in H12 we follow the formalism of Prandoni et al. (2001) and Huynh et al. (2005) in calculating the resolution bias.
In brief, the maximum size (θmax) a source of total flux density Stot can have is Stot/σ det = θ 2 max /bminbmax , where bmin and bmax are the synthesized beam FWHM axes and σ det is the detection limit. Since the sfind detection limit varies across the image, we take the 50% completeness level (52 µJy), as determined by the simulations of Section 3.4, to be σ det . The minimum angular size (θmin) is estimated from Equation 1, with σ equal to the typical noise of the full image (8.4 µJy).
The angular sizes (θ) of the catalogued sources as a function of total flux density is shown in Figure 8 , where the angular size θ is defined as the geometric mean of the fitted Gaussian major and minor axes. We find that the largest catalogued sources are in good agreement with the θmax function. The θmin constraint is important at low flux density levels, where θmax becomes unphysical (smaller than a point source). Also shown in Figure 8 1.4GHz , where S1.4GHz is in mJy. We extrapolated to 5.5 GHz assuming a spectral index of 0, -0.5 and -0.8 between 1.4 and 5.5 GHz. At the bright end (S > 2 mJy) our source sizes are consistent with the Windhorst et al. (1990) relation, however most of the sources are unresolved and therefore we can not draw any conclusions about the full sample.
The overall angular size limit, θ lim = max(θmax, θmin), and an expected integral size distribution, h(θ), allows an estimation of the fraction of sources larger than the maximum detectable size, and hence missed by the survey. The resolution bias correction factor is then simply
. The correction factor for Windhorst et al. (1990) integral size distribution is commonly used to determine resolution bias (e.g. Prandoni et al. 2001 ) so we include it in our source count derivation, but we note it is derived from a brighter sample than our work (S1.4GHz > 0.4 mJy). The Muxlow et al. (2005) sample goes to sub-100-µJy levels, but it comes from high resolution MERLIN and VLA imaging which may miss low surface brightness galaxies. We note that the resolution bias is negligible if the Muxlow et al. (2005) size distribution is assumed.
SOURCE COUNTS
The differential radio source counts were constructed from the catalogue of Section 3. Integrated flux densities were used for resolved sources, and components of multiple sources were summed and counted as a single source. The results are summarised in Table 3 , where for each bin we report the flux density interval, mean flux density, the number of sources detected (N ), the number of sources after completeness, flux boosting and resolution bias corrections have been applied (NC ), the differential source count (dNC /dS), and the normalised counts (NC /Nexp). The counts are normalised to Nexp, the number expected in the bin from the standard Euclidean count, for comparison with counts in the literature. At 6cm the standard Euclidean integral counts are N (> S6cm) = 60 × S −1.5 6cm sr −1 , where S6cm is in Jy (Donnelly et al. 1987; Fomalont et al. 1991; Ciliegi et al. 2003) . The Poissonian errors in the count are CN 1/2 /Nexp, where C is the total correction factor, NC /N . The estimated total uncertainty in the counts is the Poissonian error with the resolution bias uncertainty (10%), the flux boosting uncer- tainty (5 -20 %), and completeness correction uncertainty (2 -4 %) all added in quadrature.
Our results are compared with previous work in Figure  9 . Our source counts are consistent with the ATESP 6cm source counts (Prandoni et al. 2006) for S6cm > 0.4 mJy. At fainter flux densities our counts hint at a flattening of the differential source counts, with a slope of α = 0.32 ± 0.19 for log(NC /Nexp) ∝ log(S6cm) α at S6cm < 0.4 mJy compared to α = 0.51 ± 0.35 at S6cm > 0.4 mJy, but the difference in α is not statistically significant. Our source counts are lower than the Ciliegi et al. (2003) counts but consistent within the uncertainties, except for the faintest two bins. The counts in our faintest bins (40 < S < 80 µJy) are about a factor of two lower than the Ciliegi et al. (2003) and Fomalont et al. (1991) counts at similar flux densities. Fomalont et al. (1991) catalogued sources to about 4σ in their image, so it is likely that they have spurious sources in their faintest bins. We note that our survey area is 4 times greater than Ciliegi et al. (2003) 2 ). Most of the difference in the counts at the faint end can be attributed to cosmic variance and clustering (e.g. H12, Heywood et al. 2013 ). The 6cm surveys in the literature have a central frequency of 5 GHz and the difference of 0.5 GHz in the central observing frequency may have an impact on the source count comparison. If a spectral index of −0.8 is applied to convert our 5.5 GHz flux densities to 5 GHz ones than the source counts change by at most 6% for S6cm < 0.1 mJy, and hence the different central frequency does not account for the difference in our source counts compared to previous 6cm surveys in the faintest bins.
We also compare the observed source counts to the simulations of Wilman et al. (2008 Wilman et al. ( , 2010 in Figure 9 . Briefly, this is a semi-empirical extragalactic simulation which uses observed and extrapolated luminosity functions of various radio populations (radio loud AGN split into FRI and FRII classes, radio quiet AGN, 'normal' starforming galaxies and starbursts) and places them on top of a dark matter density field with biases to reflect their observed large-scale clustering properties. This simulation (known as SKADS S-cubed 1 ) covers a sky area of 20 × 20 degrees and comprises 320 mil- lion sources to the flux density limit of 10 nJy. In general the modelled 4.86 GHz source counts are in good agreement with the observed counts, and this is remarkable given the level of complexity in the simulation. However the model counts in the ∼0.5-2 mJy flux density range underestimate the number of observed sources by 0.2 to 0.3 dex. FRIs dominate the model count at this flux density level so it is possible that either the FRIs are modelled incorrectly, i.e. jet Lorentz factors or radio lobe ratios used in the models are not correct for sources in this flux density range, or a population is missing from the simulations. A flat spectrum population detected at higher frequencies (> 10 GHz) but missing from 1.4 GHz surveys was recently identified (Whittam et al. 2013; Franzen et al. 2014 ) and this small excess in the 5.5 GHz counts at ∼mJy levels is consistent with this discovery.
RADIO SPECTRAL ENERGY DISTRIBUTIONS
1.4 to 5.5 GHz Spectral Indices
To study the spectral index properties of the faint radio population we matched the 5.5 GHz catalogue to sources in the second data release of the VLA 1.4 GHz survey of the eCDFS ). This improves on the initial VLA data with a 0.5 µJy/beam rms noise reduction across the VLA mosaic to typical values of 7.4 µJy/beam rms (i.e. ∼7%) improvement), and a deeper source catalogue detection limit of 5σ versus 7σ in the initial release. VLA imaging of the eCDFS has similar coverage to our observations, roughly 34 × 34 . Importantly, the beam of the VLA observations is 2.8 × 1.6 beam, which is only a factor of ∼1.5 smaller than our observations. With similar resolution and sensitivity these images have a similar surface brightness sensitivity, and thus the measured flux densities can be used directly for spectral index analyses. Multi-component sources were removed from the spectral index analysis as their interpretation is complicated by the core-jet structure, resulting in 177 individual 5.5 GHz sources for investigation. 163/177 (92%) of the 5.5 GHz sources have a 1.4 GHz match within 2 arcsec (FWHM of the synthesised beam of the VLA observations). The unmatched 5.5 GHz sources were inspected and four had counterparts in the 1.4 GHz image but weren't in the Miller et al. (2013) catalogue. The 1.4 GHz flux density for these sources was measured manually with the MIRIAD task imfit. In summary 167/177 (94%) of the 5.5 GHz sources in the 1.4 GHz image area have a 1.4 GHz counterpart, and hence a spectral index measurement (Table 4) . Of the remaining 10 sources, 2 show multi-component source structure in the VLA image and 7 are faint at 5.5 GHz or located at the higher noise edges of the mosaic, indicating they are possibly spurious sources.
The median spectral index of this 5.5 GHz selected sample is α med = −0.58 (see Figure 10 ) and αmean = −0.47 ± 0.04. This median spectral index is marginally steeper than our previous work which found α med = −0.40 (H12). Figure  11 presents the spectral index as a function of 5.5 GHz flux density, and it shows that a population of steep spectrum sources at S5.5GHz < 0.1 mJy is responsible for the slightly steeper average spectral index compared to earlier work in H12. This indicates that these new deeper observations may be starting to probe the star forming population. However, even at these low flux densities a significant fraction (31/79, 39%) of the 5.5 GHz sample has a flat or inverted spectral index (α > −0.5). For S5.5GHz > 0.5 mJy the median spectral index is α med = −0.47 and the average spectral index is αmean = −0.35 ± 0.10, which is consistent with published values for 6cm selected sources of similar flux density. For example Prandoni et al. (2006) found α med = −0.4 for 0.4 < S5GHz < 4 mJy and Donnelly et al. (1987) who found α med = −0.42 for 0.4 < S5GHz < 1.2 mJy. 
Radio Spectral Curvature
The 4 sub-bands across the full 2 GHz band at 6cm provide us with the opportunity to study in more detail the radio spectral energy distribution (SED) of our sources. The radio SED of galaxies can be complex and is not always well described by a power law. Self-synchrotron absorption leads to a turnover at low frequencies (νrest << 1 GHz) but for young compact AGN the turnover frequency can be on the order of a GHz, and these are known as Gigahertz Peaked Spectrum (GPS) sources (e.g. Fanti et al. 1995; O'Dea 1998; Randall et al. 2011) . The spectral slope can steepen at high frequencies (νrest 10 GHz) from inverse-Compton losses (e.g. Klamer et al. 2006) . Alternatively, a restarting AGN could appear to flatten at high frequencies as the high frequency observations are more sensitive to the flat or inverted AGN core while the lower frequency observations detect the steeper old lobes. Furthermore, thermal (free-free) emission becomes increasingly important at higher frequencies (νrest 10 GHz) and the relatively flat spectrum of ther-mal emission can lead to a flattening of the radio SED in starforming galaxies at these frequencies (Condon 1992) . In order to study the spectral curvature of our radio sources we first selected sources which have a S/N > 10 in the 5.5 GHz full-band data, to ensure a good detection in each of the four sub-bands. Furthermore we only examined point sources, to limit any effects from the small differences in the beam-sizes of the sub-band images, resulting in a sample of 59 sources. We supplemented the four 6cm sub-bands and VLA 1.4 GHz detections with data from ATLAS 1.4 GHz Data Release 3 (DR3, Franzen et al. 2015 in press). The ATLAS 1.4 GHz DR3 survey covers the full eCDFS at two sub-bands with central frequencies of 1.4 and 1.7 GHz, reaching a typical sensitivity level of ∼ 20µJy rms with a beam of 16 × 7 (Franzen et al. 2015 in press). To better explore radio spectral curvature we also include 9 GHz flux densities measured from a 9 GHz image made with CABB 3cm data taken simultaneously with the 6cm data of H12. The 9 GHz image reaches 25 -30 µJy rms with a beam of 2.9 × 1.2 (Huynh et al. in prep) . The 9 GHz resolution is similar to the VLA 1.4 GHz resolution, however the large beam-size of the ATLAS 1.4 GHz DR3 data could mean discrepant flux densities for sources that are resolved out by the higher resolution images. This should not be a major issue as we are examining only point sources at 5.5 GHz. Furthermore, there is excellent agreement between the VLA 1.4 GHz flux densities and that of ATLAS 1.4 GHz DR3 for S1.4GHz > 0.15 mJy (Franzen et al. 2015 in press).
We fitted the spectral energy distributions in log space with first and second order polynomials of the form:
with units of S in mJy and ν in GHz. The first order polynomial fit (β = 0) is the commonly assumed power law S ∝ ν α , with α as the spectral index. We refer to the first order polynomial fit as the log-linear fit and the second order polynomial fit as the log-quadratic fit.
The fitting results for the 59 sources is summarised in Table 5 , and their radio SEDs shown in Figure 12 . First we compared the spectral index from the log-linear fit to the two point spectral index derived in Section 5.1. We find that the ratio of the two point spectral index to the spectral index from the power law fit to all data, α5.5GHz−1.4GHz/α fit , is 1.10 ± 0.04, with a median of 1.01. Thus the two measures of the spectral index are consistent at the ∼10% level. This is reflected in the individual radio SEDs (Figure 12) , where the measured full-bandwidth 5.5 GHz flux density (shown as a red diamond) is consistent with the log-linear fit (solid black line).
If the log-quadratric fit is accepted only for |β|/δβ > 2, i.e. β is formally greater than zero at better than 2σ (95%) level of confidence, then 13/59 (22%) of the 5.5 GHz sources are candidates for sources with significant curvature. These are source IDs 5, 8, 18, 27, 29, 50, 94, 104, 108, 112, 113, 139, 158 . On examination of these radio sources 8, 94, 108 and 139 are cases where the 9 GHz detection is low S/N and the SED is consistent with a log-linear fit if the 9 GHz datapoint is discarded, so we conservatively exclude these candidates. Sources 104, 112, and 113 have variable flux densities on timescales of months to years (Bell et al. 2015) , so these are excluded also. Source 158 appears to have a positive curvature and the upturn might be due to the 9 GHz observations picking up the flatter spectrum core of the source. Sources 18, 27, and 50 show negative curvature or steepening spectra. Sources 5 and 29 appear to be GPS sources peaking between 1 to 2 GHz. In summary, the log-quadratic fit is accepted for 6/59 (∼10%) of the 5.5 GHz sources after examination, with 1 source showing an upturn, 3 sources showing a steepening, and 2 sources exhibiting a GPS SED peaking between 1 to 2 GHz.
One caveat on these results is that the radio data across 1.4 to 9 GHz were not taken simultaneously and hence source variability can affect the radio SED. Bell et al. (2015) have shown that only a few percent of 5.5 GHz sources are variable on the yearly timescale, and these appear to be inverted spectrum sources where variability is intrinsic to the AGN due to changes in the accretion rate, heating of material and reprocessing of energy by the accretion disk. Hence source variability could explain the SEDs of the GPS candidates, IDs 5 and 29, but it is not a likely explanation for the curvature seen in source IDs 18, 27, 50, and 158.
The fraction of radio sources with significant spectral curvature ranges from almost 100% in the brightest samples (e.g. Laing & Peacock 1980 ) to 13 -49% for 1 -10 mJy level sources (Randall et al. 2012; Ker 2012) . This is higher than the fraction we observe in our faint 5.5 GHz sample. We also find 2/59 (3%) sources have a GPS SED, which is lower than the 10% fraction found in Jy level radio samples (O'Dea 1998). This would imply our low flux density sample exhibits less radio spectral curvature than brighter samples, but there are other effects to consider, such as the signal-to-noise ratio of detections, different frequency coverage (greater frequency coverage makes it easier to detect spectral curvature) and the non-consistent definitions of curvature across the different studies. A homogeneous analysis across a large sample of radio sources is required to draw firm conclusions.
CONCLUDING REMARKS
We have presented new observations at 5.5 GHz of the extended Chandra Deep Field South with the Australia Telescope Compact Array. Combined with our earlier data, this resulting image of 0.34 deg 2 reaches a noise level of ∼8.6 µJy rms, for a synthesized beam of 5.0 × 2.0 arcsec. This new image is the largest mosaic ever made at this frequency to these depths. Using a false-discovery-rate method, we extracted 189 individual radio sources. Twelve sources were resolved multiple sources with AGN core-lobe or lobe-lobe structures and hence fitted as multiple components.
We derived source counts at 5.5 GHz after careful corrections for completeness, flux boosting and resolution bias. These are amongst the deepest source counts ever calculated at 6cm but come from an area 4 to 7 times larger than the previous surveys to these depths. The ATLAS 5.5 GHz counts are consistent with the counts derived from other 5 GHz surveys at brighter flux densities, but are lower than counts in the literature by a factor of two for S5.5GHz < 0.1 mJy. Most of this discrepancy is attributed to cosmic variance because of the small effective area of the surveys at faint flux densities. This fluctuation in the 5.5 GHz source counts at the faint end is similar to that seen at 1.4 GHz for S1.4GHz < 0.1 mJy (e.g. Norris et al. 2011 ). In general there is good agreement between the observed counts and that of semi-empirical simulations of Wilman et al. 2008 , but there maybe an excess in observed sources in the ∼0.5 -2 mJy flux density range, which may be related to flat-spectrum sources detected at sub-mJy levels at higher frequencies (>10 GHz, Whittam et al. 2013; Franzen et al. 2014) . The 1.4 -5.5 GHz spectral index has also been determined for the 5.5 GHz sample. We find a median spectral index for the ATCA 5.5 GHz sample of α med = −0.58. This is steeper than the median spectral index for sub-mJy samples at 5.5 GHz and steeper than our previous result in Data Release 1 (Huynh et al. 2012b ). These new deeper observations may be starting to probe the starforming population. However a significant fraction (39%) of the faintest sources (0.05 < S5.5GHz < 0.1 mJy) show a flat or inverted spectral index (α > −0.5).
The radio SEDs of the brighter sources (S/N > 10) in our 5.5 GHz sample were studied in detail by combining 4 flux density measurements in this work, spanning 4.5 to 6.5 GHz, with literature data at 1.4 and 9 GHz. We fit the radio SEDs with both a log-linear and log-quadratic function to search for significant curvature over 0.8 dex in frequency. The log-quadratic fit is accepted for 10% of the 5.5 GHz sources, with 1 source showing an upturn, 3 sources showing a steepening, and 2 sources exhibiting a GPS SED peaking between 1 to 2 GHz.
New radio facilities are becoming available such as the upgraded VLA (the Karl G. Jansky VLA) and the Square Kilometre Array pathfinders, ASKAP and MeerKAT. In the next few years deep radio surveys will routinely achieve rms sensitivities of ∼1µJy at frequencies near 1.4 GHz (e.g. Condon et al. 2012) , providing valuable insight into the star formation and AGN activity in galaxies. Higher frequency radio surveys appear to select flat-spectrum populations not present in 1.4 GHz surveys of similar depth. Hence deep observations, at 5 GHz and above, will remain important for a full understanding the faint radio population. GHz. An arrow is placed at 4σ in the case of no detection at 9 GHz. The log-linear fit to this data is shown as a solid black line while the log-quadratic fit is shown as the red dotted line. Only ∼10% of sources show significant curvature. The red diamond indicates the full-band 5.5 GHz flux densities.
