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Resumen
En este trabajo, se presenta un comparativo de técnicas del manejo de datos apli-
cadas para determinar el patrón espacial del maguey papalote, 
destacando el uso de minería de datos como ténica de análisis 
de datos, ya que, con la construcciónón de redes de interacción 
biótica, permite representar una herramienta potente que per-
mita predecir factores para la producción y del eclinamiento 
del maguey papalote. Otra técnica es el análisis de componen-
tes principales, la cual es una técnica en estadística multiva-
riada muy utilizada para reducir variables, sin la pérdida de 
informaciónón; los resultados de la investigación son utiliza-
dos en Desarrollo de un sistema de inventario y monitoreo de 
maguey papalote (Agave cupreata Trel & Berger)” (SIMMP), 
en la aplicaciónón de las dos técnicas en la elaboración de un 
inventario de maguey papalote en el estado de Guerreo.
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Introducción
Una preocupaciónón creciente en los esta-
dos del sur de México es la producción de 
maguey papalote (de origen silvestre), pro-
ducto esencial para la fabricación del mez-
cal, bebida típica de la región y representante 
de México en el mundo. Por esto, la necesi-
dad de conocer el número de cabezas de ma-
guey en el estado de Guerrero dio pie a la 
búsqueda de modelos matemáticos que per-
mitan estimar dicho número, pero, más aún, 
conocer las variables que mejor expliquen 
su comportamiento en los diferentes tipos 
de modelos; para la caracterización de este 
comportamiento, los investigadores realizan 
varias mediciones a la población del maguey 
papalote, lo cual, normalmente, genera una 
gran cantidad de datos, lo que nos lleva a im-
plementar un enfoque de análisis de datos, 
geográficos basados en la aplicación de inte-
ligencia artificial, en combinación con enfo-
ques estadísticos multivariados y de simu-
lación numérica. Esta unión de métodos se 
conoce como minería de datos, datamining o 
aprendizaje estadístico (Hastie, Tibshirani y 
Friedman, 2001), que forma parte de un pro-
ceso mayor denominado “descubrimiento 
de conocimiento”, en el que se busca generar 
conocimiento mediante el aprendizaje de pa-
trones presentes en los datos (Vallejos, 2006).
La minería de datos (MD) tiene como pa-
radigma de análisis el trabajo con un gran 
volumen de datos observacionales y su ex-
ploración sistemática utilizando enfoques di-
versos, ya que a priori se desconocen tanto 
las características de la distribución de valo-
res, como los métodos que puedan resultar 
adecuados y, en particular, permiten analizar 
relaciones no lineales entre variables, sin em-
bargo, se debe tener presente que debe ser un 
proceso controlado y planeado, en el que se 
deben tomar en cuenta las necesidades y las 
sugerencias de los usuarios o clientes quie-
nes, finalmente, son los que están relaciona-
dos con el funcionamiento de la ecología del 
maguey papalote (Medina, s.f.; Vallejos, 2006; 
Alonso, Covarrubias y Maradiaga 2009).
Es importante mencionar que la MD es una 
herramienta particularmente apropiada para 
generar hipótesis cuando no hay información 
disponible a priori o esta es muy limitada. En 
análisis espacial, el procesamiento digital de 
imágenes utiliza enfoques de minería de da-
tos desde hace mucho tiempo, pero en aplica-
ciones de inventarios ecológicos ha cobrado 
interés recientemente, destacándose su utili-
zación para estudios de biodiversidad, inva-
siones biológicas y modelización de distribu-
ciones de especies (Stockwell y Peters, 1999, 
pp. 143-158; White y Sifneos, 2002, pp. 600-
614; Lawler, White, Sifneos y. Master, 2003, 
pp. 875-882).
En el análisis de componente principales 
(ACP), el cual es una técnica estadística de 
síntesis de la información o reducción de la 
dimensión (numero de variables), cuyo obje-
tivo principal es reducir a un menor número 
perdiendo la menor cantidad de información 
posible. Los nuevos componentes principa-
les o factores serán una combinación lineal 
de las variables originales y, además, serán 
independientes entre sí.
Así al elegir un método adecuado, como es la 
minería de datos y el análisis de componen-
tes principales, para el análisis de datos es de 
enorme ayuda para estos estudios de ecolo-
gía y biodiversidad el comportamiento de la 
población, ya que los productores de mezcal 
requieren información de calidad en escalas 
múltiples para determinar como está cam-
biando el estado del recurso maguey pre-
sentes en algún hábitat y lograr con esto un 
mejor entendimiento del comportamiento 
(Maradiaga, 2004; Medina, s.f.; Alonso, Co-
varrubias y Maradiaga, 2009).
L O S
E N E R O - J U N I O  D E  2 0 1 1 
V O L U M E N  8   N Ú M E R O  1
UCNÍV
REVISTA VINCULOS  VOL 8 • NúmERO 1 • ENERO - JUNIO 2011 
121
LORENA ALONSO, dANTE COVARRUbIAS, JUAN CARLOS mEdINA
 Planteamiento del problema
Hasta hace pocos años, la industria del mez-
cal se desarrolló bajo el supuesto de que dis-
ponían de un recurso autr-renovable. Sin 
embargo, poco a poco, los productores de 
mezcal se han percatado de la declinación 
de las poblaciones naturales de maguey pa-
palote (Agave cupreata Trel. & Berger) y, por 
tanto, han adquirido conciencia de la necesi-
dad de implementar algunos proyectos que 
permitan recuperar áreas y poblaciones de 
maguey papalote, que garanticen la susten-
tabilidad de la materia prima en la indus-
tria (Maradiaga, 2004; Alonso, Covarrubias y 
Maradiaga, 2009).
Una parte importante son los componentes 
principales que requiere una aplicación para 
un inventario ambiental de maguey papalote, 
en el que se tenga un registro de los produc-
tores, así como de los predios en donde hay 
maguey silvestre y reforestado, con informa-
ción sobre el año en que se sembró y cuánto 
se sembró. Esta información se tomará de un 
sistema de información geógrafa (SIG) y se 
realizarán los cálculos de existencias de ma-
teria prima, que serán la base, junto con los 
registros que se llevan en cada fábrica mez-
calera y en las asambleas de planeación de 
temporada, para proceder a una buena pla-
neación de análisis de datos, por lo cual estos 
sistemas deben garantizar la contabilidad de 
los datos y de la información producida (Ma-
radiaga, 2004; Medina, s.f.; Moreno, Quinta-
les, Penalvo y Martin, 2006).
Materiales y métodos
Datos: el maguey papalote (Agave cupreata 
Trel. & Berger) es una especie típicamente de 
la cuenca del río Balsas, concentrándose en la 
porción correspondiente a la vertiente inte-
rior de las sierras Madre del sur y norte en el 
estado de Guerrero, aunque también ha sido 
colectada en el estado de Michoacán y se es-
tima su presencia en áreas aledañas de los es-
tados de Puebla, Oaxaca y Morelos, en Méxi-
co (Maradiaga, 2004).
Figura 1. Mapa de la unión de productores 
de mezcal xochicalehuactl de Guerrero 
Fuente: Maradiaga (2004).
A la fecha, solo existe un inventario esta-
tal detallado y de cobertura estatal comple-
ta (Maradiaga, 2004), que puede ser tomado 
como base, el reporte técnico cuyo nombre es 
Desarrollo de un sistema de inventario y moni-
toreo de maguey papalote (Agave cupreata Trel. 
& Berger), (SIMMP), en el 2004, a fin de rea-
lizar una simulación partiendo de datos 
auténticos.
Dicho inventario consideró seis etapas de de-
sarrollo del maguey papalote: plántula, juve-
nil medio, juvenil mayor las siguientes tres 
categorías corresponden a etapas en las cua-
les la planta ha entrado en un proceso de ma-
duración, momento en el puede ser prepa-
rada para aprovecharse o, por el contrario, 
llegarán a la floración-fructificación. La pri-
mera de ellas, Velilla, calehual y Capón. Para 
este estudio se considero como clase objetivo 
solo la categoría “maduración” propiamente 
dicha y como situación de ausencia a la clase 
“no madura”.
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Variables predictoras
En el presente trabajo se propone la utiliza-
ción de análisis de componentes principales 
y técnicas de minería de datos, los árboles de 
decisión, para obtener un conjunto de reglas 
que conduzca a una clasificación de especie 
eficiente y que, a su vez, permita reducir la 
complejidad computacional requerida en la 
clasificación. La reducción de complejidad 
computacional se da por medio de la reduc-
ción de atributos requeridos para realizar la 
clasificación que se produce mediante la uti-
lización de los árboles de decisión –atributo 
que no aporta nada a la clasificación, no es 
considerado en el árbol– y reducir factores al 
observar la relación entre variables iníciales.
Esta investigación retoma la base de datos 
proveniente del reporte técnico (SIMMP), 
figura 1. proporcionada por el Instituto de 
Investigación Científica Área Ciencias Na-
turales de la Universidad Autónoma de Gue-
rrero. La base de datos presenta un detalle 
espacial adecuado para caracterizaciones re-
gionales del orden del 1: 5000. Dicha recopi-
lación de variables se presenta en la tabla 2 
y abarca variaciones geomorfológico-topo-
gráficas y de cobertura de la vegetación, que 
se espera sean indicadoras de diferencias en 
procesos de generación y mantenimiento de 
las áreas potenciales para la producción ma-
gueyera en el estado de Guerrero.
Objetivo
El objetivo fundamental de este trabajo es 
proporcionar a los investigadores patrones 
ambientales, para con ellas en fases posterio-
res, puedan obtener indicadores ambientales 
y de sostenibilidad del maguey paplote.
Organización del documento
La organización de este documento está con-
formada por cinco apartados: en el prime-
ro, se cuenta con información básica sobre 
las técnicas aplicadas análisis de componen-
tes principales y árbol de decisión; en el si-
guiente, se describe la aplicación y la simu-
lación del estudio; de igual forma, en el que 
le sigue. Más adelante, siguen las conclusio-
nes de la investigación, las referencias bi-
bliográficas y, por último, las tablas analiza-
das en esta investigación de los dos métodos 
desarrollados.
Técnicas aplicadas: 
componentes principales y 
árboles de decisión
En minería de datos (Vallejos, 2006), se uti-
lizan varias técnicas de clasificación algunas 
de ellas son los arboles de decisiones, clúster, 
redes neuronales y métodos estadístico. Los 
árboles de clasificación o de decisión se ca-
racterizan por su sencillez, su campo de ac-
ción abarca diversas áreas.
En minería de datos, la tarea de clasificación 
tiene como objetivo predecir la asignación 
de una instancia a una clase dada a partir de 
una muestra con ejemplos positivos y nega-
tivos de esta, y por eso también se le denomi-
na aprendizaje supervisado. Los principales 
métodos de clasificación son:
• Los enfoques bayesianos basados en las 
probabilidades a priori de los datos.
• Las funciones, entre las cuales se encuen-
tran los métodos de regresión lineal y 
no lineales tal como las redes neurona-
les multicapa y las máquinas de soporte 
vectorial (VSM).
• Los de aprendizaje perezosos entre los 
que se encuentran vecino más cercano.
• Reglas basadas en predicados lógicos.
• Árboles de decisión. 
• Los meta clasificadores o clasificadores 
por votación de conjuntos.
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Los arboles de decisión trabajan con dos op-
ciones de entradas, las cuales pueden ser un 
objeto o una situación descrita por medio de 
un conjunto de atributos y a partir de esto 
devuelve una respuesta que, al final, es una 
decisión que es tomada a partir de las entra-
das. Los valores que pueden tomar las entra-
das y las salidas pueden ser valores discre-
tos o continuos. Se utilizan más los valores 
discretos por simplicidad, cuando se utili-
zan valores discretos en las funciones de una 
aplicación se denomina clasificación y cuan-
do se utilizan los continuos se denomina re-
gresión (White y Sifneos, 2002, pp. 600-614).
Una de las utilidades de los arboles de de-
cisión es que se pueden descubrir patrones 
en los datos, estos datos se recogen y se or-
ganizan en modelos que se utilizaran pos-
teriormente, los modelos pueden ser descri-
tos como gráficos o árboles. Empezamos por 
explicar la técnica estadística: el análisis de 
componentes principales, para solucionar 
este problema de clasificación.
Análisis de componentes 
principales (ACP) 
Estas técnicas fueron inicialmente desarro-
lladas por Pearson a finales del siglo XIX y 
posteriormente fueron estudiadas por Ho-
telling en la década de los treinta del siglo 
XX. Sin embargo, hasta la aparición de las 
computadoras se empezaron a popularizar 
(Renchner,1995).
Los ACP pertenecen a una serie de técnicas 
estadísticas multivariantes, eminentemen-
te descriptivas, se utiliza en grandes masas 
de datos, su principal objetivo es reducir la 
dimensionalidad de los datos, transforman-
do el conjunto de p variables originales en 
otro conjunto de m variables incorrelacio-
nadas llamadas componentes principales 
(Renchner,1995). 
Este análisis nos permite trabajar con dos 
opciones: usar la matriz de correlaciones o 
bien, la matriz de covarianzas. En la prime-
ra opción, se le está dando la misma impor-
tancia a todas y a cada una de las variables; 
esto puede ser conveniente cuando se consi-
dera que todas las variables son igualmente 
relevantes. 
La segunda opción se puede utilizar cuando 
todas las variables tengan las mismas unida-
des de medida y considerando también su 
grado de variabilidad (Renchner,1995; White 
y Sifneos, 2003, pp. 600-614).
Una de las formas de utilizar los ACP es rea-
lizar combinaciones lineales de las variables 
originales, de manera que se ordenen en fun-
ción del porcentaje de varianza. En este sen-
tido, el primer componente será el más im-
portante, porque es el que explica el mayor 
porcentaje de la varianza de los datos. Ade-
más. este estudio se realiza en el espacio de 
las variables, en forma dual, en el espacio de 
los individuos. En resumen:
• Las nuevas variables son combinaciones 
lineales de las anteriores y se van cons-
truyendo según el orden de importancia 
en cuanto a la variabilidad total que reco-
gen de la muestra.
• De modo ideal, se buscan m < p variables 
que sean combinaciones lineales de las p 
originales y que estén no correlaciona-
das, recogiendo la mayor parte de la in-
formación o variabilidad de los datos.
• Si las variables originales están no co-
rrelacionadas, entonces, no tiene senti-
do realizar un análisis de componentes 
principales.
• El análisis de componentes principa-
les es una técnica matemática que no re-
quiere la suposición de normalidad mul-
tivariante de los datos, aunque si esto 
último se cumple se puede dar una in-
terpretación más profunda de dichos 
componentes.
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Árbol de decisión
La minería de datos cuenta con tres compo-
nentes: clustering o clasificación, reglas de 
asociación y análisis secuenciales. En el clus-
tering o clasificación se analizan los datos y 
se generan conjuntos de reglas que agrupen 
y clasifiquen los datos futuros; se debe tener 
en cuenta que en la minería de datos se bus-
ca obtener reglas que particionen los datos 
en clases definidas, esto se torna complica-
do cuando existe una gran cantidad de atri-
butos y millones de registros, un algoritmo 
implementado en estadística. Kass (1980, pp. 
119-127) introdujo un algoritmo recursivo 
de clasificación no binario, llamado CHAID 
(Chi-square automatic interaction detection). 
Más tarde, Breiman, Friedman, Olshen y Sto-
ne (1984) introdujeron un nuevo algoritmo 
para la construcción de árboles y los aplica-
ron a problemas de regresión y clasificación. 
El método es conocido como CART (classifi-
cation and regression trees) por sus siglas en 
ingles.
Estos algoritmos utilizados en árboles de de-
cisión es una técnica de predicción que se 
emplea en el campo de inteligencia artifi-
cial, en el cual, a partir de una base de da-
tos, se construyen diagramas de construc-
ción lógicas, muy similares a los sistemas 
de predicción basados en reglas, que sirven 
para representar y categorizar una serie de 
condiciones que ocurren en forma repetitiva 
para solución de un problema (Hastie, Tibs-
hirani y Friedman, 2001, Medina, s.f.; Valle-
jos, 2006).
En esta técnica de construcción de arboles de 
clasificación, se toma la próxima partición de 
manera optima en el conjunto del árbol, esto 
evita la confusión combinatoria en cuanto 
numero de decisiones futuras por considerar, 
por esto se elige la medida justa por optimi-
zar en cada corte, para facilitar las próximas 
divisiones. Los pasos por seguir de esta téc-
nica son los siguientes:
1.  Aprendizaje: consisten en la construcción 
del árbol a partir de un espacio muestral 
, este paso es el más complejo, y de él de-
pende el resultado final.
2.  Clasificación: en este paso se realiza el eti-
quetado de un patrón W, independiente 
del conjunto de aprendizaje, en el que se 
tratan de responder los cuestionamientos 
asociados a nodos interiores, utilizando 
un parámetro de patrón W; este proceso 
se repite desde la raíz , hasta alcanzar una 
hoja, siendo el camino impuesto por los 
resultado de cada evaluación.
La técnica de arboles de decisiones permi-
te trabajar con patrones, sin embargo, su efi-
ciencia está estrechamente relacionada con la 
calidad de los patrones que se utilicen. Las 
ventajas del árbol de decisión son:
• Puede ser aplicado a cualquier tipo 
de variables predictoras: continuas y 
categóricas.
• Los resultados son fáciles de entender e 
interpretar.
• No tiene problema de trabajar con datos 
perdidos.
• Hace automáticamente selección de 
variables.
• Es invariante a transformaciones de las 
variables predictoras.
• Es robusto a la presencia de outliers.
• Es un clasificador no parametrito, es de-
cir, que no requiere suposiciones.
• Toma en cuenta las interacciones que pue-
de existir entre las variables predictoras.
•  Es rápido de calcular.
Desventajas del árbol de decisión:
• El proceso de selección de variables es 
sesgado hacia las variables con más va-
lores diferentes.
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• Dificultad para elegir el árbol óptimo
• La superficie de predicción no es muy 
suave, ya que son conjuntos de planos.
• Requiere un gran número de datos 
para asegurarse que la cantidad de ob-
servaciones en los nodos terminales es 
significativa.
• Ausencia de una función global de las 
variables y como consecuencia perdida 
de la representación geométrica.
• 
Además las técnicas estadísticas, son fun-
damentales a la hora de validar hipótesis y 
analizar datos, por lo cual la estadística des-
empeña un papel muy importante, para 
cuantificar adecuadamente la incertidum-
bre; la utilización de estas técnicas de clasifi-
cación nos permite ratificar e identificar pre-
maturamente los datos más significativos de 
las muestras tomadas a la población de ma-
guey papalote, lo que admite intervenir pre-
maturamente a disminuir la extinción de la 
planta (White y Sifneos, 2002, pp. 600-614; 
Lawler, White, Sifneos y Master, 2003, pp. 
875-882; Hastie, Tibshirani y Friedman, 2001; 
Alonso, Covarrubias y Maradiaga, 2009).
Simulación
Se generó una base de datos de 8000 pun-
tos para extraer los valores de los predictores 
de la base de datos SIMMP. De acuerdo con 
Maradiaga (2004), las áreas naturales de ma-
guey papalote ocupan cerca del 78% del te-
rritorio nacional, pero al distribuir puntos al 
azar esta representatividad queda reducida a 
valores cercanos al 40%. Para mejorar las po-
sibilidades de predicción se consideró un di-
seño balanceado, localizando un número de 
muestras al azar (muestreo por conjuntos or-
denados de rangos) similar en dos conjun-
tos, maduración y no madura, mediante un 
mapa que se obtuvo del Sistema de Informa-
ción Geográfica (SIG), tomando el criterio de 
la existencia de poblaciones silvestres de ma-
guey papalote, que fuesen áreas de aprove-
chamiento para la producción de mezcal.
Evaluación de los resultados 
de análisis de componentes 
principales
Se dispone de una muestra de doce localida-
des de Guerrero, México en las que se midie-
ron diferentes variables relacionadas con la 
producción del maguey papalote; las varia-
bles se muestran en la tabla 2 e interesa in-
vestigar la relación entre la etapa del maguey 
papalote y el resto de las variables; esto para 
conocer la producción del maguey papalote, 
y con esto poder orientar la reforestación de 
dicha población.
Se utilizó el paquete estadístico SPSS ver-
sión 17.0 para realizar el análisis de compo-
nentes principales, (subsección 2.1). Antes de 
emplear la técnica multivariada se realizó un 
contrate de esfericidad de Barlett y de Medi-
da de KMO para determinar si hay correla-
ción entre las variables objeto de estudio y 
para determinar si la técnica de ACP es apli-
cable; en este caso tabla 1.
Al observar los resultados en la tabla 1, el es-
tadístico KMO tiene un valor de 0,617 que 
lo acerca a la unidad, lo que indica que los 
datos se adecuan para efectuar un ACP y el 
contraste de Bartlett con p-valor 0,000 indi-
ca que se rechaza la hipótesis nula de que las 
variables iníciales no están correlacionadas, 
por tanto, se puede efectuar un análisis fac-
torial ACP.
En consecuencia, se continúa con la matriz 
de correlaciones para observar cómo se com-
porta cada variable frente a las otras y para 
observar su determinante, el cual debe ser 
muy pequeño para poder decir que el grado 
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de intercorrelación entre las variables es muy 
alto (tabla 3).
En la tabla 3, se observa que el determinante 
indica un grado de intercorrelación entre las 
variables, además, la edad estimada del ma-
guey papalote con el número de líneas están 
correlacionadas entre sí; asimismo el núme-
ro de líneas y altura total presentan la mayor 
relación “0,771”, lo que indica un factor co-
mún en relación con la producción del ma-
guey papalote.
Al aplicar el método de extracción de compo-
nentes principales en el análisis factorial con 
rotación varimax se obtuvo los siguientes re-
sultados vistos en la tabla 4. Es así como los 
valores propios, también conocidos como ei-
genvalores, para cada componente se encuen-
tran en la columna “total” y en la siguiente 
columna se observa el porcentaje de varian-
za explicada con el método de extracción. Sin 
embargo, al aplicar la rotación de los ejes se 
ve cómo el porcentaje de explicación parti-
cular varía, pero el acumulado sigue siendo 
el mismo. Esto se debe a que en el momen-
to de realizar la rotación algunas variables 
cambian de componente, pero el objetivo si-
gue siendo el mismo, el cual es minimizar las 
distancias entre cada grupo perdiendo la mí-
nima información posible, a la vez, que se 
aumenta la relación de las variables que que-
dan en cada factor, por lo que se puede con-
cluir que en la técnica de ACP se pasa de sie-
te variables observables a dos “ficticias” con 
las cuales se explica el 71,158% de la varia-
ción total.
La tabla 5 contiene las proyecciones de 
cada una de las variables sobre cada uno 
de los factores encontrados mediante el 
método de componentes principales; es-
tas proyecciones reciben el nombre de satu-
raciones. Al sumar el cuadrado de cada sa-
turación para cada componente “Factor” se 
obtiene su eigenvalor, mencionado en la ta-
bla 3, por tanto, para el primer factor será: 
0:7922+0:7292+0:7572+0:8562+ 0:1932 0:4552 
0:5442 = 4:17. De igual manera, para el factor 
2 será: 0:1062 + 0:5312 + 0:5352 0:732 0:6042 + 
0:8162 + 0:6012 = 2:183.
Esto significa que las siete variables son ex-
plicadas suficientemente con dos factores, en 
los cuales el primer factor agrupa las varia-
bles: edad estimada, altura total, número de 
líneas y cobertura aérea, mientras que el se-
gundo factor contiene la variable exposición 
(mN).
Adicionalmente, con la tabla 6, se puede ob-
tener las transformaciones lineales que rela-
cionan los componentes con las variables y, 
por lo tanto, encontrar el resultado de las dos 
nuevas variables “ficticias” para cada regis-
tro, con lo cual se podrán utilizar estos va-
lores en análisis posteriores (regresión, clús-
ter, etc.), ya que estas variables sustituyen las 
variables iníciales que las resumen en virtud 
del ACP que se acaba de realizar.
De esta manera, las fórmulas para las nuevas 
transformaciones lineales son: 
C1 = 0:756 - Edadestimada + 0:890 * Alturatotal +
 0:917 – No.delineas + 0:733 * Coberturaárea
 - 0:098 * mE - 0:042 * mN - 0:218 * Altitud (1)
C2 = -0:256 *Edadestimada + 0:149 * Alturatotal +
 0:140 *No.delneas - 0:448 *Coberturaaérea
 - 0:626 *mE + 0:9:33 *mN + 0:781 *Altitud (2)
Con estas dos ecuaciones, se pueden encon-
trar las dos nuevas variables sustitutas que 
se encuentran relacionadas con las variables 
observables del maguey papalote.
Evaluación de los resultados del 
árbol de decisión 
En el caso de minería de datos (MD), la pri-
mera etapa consistió en construir la base de 
datos (BD) y almacenar la data para obtener 
su integridad, validez, relevancia y confiabi-
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lidad; se realizó la depuración y validación, 
luego se procedió con la preparación de los 
datos. Este paso es muy importante, porque 
en él se debe decidir que hacer con los valo-
res perdidos (missing values).
El uso de muestreadores puntuales permi-
tió trabajar con bases geográficas de distin-
ta proyección, modelo de datos o tamaño de 
celda sin necesidad de reestructuración de 
estas; al mismo tiempo, facilitó su explora-
ción posterior de manera directa con distin-
tos software de minería de datos
Moreno, Quintales, Penalvo y Martin, final-
mente, sustituyeron los datos con valores nu-
los para alguna de las variables aplicando el 
vecino más cercano. En otra etapa de MD, 
para situaciones como nuestro caso de estu-
dio, los árboles de decisión son una alterna-
tiva. Se utilizó el software estadístico R, por 
su amplio contenido de librerías útiles para 
el proyecto y además es libre. Por último, 
se procedió al acoplamiento de las diferen-
tes herramientas. El árbol que se desea cons-
truir, cuenta con las mismas variables utiliza-
das en ACP (ver tabla 2).
El árbol de decisión (figura 2) no presenta 
ninguna característica en especial; de cada 
nodo sale una rama por valor del atributo 
que se está siendo probada y así sucesiva-
mente, hasta llegar a las hojas que indican la 
clase. El árbol de decisión presentado ha sido 
previamente podado (figura 4) y es exhausti-
vo, de ramas mutuamente excluyentes.
Adicionalmente, ya conociendo el árbol de 
decisión, se analizan los errores predichos 
en cada una de las ramas del árbol generado 
para analizar si es conveniente simplificarlo. 
En este caso, el error total predicho para el 
árbol estará dado en la tabla 8 y, asimismo, el 
error después de podar (figura 5).
A pesar de esta diferencia entre los modelos 
obtenidos en uno y otro caso, observamos 
que la proporción de error en ambos casos es 
baja. Con lo anterior, aunque la ganancia fa-
vorezca a los atributos con mayor cantidad 
de valores posibles (tabla 7), no podemos 
afirmar que esto influya en gran medida en 
el análisis sobre los datos de prueba.
En la figura 2, las variables no son presenta-
das por un grupo grande de muestras, esto 
lleva a que los grupos más pequeños sean 
mal clasificados. Para pasar a la siguiente eta-
pa de experimentos, se podría pensar en ele-
gir la configuración al mínimo tamaño para 
Split de 2 y mínimo tamaño para hoja de 1 
(tabla 8 y figuras 4 y 5), que da el menor error 
de clasificación. Sin embargo, si observamos 
detenidamente este árbol (figura 4), pode-
mos notar que algunos registros son clasifi-
cados según la edad del maguey papalote, lo 
que nos da como resultado un árbol unido 
con el conjunto para el que fue entrenado y 
que sería incapaz de generalizar nuevos re-
gistros, por lo que elegimos la configuración 
mínimo tamaño para Split de 2 y mínimo ta-
maño para hoja de 1, la cual, aunque tienen 
un performance similar al de la etapa pasada 
(figura 2), es más simple, lo que trae múlti-
ples ventajas entre ellas mayor velocidad al 
momento de clasificar.
Los resultados obtenidos son muy interesan-
tes. Si analizamos los árboles, vemos que, 
en primer termino, el atributo “Edad” es el 
que más información brinda tanto utilizan-
do la ganancia como la proporción de ganan-
cia como medidores de información. Pero, 
una vez en el caso de las variables que tie-
nen edad=6 años, la ganancia considera que 
el atributo Exposición es el que brinda más 
información, mientras que la proporción de 
ganancia considera que el atributo altitud 
brinda más información que los demás. Si 
se analiza el archivo de lo generado por el 
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programa en R, para el caso de la edad esti-
mada del maguey papalote. En la tabla 7, se 
observa la diferencia en la elección de atri-
butos de división para ambos medidores de 
información.
Si analizamos las características de los datos, 
vemos que el atributo “Edad estimada” toma 
nueve valores distintos, mientras que el atri-
buto “Altura total” toma tres valores distin-
tos. Recordemos que la ganancia favorece a 
los atributos con más valores y esa es la ra-
zón por la que se comenzó a utilizar la pro-
porción de ganancia, que promedia o norma-
liza, el calculo de la ganancia de información 
en un conjunto de datos (ver tablas 7, 8 y 9).
El árbol de decisión obtenido utilizando la 
ganancia como criterio de decisión es de ma-
yor tamaño que el obtenido utilizando la 
proporción de ganancia. Esta diferencia se 
origina por la preferencia de la ganancia por 
atributos con más cantidad de valores. Vea-
mos que en la rama “Altura total”, el método 
que utilizó la ganancia dividió los datos se-
gún el atributo de 30 a 167 cm, que toma cua-
tro valores distintos. En este caso, el hecho de 
que un árbol sea de mayor tamaño no favo-
rece su resultado; el segundo árbol, más pe-
queño, tuvo un mejor resultadp, en los casos 
de prueba, ya que clasificó solo siete de ellos 
erróneamente, mientras que el árbol genera-
do con la ganancia clasificó veinticinco erró-
neamente. A pesar de esta diferencia, la esti-
mación del error sobre futuros casos es muy 
buena para los dos árboles: del 53,9% para el 
generado utilizando la ganancia y del 53,9% 
para el generado utilizando la proporción de 
ganancia (ver tabla 10).
A manera general, el árbol elegido como 
nuestro modelo de clasificación después de 
los experimentos anteriores es el de la figu-
ra 4, que tiene la configuración mostrada en 
la tabla 9.
Conclusiones
Se detectaron patrones de respuesta agronó-
mica del maguey papalote, en relación con 
las variedades estudiadas, lo cual mostró 
que las técnicas de minería de datos son apli-
cables en este tipo de estudios, siempre que 
se cuente con los datos necesarios. Cuando el 
analista se enfrenta a una cantidad de varia-
bles, estas no presentan una relación aparen-
te; por otra parte, es importante complemen-
tar la estadística multivariante con dataming, 
ya que esta le proporciona herramientas de 
contraste claras para observar una realidad 
que no se nota a simple vista.
En muchas ocasiones, el análisis multiva-
riante permitirá reducir considerablemente 
el tiempo de gestión o desarrollo del estudio 
final, gracias a las alternativas de reducción, 
con respecto a las variables o a los registros.
El método de análisis de componentes prin-
cipales es una técnica multivariante muy 
fuerte para aplicarla en la reducción de la di-
mensión del estudio dado; sin embargo, se 
debe tener cuidado al tratar con dataming y 
componentes principales, ya que se pueden 
aplicar como herramientas estadísticas por 
separado, lo cual traerá resultados diferentes 
o vincularlas utilizando el análisis con méto-
do de extracción de los factores; por eso, se le 
recomienda al lector profundizar en las dife-
rencias y similitudes de estas dos técnicas.
El análisis de componentes principales efec-
tuado se convierte en un procedimiento útil 
antes de interpretar la producción obtenida 
del maguey papalote, cuando se realiza una 
composición de la edad estimada. Junto a la 
altura del maguey papalote, en el resultado 
de los componentes principales se pueden 
diferenciar más elementos que cuando se 
utilizan todas las variables independientes; 
además, se puede concluir que los dos va-
riables están altamente correlacionadas, por 
tanto, con los componentes seleccionados se 
conserva la variabilidad.
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Con la técnica de dataming, se pudo reducir 
la dimensión de veinte variables originales a 
una variable sustitutas con la que se podrán 
realizar estudios en dos dimensiones siendo 
más práctico para el analista.
Por último, cabe mencionar que, aunque 
existen diversas herramientas de minería de 
datos que nos permiten realizar las diferen-
tes etapas de la extracción de conocimiento 
de manera automática, es necesaria la super-
visión de un usuario que guíe este proceso 
y verifique la congruencia de los resultados. 
La técnica de arboles de decisión es un buen 
clasificador y predictor que se puede aplicar 
cuando se conocen de antemano las clases de 
un conjunto de entrenamiento (aprendizaje 
supervisado).
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Anexo. Figuras y tablas
Figura 1. Árbol de decisión
Figura 1. Error al clasificar
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Figura 4. Poda del árbol de decisión
Figura 5. Poda del árbol de decisión
E S A p l i c a c i ó n  d e  t é c n i c a s  d e  m i n e r í a  d e  d a t o s
REVISTA VINCULOS  VOL 8 • NúmERO 1 • ENERO - JUNIO 2011 
132132
L O S
E N E R O - J U N I O  D E  2 0 1 1 
V O L U M E N  8   N Ú M E R O  1
UCNÍV
REVISTA VINCULOS  VOL 8 • NúmERO 1 • ENERO - JUNIO 2011 
133
LORENA ALONSO, dANTE COVARRUbIAS, JUAN CARLOS mEdINA
