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Abstract
Full-waveform inversion (FWI) is a powerful nonlinear tool for quantitat-
ive estimation of high-resolution high-fidelity models of subsurface seismic
parameters, typically P -wave velocity. A solution is obtained via a series
of iterative local linearised updates to a start model, requiring this model
to lie within the basin of attraction of the solution space’s global minimum.
The consideration of seismic anisotropy during FWI is vital, as it holds
influence over both the kinematics and dynamics of seismic waveforms. If not
appropriately taken into account, then inadequacies in the anisotropy model
are likely to manifest as significant error in the recovered velocity model.
Conventionally, anisotropic FWI either employs an a priori anisotropy model,
held fixed during FWI, or uses a local inversion scheme to recover anisotropy
as part of FWI; both of these methods can be problematic. Constructing an
anisotropy model prior to FWI often involves intensive (and hence expensive)
iterative procedures. On the other hand, introducing multiple parameters to
FWI itself increases the complexity of what is already an underdetermined
problem. As an alternative I propose here a novel approach referred to as
combined FWI. This uses a global inversion for long-wavelength acoustic
anisotropy, involving no start model, while simultaneously updating P -wave
velocity using mono-parameter local FWI. Combined FWI is then followed
by multi-parameter local FWI to recover the detailed final model. To valid-
ate the combined FWI scheme, I evaluate its performance with several 2D
synthetic datasets, and apply it to a full 3D field dataset. The synthetic
results establish the combined FWI, as part of a two-stage workflow, as more
accurate than an equivalent conventional workflow. The solution obtained
from the field data reconciles well with in situ borehole measurements. Al-
though combined FWI includes a global inversion, I demonstrate that it is
nonetheless affordable and commercially practical for 3D field data.
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Introduction
1.1 Preamble
Seismic methods are but one of a suite of tools employed by geophysicists to
gain an understanding of the Earth’s subsurface properties. Other methods
in this suite include gravitational, magnetic, electromagnetic and electrical
techniques, each of which are sensitive to different scales and types of physical
property. Seismic methods are the most widely used of this suite, often being
employed for hydrocarbon and mineral exploration, civil engineering purposes,
and crustal studies.
1
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The use of seismic waves - as first described in today’s convention by
Michell (1760) - to gather information on the physical properties of the
subsurface stretches back to the mid-19th century. Significant discoveries
in this early period of seismology arose mainly from the use of traveltime
information. These include the identification of the theoretically predicted P -
(primary, or pressure) and S -wave (secondary, or shear) types (Oldham, 1900),
which were a key factor in the subsequent discoveries of the Earth’s outer
core (Oldham, 1906), the Moho discontinuity (Mohorovic˘ić, 1910) and the
Earth’s inner core (Lehmann, 1936). Each of these discoveries is an example
of global seismology, which customarily relies on earthquakes as a passive
source for triggering responses from the Earth. Modern global seismological
studies routinely make use of techniques based on the principle of tomography
(Dziewonski et al., 1977), derived from the Ancient Greek tomos “slice” and
grapho¯ “to draw”, which in turn builds upon the concepts exploited by the
cited pioneering studies of the early 20th century. Tomography schemes
utilise semi-analytical solutions to the wave equation to decode the traveltime
and/or amplitude information contained in particular phases of seismic data,
thereby constructing slices or volumes of properties through the Earth’s
interior. This family of techniques can be considered akin to CT scanning in
medicine.
Exploration seismology, on the other hand, operates on much smaller scales
and is typically a commercial pursuit. It relies on controlled-source experi-
ments, typically recording data over short offsets and then using kinematic
corrections and amplitude summation (Claerbout, 1971) to produce detailed
qualitative images of the subsurface in time or depth. The amplitudes of
features contained in a seismic image are directly attributed to the reflectiv-
ity of a subsurface interface between different media; the interpretation of
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these amplitudes is a powerful tool when determining and characterising
exploration targets. The kinematic corrections mentioned are required to
focus the energy contained in seismic data, and in turn require an accurate
measure of seismic propagation velocity. Traveltime tomography has proven
a popular tool for providing this information, but is limited by its achievable
resolution. As such, in recent times an alternative technique - FWI - has
become a familiar choice among practitioners.
FWI is a nonlinear inversion technique for building high-resolution high-
fidelity estimates of subsurface physical properties using fully numerical
solutions to the wave equation. The mathematical fundamentals are now long
established, and are traditionally credited to the work of Tarantola (1984a).
For more than decade FWI was considered computationally intractable and
therefore completely impractical; only following the work of Pratt (1999) did
perspectives begin to shift. The advancement of FWI over the last decade
has been rapid, attested to by its many successful published applications
to three-dimensional (3D) field datasets, containing both exploration and
production targets. This growth has largely been driven by the oil and gas
industry, although FWI is now beginning to gain traction with academic
applications (e.g. Morgan et al., 2013).
1.2 Motivation
Anisotropy is prevalent in seismic datasets collected the world over. This
anisotropy influences both a seismic waveform’s kinematics and dynamics
as a function of propagation direction, and as such its consideration during
FWI is vital for the rendering of accurate results. If not accounted for, it
becomes impossible for FWI to reconcile long- and short-offset arrivals in
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the data. This often manifests as a ‘footprint’ in the FWI velocity model;
Štekl et al. (2010) identify two such symptoms as being biased velocities
and mispositioned interfaces. Furthermore, if the anisotropy is strong there
exists the potential for cycle-skipping to be induced, which is an undesirable
phenomena associated with FWI that is discussed in the next chapter. Aside
from FWI, anisotropy is also a requirement for accurate migrations that
honour the physics of propagation, and in conjunction with velocity it can
provide insight into reservoir characterisation and aid in shallow hazard
analysis.
To deal with this, many published applications of FWI introduce some
pre-extracted measure of anisotropy that is used when modelling, but not
updated by the inversion. These models can be generated during the velocity
model building (VMB) procedures used to construct start models for FWI
or by standalone techniques, both of which are typically intensive exercises.
Whilst this approach has been demonstrated to be successful (e.g. Warner
et al., 2013; Operto et al., 2015), it does not make of use of FWI’s inherent
power to update more than one parameter. Anisotropic multi-parameter
FWI has in recent years become a significant area of research (e.g. da Silva
et al., 2014; Cheng et al., 2014), with considerable effort being spent trying
to overcome the associated nontrivial challenges; it is to this burgeoning field
to which this thesis intends to contribute.
1.2.1 Aims and objectives
The objective of this body of work is two-fold. Firstly, it seeks to provide
a review of the current status of the scientific community with respect to
inverting for acoustic (viz. pseudo-acoustic) anisotropy parameters using
FWI, as well as cataloguing the challenges and potential pitfalls associated
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with this constantly evolving discipline. Secondly, it aims to develop a
progressive affordable approach for inverting these parameters using FWI,
which circumvents the recognised limitations of contemporary techniques.
1.3 Chapter overview
This thesis is principally organised into 6 distinct chapters. The first of
these, which you are now reading, attempts two tasks. Firstly, to lay out
the key objectives and motivation for this thesis, and secondly, to provide
some preparation for the successive chapters by introducing theories and
concepts relevant throughout the thesis. These cover the wave equation and
the forward problem, which form the engine room of FWI, general inverse
theory, and an introduction to seismic anisotropy. The volume of scientific
literature surrounding FWI is significant, and is growing at an impressive rate
that is testament to its academic and commercial value. With this in mind,
I have tried to be as relevant as possible when selecting which aspects to
discuss here. Note that each individual chapter will, prior to presenting any
results, also introduce key concepts specific to that chapter. These sections of
review will be made quite clear from any contributions made by the author.
The second chapter examines the potential for the gradient descent method,
which is the most widely used configuration of FWI, to invert for acoustic
anisotropy parameters alongside velocity. The chapter begins by introducing
the classical FWI, opening with a brief history that covers its inception, years
in the wilderness, and recent resurgence. I then describe the mechanics behind
mono-parameter FWI, as well as some of its more pertinent considerations
and complexities. Following this I introduce an anisotropic wave equation,
before considering its solution and then how to integrate multiple parameters
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into the framework of gradient descent. I present some simple diagnostic
experiments to examine the impact of both different parameterisations and
the Hessian on multi-parameter gradient descent FWI’s performance. The
chapter concludes with the results from a simple anisotropic synthetic study.
The third chapter is arranged in a similar fashion to the previous chapter,
although it concerns the suitability of global optimisation for the inversion
of acoustic anisotropy parameters. It begins by providing some definitions
for types of global inversion algorithm, as well as discussing the distinctions
between local and global optimisation. I then introduce the optimisation
scheme selected for analysis, the genetic algorithm, discussing several of
its published variants and their features. I cover briefly my particular
implementation, before presenting the findings from two simple synthetic
experiments, the first isotropic and the second anisotropic.
In the fourth chapter, based upon a synthesis of my findings in the previous
two chapters, I introduce a novel approach for the simultaneous inversion of
multiple parameters. Termed combined inversion or combined FWI, it couples
a global inversion for a sparse parameter, in this case acoustic anisotropy,
with mono-parameter FWI for acoustic velocity. I begin the chapter by
introducing the theoretical aspects of the approach, as well as describing
several publications that follow a similar line of investigation. I follow this
by recounting the mechanics and logistics of the global optimisation scheme
chosen for the combined inversion - quantum particle swarm optimisation.
As in the previous chapter, I cover each of the associated algorithmic choices,
before presenting and discussing the results of two synthetic experiments;
in this chapter they both involve realistic complex 2D datasets. The fifth
chapter follows on from this, employing the combined inversion as the initial
component of a two-part workflow to invert a high-fidelity anisotropy model
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from a 3D field dataset, without the need for a start model. The chapter
opens by describing the characteristics of the dataset, before laying out
the adopted inversion strategy. The inversion results are then presented,
discussed, validated, and compared to the inversion result of what I suggest
to be a conventional FWI workflow.
In the final chapter I draw together my findings from each previous chapter,
which can in some respects be viewed as independent studies. I discuss these
conclusions in relation to my thesis objectives in an effort to decide whether
they were met. Finally, I consider some future applications of the combined
inversion, as well as some potential algorithmic improvements.
1.3.1 Original work
At the core of the original work presented in this thesis is the development of
a combined global-local 3D FWI scheme for P -wave velocity and anisotropy.
In order to achieve this, a comprehensive volume of existing theory and
applications (provided by researchers and practitioners alike) had to be
consulted, much of which is presented in this thesis. Along the way a variety
of investigations were undertaken concerning the viability of other techniques
for such a task; primarily these were purely local and purely global FWI
schemes. As such, each of Chapters 2, 3 and 4 involve the introduction of
a new suite of concepts and theory pertaining to their particular flavour of
optimisation. I have made every effort to distinguish existing theoretical
and practical knowledge from my personal contribution to the subject, both
within the body of text and at the beginning of each chapter.
Adrian Umpleby (Imperial College London) was instrumental to the work
presented in Chapter 2, having implemented the anisotropic multi-parameter
functionality of Fullwave3D, the FULLWAVE research consortium’s propri-
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etary FWI software. The majority of the results discussed in said chapter
were borne out of a genuine collaboration between us. In Chapters 3 and 4
the algorithms introduced were written in their entirety by the author, al-
though both make use of MATLAB’s toolboxes and features of Fullwave3D.
Chapter 5 follows closely the workflow of Warner et al. (2013), and can
essentially be viewed as an extension to this publication.
It should be noted that as I write this, Nuno Vieira da Silva (Imperial Col-
lege London) is undertaking the unenviable task of translating my MATLAB
routines of Chapter 4 into a more FORTRAN-friendly format for inclusion
within the architecture of Fullwave3D, for which I am most grateful.
1.4 The wave equation
The wave equation describes the harmonic propagation of waves of energy
through time and space. It is applicable to waves of all varieties, such as
water, light, and sound waves, and as such is considered to be one of the most
important equations in modern physics. Mathematically, the two-way wave
equation is a complicated second-order linear partial differential equation
(PDE), which on large scales can be extremely costly to compute. With
this in mind, wave equation approximations are often employed in seismic
modelling algorithms. These are usually solved using numerical techniques,
as they are near impossible to solve analytically in complex heterogeneous
media (Guasch, 2011).
The wave equation, post-discretisation, can be generalised in matrix form
as
A(m)p = s (1.1)
where vectors p and s represent a wavefield and a source of stimulation,
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respectively, and matrix A is the linear source-wavefield forward matrix
dependent on some set of model properties that describe the subsurface,
given here by vector m.
1.4.1 Acoustic approximation
The simplest approximation to compute is an acoustic one, where the subsur-
face is modelled as if contained within a fluid Earth (Pratt and Worthington,
1990). This equation is an expansion of Equation 1.1, defined as
1
VP
2
∂2p
∂t2
− ρ∇ ·
(
1
ρ
∇p
)
= s (1.2)
where VP is acoustic velocity, ρ is density, p is an acoustic (pressure)
wavefield, and t is time; p and s vary with both space and time, while ρ and
VP vary only with space. Note that this equation is inherently isotropic;
nonphysical anisotropic effects are introduced in Subsection 1.7.6. ∇ is the
3D del operator, where
∇ = ∂
∂x
+
∂
∂y
+
∂
∂z
(1.3)
This formulation considers only compressional waves, or P -waves, which are
propagating through a stationary medium that is both nonattenuating and
nondispersive. Although acoustic FWI results are both numerous and prom-
ising (e.g. Sirgue et al., 2009; Ratcliffe et al., 2011), it is widely understood
that real seismic data are of a much more complex nature than the acoustic
approximation predicts; the validity of its use is therefore often brought into
question due to the number of real-world effects it precludes.
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1.4.2 Elastic approximation
Wave propagation is predominantly governed by a combination of Newton’s
second law of motion and Hooke’s law. Newton’s second law is stated
mathematically as
fi = mai i = 1, 2, 3 (1.4)
where f = fi(x, t) and a = ai(x, t) are the components of force and accelera-
tion, respectively, and m = m(x) is mass. Equation 1.4 can be rewritten for
a solid continuum as
∂σij
∂xj
+ f bodyi = ρ
∂vi
∂t
i, j = 1, 2, 3 (1.5)
where v = vi(x, t), σ = σij(x, t) and f body = f
body
i (x, t) are the components
of particle velocity, stress and body force, respectively, ρ = ρ(x) is density,
x = [x, y, z]T is position, and t is time (Yang, 2008). Note that the indexing
system relates to the Cartesian x, y and z co-ordinates (this arrangement
continues throughout this subsection). Observing the left-hand side of
Equation 1.5, the force f has now been separated into internal (stresses) and
external (body) forces.
Hooke’s law relates the stress and strain acting upon a medium. This
relationship is generalised as
σij = Cijklτkl + σ
body
ij i, j, k, l = 1, 2, 3 (1.6)
where σbody = σbodyij (x, t) are components of external stress, τ = τkl(x, t) are
components of strain, and C = Cijkl(x) is the fourth-rank elasticity tensor,
also known as the stiffness tensor (Yang, 2008). The strain τ is related to
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particle velocity by
∂τkl
∂t
=
1
2
(
∂vk
∂xl
+
∂vl
∂xk
)
k, l = 1, 2, 3 (1.7)
which, due to symmetry in the indices k and l (discussed further in Subsec-
tion 1.7.3), simplifies to
∂τkl
∂t
=
∂vk
∂xl
k, l = 1, 2, 3 (1.8)
Using the relationship of Equation 1.8, Equation 1.6 can be substituted
into Equation 1.5 to obtain the elastodynamic wave equation
ρ
∂2ui
∂t2
− ∂
∂xj
(
Cijkl
∂uk
∂xl
)
= f bodyi +
∂σbodyij
∂xj
i, j, k, l = 1, 2, 3 (1.9)
where u = ui(x, t) are the components of particle displacement and the right-
hand side of the equation constitutes the source terms (Ikelle and Amundsen,
2005).
More commonly known as the elastic wave equation, Equation 1.9 provides
the capacity to model shear waves as well as pressure waves. Although
beyond the scope of this study, it is important to recognise the additional
complexity introduced by the consideration of elasticity, but also its necessity
for accurate waveform modelling. Whilst the acoustic approximation can
satisfactorily replicate the kinematics of P -waves, its flawed assumption of a
fluid subsurface results in inaccurate simulations of their dynamics (Barnes
and Charara, 2009).
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1.4.3 Viscoacoustic/viscoelastic approximations
It is relatively straightforward to include auxiliary features into approxima-
tions of the wave equation, such as attenuation and anisotropy, where these
additions often only affect the numerical complexity rather than the overall
approach to modelling. The viscoacoustic and viscoelastic approximations
of the wave equations take into account the manner in which the deforming
Earth disperses and attenuates seismic waves during propagation - decreasing
amplitudes, narrowing the bandwidth, and modifying traveltimes (Kumar
and Brandsberg-Dahl, 2004). Studies such as Štekl and Pratt (1998) demon-
strate seismic modelling that honours the subsurface’s intrinsic capacity to
attenuate amplitudes in data, while Kamei and Pratt (2008) and Ren et al.
(2014) demonstrate FWI’s potential to invert for models of said attenuation.
Results are often presented with respect to the anelastic seismic quality
factor, or seismic Q value; a dimensionless parameter that describes the
absorbent properties of a medium. Q is related to the absorption coefficient
ϕ, which in turn is proportional to first order to the frequency of propagation
f :
ϕ =
ω
2QV
(1.10)
where V is propagation velocity and ω = 2pif is angular frequency.
Note that I have only presented here that which is necessary for an
understanding of the work presented in this thesis. For a more detailed
description of the theory described in Section 1.4, please refer to either of
Aki and Richards’ (2002) or Carcione’s (2014) textbooks.
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1.5 The forward problem
A key requirement in solving the seismic inverse problem, described further in
Section 1.6, is the ability to solve the seismic forward problem. Also known as
forward modelling, this entails producing a set of measurable quantities d of
suitable accuracy and reliability from the excitation of a model representation
of a natural system m, given a set of initial and boundary conditions. This
can be expressed as
F : M → D (1.11)
where F is the nonlinear model-data forward operator that maps vectors
from the model domain M to the data domain D.
In the context of FWI, F is commonly referred to as the seismic modelling
kernel and can be considered a mathematical description of seismic acquisition.
This entails solving the wave equation for a given set of physical model
parameters to produce synthetic seismic data. The model parameter set
may contain any number of categories, including as P- or S -wave velocities,
density, or porosity.
Note that the seismic data d in the data domain D of Equation 1.11 are
defined as a subset of the full wavefield p, such that
d = Pp (1.12)
where P is a diagonal masking matrix referred to as the picking matrix. This
contains nonzero unit values only where there are observed data, i.e. at
receiver positions. The picking matrix can also be used to weight particular
data points.
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1.5.1 Numerical methods
Based on its speed and simplicity, the most popular technique for solving the
wave equation is the explicit finite-difference (FD) method. First proposed
by Courant et al. (1928), FD methods approximate the derivatives of a PDE
using finite differences across a discretised grid. Three general variations
exist: forward, backward and central differences, of which central differences
yield the most accurate approximation. The second-order central difference
method for some function f dependent on position x can be generalised as
f ′′(x) =
f(x−∆x)− 2f(x) + f(x+ ∆x)
∆x2
+O(∆x)2 (1.13)
where ∆x indicates the discretisation used and O(∆x)2 the associated Taylor
series truncation error.
Given the acoustic wave equation (Equation 1.2), assuming a 2D homo-
geneous medium and ignoring the density and source terms we get
∂2p
∂t2
− V 2P
(
∂2p
∂x2
+
∂2p
∂y2
)
= 0 (1.14)
The second-order (both spatially and temporally) FD representation of
Equation 1.14 is expressed as
pt+1i,j = 2p
t
i,j +
(
VP · ∆t
h
)2 (
pti+1,j − 2pti,j + pti−1,j+
pti,j+1 − 2pti,j + pti,j−1
)− pt−1i,j (1.15)
where i and j indicate spatial grid points in the x and y directions, and h
and ∆t represent the spatial and temporal discretisations, respectively, where
h = ∆x = ∆y. Higher-order FD schemes necessitate more computational
overhead, though provide more accurate approximations for a given h and
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relaxed stability criteria (Subsection 1.5.2). An example of this is the spatially
fourth-order, temporally second-order FD representation of Equation 1.14,
expressed as
pt+1i,j = 2p
t
i,j +
1
12
(
VP · ∆t
h
)2 [−pti+2,j − pti−2,j − pti,j+2 − pti,j−2+
16(pti+1,j + p
t
i−1,j + p
t
i,j−1 + p
t
i,j+1)− 60pti,j
]− pt−1i,j (1.16)
Although beyond the scope of this work, it should be noted that other
numerical techniques can be and often are employed to discretise and solve
the wave equation; two of the best-known examples of these are the finite-
element (FE) (e.g. Marfurt, 1984) and finite-volume (FV) (e.g. Dormy and
Tarantola, 1995) methods.
1.5.2 Stability conditions
There are two FD stability criteria that need to be met to ensure that an
accurate solution to the discretised wave equation is produced; both are
source- and model-dependent.
The first of these, as described by Levander (1988), is a spatial condition
imposed on the grid-spacing in an effort to prevent excessive grid dispersion.
For the FD stencil in Fullwave3D - which is second-order in time, fourth-order
in space, and uses rotated operators (Štekl and Pratt, 1998) - this is met by
ensuring that the smallest wavelength in the model domain is sampled by at
least five grid points per wavelength. This is expressed as
V minP
fmaxh
≥ 5 (1.17)
where V minP represents the minimum P -wave velocity in the model and f
max
the maximum frequency of propagation. As in Equations 1.15 and 1.16,
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h = ∆x = ∆y. Note that for acoustic offshore models, typically the lowest
P -wave velocities exist in the water column.
The second, as described by Graves (1996), is a temporal condition known
as the Courant–Friedrichs–Lewy (CFL) condition, which is imposed on the
time-sampling interval ∆t. Its purpose is to avoid numerical instabilities,
and is described mathematically by Lines et al. (1999) as
C = V
max
P ∆t
h
≤
√
a1
a2
(1.18)
where V maxP represents the maximum P -wave velocity in the model, and
a1 and a2 are summations of the absolute weights of the FD operators
for the temporal and spatial wave equation derivatives, respectively. For
anisotropic models, the magnitude of the anisotropy needs to be considered
when selecting V maxP . Based on differencing approximations that are second-
order in time and fourth-order in space, as used throughout this work, this
produces stability limits of C =
√
3
8 in 2D and C = 12 in 3D (Lines et al.,
1999). This means that, in the highest velocity cell(s), the wavefield must
not cross more than this proportion of a cell in a single time step to remain
numerically stable.
1.5.3 Boundary conditions
As modelling occurs within a semi-infinite domain, it is of vital importance
that artificial reflections, which will interfere with the real wavefield, are
not produced at the boundaries of this domain. The simplest technique for
achieving this is to extend the domain such that any spurious reflections
are suitably delayed; however, this can incur a considerable computational
burden.
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In order to suppress these effects absorbing boundaries are often employed
at the limits of the model domain. These fall into two broad categories: those
operating strictly on the boundary (e.g. Smith, 1974), and those operating
within a layer positioned along the boundary (e.g. Berenger, 1994). There
are many flavours of absorbing boundary available, but I describe here only
the two implemented in the Fullwave3D software.
The first of these is that of Cerjan et al. (1985), which is one of the more
basic schemes available. This technique pads the model edges with extra
cells, within which the amplitudes of wavefields are multiplied by a negative
exponential function G, given by
G = e−[0.015(g−i)]
2
(1.19)
where g is the thickness of the padded region in cells, and i the position
within this region. As such, the damping factor varies from 1 at the inner
margin of the padded region down to some smaller value at the outer margin.
This technique requires a layer of at least 20 or so cells thick to be effective,
incurring a significant impact on modelling runtimes and memory overheads.
The alternative scheme attempts to predict the propagation of the wavefield
beyond the boundary of the domain, thus ignoring any reflection effects. This
is achieved by using quadratic approximations for FD stencil positions that
lie outside the domain, allowing full propagation up to the boundary (Adrian
Umpleby, personal communication, October 9, 2012). A key benefit of this
technique is that it allows for boundary layers measuring only a half-width
of the maximum FD stencil length, resulting in insignificant computational
demands.
A special case to be aware of is when simulating marine seismic surveys;
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here it is often desirable to approximate the effects of the sea surface, which
acts as an almost perfect reflector of acoustic energy (assuming it is planar).
These effects include sea-surface multiples and source and receiver ghosting.
As such, a zero-stress free-surface boundary condition (Graves, 1996) is often
imposed on the top of the domain to simulate these effects.
1.5.4 Initial conditions
The initial conditions with respect to seismic modelling are intimately related
to seismic source injection. To recognise this, the information contained in the
data d can be considered a convolution of source effectsw and propagation
effects e (that contains, amongst other things, the Earth’s impulse response).
This is expressed as
d(t) = w(t) ∗ e(t) (1.20)
where t indicates recording time. As such, accurate simulation of the seis-
mic source is of utmost importance, to the end whereby isolation of the
propagation effects that are of interest from the data is both achievable and
reliable.
There are two main types of source: internal, applied within the model
media, and external, applied to the surface. In this work I exclusively use
internal sources, of which there are also two categories: faulting sources
concern movement along an internal interface, such as a fault plane, whereas
volume sources concern changes in an isolated region, such as during an
explosion (Aki and Richards, 2002). In controlled-source seismology we are
primarily interested in the latter, localised at infinitesimally small positions
and referred to as point sources.
Throughout this thesis, when reference is made to the modelling of seismic
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sources, I refer to point sources implemented as body forces, rather than
initial wavefield values. In the case of FD discretisation, these sources do not
need to exist exclusively at grid nodes; in Fullwave3D the Kaiser windowing
scheme of Hicks (2002) is used to distribute each inter-nodal source across a
region of nearby nodes.
1.6 The inverse problem
The seismic inverse problem lies at the heart of seismic imaging, and its core
principle is in opposition to that discussed in Section 1.5; dealing with how
to extract suites of physical model parameters m from observed seismic data
dobs. As in Equation 1.11, this can be expressed as
F−1 : D →M (1.21)
where F−1 is the nonlinear model-data inverse operator.
1.6.1 Probabilistic solutions
The seismic inverse problem can be approached in two ways, where the first of
these is to assess the problem probabilistically. This approach envisions each
possible model m that can be produced from dataset dobs being assigned a
probability p(m) of representing the true Earth. This probability depends
upon each model’s consistency with a priori information, and some measure of
misfit between dobs and synthetic data d forward-modelled from m, whereby
the probability is treated as the solution (Fichtner, 2011). It should be noted
that only this technique can provide the true solution to the inverse problem,
as it finds the whole set of models that can explain the observed data.
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Gubbins (2004) separates probabilistic inverse theory into two parts: ex-
istence and uniqueness. Firstly, if possible, a model that fits the data must
be found to prove that there exists a solution, after which further models
must be searched for to determine whether the initial solution is unique,
which is rarely the case. Each candidate solution requires the solution of
the wave equation to assess its suitability, and as such this approach can
become unaffordable even when models are comprised of limited discrete
parameters (whereas in the case of FWI this is often on the order of several
million). Intelligent strategies to search for candidate models or suites of
candidate models to sample, such as those discussed in Chapters 3 and 4,
help to mitigate this considerable barrier, although these can limit knowledge
pertaining to model uncertainty.
1.6.2 Deterministic solutions
The alternative approach - slightly less elegant yet significantly more prac-
tical - is to assess the problem deterministically. These methods involve,
usually through some approximation to F−1, updating a single model m by
minimising some function of misfit χ(m) between dobs and some d mod-
elled from m. Rather than fully solving the inverse problem, this approach
provides a model that explains the data but provides little information on
its nonuniqueness.
The approximation to nonlinear operator F−1 takes place via a series of
linearised iterations. This quasi-linearisation process allows a solution to the
nonlinear problem to be determined without incurring linearisation errors
(Gubbins, 2004).
FWI falls squarely into this category of inversion, and I discuss in detail
FWI’s approach to the inverse problem in Subsection 2.1.4. Sirgue (2003)
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notes that the complexity of the seismic inverse problem is closely related to
the complexity of its complementary forward problem, where the forward
solution must be known in order to determine an inverse solution. This
further contributes to the sentiment discussed in Section 1.5 - namely that
the seismic forward problem is of critical significance to FWI.
1.7 Seismic anisotropy
Seismic anisotropy is the directional dependence of the elastic parameters
of subsurface media. Widely acknowledged to be a common phenomenon,
most crustal rocks have been experimentally found to exhibit anisotropic
characteristics on both micro- and macroscopic scales (Lowrie, 2007).
1.7.1 Mechanisms
A variety of mechanisms can evoke anisotropic behaviour, the most common
of which are:
Space-preferred orientation (SPO) exists where, due to low pressures,
aligned cracks form relative to the pervasive stress regime, often filling
with fluid. This is the primary mechanism in crustal regions (Crampin,
1981).
Lattice-preferred orientation (LPO) exists where the crystal structure
of minerals exhibit anisotropy. For LPO to influence seismic propaga-
tion, these minerals must be orientated in roughly the same direction
over length scales comparable to that of the Fresnel zone of a wavefront
(Nolet, 2008). Isotropic minerals can collate and align to similar ef-
fect. LPO anisotropy can form as a product of both flow from oceanic
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spreading and pervasive stress fields, but most commonly from minerals
aligning during deposition and lithification.
Periodic thin-layer (PTL) exists where regular horizontal sequences of
interbeds induce long-period apparent anisotropy (Backus, 1962; Berry-
man, 1979). These interbeds are required to be of thicknesses much
smaller than the wavelength of the propagating wave and of varying
velocity. The media contained in the interbeds does not need to be
itself anisotropic.
Figure 1.1: Schematic comparison between isotropic and anisotropic body
wave propagation along a ray path. Reproduced, with permission,
from Savage (1999).
1.7.2 Effects of phenomena
Anisotropic effects are often subtle and difficult to recognise. Crampin (1981)
comments that a consequence of seismic velocity varying with direction is
that “energy transport (group velocity) is no longer permanently parallel
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to phase-propagation (phase velocity) as with isotropic propagation, even
in the case of nondispersive media”. It should be noted, however, that
this is not of great consequence under the assumption of weak anisotropy
(Subsection 1.7.5).
Polarisation describes the orientation of a radiating wave’s oscillations,
and can also be affected in several ways by anisotropic media. Savage (1999)
describes how S -waves, comprised of two orthogonal components – arbitrarily
defined as a horizontally polarised SH -element and a vertically polarised SV -
element (assuming a vertical plane of symmetry) - split into two quasi-S -waves
(qS -waves) due to the ability of the latter element to travel faster (Figure 1.1).
Quasi indicates that these waves bear only superficial resemblance to their
isotropic counterparts (Crampin, 1981). This phenomenon writes diagnostic
signatures into wavefields that can be used to characterise the anisotropy of
a region. However, it is often the case that these arrivals are disturbed by
preceding coda (Crampin et al., 1982).
P -wave polarisation derived from anisotropic propagation is relatively
minor due to the effects of group-phase velocity deviation (Figure 1.2), and
as such may be easily overlooked, masked by noise, or ambiguously attributed
to the effects of velocity heterogeneity (Crampin et al., 1982).
1.7.3 The elasticity tensor
The elasticity tensor provides detailed information on the nature of a linear
elastic medium’s anisotropy. Based on the relative arrangement of any planes
of (mirror) symmetry expressed by the medium, its elasticity tensor can
be classified as one of seven distinct systems and provides insight into the
magnitude of anisotropy (Crampin, 1984). Owing to the symmetries of stress
(σij = σji) and strain (τkl = τlk), the 3× 3× 3× 3 elasticity tensor Cijkl may
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Figure 1.2: Schematic demonstration of the effects of anisotropy on P -wave
propagation, where θ indicates phase velocity direction, β indic-
ates group velocity deviation, and α indicates P -wave polarisation.
Note that the relationship β > α always holds, such that the
apparent polarisation β − α is often small. After Crampin et al.
(1982).
be represented as a more compact 6× 6 matrix Cαβ . The new matrix is in
fact itself symmetric, such that only 21 of its 36 terms are independent. This
operation is referred to as the Voigt recipe, and the matrix it generates still
completely characterises the elasticity of the medium (Thomsen, 1986):
i, j or k, l : 11 22 33 32=23 31=13 21=12y
α or β : 1 2 3 4 5 6
(1.22)
Each symmetry system (Table 1.1) has a defining pattern of nonzero/in-
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dependent components, such as those seen in Equation 1.23 for the case of
isotropic media. Note that only the nonzero terms in the upper triangle are
shown as the lower triangle is symmetric along the major diagonal (Thomsen,
1986):
Cαβ =

C33 C33 − 2C44 C33 − 2C44 C − 2C C − 2C C − 2C
C − 2C C33 C33 − 2C44
C33
C44
C44
C44

(1.23)
For the isotropic case it can be seen that there are only two independent
terms: C33 and C44. Based on the relationship
Cijkl = λδijδkl + µ(δikδjl + δilδjk) i, j, k, l = 1, 2, 3 (1.24)
where δij is the Kronecker delta function
δij =

1, for i = j
0, for i 6= j
i, j = 1, 2, 3 (1.25)
the terms C33 and C44 can be related to the Lamé parameter λ, shear modulus
µ, and bulk modulus κ:
C33 = λ+ 2µ
= κ+
4µ
3
(1.26a)
C44 = µ (1.26b)
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Symmetry
system
Independent
elastic terms
Number and orientation of
symmetry planes
Cubic 3
• three identical: x-, y- and z-cuts
• six identical: planes joining oppos-
ite sides of cube
Hexagonal 5
• one z-cut
• ∞ identical planes through axis of
symmetry (z-axis)
Trigonal 6 or 7* • three identical: sides of triangularprism
Tetragonal 6 or 7*
• three identical x- and y-cuts
• one z-cut
• two identical: planes joining op-
posite sides of prism
Orthorhombic 9 • three distinct: x-, y- and z-cuts
Monoclinic 13 • one z-cut
Triclinic 21 • none
Table 1.1: Different anisotropic symmetry systems and their features. *
denotes rarely occurring system configurations. After Crampin
(1984).
1.7.4 Transverse isotropy
One of the less complicated anisotropic conditions is transverse isotropy
(TI), which is the name exploration seismologists often use for the hexagonal
symmetry system. Fortunately, TI is often considered the mode of anisotropy
that dominates in the Earth’s subsurface (Nolet, 2008), and as such forms
26
1.7 Seismic anisotropy
the focus of the anisotropic aspect of this study. The TI system has one
distinct plane of symmetry with a rotationally invariant symmetry axis, such
that there exists infinite planes perpendicular to the distinct one (Figure 1.3);
this results in an elasticity matrix with five independent terms:
Cαβ =

C11 C11 − 2C66 C13 C − 2C C − 2C C − 2C
C − 2C C11 C13
C33
C − 2C C44
C44
C66

(1.27)
Figure 1.3: Schematic illustration of the spatial orientation of symmetry
planes in the hexagonal system. After Crampin (1984).
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In the case of a vertical, horizontal or tilted symmetry axis the TI system
is then termed vertical TI (VTI), horizontal TI (HTI) or tilted TI (TTI),
respectively. In the instance of VTI, Equation 1.27 can be rewritten in terms
of Love’s (1911) parameters
Cαβ =

A A− 2N F A− 2N A− 2N A− 2N
A F
C
L
A− 2N A− 2N L
N

(1.28)
where four of the parameters are directly related to the velocities of vertically
and horizontally polarised P - and S -waves:
A = ρV 2PH (1.29a)
C = ρV 2PV (1.29b)
L = ρV 2SV (1.29c)
N = ρV 2SH (1.29d)
The fifth parameter F has no simple physical meaning.
1.7.5 Thomsen parameters
Thomsen (1986) derived several simple relationships to describe the propaga-
tion effects of VTI based on the assumption that, as is often the case, the
resultant anisotropy is sufficiently weak (i.e. < 20 %). This parameterisation
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introduces three dimensionless parameters: epsilon , gamma γ, and delta δ
 ≡ C11 − C33
2C33
(1.30a)
γ ≡ C66 − C44
2C44
(1.30b)
δ ≡ (C13 + C44)
2 − (C13 − C44)2
2C33(C33 − C44) (1.30c)
where the actions of the parameters epsilon and delta on a propagating
compressional wavefront are expressed in Figure 1.4. The parameterisation
is rounded out by the inclusion of density ρ and the velocities of vertical P -
and S -wave propagation
VPv =
√
C33
ρ
(1.31a)
VSv =
√
C44
ρ
(1.31b)
Under the acoustic approximation (i.e. C44 = C66 = 0 Pa), the parameter
set of Equation 1.30 reduces to
 ≡ C11 − C33
2C33
(1.32a)
δ ≡ C
2
13 − C233
2C233
(1.32b)
It follows that the vertical component of acoustic velocity can be related to
its horizontal counterpart by nature of the parameter epsilon
VPh = VPv
√
(1 + 2)
≈ VPv(1 + ) (1.33)
Strictly speaking, these relationships should be considered ‘pseudo-acoustic’
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rather than acoustic, as anisotropy is an inherently elastic phenomenon.
Many published works indeed use the phrase pseudo-acoustic anisotropy,
however the seismic processing community will often truncate this to acoustic
anisotropy. Throughout this thesis I make use of the abbreviated moniker,
and the reader should be aware of the term’s connotations.
(a)
(b)
Figure 1.4: Schematic wavefronts illustrating the effects of the Thomsen
parameters. In each subfigure the dashed black line indicates an
isotropic wavefront (i.e. δ =  = 0), while the solid black line
in (a) indicates an elliptical wavefront (i.e. δ = ) and in (b) a
plausible anisotropic wavefront (i.e. δ < ). The short solid black
line marked VNMO in each subfigure indicates a section of the
wavefront that would be inferred from isotropic moveout analysis
of reflected energy. Reproduced from Thomsen (1986).
Further to Equation 1.33, Alkhalifah and Tsvankin (1995) demonstrate
that the traveltime curves of reflected P -wave arrivals can be constrained
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using their normal moveout (NMO) velocity VPn , given by
VPn = VPv
√
(1 + 2δ)
≈ VPv(1 + δ) (1.34)
combined with an anellipticity coefficient eta η, defined as
η ≡ − δ
1 + 2δ
(1.35)
Alkhalifah and Tsvankin’s anellipticity coefficient thus introduces the rela-
tionship
VPh = VPn
√
(1 + 2η)
≈ VPn(1 + η) (1.36)
Thomsen (1986) notes that, while delta and epsilon are usually of the same
order of magnitude, short-aperture anisotropic response is often dominated
by delta. For algebraic simplicity, anisotropic media are sometimes assumed
elliptical (i.e. δ =  so that η = 0 %), such that elliptical wavefronts propagate
from a point source (Daley and Hron, 1977). However, examination by
Thomsen (1986) suggests that these two parameters do not correlate well,
and hence the assumption of ellipticity can often be inadequate. It is often
the case that δ < , and in the context of PTL anisotropy this relationship
always holds true.
1.7.6 An anisotropic wave equation
In order to invert for acoustic anisotropy parameters such as epsilon, delta,
and eta, it is important to first be able to model them with sufficient accuracy.
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One of the most well-known examples of an anisotropic acoustic wave equation
is Alkhalifah’s (2000) pair of PDEs for VTI media
∂2p
∂t2
= (1 + 2η)V 2Pn
(
∂2p
∂x2
+
∂2p
∂y2
)
+ V 2Pv
∂2p
∂z2
− 2ηV 2PnV 2Pv
(
∂4q
∂x2∂z2
+
∂4q
∂y2∂z2
)
(1.37a)
∂2q
∂t2
= p (1.37b)
where parameter q represents an auxiliary wavefield to the true wavefield
p. These were derived using dispersion relations under the assumption that
VSv = 0 m/s, and are only stable for the scenario  ≥ δ. The second PDE of
Equation 1.37 introduces pseudo-shear artefacts to the wavefield, although
when solved as a pair this formulation has nonetheless been shown to provide
a good kinematic approximation to the P -wave component of an elastic
wavefield. In the case of isotropy (i.e. η = 0 % and VPn = VPv), it can be
seen that Equation 1.37 simplifies to
∂2p
∂t2
= V 2Pv
(
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
)
(1.38)
which, with the addition of density and a source term, equates to Equation 1.2.
An improved anisotropic acoustic wave equation is presented and discussed
in greater detail in Subsections 2.3.2 and 2.4.1.
32
2
Local Inversion
In this chapter I investigate the potential for conventional FWI to invert for
multiple parameters, in this case P -wave velocity along with some measure
of acoustic anisotropy. This should in theory be achievable, assuming that
the parameters can be modelled accurately; however, in practice there exist
a number of challenges associated with overlapping sensitivities of surface
seismic data to anisotropic parameters.
The chapter begins by introducing some of the background and concepts
behind FWI, as well certain practical difficulties that originate from the
inclusion of multiple parameters to the inversion framework. This can
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essentially be considered as an extension to Chapter 1 and is contained within
Sections 2.1 to 2.3. I then present the multi-parameter FWI implementation
I have helped developed, as well as some 2D synthetic results. This original
work is contained within Sections 2.4 and 2.5. I then draw my conclusions in
Section 2.6.
It is of significant import to note here that throughout this period of
investigation I worked intensively alongside Adrian Umpleby. The original
work presented in this chapter is a direct result of our genuine collaboration.
Whilst much of the theory arose from the plentiful discussion that took place
between us, due to the scale and complexity of the Fullwave3D software,
Adrian carried out the implementation almost single-handedly. My role was
centred more around gaining insight from practical experience, with emphasis
on the testing and analysis of each new implementation.
2.1 Full-waveform inversion
FWI, or full-waveform tomography (FWT), is an innovative seismic pro-
cessing technique that has developed rapidly since the turn of the new
millennium. FWT is considered by most authors to be synonymous with
FWI, although Fichtner (2011) defines FWT as an FWI implementation
with an “explicit transmission tomography component”. FWI’s purpose is
to estimate quantitative models of any subsurface parameter that can be
described by whichever wave equation is adopted. It does so in a determ-
inistic local manner that minimises the difference - referred to as the data
residual - between observed and forward-modelled datasets via a series of
iterative linearised updates to some start model. The final result is high
resolution and high accuracy; this is achieved by fully honouring the correct
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physics of finite-frequency seismic measurements, up to any assumptions
used. Typically FWI is undertaken prestack for P -wave velocity or slowness,
with the models produced used to improve the accuracy of subsequent depth
migration. However, as computational restrictions imposing on the maximum
frequency of propagation relax, the concurrent resolution affordable using
FWI increases, to the end that FWI models themselves should be directly
interpretable (e.g. Qin et al., 2014).
2.1.1 History
The original theoretical groundwork that underpins FWI, referred to then
as waveform inversion, is often attributed to the work of Lailly (1983) and
Tarantola (1984a,b) in the mid-1980s. At the time, due to the computational
costs associated with its implementation, the formulation developed by these
authors and others could not be tested. The first synthetic 2D implementation
was presented by Gauthier et al. (1986), who demonstrated not only the
potential power of the technique, but also some of its inherent limitations,
such as cycle-skipping (Subsection 2.2.2). These initial results employed
acoustic waveforms, however synthetic elastic inversion results soon followed
(Mora, 1987).
2.1.2 Dimensionality
The pioneering FWI implementations and examinations reviewed in Sub-
section 2.1.1 could only use synthetic 1D or 2D models of limited size and
complexity, owing to the considerable demands FWI places on computational
resources. Notwithstanding this, early practitioners also only had access to
short-offset reflection-dominated field datasets that are not wholly suitable
for FWI, as demonstrated by Gauthier et al. (1986). As such, for some time
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FWI was not recognised as a practical seismic processing technique.
As compute capabilities increased in tandem with techniques developed to
mitigate the computational burden, applications of FWI to 2D field datasets
became more commonplace (e.g. Shipp and Singh, 2002; Ravaut et al., 2004;
Operto et al., 2004). Nowadays, FWI in 2D is very well documented and
firmly established in the scientific literature; this is due at least in part to
the considerable number of low-frequency, wide-aperture and uniformly yet
densely sampled seismic datasets available.
The real Earth however is not 2D, and as Warner et al. (2007) point out,
at high resolution it is not conducive for it to be approximated as such. The
preclusion of out-of-plane arrivals limits subsurface illumination and data
residual reduction, and has meant 2D FWI has been of limited practical
use within the hydrocarbons industry (Plessix et al., 2010). Imaging with
vertical planes also means that each prospective target’s strike direction must
be considered during acquisition and modelling. Štekl et al. (2007) present
some of the first results of using FWI in 3D, recovering a simple synthetic
channel geometry. Data were decimated from a large number of sources
into regularly distributed composite shots, used to perform FWI. With no
pronounced reduction in spatial resolution or accuracy, it was proven possible
to overcome an otherwise computationally complex task over realistic and
practical runtimes.
Not long after, Sirgue et al. (2009) presented results of 3D FWI using a
dataset from the Valhall field in the Norwegian North Sea. The results are
striking, with recovery of several small-scale features (including a shallow
channel system and a deeper gas cloud) from a smooth reflection tomography
model. Since then there have been numerous examples published of 3D FWI,
involving field datasets from a range of offshore (e.g. Plessix et al., 2010;
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Ratcliffe et al., 2011; Manuel et al., 2013) and onshore (e.g. Al-Yaqoobi and
Warner, 2013; Stopin et al., 2013) targets.
2.1.3 Domain
Up until the late 1990s, FWI implementations (in 2D) adhered to Tarantola’s
(1984a) original formulation of the seismic inverse problem, conducting
iterative modelling and inversion in the time domain. As many authors (e.g.
Ravaut et al., 2004; Virieux and Operto, 2009) point out, this manner of
implementation can become extremely computationally expensive, since time
stepping must take place over the entire model domain at least three times
per source (Section 2.1.4).
Nowadays, FWI based on numerical approaches can be conducted in either
the time or frequency domain, where the two methods are intrinsically equival-
ent; inversion in the time domain equates to simultaneous inversion of every
frequency present in the data. Pratt (1999) introduced the widely adopted for-
mulation of FWI in the frequency domain. This uses an implicit direct-solver
approach (such as LU decomposition) to solve the time-harmonic Helmholtz
equation, which represents a steady-state form of the wave equation. Once
the matrix factors are computed they can be used to model any source at
limited computational cost. Computational efficiency is furthered by only
inverting at select discrete frequencies, precluding what some perceive to be a
wavenumber redundancy in the time-domain approach. Ravaut et al. (2004)
attest that FWI over a few select frequencies can yield an unaliased result
that is comparable in quality and resolution to an equivalent time-domain
inversion, no matter the range of source-receiver offsets available.
As described by Warner et al. (2007), a major barrier to the natural
extension of direct-solver frequency-domain FWI into the third dimension has
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been the factorisation of matrices of dimensionM3×M3, whereM is the linear
dimension of the 3D model; this requires vast computational and memory
overheads. Instead, iterative-solver approaches must be considered, as these
have low memory requirements. As with time-domain implementations, the
cost of these approaches varies in proportion to the number of sources being
modelled. These large modelling costs can however be allayed using a variety
of techniques, such as growing and shrinking the computational domain as
required (e.g. Warner et al., 2013).
Figure 2.1: Schematic demonstration of the benefits of a multi-scale approach
to FWI, dividing the inversion into three broad stages. The
first stage of optimisation handles only long-period data, the
second stage introduces intermediate-period data, and the final
stage incorporates the full bandwidth of the data. Note how
the behaviour of the objective function χ(m) varies at each step.
Reproduced, with permission, from Fichtner (2011).
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Both techniques are seen to have their advantages. Time-domain FWI
offers improved signal-to-noise ratios (SNRs) and a flexible framework to
apply time windowing or weightings to subsets of arrivals (Shipp and Singh,
2002); this latter attribute is of particular benefit when inverting difficult
datasets. Frequency-domain FWI on the other hand offers computational
economy in 2D (when using a direct solver) and a natural platform for both
inverting for seismic quality factor Q using complex velocities (Hicks and
Pratt, 2001) and multi-scaling (Figure 2.1). Developed by Bunks et al. (1995),
the classical multi-scale approach for FWI entails the gradual introduction of
shorter length scales, thus helping to linearise the problem of recovering highly
nonlinear model features; this is readily achievable by frequency-domain FWI
via the hierarchical inversion of individual or groups of discrete frequencies.
Time-domain FWI can also adopt a multi-scale approach, scaling either by
offset or arrival time (Shipp and Singh, 2002), or by applying progressively
relaxing low-pass filters to subsets of the data such that long-period data are
up-weighted during early iterations, essentially simulating frequency-domain
multi-scaling. An in-depth comparison between these two common types
of implementation, including several 3D examples, can be seen in Umpleby
et al. (2010). Note that Fullwave3D has the capacity to model and invert
in either the time or frequency domain, although in this thesis all results
presented used the time-domain formulation.
Shin and Cha (2008) provide a further reformulation of the problem, this
time in the Laplace domain. The Laplace transform of a time-domain pressure
wavefield p(t) can be expressed as
p(s) =
∫ ∞
0
p(t)e−stdt (2.1)
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where s is the real-valued Laplace damping constant and p(s) is the Laplace-
domain pressure wavefield. It can be seen that the resultant wavefield is
equivalent to the zero-frequency real component of the Fourier-transformed
damped time-domain wavefield (Shin and Cha, 2008). Although this im-
plementation is only able to produce inversion results of limited spatial
resolution, it has proven very reliable at doing so, even in the absence of low
frequencies (Ha and Shin, 2012).
2.1.4 Solution to the inverse problem
As with many seismic imaging techniques, FWI seeks to provide a determin-
istic solution to the seismic inverse problem as presented in Subsection 1.6.2.
In the case of FWI, it is to obtain a model m that explains a set of observed
data dobs, based on deficient information (Equation 1.21).
The inverse model-data operator G−1 is difficult to determine accurately
in the event of an ill-posed inverse problem, if it exists at all. As such, an
iterative local optimisation data-fitting scheme is employed to circumvent
G−1, which makes a series of step-wise updates ∆m to a start model m(0)
in order to successively drive a data-misfit objective function, or functional,
χ towards zero, following
m(k + 1) = m(k) + ∆m(k) (2.2)
where k is iteration number.
2.1.4.1 Objective function
At each iterative step k, a forward modelled dataset d is produced from the
current model m and compared to dobs using an objective function. The
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quadratic `2-norm of the data residual is typically employed for this purpose,
thus achieving a least-squares minimisation:
χ(m) =
1
2
‖∆d‖2
=
1
2
∆d†∆d
=
1
2
ns∑ nr∑ nt∑
‖d− dobs‖2 (2.3)
where ns, nr and nt (or nf ) are the number of sources, receivers and time
samples (or discrete frequencies) in the dataset, respectively; † indicates
an adjoint (conjugate transpose); and ∆d denotes the data residual vector,
defined by
∆d = d− dobs (2.4)
The objective function χ is considered minimised once it crosses a threshold
value, or the first derivative of χ with respect to m is zero with positive
corresponding second derivatives, thus producing a final model m˜. An
investigation by Brossier et al. (2009a) into which residual norms are suitable
as objective functions for FWI demonstrates that the nonquadratic least-
absolute-values `1-norm is only weakly sensitive to non-Gaussian noise; as
such they suggest it be considered as an alternative to the more efficient
but less robust `2-norm when inverting noisy data. Another alternative is
to combine characteristics of the `1- and `2-norms, either using the Huber
(1973) norm or some other hybrid; however, it should be noted that these
techniques require some form of threshold for transition between the norm
behaviours (Brossier et al., 2010).
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2.1.4.2 Model update
Commonly referred to as the Newton method, the classical FWI model
update ∆m is characterised by two components, expressed as
∆m = −H−1∇mχ (2.5)
where H−1 denotes the inverse second-order Hessian matrix and ∇mχ the
gradient of the objective function χ with respect to the model parameters
m, pointing in the direction of steepest ascent in the model space. This is
represented as
∇mχ ≡ ∂χ
∂m
≡

∂χ
∂m1
∂χ
∂m2
...
∂χ
∂mM

(2.6)
where M is the number of model parameters. By reformulating Equation 2.6
as
∇mχ ≡ ∂χ
∂m
≡ 1
2
<
{
∂
∂m
(∆d†∆d)
}
≡ 1
2
<
{(
∂d
∂m
)†
(d− dobs) + (d− dobs)†
(
∂d
∂m
)}
≡ <
{(
∂d
∂m
)†
(d− dobs)
}
(2.7)
it can be seen that, since ∆d has already been calculated, the only unknowns
are the first derivatives of the data d with respect to the model parameters
m. This first-derivative matrix is referred to either as the Jacobian matrix,
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sensitivity matrix, or Fréchet derivative matrix, and is represented as
J ≡ ∂d
∂m
≡

∂d1
∂m1
∂d1
∂m2
. . . ∂d1∂mM
∂d2
∂m1
∂d2
∂m2
. . . ∂d2∂mM
...
...
. . .
...
∂dN
∂m1
∂dN
∂m2
. . . ∂dN∂mM

(2.8)
where N is the number of data values. Note that < indicates to retain only
the real part, which is important when the data contain complex values. This
is the case when d is calculated in the frequency domain (Subsection 2.1.3).
The Hessian H describes the variation of the objective function χ with
respect to changes in pairs of model parameters. It is a symmetric matrix of
size M ×M , and is expressed as
H ≡ ∂
2χ
∂m2
≡

∂2χ
∂m21
∂2χ
∂m1∂m2
. . . ∂
2χ
∂m1∂mM
∂2χ
∂m2∂m1
∂2χ
∂m22
. . . ∂
2χ
∂m2∂mM
...
...
. . .
...
∂2χ
∂mM∂m1
∂2χ
∂mM∂m2
. . . ∂
2χ
∂m2M

(2.9)
By considering the Hessian as the derivative of Equation 2.7 with respect to
the model parameters m, it can be seen to be composed of two parts
H ≡ ∂
2χ
∂m2
≡ ∂
∂m
<
{(
∂d
∂m
)†
(d− dobs)
}
≡ <
{(
∂2d
∂m2
)†
(d− dobs) +
(
∂d
∂m
)†( ∂d
∂m
)}
(2.10)
of which the latter is numerically dominant. The Hessian can be thought of
as providing information on the local curvature of the complex topography
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on the M -dimensional objective function surface, where the major diagonal
provides a measure of the oblateness of contours surrounding the local
minimum.
Figure 2.2: Schematic depiction of the steepest descent method for a simple
two-parameter model space. Two initial solutions X1 and X2 are
depicted, the former positioned within the basin of attraction
of the global minimum, the latter within a local minima. The
arrows represent successive iterations, where the direction of
update is perpendicular to objective function contours, and the
tip of each arrow indicates a proposed solution to Equation 1.21.
After Sirgue (2003) and Guasch (2011).
FWI can involve upwards of one million model parameters, and therefore
calculating and inverting the Hessian - which is typically ill-conditioned
(Letourneau et al., 2012) - at each iteration can involve infeasible compute
time and memory requirements. As such, it is practical to make some
approximation to the Hessian, for example using Gauss-Newton methods
(e.g. Pratt et al., 1998) or quasi-Newton methods (e.g. Brossier et al., 2009b).
These second-order techniques are still however computationally intensive
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compared to other more simple first-order ones. It is often most practical
to replace H in its entirety using one of a category of techniques known
as gradient descent methods. The simplest of these, and probably most
commonplace, is to replace H with a scalar value. This is known as the
steepest descent method (Figure 2.2), and is formulated as
∆m ≈ −α∇mχ (2.11)
where the scalar α is termed the step length. Steepest descent can be enhanced
by introducing conjugate-gradient directions, in what is referred to as the
conjugate-gradient method (Hestenes and Stiefel, 1952): here, the direction
of update becomes a linear combination of the current gradient direction and
previous direction of update. This can increase robustness while expediting
convergence, and is used as the optimisation algorithm of Fullwave3D.
A compromise between expensive Newton-based methods and the cheap-
but-simple gradient descent methods is to include only some of the Hessian’s
information. Gauss-Newton methods assume a linear relationship between d
and m, introducing the approximate Hessian Ha
Ha ≡ <
{(
∂d
∂m
)†( ∂d
∂m
)}
(2.12)
By considering only the major-diagonal elements of Ha
Hd ≡ <
{
diag
[(
∂d
∂m
)†( ∂d
∂m
)]}
(2.13)
a more cheap and readily invertible Hessian approximation Hd is obtained,
referred to as a spatial preconditioning matrix. The spatial preconditioner
compensates for propagation-related amplitude effects by balancing the gradi-
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ent contribution from each model parameter, and itself can be approximated
cheaply using Shin et al.’s (2001) pseudo-Hessian approximation.
2.1.4.3 Jacobian adjoint
For the majority of exploration seismic datasets it is computationally un-
realistic to solve for the Jacobian J explicitly using numerical methods,
due to the enormous number of forward models this would entail; for M
model parameters, M + 1 forward models would be required at each iter-
ation. To avoid this expense, the adjoint-state method (Chavent, 1974) is
used. The adjoint-state method, as formulated in Appendix A, calculates the
action of J† on ∆d to produce an expression for ∇mχ that contains three
computationally affordable components. For M model parameters, instead
of M + 1 forward models being required at each iteration, now only two
forward models and a cross-correlation are needed; as such, the cost has a
much-reduced dependency on model size. An in-depth description of the
use of the adjoint-state method for computing the gradient of an objective
function is provided by Plessix (2006).
2.1.4.4 Step length
A step length calculation, also known as a line search, is required to scale
the model perturbation ∆m. This is easiest achieved by first perturbing the
model a small amount in the opposite direction to ∇mχ, before calculating
an intermediary ∆dint for this new model. By extrapolating linearly the
inferred relationship between ∆d and ∆m, it is possible to predict the model
update ∆m that should eliminate the data misfit ∆d, at the cost of one
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additional forward model. This process can be expressed as
α =
∆d†q
q†q
(2.14)
where q denotes the change in data residual between the model coming into
the iteration and the perturbed model
q = ∆d−∆dint (2.15)
This implicit assumption of a linear relationship between model and data
perturbations is known as the Born (1926) approximation. In practice, this
means ignoring any terms of second-order or more when differentiating by
m; in physical terms, this translates to only considering first-order scattering
by model perturbations.
The sequence of operations described in Subsection 2.1.4 effectively lin-
earises, and in places approximates, what was originally a nonlinear inverse
problem (Equation 1.21). As such the algorithm must iterate to improve on
these approximations, solving the nonlinear problem as a series of linearised
steps. It should be noted that when solving the forward problem at each
iteration, the full nonlinearity of the problem is honoured.
2.2 Practicalities
For FWI to be effective there are a number of considerations, the most
pertinent of which are discussed here.
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2.2.1 Data requirements
As described by Claerbout (1985) and later demonstrated by Jannane et al.
(1989), the data recovered by conventional narrow-aperture seismic surveys
provide information on two discrete domains of velocity wavenumber. Whilst
the exact range of these domains is a function of source-receiver offset and
source spectral content, they essentially contain short- or long-wavelength
information, where a resolution gap exists in-between (Figure 2.3). This
gap in the wavenumber information of conventional seismic data led to
the now-common practice of scale decomposition during data processing;
recovering first low-wavenumber macro-velocity, often using tomography,
before recovering high-wavenumber reflectivity, often using migration.
FWI is driven primarily by forward-scattered data, as it is these that
constrain the low wavenumbers of the model. As such, for FWI to be
successful it requires seismic data collected from multi-fold wide-aperture
refraction surveys, where the dataset contains both back- and forward-
scattered arrivals (Sirgue, 2006). Increasing the source-receiver offset range
serves to shift the sensitivity of the data, where the losses at intermediate
wavenumbers are now less pronounced. Lower frequency recordings can also
have a similar effect (Jannane et al., 1989). The combination of these effects
allows FWI to reconstruct a continuous range of wavenumbers, even when
in the presence of complex subsurface velocity structure. Versteeg (1993)
demonstrates that the recovery of intermediate wavenumbers during VMB
can lead to significant uplift in subsequent migration.
To illuminate the deep subsurface with forward-scattered arrivals, survey
aperture must increase. In turn, introducing longer-offset arrivals to the
data can have the effect of increasing the nonlinearity of the inverse problem
posed, as inaccuracies in the initial FWI model have a stronger effect on
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Figure 2.3: Reliability of information obtained from surface seismic data.
Reproduced from Claerbout (1985).
longer rays. With this in mind, survey depth-of-penetration versus objective
function nonlinearity must be considered (Sirgue, 2006). If needs be, FWI
can be implemented in a hierarchical manner, fitting the shallow arrivals first;
this technique is referred to as layer stripping (Shipp and Singh, 2002). High
frequencies in the data have a similar negative effect on the nonlinearity of the
problem. To mitigate their effect, the practice of multi-scaling (Figure 2.1)
is often employed. The degree to which multi-scaling helps suppress the
nonlinearities is dependent however on the lowest usable frequency in the
dataset. With this in mind, it is important to record down to as low a
frequency as possible during acquisition, while recognising the trade-off with
SNR is often poor, particularly with land acquisition.
2.2.2 The macro-model
Of vital importance to the success of FWI is the macro-model used as the
starting point for FWI. Gauthier et al. (1986) and Tarantola (1986) establish
that, in the presence of strong nonlinearities such as those introduced by wide-
aperture survey data and high frequencies, if the low-wavenumber component
of the macro-model is not of sufficient spatial accuracy then the inversion
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will likely fail via convergence to a local minimum. It is thus important
for the macro-model to be located in a position of direct descent to the
global minimum of the objective function (Figure 2.2). In other words, if the
inversion is to succeed, the macro-model must predict the major arrivals in
the observed data to an accuracy of better than half a period at the lowest
usable frequency in the data (Sirgue and Pratt, 2004). This statement is
demonstrated in Figure 2.4. Due to the oscillatory nature of the seismic data
trace, it can be seen that the `2-norm objective function will match incorrect
phases if they have a time delay of less than half a period; this phenomena
is referred to as cycle-skipping.
Determining whether a particular start model for FWI will give rise to
global convergence is challenging. The simplest measure of quality assurance
(QA) is to examine the data produced using the start model in comparison
to the observed data, ensuring that the major arrivals are in phase to within
±180°. This is an intensive procedure to conduct thoroughly and is often
difficult in regions of superpositioned arrivals. More recently Shah et al. (2012)
propose utilising the spatial continuity of the phase residual between the
predicted and observed data as a diagnostic to assess macro-model suitability.
This is done at a single low frequency using only the early arrivals, which
are windowed in time. Once calculated, the phase difference is plotted as
a function of source and receiver position. Regions of cycle-skipped data
manifest as 360° jumps in phase. Note that both of the techniques described
can be used for QA (pre-FWI) and quality control (QC) (post-FWI).
2.2.3 Source estimation
Unlike in conventional seismic processing techniques, during FWI it is of vital
importance that the source wavelet is accurate at the lowest frequency to be
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Figure 2.4: Schematic illustration of the effects of cycle-skipping during FWI.
The central solid line represents an observed monochromatic trace
of period T (where T = 1f ), the upper dashed line represents a
predicted trace that has a time delay of greater than T2 , and the
lower dashed line represents a predicted trace that has a time
delay of less than T2 . Of the two predicted traces, only the lower
one updates in the correct direction; the other is cycle-skipped.
Both however result in a reduction to the data misfit. Reproduced
from Virieux and Operto (2009).
used. If this is not the case, such that the modelled data are significantly
impaired, the inversion may introduce artefacts into the model via convergence
to a local minimum.
Several techniques are commonly employed to estimate a source wavelet
for FWI. The simplest of these is to use the signature of the direct arrival
in the near field, where the trace selected must needs be deghosted, cor-
rected for spherical divergence, decorrelated from any shallow subseafloor
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reflectivity, and demultipled from free-surface multiples (e.g. Warner et al.,
2013). Alternatively, Pratt (1999) suggests inverting for the source wavelet
explicitly during FWI. By assuming that the source term s used in modelling
is multiplied by some scalar ζ, then Equation 1.1 becomes
A(m)p = ζs (2.16)
where it is possible to estimate ζ for each individual shot used. This proced-
ure is not straightforward however, as there can exist a trade-off between
systematic features in m and ζ that needs to be carefully managed. Due to
the large data redundancy that in a sense exists, this trade-off is unlikely but
nonetheless difficult to QC. Finally, it is possible to estimate a source wavelet
through numerical simulation based on the airgun array specifications. These
simulations are then matched to near-field deep-water measurements (e.g.
Ziolkowski et al., 1982).
Once an estimate for the source wavelet has been obtained, it is important
to apply to it any filters that have been applied to the field data during
pre-processing.
2.2.4 Computational requirements
FWI is a computationally demanding technique, primarily due to the many
forward models required. This is particularly the case for real-world datasets,
which often contain a large number of sources spread over vast 3D domains.
To achieve practical runtimes, FWI’s workload needs to be distributed over
large multi-core multi-node clusters. This parallelisation occurs on two levels,
in both cases using message-passing interface (MPI) software: firstly, different
shots are distributed to different nodes within the cluster; secondly, each node
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then divides its shots into subdomains, which are solved for simultaneously
across the available cores of each node. To avoid wasting time reading/writing
to local disks, each individual node should only process simultaneously as
many shots as it can hold in its random-access memory (RAM).
As a rough guide, when parallelising FWI across a cluster of nn nodes,
each containing nc logical cores, the following relationship is used
(np − 1) ∗ nt
nn
. 1.5 ∗ nc (2.17)
where nt is the number of threads and np is the number of processes (i.e.
number of shots to be simulated simultaneously, plus one scheduler) (Adrian
Umpleby, personal communication, December 10, 2012).
2.3 Multiple parameters
As FWI’s popularity has increased, practitioners and researchers alike have
sought to push its capabilities further, with multi-parameter inversion becom-
ing a key ambition. These multiple parameters could include any combination
of acoustic or elastic velocities, attenuation, density, anisotropy; in principle
any rock property which exerts an influence over the kinematics and/or
dynamics of seismic waveforms.
2.3.1 Challenges
The inversion of multiple parameters via FWI introduces an additional
set of challenges. The most pressing of these can be summed up by two
questions: “which parameters should I update?” and “how should I update
these parameters?”.
Considering the first of the two questions: for many subsurface properties it
53
2.3 Multiple parameters
is possible in principle to describe them with several different yet related sets
of parameters, and seismic anisotropy is no different. Different components of
a dataset (i.e. different propagation regimes) can have different sensitivities
to different parameters, which can also be true for the same parameter but in
different combinations. These sensitivities are a crucial consideration; if the
data are not sensitive to changes in a parameter, then it verges on impossible
to extract such a parameter using a data-fitting procedure like FWI. This
is particularly the case if there exists one or more dominant parameters
that are not accurately known. Another fundamental concern is parameter
crosstalk, also known as parameter trade-off, which can exist between one or
more classes of parameter. Crosstalk occurs when perturbations in parameter
classes act to produce a coupled effect on a particular data component, which
can serve to dramatically increase the nonuniqueness of FWI. Finally, it is
desirable to define the model with as few parameters as appropriate, as a
reduction in the problem’s degrees of freedom will tend to in turn reduce its
associated null space (Alkhalifah, 2015).
To assess the sensitivity of a particular parameterisation to different
propagation regimes, radiation patterns (Wu and Aki, 1985) for a point
diffractor are often consulted. Although these represent a gross simplification
to the real world, they provide a first-order illustration of the sensitivities.
An example of this can be seen in Figure 2.5 for {VPv , δ, } and {VPv , δ, VPh}
parameterisations; the experimental setup is displayed in Figure 2.5a, where
it can be seen that only specular reflections for a horizontal reflector are
analysed. Figure 2.5b demonstrates that an overlap exists between the sens-
itivities of vertical P -wave velocity and epsilon, which indicates crosstalk
between the two. It shows epsilon to only be sensitive to forward-scattered ar-
rivals, with delta slightly sensitive to intermediate-aperture arrivals although
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Figure 2.5: Radiation patterns for two different VTI parameterisations for a
specular reflection on a horizontal synthetic reflector. (a) Source-
receiver configuration used when extracting the so-called partial
derivative wavefields (e.g. Pratt et al., 1998) associated with
each parameter class considered for an angle of incidence ϕ and
reflection angle, or aperture, θ. ϕ is defined relative to the vertical
axis of symmetry, and ϕ = θ2 . The source is moved step-wise along
the dashed path around the point diffractor at the centre of the
model, such that partial derivative wavefields are determined for
a full range of θ. These wavefields are then combined to produce
plots of radiation pattern. Radiation patterns can be seen for (b)
{VPv , δ, } and (c) {VPv , δ, VPh} parameterisations. Note that the
radiation patterns for epsilon and delta are magnified by a factor
of ten. Reproduced from Gholami et al. (2013).
at very low amplitude, and vertical P -wave velocity sensitive to all apertures
and hence a wide range of wavenumbers k, following
k =
2fmax
VPv
cos
(
θ
2
)
(2.18)
where θ and fmax denote aperture and the maximum temporal frequency
recorded in the data, respectively (Miller et al., 1987). Conversely, it can
be seen in Figure 2.5c that there exists no such overlap in the sensitivity
of vertical and horizontal P -wave velocities, suggesting that they should be
decoupled. However, the range of apertures to which vertical P -wave velocity
is now sensitive to is greatly reduced, limited to only the back-scattered range
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0° ≤ θ . 90°, while horizontal P -wave velocity is sensitive to the forward-
scattered range 90° ≤ θ ≤ 180°. This means that vertical and horizontal
P -wave velocities are resolved from data components sensitive to different
scales in the model, and hence have contrasting resolutions. As such, it throws
into question the validity of combining these parameters via Equation 1.33
to resolve epsilon. Nuno Vieira da Silva (personal communication, August
26, 2015) notes that this dichotomy between crosstalk and scale separation
means that, no matter the parameterisation adopted, there will always be
an inherent limitation.
Suppressing any crosstalk is a critical yet nontrivial matter. The simplest,
and also most expensive, solution is to fully populate the Hessian matrix
(Equation 2.9). The off-diagonal elements of the Hessian contain cross-
derivatives with respect to different parameter classes, which in combination
spatially quantify the degree of coupling between these parameter classes. Ob-
viously this is currently computationally inconceivable, however Métivier et al.
(2014b) demonstrate how even an approximation to the Hessian can serve to
suppress crosstalk. Alternatively, many authors promote different paramet-
erisations which they claim exhibit diminished crosstalk. da Silva et al. (2014)
introduce a set of parameters referred to as preserved traveltime smooth-
ing (PTS) parameters, which they demonstrate to have better orthogonal
properties compared to some well-documented alternative parameterisations.
Alkhalifah and Plessix (2014) on the other hand recommend adapting the
parameterisation for the dominant data component being processed. As
such, for forward-scattered arrivals they suggest {VPh , η, }, and for a com-
bination of forward- and back-scattered arrivals they suggest{VPn , η, δ}. In
these respective cases epsilon and delta have poor sensitivity, and are used
to compensate the shortcomings of the elastic approximation by reducing
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amplitude mismatches. Some authors (e.g. Plessix et al., 2013a) suggest
that interleaving FWI iterations with rounds of traveltime tomography can
help in stabilising multi-parameter updates, though this involves a significant
investment of time.
Considering now the second of the two questions: when it comes to updat-
ing the anisotropy parameterisation chosen, several authors have championed
different approaches. Cheng et al. (2014) promote first inverting for the
dominant parameter, velocity, until convergence, before simultaneously up-
dating anisotropy and velocity; this strategy was in fact first broached by
Tarantola (1986). Wang et al. (2014) advocate a different sequential strategy,
alternating (or ‘flip-flopping’) between velocity and anisotropy updates, which
they suggest increases FWI’s convergence rate. Stopin and Plessix (2014)
recommend simultaneously updating anisotropy and velocity, as this is more
efficient computationally; Alkhalifah and Plessix (2014) note however that
this approach requires careful management of each inverted parameter’s
influence on the gradient.
What is clear with regard to both questions posed at the beginning of
this subsection is that there exists, as yet, no definitive answer to either.
Whilst many suggestions have been put forward by academic groups and
industry practitioners alike, the vast majority of results presented in the
scientific literature avoid the use of meaningful synthetic results, choosing
only to present real-data examples. These are often impressive, with the
anisotropy models resolved correlating with velocity model structure, and
therefore likely the geology as well. It is not clear however that these results
represent the true answer, and that the anisotropy model is not simply a
product of crosstalk; unfortunately it is difficult with current technology to
definitively QC the inverted models.
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2.3.2 Wave equation
As a precursor to Subsection 2.4.1, I present here an anisotropic wave equation
for VTI media in scalar notation, derived by Adrian Umpleby (personal
communication, October 9, 2012). Consider first the complex representation
of the plane wave equation
p = e
iω
(
t−x·k
VP
)
(2.19)
where t is time, ω is angular frequency, x = (x, y, z) is the position vector, VP
is P-wave velocity, p is pressure, i is the imaginary unit and k = (kx, ky, kz)
is the wave vector (where wavenumber k = |k|). As we are in the framework
of acoustic VTI anisotropy (Subsection 1.7.4), seismic velocity is a function
of angle θ from the vertical, such that z is the symmetry axis:
V 2P = V
2
Pv(1 + g) (2.20)
where g is defined in terms of the z-component of k
g = 2 sin2 θ − 2(− δ) sin2 θ cos2 θ
= 2(1− k2z)− 2(− δ)(1− k2z)k2z (2.21)
The plane wave equation, in combination with the definition of g, can be
shown to satisfy the anisotropic equation
1
V 2Pv
∂2p
∂t2
= (1 + 2)Bp+B0p− 2(− δ)B0(B +B0)−1Bp (2.22)
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where
B ≡ ∂
2
∂x2
+
∂2
∂y2
(2.23a)
B0 ≡ ∂
2
∂z2
(2.23b)
such that
B +B0 ≡ ∇2 (2.24)
where ∇2 is the 3D Laplace operator.
Following on from this, if the isotropic acoustic wave equation of Equa-
tion 1.2 is rewritten as
1
ρV 2Pv
∂2p
∂t2
= (B +B0)p+
s
ρ
(2.25)
where the B and B0 operators now act as
B ≡ ∂
∂x
(
1
ρ
∂
∂x
)
+
∂
∂y
(
1
ρ
∂
∂y
)
(2.26a)
B0 ≡ ∂
∂z
(
1
ρ
∂
∂z
)
(2.26b)
then the anisotropic equation of Equation 2.22 can be generalised to include
density and a source term so that it is consistent with Equation 2.25 and the
elliptical anisotropy case. This generalisation defines the following VTI wave
equation
1
ρV 2Pv
∂2p
∂t2
= (1 + 2)Bp+B0p− 2(− δ)B0(B +B0)−1Bp+ s
ρ
(2.27)
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2.4 Multi-parameter algorithm
The multi-parameter FWI implementation presented here centres on the
following theory, borne out of collaboration between myself and Adrian
Umpleby. It is important to note that Adrian had begun to develop the
formulations discussed in this section prior to this thesis being undertaken.
2.4.1 Solution to the wave equation
Being able to accurately solve the forward problem lies at the heart of FWI.
I consider here a solution to Equation 2.27, required for forward modelling.
Reformulating Equation 2.27 as a coupled system of PDEs
1
ρV 2Pv
∂2p
∂t2
= (1 + 2)Bp+B0p− 2(− δ)B0q + s
ρ
(2.28a)
(B +B0)q = Bp (2.28b)
eliminates the undesirable (B + B0)−1 term. Equation 2.27 must now be
solved at each time step as a two-stage process; first solving for the wavefield
p, before solving for a complementary auxiliary wavefield q. As can be
seen in the second PDE, the second step requires solving for q across the
entire domain, given a source derived from p. This requires a spatial matrix
to be solved at every time step, which in 3D entails considerable expense.
Instead, we invoke the following zeroth-order (in anisotropy) approximation
of Equation 2.22
1
ρV 2Pv
∂2p
∂t2
= Bp+B0p (2.29)
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and substitute it into Equation 2.28b
1
ρV 2Pv
∂2p
∂t2
= (1 + 2)Bp+B0p− 2(− δ)B0q + s
ρ
(2.30a)
1
ρV 2Pv
∂2q
∂t2
= Bp (2.30b)
to form two PDEs that are second-order, or one that is fourth-order, in
time. These PDEs are similar to those proposed by Alkhalifah (2000) (Equa-
tion 1.37), albeit containing lower-order derivatives, and hence are more
computationally appealing.
The approximation made for q has the ramification that spurious short-
wavelength pseudo-shear waves are introduced to the wavefield. These are
comparable to the instabilities suffered by Alkhalifah’s wave equation solution,
and occur most notably when a source is close to or in a region of anelliptic
anisotropy. As with Alkhalifah’s wave equation, Adrian’s wave equation is
subject to the condition  ≥ δ. If this condition is violated then the pseudo-
shear artefacts have imaginary velocities and grow exponentially, thereby
contaminating the modelled data (Grechka et al., 2004). To avoid this, we
propose the following pair of PDEs for the case  < δ
1
ρV 2Pv
∂2p
∂t2
= (1 + 2)Bp+ [1 + 2(δ − )]B0p− 2(δ − )B0r + s
ρ
(2.31a)
1
ρV 2Pv
∂2r
∂t2
= B0p (2.31b)
which are formed from Equation 2.27 using the identity
B0(B +B0)
−1B ≡ B0(B +B0)−1(B +B0 −B0)
≡ B0 −B0(B +B0)−1B0 (2.32)
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where r is an alternative auxiliary wavefield. This new pair of PDEs describes
an ‘expanded elliptical’, defined by the first two terms of Equation 2.31a. This
effectively acts to stretch the vertical component of an elliptical wavefront by
the factor [1+2(δ−)], such that any anisotropic wavefront is contained within
it (the dashed black line in Figure 2.6). It can be seen that the combination
of q (Equation 2.31b) with r (Equation 2.30b) forms the pressure wavefield p
(B +B0)q + (B +B0)r = Bp+B0p
q + r = p (2.33)
Figure 2.6: Snapshot at 1 s of several analytical wavefronts propagating from
a point source at (0,0) m through a homogeneous VPv = 1000 m/s
medium with varying anisotropy. The solid and dotted black lines
represent isotropic (δ =  = 0 %) and elliptical (δ =  = 10 %)
media, respectively, while the solid blue and red lines represent
 > δ (δ = 5 %,  = 10 %) and  < δ (δ = 15 %,  = 10 %) media,
respectively. This latter case invokes the ‘expanded elliptical’
concept of Equation 2.35, represented by the dashed black line.
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Strong heterogeneities in epsilon and/or delta will tend to exacerbate the
spurious pseudo-shear arrivals discussed earlier in this subsubsection; more
precisely, this occurs when wavefronts traverse regions of rapid variation in
(− δ). This is due to the medium parameters being independent of position
in Equations 2.30 and 2.31. Many authors (e.g. Zhou et al., 2006; Du et al.,
2008) have suggested alternative approximate PDEs to those of Equation 2.30
in an effort to mitigate these spurious arrivals. Based on trial-and-error, we
find the following two PDE pairs to be particularly effective. For the case
 ≥ δ we suggest
1
ρV 2Pv
∂2p
∂t2
= (1 + 2)Bp+
1
1 + − δB0p
′ +
s
ρ
(2.34a)
1
ρV 2Pv
∂2p′
∂t2
= (1 + − δ)(1 + 2δ)Bp+B0p′ (2.34b)
which contains the pseudo-pressure wavefield substitution p′ = (1 + − δ)[p−
2(− δ)q]. For the corresponding  < δ case we use
1
ρV 2Pv
∂2p
∂t2
= (1 + 2)Bp+ 2(δ − )B0p+ 1 + 2
1 + 2δ
B0p
′ +
s
ρ
(2.35a)
1
ρV 2Pv
∂2p′
∂t2
= (1 + 2δ)Bp+B0p
′ (2.35b)
which invokes the substitution p′ = 1+2δ1+2 [p−2(δ−)r]. These two substitutions
act as a proxy for smoothing in the anisotropy model, suppressing interfaces
in (− δ).
2.4.1.1 Density
A quick note here on the density model ρ that is required to solve either
Equation 2.34 or Equation 2.35. Density plays a significant role in the
dynamics of a wavefront, particularly when back-scattered. To properly
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honour the amplitudes in a dataset, it is important for density (amongst
other rock properties) to be known accurately. Ideally, this would be done
using FWI itself, updating density as an independent parameter while the
inversion progresses. However, Forgues and Lambaré (1997) demonstrate
that there exists a strong ambiguity between P -wave velocity and density at
θ < 90°, while the data containing low-wavenumber information are acutely
insensitive to density (i.e. at θ > 90°); these characteristics make the recovery
of density via FWI extremely difficult.
Most FWI algorithms, Fullwave3D included, are geared more towards
matching the kinematics of data, and as such density does not play as
prominent a role. Many practitioners hence use simpler approaches for density,
the most basic being to use a fixed single value. Alternatively, empirical
information can be employed by imposing a deterministic relationship between
P -wave velocity and density, such as Gardner’s law (Gardner et al., 1974)
ρ = αV βP (2.36)
where α and β are empirical constants, often taken as α = 0.31 and β = 0.25.
Warner et al. (2012) show this technique to be more than adequate in the
case of amplitude information being treated as secondary, and is the approach
chosen here (although modified to match the density of sea water below
1510 m/s). Note that each of these approaches can lead to artefacts in the
recovered VP model, as every reflection in the data is assumed to be formed
by a contrast in VP , which is not necessarily the case.
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2.4.2 Gradient expression
Based on their definition in Equation 2.26, the operators B and B0 are
self-adjoint. For the case of B, this is expressed as
〈Bp | ~p〉 = 〈p | B† ~p〉 (2.37)
where 〈 | 〉 indicates inner product and ~p indicates a back-propagated wavefield
(Equation A.4). The assumption was made previously that the Thomson
parameters epsilon and delta (along with density) vary slowly, such that
their spatial derivatives are negligible. This means that Equation 2.27 is
itself self-adjoint, and with appropriate change of source can be used for
back-propagation. This is represented as
1
ρV 2Pv
∂2 ~p
∂t2
= (1 + 2)B ~p+B0 ~p− 2(− δ)B0(B +B0)−1B ~p+ ~s
ρ
(2.38)
The gradient of the objective function χ with respect to model property m
is expressed in Equation A.3. For a {VPv , , δ} parameterisation, the operator
A denotes
A =
1
ρV 2Pv
∂2
∂t2
− (1 + 2)B +B0 − 2(− δ)B0(B +B0)−1B (2.39)
The operator A can be re-defined for different parameterisations; for example,
for a {VPv , VPh , VPn} parameterisation the substitutions of Equation 1.33
and 1.34 can be used, such that
A =
1
ρV 2Pv
∂2
∂t2
− V
2
Ph
V 2Pv
B +B0 −
V 2Ph − V 2Pn
V 2Pv
B0(B +B0)
−1B (2.40)
It is trivial to then form an expression for the spatial preconditioner ∂
2χ
∂m2
for
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each model property m considered.
Note that the cost associated when inverting for multiple parameters
is in our case negligible, both in terms of central processing unit (CPU)
and memory requirements. The only memory considerations are a gradient
vector per parameter inverted for and a larger spatial preconditioning matrix
(discussed in Subsection 2.5.2). The cost of anisotropic acoustic modelling is
in this case roughly double that of acoustic isotropic, in terms of both CPU
and memory. This is because there are double the number of scalar wave
equation solves per iteration.
2.5 Analysis
I employed several simple experiments to test the effectiveness of Adrian
Umpleby’s and my multi-parameter FWI implementation, the results of
which are presented in this section.
2.5.1 Objective function analysis
To evaluate the behaviour of the objective function with respect to different
parameterisations, a simple 2D synthetic experiment was designed. This
was based on the Camembert model of Gauthier et al. (1986), where the
anisotropic velocity model used can be seen in Figure 2.7 for a {VPv , , δ}
parameterisation. The model is composed of two parts; a homogeneous
isotropic background and a circular anisotropic anomaly in the centre of
the model. The anomaly is smooth, such that the experiment is dominated
by forward-scattered arrivals and lacks strong discontinuities in ( − δ).
By treating the anomaly contained in each model component as a single
parameter and perturbing it, insight can be gained into the sensitivity of the
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objective function to different parameters. The maximum perturbations were
±600 m/s, ±20 % and ±10 % in vertical P -wave velocity, epsilon and delta,
respectively. This follows the work of Plessix and Cao (2011) and Gholami
et al. (2011), who conducted similar studies. It is important to recognise
however that this is a gross simplification to what may be expected from a
real-world example.
(a) (b) (c)
Figure 2.7: 2D anisotropic acoustic velocity model used for objective function
analysis: (a) vertical P -wave velocity, (b) epsilon and (c) delta
components. The small black dots in (c) indicate both source
and receiver positions.
240 sources and receivers were distributed in an approximate ring around
the anomaly, whereby complete seismic illumination of the anomaly was
achieved. A Ricker source wavelet with a peak frequency of 20 Hz was used;
the data were low-pass filtered at 20 Hz for the objective function calculations;
the model, 2100 m deep and 2100 m wide, was sampled spatially every 15 m
on a regular grid; the data were sampled temporally every 2 ms; 300 m-wide
absorbing boundary conditions within a 375 m model extension were used at
each boundary; and the anomaly had a diameter of 1050 m. Each panel of
Figure 2.8 required 441 full forward models to populate.
Figures 2.8a and 2.8b show the objective function behaviour for a {VPv , ,
δ} parameterisation, with orthogonal profiles through these plots presented
in Figures 2.9a–2.9d. It can be seen that the data are much more sensitive
to changes in vertical P -wave velocity than epsilon, and virtually insensitive
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(a) (b)
(c) (d)
(e) (f)
Figure 2.8: Objective function contour maps produced by perturbing
the anisotropic velocity model in Figure 2.7 for three
different VTI parameterisations: (a–b) {VPv , , δ}, (c–d)
{VPv , VPh , δ} and (e–f) {VPv , VPh , VPn}. (a) {VPv , }δ=0.1 %, (b)
{VPv , δ}=0.2 %, (c) {VPv , VPh}δ=0.1 %, (d) {VPv , δ}VPh=4260 m/s,
(e) {VPv , VPh}VPn=3944 m/s and (f) {VPv , VPn}VPh=4260 m/s. The
vertical and horizontal black lines in each pane correspond to the
true parameter values and profiles taken in Figure 2.9.
to changes in delta. The elongate elliptical valleys prevalent in both figures
are manifestations of the crosstalk that exists between each parameter class.
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Solutions along the bottom of these valleys will exhibit a similar data misfit,
but with large variations in their model properties.
Figures 2.8c and 2.8d show the objective function behaviour for a {VPv , VPh ,
δ} parameterisation, with orthogonal profiles through these plots presented
in Figures 2.9e–2.9h. In this case, the influences of vertical and horizontal
P -wave velocity are more balanced, constituting a less ill-posed problem.
The sensitivity of the data to changes in delta is still negligible.
Figures 2.8e and 2.8f show the objective function behaviour for a {VPv , VPh ,
VPn} parameterisation, again with orthogonal profiles through these plots
presented in Figures 2.9i–2.9l. This parameterisation for this scenario pro-
duces a result almost indistinguishable to the {VPv , VPh , δ} parameterisation;
the difference in data misfit sensitivity to delta and NMO P -wave velocity is
marginal. Note that these results were produced using complete acquisition
illumination; in the case of surface acquisition there should in each case exist
a bias towards vertical P -wave velocity.
Along with results of the radiation pattern investigation undertaken by
Gholami et al. (2013) (Figure 2.5), this canonical experiment suggests the
{VPv , VPh , δ} and {VPv , VPh , VPn} parameterisations to be more effective at
preconditioning the inversion. Whilst the results presented for {VPv , VPh , δ}
and {VPv , VPh , VPn} parameterisations are similar, they are not identical; for
the case of Figures 2.8c and 2.8e, this is because
∂2χ
∂VPv∂VPh
∣∣∣∣
δ
6= ∂
2χ
∂VPv∂VPh
∣∣∣∣
VPn
(2.41)
Of these, we elected to use the {VPv , VPh , VPn} parameterisation for our multi-
parameter gradient descent algorithm, as it provides a more intuitive basis
for scaling the gradient contributions of each parameter class when using
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k) (l)
Figure 2.9: Profiles through the objective function contour maps of Figure 2.8:
Figure 2.8a at (a)  = 0.2 % and (b) VPv = 3600 m/s; Figure 2.8b
at (c) VPh = 4260 m/s and (d) VPv = 3600 m/s; Figure 2.8c at (e)
δ = 0.1 % and (f) VPv = 3600 m/s; Figure 2.8d at (g) δ = 0.1 %
and (h) VPh = 4260 m/s; Figure 2.8e at (i) VPv = 3600 m/s and
(j) VPh = 4260 m/s; and Figure 2.8f at (k) VPv = 3600 m/s and
(l) VPn = 3944 m/s.
a single factor. Incorporation of a subspace method (Kennett et al., 1988)
would provide an intelligent platform for scaling between parameter classes,
although this requires additional forward models and was not considered
here.
2.5.2 Hessian
The off-diagonal elements of the Hessian (Equation 2.9) provide vital inform-
ation on the coupling between the different parameter classes involved in
multi-parameter FWI (Métivier et al., 2014b). In our multi-parameter FWI
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implementation we use only sparse approximations to the Hessian, referred
to as spatial preconditioning, formulated following the approach of Shin et al.
(2001) and more recently Burgess and Warner (2015). These estimate the
diagonal elements of the approximate Hessian for each class of parameter
inverted for.
To investigate whether this Hessian approximation is sufficient, a simple
four-parameter anisotropy velocity model for a {VPv , δ, } parameterisation
was designed. These four ‘parameters’ are in fact represented by square
1000 m2 regions of the model, as can be seen in Figure 2.10a. They are
slightly smoothed to avoid strong discontinuities in ( − δ). The true P -
wave velocity is 1000 m/s, the true epsilon is 20 %, and the true delta
is 10 %. The regions around the sources and receivers are isotropic. By
perturbing piecewise the elements of this model by ±1 % and inspecting how
the objective function changes, it is possible to approximate each element
of the 12 × 12 Hessian matrix using finite differences. Even for a model
containing only four model parameters and three parameter class, this still
entails 553 full forward models. Based on Schwarz’s theorem
∂2χ
∂m1∂m2
≡ ∂
2χ
∂m2∂m1
(2.42)
the Hessian can be considered symmetric, meaning that only 289 full forward
models are actually required.
160 sources and receivers were distributed in a square around the four
model parameter regions to achieve complete seismic illumination. A Ricker
source wavelet with a peak frequency of 20 Hz was used; the data were low-
pass filtered at 60 Hz for the objective function calculations; the model, 600 m
deep and 600 m wide, was sampled spatially every 10 m on a regular grid;
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(a) (b)
Figure 2.10: 2D Hessian experiment model and result. (a) Schematic of
the anisotropic velocity model used. Each numbered block is
treated as an individual parameter, which are systematically
perturbed to quantify their effects on the objective function.
The small white dots indicate both source and receiver positions.
(b) Hessian matrix produced for the anisotropic velocity model
represent by (a).
the data were sampled temporally every 4.5 ms; and 300 m-wide absorbing
boundary conditions within a 375 m model extension were used at each
boundary.
The constructed Hessian matrix can be seen in Figure 2.10b. The coeffi-
cients are organised primarily by their position, as indicated in Figure 2.10a,
and secondly by their parameter class, from vertical P -wave velocity through
delta. As such, the Hessian forms a block band-diagonal square matrix, com-
posed of nine discrete blocks based on different combinations of parameter
class. The three blocks constituting the diagonal of the Hessian represent
second-order derivatives of the objective function χ with respect to each of
the parameter classes. The other six blocks represent cross-derivatives of
χ with respect to pairs of parameter class. In this configuration, the Hes-
sian approximation discussed at the beginning of the section only provides
estimations for the block-diagonal coefficients.
The main diagonal coefficients represent the autocorrelation of the partial
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derivative wavefields associated with each model parameter of each parameter
class. Owing to the complete seismic illumination and model symmetry in
this example, these coefficients were equivalent for each model parameter.
As expected, the dominant coefficients lie within the vertical P -wave
velocity block(s). This is because, for this parameterisation at least, this is
the parameter class the data are most sensitive to. Conversely, the blocks
related to delta contain limited information, due to the relative insensitivity
of the data to perturbations in delta. Whilst the block-diagonal coefficients
are the dominant elements in each block, many off-diagonal coefficients have
comparable magnitudes. In the three blocks that lay along the diagonal of
the Hessian, these coefficients provide information on the limited bandwidth
of the acquisition (Operto et al., 2013). Elsewhere, these coefficients provide
information on the crosstalk between parameter classes. In this simple
example, these off-block-diagonal elements are clearly nonnegligible, and
throw into question the validity of the Hessian approximation used when
inverting for multiple parameters.
2.5.3 Camembert model
To analyse the functionality of our anisotropic multi-parameter FWI al-
gorithm, a series of 2D synthetic problems were devised. The anisotropic
velocity models used are of the same design employed in Subsection 2.5.1,
but with differing magnitudes of anomaly. Again, perfect seismic coverage
was used so as not to introduce any bias from the acquisition geometry.
The inversion parameters were the same for each of the seven results
presented in this subsection. 240 sources and receivers were distributed in
a ring encircling the ‘camembert’ feature (Figure2.11u); a Ricker source
wavelet with a peak frequency of 20 Hz was used; the model, 2100 m deep
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and 2100 m wide, was sampled spatially every 15 m on a regular grid; the
data were sampled temporally every 1.5 ms; 300 m-wide absorbing boundary
conditions within a 375 m model extension were used at each boundary; and
five regular discrete bandwidths of data were used, using low-pass filters
ranging from 2–10 Hz over 100 iterations in total.
To begin with, a simple problem was posed: to resolve a smooth isotropic
anomaly with a peak mismatch of ∆VPv = 300 m/s, with epsilon and delta
free to update. The different models involved are presented in the panels
of Figure 2.11. Different parameter classes populate the columns, while the
rows depict the inversion progression. Note that models of vertical P -wave
velocity and the two acoustic Thomsen parameters are presented, as these are
the attributes of interest; however, as discussed previously, the inversion used
a {VPv , VPh , VPn} parameterisation. The synthetic vertical P -wave velocity,
epsilon and delta models can be seen in Figures 2.11g, 2.11n and 2.11u,
respectively. Their respective start models can be seen in Figures 2.11a,
2.11h and 2.11o. The results from each inversion frequency bandwidth used
are presented vertically in-between the true and start models, where it can
be seen that the multi-parameter algorithm has had no problem in resolving
an isotropic anomaly. The update at 2 Hz is minimal, as there is a lack of
signal in this frequency range in a 20 Hz Ricker wavelet.
The results of three inversions for an anisotropic anomaly are presented in
Figures 2.12, 2.13 and 2.14. This anomaly exists in epsilon, and is smooth
with a peak mismatch of ∆ = 10 %. The start model in each case is
isotropic, but the degrees of freedom of each inversion gradually increases
between examples. In the first of these three experiments (Figure 2.12),
vertical P -wave velocity and delta were held fixed at their true values. The
second experiment (Figure 2.13) allowed for vertical P -wave velocity to be
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Figure 2.11: Results from a synthetic multi-parameter 2D inversion for a
perturbation in vertical P -wave velocity using simultaneous
updates: (a), (h) and (o) represent initial models; (b), (i) and
(p) 2 Hz inversion results; (c), (j) and (q) 4 Hz inversion results;
(d), (k) and (r) 6 Hz inversion results; (e), (l) and (s) 8 Hz
inversion results; (f), (m) and (t) 10 Hz final inversion results;
and (g), (n) and (u) true models for vertical P -wave velocity,
epsilon and delta, respectively. The small black dots in (u)
indicate both source and receiver positions.
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updated but kept delta fixed, while the third (Figure 2.14) allowed updates
in each component of the anisotropic velocity model. Every other aspect of
these three inversions, including the start and true models and experimental
parameters, was identical. It can be seen that as the inversion’s degrees of
freedom (and therefore underdetermination) grows, so does its inability to
correctly interpret the data misfit, with considerable crosstalk evident in
each of Figures 2.13 and 2.14. To combat the leakage of epsilon into velocity,
FWI has had to introduce velocity lows above and below the crosstalked
feature to match vertically propagating arrivals in the data. Interestingly,
the introduction of updates to delta seems to have the effect of improving the
inverted epsilon model, although crosstalk with velocity deteriorates. The
inverted delta outside of the anomaly in Figure 2.14t appears to compensate
for the overestimated epsilon outside of the anomaly in Figure 2.14m. Whilst
the anisotropic acoustic velocity model inverted in Figure 2.12 provides
the closest match to the synthetic dataset in terms of data misfit, each of
the inverted models produce an improved match; this is testament to the
ill-posedness of multi-parameter gradient descent FWI.
Finally, results from a synthetic paradigm to the real world are presented
in Figures 2.15, 2.16 and 2.17. Although the experiment design is simple,
it represents a challenging inversion problem due to the coincident position
of the anomalies in epsilon and vertical P -wave velocity. In this case delta
was assumed known and held fixed, while the coexisting anomalies in epsilon
(∆ = 10 %) and velocity (∆VPv = 300 m/s) were inverted for using three
different strategies; simultaneous updates (Figure 2.15), hierarchical updates
(Figure 2.16) and sequential updates (Figure 2.17). Each strategy used the
same total number of iterations. As before, the start models used were not
far from the true solution, and as such each multi-parameter gradient descent
76
2.5 Analysis
Figure 2.12: Results from a synthetic mono-parameter 2D inversion for a
perturbation in epsilon. P -wave velocity and delta were held
fixed at their true values. The panels are laid out in the same
manner as Figure 2.11.
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Figure 2.13: Results from a synthetic multi-parameter 2D inversion for a
perturbation in epsilon using simultaneous updates. Delta was
held fixed at its true value. The panels are laid out in the same
manner as Figure 2.11.
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Figure 2.14: Results from a synthetic multi-parameter 2D inversion for a
perturbation in epsilon using simultaneous updates. The panels
are laid out in the same manner as Figure 2.11.
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strategy clearly moves in the correct direction. What is also apparent is the
presence of crosstalk in each example, with the mismatch in epsilon regularly
leaking into the more influential vertical P -wave velocity model. For this
particular experiment, sequential updates provided the best framework for
tempering the effects of the ill-posedness. It is to be expected however that
this recommendation should be problem-dependent, and related intimately
to the accuracy of the initial solution.
In each figure of this subsection, note the large amplitude artefacts at
the receiver positions in vertical P -wave velocity, which (in these examples)
coincide with the source positions. These are a result of a deficiency in the
spatial preconditioning (Equation 2.13) to adequately balance the gradient
contributions from these regions when the model contains nonzero anisotropy.
2.6 Conclusions
Gradient descent FWI has the ability to invert for models containing several
classes of parameter, such as acoustic velocity and anisotropy, although it
suffers from complex objective function nonlinearity when doing so. Multi-
parameter gradient descent is realised by forming a gradient expression for
the data misfit as a function of each parameter class to be inverted. This
introduces several fresh challenges, including selecting which combination
of parameters to update, what order to update these parameters in and, if
updated simultaneously, how to scale their respective updates. The choices
made when dealing with these challenges often have wide-reaching implic-
ations; for example, different parameterisations exhibit varying degrees of
ambiguity between their component classes, as well as varying ranges of
wavenumber sensitivity. In this chapter I demonstrated the importance
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of these considerations using several synthetic experiments, each of which
attested to the difficulties when inverting for multiple parameters using
gradient-descent-based schemes.
The basic Hessian experiment presented suggests that, even in the case of
perfect acquisition, it is unwise to ignore the off-block-diagonal coefficients of
the Hessian when trying to resolve multiple parameters using FWI. This is
however common practice among FWI practitioners. In an effort to circum-
vent this limitation, some authors have begun investigating the feasibility
of alternative inversion schemes such as Gauss-Newton (e.g. Pratt et al.,
1998), quasi-Newton (e.g. Brossier et al., 2009b) or truncated Newton (e.g.
Métivier et al., 2014a), which can all provide improved approximations to
the Hessian that take these elements into consideration. However, in the
context of 3D time-domain implementations, they are not each without a
considerable increase in computational cost. Others have considered vari-
ous alternative anisotropic parameterisations that precondition the gradient
differently, such that the off-diagonal Hessian coefficients may not be as
influential (e.g. da Silva et al., 2014; Alkhalifah and Plessix, 2014).
Despite the considerable challenges associated, multi-parameter gradient
descent is becoming an established subdiscipline of FWI. With careful man-
agement, it is able to provide sensible acoustic anisotropy models from real
data, assuming an accurate initial solution. Due to the insensitivity of surface
seismic data to delta, it is common practice to ignore this parameter and
focus solely on the recovery of epsilon. Changes in epsilon are chiefly detected
by forward-scattered arrivals, and as such recorded data only contain low-
to intermediate-wavenumber information pertaining to this parameter. If
inverting only for the ultra-long-wavelength component of epsilon, sparse
model representations are a possibility. These would facilitate the use of
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Figure 2.15: Results from a synthetic multi-parameter 2D inversion for a
perturbation in vertical P -wave velocity and epsilon using
simultaneous updates. The panels are laid out in the same
manner as Figure 2.11.
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Figure 2.16: Results from a synthetic multi-parameter 2D inversion for a
perturbation in vertical P-wave velocity and epsilon using hier-
archical updates. Velocity was updated first for 50 iterations
over 5 frequency bandwidths, followed by epsilon for 50 itera-
tions over the same bandwidths. The panels are laid out in the
same manner as Figure 2.11.
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Figure 2.17: Results from a synthetic multi-parameter 2D inversion for a
perturbation in vertical P -wave velocity and epsilon using se-
quential updates. Each parameter was updated for 2 iterations,
velocity first followed by epsilon, for a total of 10 iterations each
per frequency bandwidth. The panels are laid out in the same
manner as Figure 2.11.
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more computationally demanding techniques, such as global optimisation
strategies, some of which may provide a more appropriate platform for man-
aging the ill-posedness and nonlinearity of multi-parameter FWI; one such
technique is explored in the next chapter.
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Global Inversion
In this chapter I begin to look beyond the scope of conventional local-
optimisation FWI for resolving models of multiple parameters, investigating
the suitability of alternative schemes for such a task. The first of these is
global optimisation, a sweeping category of numerical analysis that, as with,
local optimisation, involves the minimisation or maximisation of some misfit
criterion or criteria.
The work presented in this chapter is laid out in a similar manner to
Chapter 2. As in that chapter, I begin by describing the theory and mechanics
of the optimisation technique being considered, in this case the genetic
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algorithm (GA). I follow this by discussing several candidate evolutionary
operators for each of the key components of the classical GA, as well as some
other well-documented improvements suggested by the scientific community.
Owing to the popularity of GAs, for each of these components there have
been a plethora of approaches suggested by countless authors; however
here I only describe those that have been implemented and tested in my
own FWI algorithm. This background material is covered in Sections 3.1
to 3.3. I then briefly explain the implementation of my GA, describing
how it employs different computational platforms at certain stages. Results
from two synthetic inversions are presented in Sections 3.5 and 3.6, the first
a simple proof of principle study, the second more relevant to anisotropic
inversion. Finally, I make some concluding remarks in Section 3.7.
3.1 Introduction
Definitions pertaining to what global inversion entails vary across literature.
Also known as global optimisation, here I define it as an optimisation strategy
that does not use information relating to the derivative of the function to be
optimised; it is thus strictly distinct from local inversion, also known as local
optimisation, which centres on the use of such information.
Global optimisation strategies are able to sample the solution space, or
search space, of a problem in a much broader sense, providing the opportunity
to investigate as many minima or maxima as exist. The simplest technique
for doing so is referred to as an exhaustive search, which samples the entirety
of the solution space in order to find the global optimum. This definition
should be considered in comparison to local optimisation strategies, which
only provide information on the nearest minima or maxima to the initial
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solution; a schematic comparison between these two categories of optimisation
can be seen in Figure 3.1. These features indicate that the performance of
a global optimisation strategy generally has much less dependence on the
initial solution(s) supplied. When inverting for multiple parameters, global
optimisation should therefore also be less dependent on the manner in which
each model is updated (discussed further in Subsection 2.3.1). Many global
optimisation schemes have the added benefit that they provide a convenient
framework for the quantification of solution uncertainty and nonuniqueness.
Figure 3.1: Schematic comparison between global and local optimisation
approaches for a simple two-parameter model space: (a) local
optimisation, in this case steepest descent, for two initial solutions
X1 and X2 (as in Figure 2.2); and (b) global optimisation, in this
case Monte Carlo, for a broad range of initial solutions X. Xm
in (b) indicates the candidate solution with the lowest objective
function value, which in this example lies close to the global
minimum. After Sirgue (2003) and Guasch (2011).
Heuristics are a category of problem-dependent global optimisation that
sample the solution space in a less broad yet intelligent manner to produce
a final solution more quickly. This final solution is not guaranteed to lie at
the global minimum, and is almost always only an approximation to the
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true solution. Their problem-independent counterparts are referred to as
metaheuristics. (Meta)heuristics can themselves be categorised using several
sweeping generalisations, the first of which distinguishes between how they
sample the solution space:
Trajectory-based methods apply iterative updates to a single candidate
solution.
Population-based methods use a suite of candidate solutions that inter-
act in some manner to produce an updated suite.
The next describes the nature of the model updates:
Deterministic methods have no random aspect to their optimisation;
given the same initial solution, an identical result will be produced.
Stochastic methods introduce random aspects to their optimisation; the
results are unlikely to be identical given the same initial solution(s).
A further classification details the strategy’s degrees of freedom:
Unconstrained methods have no bounds on the size of the space searched;
this makes no assumptions for the position of the global minimum.
Constrained methods impose bounds on the size of the search space; this
limits computational expense.
3.2 Genetic algorithm
The GA has its roots in the work of Turing (1950) and Barricelli (1954),
amongst others, who sought to use early computers to simulate the principles
of evolution. These works provided the foundations to the development
of evolutionary algorithms (EAs), a class of metaheuristic optimisation
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algorithm inspired by evolution in nature to which the GA belongs. The
classical GA framework as widely used today was formulated by Holland
(1975), who systematically combined his own previous work and the work
of others into a single algorithm that has proven a powerful optimisation
tool and hence immensely popular amongst both academic and commercial
circles. The GA has been shown to perform well across a diverse range
of benchmark functions (Digalakis and Margaritis, 2002), although it is
important to heed the heavy dependence of the performance on the choices
made for the GA’s control parameters (Section 3.3). This flexibility has seen
GAs successfully applied to an enormous spectrum of real-world problems,
ranging from computer-aided design to economic forecasting. The use of
GAs for strongly nonlinear geophysical optimisation problems has been an
evolving area of research since the work of Gallagher et al. (1991), with
Sambridge and Drijkoningen (1992) first considering their application for
seismic tomography. However their application to big data problems in
this field (such as FWI) has been limited. This is owing primarily to the
large computational cost associated with each objective function calculation,
which imposes limitations on the number of iterations and degree of model
complexity that are affordable.
The GA, after a fashion, mimics the process of biological evolution in an
effort to solve a search or optimisation problem. It begins with a population
of candidate solutions to the problem, which are referred to as a generation
of chromosomes. Each chromosome is divided into sections, referred to as
genes, which represent the different components required to form a solution
to the problem posed. Each gene is represented in binary form, whereby
each bit can either be zero or one, such that the entire chromosome is
encoded into a haploid (single) string of binary information. The different
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possible combinations of bits for each gene are referred to as its alleles. To
evaluate the fitness of each chromosome in the population some functional is
used, and this is done at the beginning of each iteration. A pool of ‘parent’
chromosomes are then selected to have their genetic information recombined
into ‘children’ chromosomes that are passed to the next generation, where
the higher the fitness of a chromosome the more likely it is to be chosen. This
process, referred to as selection, relies on stochastic procedures, and as such
unfit chromosomes still have a chance, albeit smaller, to have their genes
reproduced; this helps to maintain genetic diversity. The recombination
operator is referred to as crossover, and it is not the only way in which
genetic material is transferred across generations. A second operator is
mutation, which introduces a small probability of each bit being flipped
between generations, thus promoting diversity and exploration of the search
space. The population of children chromosomes produced by crossover and
mutation are then passed on to the next generation to have their fitness
evaluated, and the algorithm iterates.
In the context of seismic anisotropy model building, each chromosome is
considered an individual anisotropy model. Each gene is thus an individual
model parameter, also referred to as a dimension, which in combination
define the model as a whole. The fitness appraisal involves forward modelling
a set of data for each candidate solution, and determining its Euclidean
distance from the observed data (i.e. the `2-norm).
3.3 Evolutionary operators
There are a number of practical aspects to GAs, such as the implementation
of the evolutionary operations (i.e. selection, crossover, et cetera), for which
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the scientific community have developed a range of techniques to manage.
There is little in the way of theoretical guidelines when considering which
techniques to implement and in what manner, where instead practitioners
commonly rely on rules of thumb and empirical evidence to guide their choices
(e.g. Stoffa and Sen, 1991; Boschetti et al., 1996). I present a selection of
these here, all of which have been implemented and tested to some degree
within my algorithm. Many of these introduce tunable control parameters,
where in some cases their full effects on algorithmic performance are not
fully understood. It should be noted that many of the conclusions drawn
here are synthesised from a relatively shallow pool of results and from those
presented in the literature; due to the stochastic nature of the algorithm
and nonnegligible runtimes associated, testing was not as exhaustive as it
perhaps could be given more time.
3.3.1 Initialisation
Initialisation is random, where each model parameter of each candidate
solution in the initial population is determined based on a uniform distribution
between some user-selected minimum and maximum bounds. It could be
desirable to ensure some measure of diversity in the initial population, as
discussed by Burke et al. (2004), however I have not implemented any such
approach here. A priori information can be incorporated by instead using a
Gaussian distribution around some best-guess value for each model parameter.
The model parameters are then encoded into binary form. The size of the
mantissa is controlled by the larger of the absolute values of the minimum
and maximum bounds, while some user-defined value for the desired precision
controls the exponent size. Along with a bit for sign, these are concatenated
to produce a string of bits for each gene. These string lengths are held fixed,
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such that they provide some constraint on the size of the search space during
the inversion.
3.3.2 Mutation strategy
The mutation strategy concerns the determination of a probability of inversion
pm (i.e. flipping from 0 to 1, or vice-versa) for each bit of each chromosome.
The original, and also the simplest, strategy is to use a single value for pm.
Although parameter selection such as this is heavily problem-dependent, based
on empirical findings Schaffer et al. (1989) recommend a value somewhere in
the region of 0.5 to 1 %.
Mühlenbein (1992) suggests a simple problem-dependent formulation for
the mutation rate, given by
pm =
1
n
(3.1)
where n is the length of the chromosome string. This condition prevents the
mutation rate becoming a dominant factor for problems where chromosomes
have many genes, and likewise a nonfactor for when chromosomes have few
genes.
Bäck and Schütz (1996) introduce a hyperbolic time-dependent mutation
rate pmt that decreases from
1
2 to
1
n as the inversion progresses. This
deterministic mutation schedule takes the form
pmt =
(
2 +
n− 2
K − 1 · k
)−1
(3.2)
where k is iteration number and K is the total number of iterations. The
use of high mutation rates during early iterations promotes exploration
of the search space, while the lower mutation rates of later iterations aid
convergence. Because of the elevated rates of mutation in early iterations, it
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should be expected that this strategy will take more generations to converge
than Mühlenbein’s fixed mutation rate.
With the goal of achieving a balance between search-space exploration and
convergence rate, Srinivas and Patnaik (1994) propose an adaptive strategy
for selecting pm for each chromosome
pm =
χmin − χ
2(χmin − χ¯) (3.3)
where χ¯ is the average fitness of each chromosome and χmin the minimum
fitness of the population. This approach protects chromosomes with favour-
able fitness values, while using chromosomes with poor fitness values as
exploration tools by thoroughly disrupting their genes. A threshold is placed
on pm
pm =
1
2
, χ ≥ χ¯ (3.4)
such that any solutions with a fitness greater than or equal to the population
average are heavily mutated, thus promoting exploration of the solution
space. A limitation with this approach is that, in its proper implementation,
it requires another forward model for each chromosome to reassess its fitness
after crossover. In the case of FWI, this extra cost is infeasible. To avoid it,
I approximate this step in my implementation by using the fitness of each
child gene’s parent chromosome.
3.3.2.1 Comparison
Due to the stochastic nature of GAs, thorough comparison between varying
strategies for each evolutionary operator of the algorithm is nontrivial. How-
ever, I have attempted to do so to first order using the Rosenbrock (1960)
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function; more specifically Spedicato’s (1975) extended formulation, given by
χ(x) =
D−1∑
d=1
[(1− xd)2 + 100(xd+1 − x2d)2] (3.5)
where D is the number of model dimensions and x is the argument to be
optimised.
Figure 3.2: Binary Rosenbrock function.
A plot of this function in two dimensions can be seen in Figure 3.2.
The global minimum of χ(x) = 0 is positioned at (x1, x2) = (1, 1), and
lies within a flat parabolic valley - thus appearing to be similar to first
order to the problem posed by anisotropic FWI (Figure 2.8). Although
unimodal in three or fewer dimensions, for 4 ≤ D ≤ 30 there exists a local
minimum at (x1, x2, . . . , xD) ≈ (−1, 1, . . . , 1) alongside the global minimum
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at (x1, x2, . . . , xD) = (1, 1, . . . , 1) (Shang and Qiu, 2006). As such, despite the
valley having steep sides to it, this function in fact poses a tricky optimisation
problem.
Figure 3.3: Comparison between four mutation strategies for the D = 10
extended Rosenbrock function. Population-best fitness as a func-
tion of generation is plotted for each mutation strategy: the
solid blue, orange and yellow lines represent Mühlenbein’s fixed,
the deterministic and the adaptive mutation strategies, respect-
ively. The dashed yellow line represents the approximate adaptive
strategy. Note that the results are the average of 20 inversions
using different initial populations each time.
A comparison of the different mutation strategies can be seen in Figure 3.3.
For this investigation the following GA setup was used: x ∈ [−5, 5]D, D = 10,
21 chromosomes, rank selection with elitism (Subsection 3.3.3), single-point
crossover (Subsection 3.3.4) and 21 generations. It can be seen that the
approximate adaptive strategy implemented is ineffective compared to the
actual adaptive strategy. Mühlenbein’s fixed mutation rate converges quicker
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than the deterministic mutation schedule, and produces an answer of similar
accuracy. However, for highly nonlinear problems like FWI the deterministic
mutation schedule should be preferable, as its bias towards exploration during
early iterations provides a measure of robustness against local minima.
3.3.3 Selection strategy
The selection strategy concerns the choosing of parent chromosome pairs
whose genes will be recombined in some fashion (Subsection 3.3.4), based
on some likelihood of recombination pc. I present here several strategies
for selection, each of which has been implemented in my algorithm. An
analytical comparison between the expected performance of several of these
strategies is given by Goldberg and Deb (1991).
Also known as stochastic sampling with replacement (SSR), roulette wheel
selection (de Jong, 1975) is simple and widely used. In the case of functional
minimisation, this involves first finding the sum of the inverse of each chro-
mosome’s fitness χ, which forms a line of length R. Each chromosome is
mapped to a continuous segment of this line, of size equivalent to its inverse
fitness χ−1. A uniform random number is chosen r ∈ (0,R] that relates
to a particular chromosome, now selected to be a parent. This process is
repeated until the desired number of parent chromosomes have been selected.
This technique has been shown to be strongly influenced by the distribution
of the objective function used (Goldberg and Deb, 1991). Note that there
is no guarantee that the best chromosome(s) will be selected for potential
crossover.
Stochastic universal sampling (SUS) (Baker, 1987) is a variant of roulette
wheel selection that only uses a single (small) random number to select the
entire pool of parent chromosomes at evenly spaced intervals from this initial
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point. This eliminates any bias towards chromosomes with better fitness
values and hence promotes genetic diversity, particularly in the case where
one chromosome is much fitter than the remaining population.
Rank selection (Baker, 1985) is a further flavour of roulette wheel selection,
where in this case relative fitness is used rather than absolute fitness. As such,
the fittest chromosome is assigned a probability of selection of N
N(N+12 )
where
N is population size, the least fit chromosome has a probability of 2N(N+1) , and
the probability decreases linearly between these end-members. Rank selection
has been demonstrated to be more robust against premature convergence
compared to other strategies, at the cost of diminished convergence rates
(Bäck and Hoffmeister, 1991). It is described as having low selection pressure;
this is the factor that governs a GA’s convergence rate, while also influencing
its genetic diversity.
Tournament selection (Brindle, 1981) involves choosing a user-defined
number of chromosomes at random from the population, where the best
individual from this pool is selected to be parent. Commonly each ‘tour-
nament’ is held between only two individuals (Goldberg and Deb, 1991).
This process is repeated until the required number of parent chromosomes
have been selected, and can be done with or without replacement after each
tournament. The larger the tournament size, the less chance there is of
weaker chromosomes being passed to the next generation; in this manner it
is simple to tune the selection pressure.
3.3.3.1 Elitism
Elitist reinsertion (Thierens and Goldberg, 1994) is a special case of chro-
mosome selection. In its simplest form, elitism ensures that one or more
of the fittest chromosomes from the current generation pass on to the next
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unadulterated, with the rest of the generation populated by the children
chromosomes from crossover and mutation. This prevents the unlikely yet
possible scenario of their genetic information being lost from the gene pool.
Whilst this would not necessarily effect the final outcome of the inversion, it
would almost certainly hinder its progression.
3.3.4 Crossover strategy
The crossover strategy pertains to the manner in which those selected parent
chromosomes combine their information into the next generation of children
chromosomes. This recombination occurs based on the crossover probability
pc, which is an empirical likelihood of crossover between the parents occurring
or not, where typically 0.7 < pc < 0.8 (Mitchell, 1996). I present here the most
widely used crossover strategies where, as before, each has been implemented
in my GA.
The original, and simplest, crossover strategy is single-point crossover
(Holland, 1975). A location along the chromosome length is chosen at
random, beyond which the bits of each parent are exchanged. This strategy,
while enduringly popular, has proven limitations. It introduces a positional
bias, as the segments exchanged always contain the end-members of the
parents. Due to the undisruptive nature of the strategy, there is also a
tendency for undesirable genes to piggyback on those that are highly desirable
and thus reproduce regularly. To suppress these effects, Syswerda (1989)
suggests a natural extension to single-point crossover, whereby information
is exchanged between multiple random points during each crossover. Multi-
point crossover is more disruptive than its single-point equivalent, making it
less likely for adjacent genes to piggyback. Its most extreme form is known
as uniform crossover (Syswerda, 1989), which on average exchanges n2 bits
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for a chromosome of length n. Whilst a popular strategy, uniform crossover
has the effect of making it less likely for complementary alleles to become
established.
A further extension to point crossover, known as shuﬄe crossover, was
introduced by Caruana et al. (1989). This entails randomising the position
of each gene prior to crossover, performing the crossover, then returning the
children chromosomes to the original ordering of their parents. This approach
has been shown to suppress any position-dependent bias introduced by other
crossover strategies.
Vekaria and Clack (1998) propose an adaptive crossover operator, referred
to as selective crossover, which can be considered an evolution of uniform
crossover. They introduce a measure of pseudo-fitness for each gene, referred
to as its dominance, which records a measure of each gene’s performance
in previous generations as a decimal value between zero and one. This
information is then used to try and combine successful genes during crossover,
where the nondominant (or recessive) genes are also engineered into a second
child to maintain genetic diversity. My experiences with this strategy are
limited, as it introduces several new complexities. These include how to
initialise the dominance values, how to adjust a gene’s dominance in a
systematic and fair manner when appropriate, and whether to accommodate
only the gain of dominance or also its loss, which risks introducing too strong
a bias during early generations (Vekaria and Clack, 1998).
3.3.5 Population size
For many applications of GAs the assessment of chromosome fitness is inex-
pensive, and hence large population sizes are of little consequence; however,
in the context of FWI, each forward model is of significant expense and
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therefore population size is an important consideration. As touched on in
Section 3.2, population size provides a key trade-off in GA dynamics: larger
populations, while allowing for a broader range of candidate solutions and
hence more thorough search of the solution domain, often require more
iterations to convergence. This is demonstrated in Figure 3.4 for the D = 10
extended Rosenbrock function. This example used a fixed mutation rate of
pm = 1 % (Subsection 3.3.2), rank selection with elitism (Subsection 3.3.3),
single-point crossover (Subsection 3.3.4), 21 generations and x ∈ [−5, 5]D.
(a) (b)
Figure 3.4: Effect of population size on GA performance for the D = 10
extended Rosenbrock function. (a) Population-best fitness as a
function of generation for three different population sizes: the
blue, orange and yellow lines represent populations of 5, 25 and
125, respectively. (b) Standard deviation σ of population fitness
as a function of generation for the same three population sizes
as in (a). Note that the results are the average of 20 inversions
using different initial populations each time.
It is well understood that larger population sizes typically converge to
better solutions, as demonstrated by Figure 3.4a, but that they often take
more iterations to do so. With regard to the first part of this statement, this
occurs in part because a more diverse range of genetic information is contained
in the initial population, but also because the initial population is more likely
to already contain a solution close to the true one. It is also apparent from
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Figure 3.4a that the improvement offered by larger populations does not scale
linearly with the additional compute required. This is a generally accepted
sentiment, with Gotshall and Rylander (2002) suggesting that for a given
problem there exists some threshold beyond which increasing population size
has a negligible impact on accuracy. Conversely, populations that are too
small can prohibit global convergence. Figure 3.4b corroborates the notion
that larger populations take longer to converge. This occurs, at least in part,
because larger populations increase the likely number of mutations that will
occur per iteration. Gotshall and Rylander (2002) believe that there exists
an optimal population size for a given problem that balances convergence
rate and accuracy.
It is commonly accepted that population size and/or the number of gener-
ations should scale with problem dimensionality (i.e. the number of genes
contained in a chromosome); yet exactly how these should scale is poorly un-
derstood, with many practitioners agreeing that it seems problem dependent.
Based on analytical reasoning, Goldberg (1989) argues that population size
should grow exponentially with problem dimensionality; however Goldberg
and Rudnick (1991), based on an alternative reasoning, suggest that linear
growth should in fact be adequate. Gotshall and Rylander (2002) observe
that their optimal population size increases logarithmically with problem
dimensionality; it should be noted however that this was based on a simple
optimisation problem, where it is not clear whether the notion scales to more
complicated cases.
In the context of FWI, each fitness evaluation is at large computational
expense. This imposes a limitation on the population size affordable, and
hence on the model resolution achievable by a GA, or in fact any purely
global optimisation algorithm. This is the case when handling any big data
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problem, and is referred to as the curse of dimensionality.
3.3.6 Termination criteria
I have implemented three different options for algorithm termination. The
first of these is a pre-determined number of iterations, which is in fact a
requirement for several evolutionary operators such as deterministic mutation
rate scheduling (Subsection 3.3.2). The second is some acceptable threshold
for fitness, while the third is a number of continuous iterations over which
there is negligible improvement to the elite fitness.
3.4 Implementation
The bulk of the algorithm is written in MATLAB and exclusively by the
author. To import and export SEG-Y files to and from MATLAB the
SegyMAT toolbox of Hansen (2011) is used. Rather than writing a dedicated
forward modelling algorithm for the GA in MATLAB, I chose instead to make
use of the one in Fullwave3D, written by Adrian Umpleby predominately
in FORTRAN 90 with some C modules. To achieve this I designed a series
of shell scripts, during whose execution MATLAB sleeps. These initiate a
series of Fullwave3D jobs, one for each chromosome, and return a text file
containing a functional value. Once each job has completed, the master shell
script exits normally, and MATLAB wakes and reads the text files.
3.5 Crosshole model
To assess the performance of the GA codes, a simple 2D synthetic isotropic
mono-parameter crosshole experiment was designed for P -wave velocity. The
true model for this experiment can be seen in Figure 3.5a, which can be
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seen to have a homogeneous background velocity along with a circular high-
velocity feature of 100 m diameter. For the inversion, the model was defined
by only four independent parameters; background velocity, anomaly velocity,
anomaly x-position and anomaly z-position. The diameter of the anomaly
was fixed.
(a) (b)
Figure 3.5: Models from the GA synthetic crosshole experiment: (a) true and
(b) inverted P-wave velocity models. The white dots on the left-
hand side of (a) indicate source positions, whist the superimposed
black dots on the right-hand side indicate receiver positions.
The experimental setup was as follows. The model, 2000 m deep and
1000 m wide, was sampled spatially every 10 m on a regular grid; the data
were sampled temporally every 3 ms; a Ricker source wavelet with a peak
frequency of 10 Hz was used; 21 sources and 181 receivers were used, deployed
in a crosshole configuration; the data were low-pass filtered at 10 Hz for the
objective function calculations; and 200 m absorbing boundary conditions
within 250 m-wide model extensions were added to each boundary. The
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GA evaluated 20 candidate solutions per generation, over 10 generations in
total. The initial population was randomised using the following bounds:
background velocity ∈ [800, 1200] m/s, anomaly velocity ∈ [900, 1300] m/s,
anomaly x-position ∈ [200, 800] m and anomaly z-position ∈ [200, 1800] m.
Figure 3.6: Data misfit as a function of GA generation for the synthetic
crosshole experiment. The black and red lines represent the
average and elite misfits for the population, respectively, where
the elite misfit corresponds to Figure 3.5b.
The best model from the inversion, referred to as the ‘elite’ model, can
be seen in Figure 3.5b. This model is close to the true model in all aspects,
barring a small discrepancy in the anomaly’s magnitude. A misfit diagnostic
for the inversion is plotted in Figure 3.6, where it can be seen that the
algorithm has basically converged after only 3 iterations. This is likely owing
to a combination of the simplicity of the problem and the fact seismic data
are highly sensitive to changes in P -wave velocity.
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3.6 One-dimensional model
To build on the results presented in Section 3.5, a synthetic 1.5D surface
seismic experiment was designed. The anisotropic velocity model for this
can be seen in Figure 3.7, where Figure 3.7a is epsilon and 3.7b is vertical
P -wave velocity. The inversion was set up to be mono-parameter, seeking to
recover epsilon only with P -wave velocity held fixed at its true model. The
effects of delta were not considered in this example, with the delta model held
fixed at its true value of 0 %. The P -wave velocity model is linear between
1500–4000 m/s, where 1500 m/s is approximately the acoustic velocity of
water. The epsilon model is defined by only 6 independent parameters, which
are linearly interpolated in depth.
(a) (b)
Figure 3.7: Synthetic model used in the 1.5D experiment: (a) epsilon and
(b) vertical P -wave velocity components.
The model, 3000 m deep and 6000 m wide, was sampled spatially every
25 m on a regular grid; the data were sampled temporally every 3 ms; a
Ricker source wavelet with a peak frequency of 10 Hz was used; a single
source was used, located in the top left-hand corner; 121 receivers were used,
distributed evenly through the water layer at 25 m depth; the data were
low-pass filtered at 6 Hz for the objective function calculations; and 500 m
absorbing boundary conditions within 625 m-wide model extensions were
added to each boundary.
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(a) (b)
Figure 3.8: Result of the GA anisotropic synthetic 1.5D experiment when
the correct velocity model is used: (a) inverted epsilon model and
(b) 1D parameter profile through the true and inverted epsilon
models.
For each of the results presented, the GA used the following setup: 20
candidate solutions, 21 generations, tournament selection, uniform crossover
(pc = 70 %) and the deterministic mutation schedule. The initial epsilon
model population was random in the range [-20,20] %.
The inversion result when the correct P -wave velocity model is used can
be seen in Figure 3.8a, with a vertical 1D parameter profile through the
model plotted in Figure 3.8b that compares the inversion result to the true
model. In this case the GA seems to have no problem finding a solution
that closely matches the true answer. Figure 3.9 shows the elite and average
data misfits as a function of GA generation. The inversion’s convergence is
gradual, although it is seems to stabilise after 12 generations.
Figures 3.10 and 3.11 present the results of the same inversion for the
scenario where the P -wave velocity model inverted with is systematically
under- or overestimated, respectively. In the first case the start P -wave
velocity model was linear between 1500–3900 m/s, and it can be seen in
Figures 3.10 that the GA has compensated for this mismatch with a comple-
mentary systemic shift in epsilon. Conversely in the second case the start
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Figure 3.9: Data misfit as a function of GA generation for the synthetic 1.5D
experiment. The black and red lines represent the average and
elite misfits for the population, respectively.
(a) (b)
Figure 3.10: Result of the GA anisotropic synthetic 1.5D experiment when
an underestimated velocity model is used: (a) inverted epsi-
lon model and (b) 1D parameter profile through the true and
inverted epsilon models.
P -wave velocity model was linear between 1500–4100 m/s, and a systemic
shift occurred in epsilon in the opposite direction
It is evident that the GA, while able to exploit changes in the data misfit
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(a) (b)
Figure 3.11: Result of the GA anisotropic synthetic 1.5D experiment when an
overestimated velocity model is used: (a) inverted epsilon model
and (b) 1D parameter profile through the true and inverted
epsilon models.
produced by permutations to a sparsely parameterised anisotropy model,
is not able to converge towards a reasonable solution without an accurate
complementary P -wave velocity model. As discussed in Subsection 2.2.2,
classical gradient descent FWI has the requirement for an accurate start
P -wave velocity model, which needs to predict the major arrivals in the
observed data to an accuracy of better than half a wavelength at the lowest
usable frequency in the data. It is not clear however that this model is
sufficiently accurate for the GA to correctly extract anisotropy, which the
data residual is considerably less sensitive to changes in (Figure 2.5b).
For the GA to accurately reconstruct the low-wavenumber anisotropy it
is necessary to update the low-to-intermediate wavenumbers in the com-
plementary P -wave velocity model as the anisotropy improves. The GA’s
feasibility hinges on the sparse parameterisation of the parameter class(es)
being inverted for, as the size of the search space increases with the power
of the complexity of the inverse problem. This typically translates to an
exponential increase in the number of candidate solutions per generation,
and hence an associated increase in iterations, required as the number of
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model parameters increases.
3.7 Conclusions
Global inversion techniques provide an intriguing alternative to local inversion
when inverting for multiple parameters using FWI. I demonstrate their
potential to invert for sparsely parameterised models of subsurface properties
in Sections 3.5 and 3.6, in this instance P -wave velocity and Thomsen’s epsilon
parameter. I simultaneously highlight in Section 3.6 the importance of having
an accurate representation of the long-wavelength P -wave velocity before
trying to extract parameters for acoustic anisotropy. This is in accordance
with the suggestion of Tarantola (1986) to reconstruct first those parameters
to which the data are most sensitive.
For the start P -wave velocity model to be of sufficient accuracy, some
measure of anisotropy needs to have been taken into consideration during its
construction - in which case it is likely that the start velocity and anisotropy
models are close enough to the true answer to use multi-parameter gradient
descent FWI straight away (Chapter 2). If this is not the case however,
then it is important to update the start velocity model during the global
inversion for anisotropy. Whilst this is possible to do using multi-parameter
global inversion, the computational cost of doing so at a resolution in P -wave
velocity that would not be cycle-skipped for FWI is intractable. As such, an
alternative means of updating theP-wave velocity model is required, and it
is this ambition that is addressed in Chapter 4.
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Combined Inversion
In this chapter I submit a novel approach to multi-parameter FWI. This
approach is based on a combination of my learnings from the investigations
carried out in Chapters 2 and 3, and seeks to juxtapose the contrasting
benefits of these two branches of optimisation. As such, I refer to this
approach as combined inversion or combined FWI.
I begin by describing the approach itself, introducing both the theory
and concepts involved. I discuss in Subsection 4.3.1 my reasons for no
longer pursuing the GA, instead opting to use quantum particle swarm
optimisation (QPSO) for the global component of the approach developed. I
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then present the results from two synthetic example inversions, the second
more challenging than the first. Again, the only parameters considered in
these studies are P -wave velocity and Thomsen’s epsilon parameter.
4.1 Introduction
As discussed in Chapter 3, global optimisation techniques (also known as
global inversion techniques) can be viewed as an affordable means for reliably
recovering accurate models of smoothly varying acoustic anisotropy from
surface seismic data. This statement only holds true under the assumption
that the corresponding P -wave velocity model is of suitable accuracy. I
demonstrated in Section 3.6 that, if the P -wave velocity model is not suf-
ficiently accurate, the inversion will likely converge to an incorrect answer,
with the long-wavelength error in P -wave velocity mapped into the anisotropy
model.
It should be possible to bypass this limitation by updating P -wave velocity
simultaneously with anisotropy during the inversion’s progression. The
resolution affordable via global inversion is however not sufficient to produce
a P -wave velocity model accurate enough for use as an initial solution for
gradient descent FWI. Other techniques, such as traveltime tomography or
moveout velocity analysis (MVA), are more suited to this role.
With these considerations in mind, I propose an alternative approach for
recovering long-wavelength acoustic anisotropy from surface seismic data.
As before, I use global optimisation techniques for building the anisotropy
model, but I introduce nested gradient descent FWI iterations for P -wave
velocity at each global iteration. For this purpose a P -wave velocity start
model is required. These sequential updates between acoustic anisotropy
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and velocity endow the inversion with the freedom necessary to converge to
the global minimum, while not placing undue restrictions on P -wave velocity
resolution.
Figure 4.1: Schematic illustrating two inversion strategies for an idealised
multi-parameter inversion problem: (a) local inversion for three
start models and (b) combined inversion for one velocity model.
4.2 Theory
Figure 4.1a illustrates schematically some of the difficulties of using local
inversion to recover anisotropy. In general, there is a strong trade-off between
velocity and anisotropy such that the data-misfit surface tends to form narrow
troughs that are oblique to both the velocity and anisotropy axes. This
was empirically demonstrated earlier, in Figure 2.8a. Points A, B and C in
Figure 4.1a represent three possible start models; the contours show the misfit
surface. For model A, the best strategy is to invert for velocity while holding
the anisotropy constant; for model B, it is best to invert for anisotropy while
holding velocity constant; and for model C, it is best to invert for both
parameters simultaneously. Applying the wrong strategy will often lead to a
worse fit to the true model.
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Figure 4.1b depicts the combined FWI approach. Here the inversion begins
from a single velocity model represented by the horizontal line. Several aniso-
tropy models are then chosen randomly, within some bounds, as represented
by the points. Local inversion for velocity is then applied to each model, as
represented by the arrows. The final data misfit for each inverted model is
then examined, and multiple new anisotropy models (as well as a new velocity
model) are chosen statistically on the basis of these fits. In Figure 4.1b, these
new models will tend to be chosen close to the end points of the central two
models since these now have the smallest misfit. The full combined inversion
algorithm is laid out in Algorithm 4.1.
Later in this chapter, I demonstrate that models produced via this approach
are able to provide adequate long-wavelength information for subsequent
conventional simultaneous multi-parameter gradient descent FWI.
4.2.1 Similar work
There have been several key publications made within the context of petro-
leum geophysics that follow similar lines of investigation to my own, some of
which I describe here. Whilst these all aspire to combine global and local
optimisation strategies in some manner, invariably they are combined only
so far as discrete components of a workflow.
Ji and Singh (2005) seek to invert for components of the elasticity tensor
(Subsection 1.7.3) using a GA followed by the conjugate-gradient method,
an approach they class as hybrid optimisation. Using this approach they are
able to simultaneously reconstruct simple 1D synthetic parameter profiles
for C11, C13, C33, and C44 - demonstrating the power of global optimisation
techniques to help mitigate the effects of what is a highly nonlinear problem.
However, they find the inversion performance to be strongly influenced by
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the offset content of the data and number of data components. The absence
of long-offset (i.e. wide-angle) data proved highly prohibitive to inversion
success, even when using multi-component data (which otherwise improved
results).
More recently Afanasiev et al. (2014) propose an FWI-orientated workflow
that can resolve models for P -wave velocity and epsilon from crosshole data.
For a 2D synthetic example containing elliptical VTI they use anisotropic
first-arrival traveltime tomography (FATT) to produce a start model. The
data from this model are demonstrated to be cycle-skipped, which they
attribute to inadequacies in the anisotropy model. As such, they employ
simulated annealing (SA), a semi-global optimisation technique, to produce
an alternative smooth 1.5D epsilon model. Subsequent Laplace-Fourier-
domain local FWI for P -wave velocity from this model produces an improved
result when compared to using the traveltime tomography epsilon model.
Similar results were found for a 2D real-data example.
A conference abstract from Datta and Sen (2014) suggests two hybrid
optimisation techniques. The first of these is to use very-fast SA (VFSA) to
generate start velocity models for local FWI, which they claim can produce
superior FWI results with field data compared to traveltime tomography
methods. The second technique is a particle swarm optimisation (PSO) for
P -wave velocity, which contains a handful of nested local FWI iterations at
each global iteration. Datta and Sen (2014) claim this approach can produce
moderate results with field data, albeit using a small number of random
starting models. Unfortunately, whilst these procedures sound promising,
the reference described contains no published results.
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4.3 Quantum particle swarm optimisation
4.3.1 Background
Conceived by Eberhart and Kennedy (1995), PSO is a class of metaheuristic
global optimiser. The algorithm’s conceptual basis is a metaphor for social
influence and social learning, such as that which exists between flocking
birds and schooling fish. PSO is now a well-established and widely studied
branch of optimisation, which shares certain characteristics with evolutionary
algorithms such as GAs.
A high-level description of the dynamics behind PSO follows. At each
iteration there exist a population, termed a swarm, of candidate solutions,
termed particles, to the inverse problem faced. Each particle is defined
by its position in the search space and by a velocity, which indicates how
far and in which direction that particle will move between iterations (i.e.
in one ‘time step’). A functional value, also termed fitness, is calculated
for the position of each particle at each iteration. Each particle’s best
known position is remembered, along with the best known position of its
neighbours; it is a stochastic combination of theseattractors that influences
each particle’s velocity, and hence movements. The attractors themselves
update as improved positions in the search space are found, and the swarm
converges towards these best solutions. Nonetheless, it is not guaranteed
that these stable points of convergence represent the global minimum, and
premature convergence is a well-reported issue (Clerc and Kennedy, 2002).
My rationale for adopting PSO over a GA for the global portion of my com-
bined approach is two-fold. Firstly, benchmark test comparisons between the
two approaches suggest that, while both can reliably achieve high-quality solu-
tions, PSO appears superior with regard to convergence and efficiency (Hassan
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et al., 2005). This improved convergence rate, while problem-dependent, can
have a large impact on problems with expensive forward calculations, such as
seismic inversion. Secondly, PSO is a more natural approach for continuous
optimisation (Kachitvichyanukul, 2012). Whilst GAs can handle real num-
bers, their original design was centred around their binary representations.
As with the GA, PSO is a population-based optimisation technique. As such,
its implementation is simple to parallelise.
Since its inception, several variants of PSO have been proposed in an effort
improve its convergence characteristics. The most notable of these is QPSO,
developed by Sun et al. (2004a,b). Classed as a flavour of bare-bones PSO
(Kennedy, 2003), QPSO uses an entirely different set of iterative equations.
This re-formulation results in both improved global search ability, producing
a global-convergent algorithm, and fewer control parameters, resulting in
a simpler implementation (Sun et al., 2012b). As with PSO, QPSO has
proved successful with a wide range of optimisation problems, becoming very
popular in a short space of time. However, its dynamics and convergence
properties are still poorly understood. A comprehensive review of QPSO
and its features is given by Fang et al. (2010).
4.3.2 Mechanics
At any one iteration k, there exist N particles m of de minimis volume
within a D-dimensional solution space. Each represents a candidate solution
to the inverse problem faced. These particles have their fitness assessed based
on some pre-defined objective function χ(m). In the case of classical FWI,
this is the `2-norm of the data residual between the observed data dobs and
the data modelled from each particle d (Equation 2.3). At this stage the
nested gradient descent iterations to update P -wave velocity for each particle
117
4.3 Quantum particle swarm optimisation
are implemented, and hence the majority of the algorithm’s compute time
originates from this step.
Based on the functional values after gradient descent, each particle’s best
position p is updated following
pn,d(k) =

mn,d(k), if χ[mn(k)] < χ[pn(k − 1)]
pn,d(k − 1), if χ[mn(k)] ≥ χ[pn(k − 1)]
(4.1)
along with the swarm’s best position g by
gd(k) = pn,d(k), for n = argmin
1≤n≤N
(χ[pn(k)]) (4.2)
where k is iteration number in the range 1, 2, . . . ,K; d is particle dimension
in the range 1, 2, . . . , D; and n is particle number in the range 1, 2, . . . , N .
Each particle has what is termed a local attractor q, which is essentially a
stochastic combination of its own best position p and the global best position
g, defined as
qn,d(k) = ϕn,d(k)pn,d(k) + [1− ϕn,d(k)]gd(k) (4.3)
where ϕ is a sequence of uniformly distributed random numbers on (0,1).
It is the local attractor that provides the principle influence on a particle’s
movement. However, rather than each particle’s movement being governed
by Newtonian motion as in PSO, QPSO represents each particle as having
spin-less quantum behaviour. On each dimension of the local attractor for
an individual particle qn,d(k), it is assumed that a 1D delta potential well
exists, around which that particle moves.
The quantum state of each particle is described by a wave function ψ. The
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probability density function Q of the particle’s position in search-space is
given by
Q[yn,d(k + 1)] = |ψ[yn,d(k + 1)]|2 (4.4)
where y is a position in search-space relative to q, defined as
yn,d(k + 1) = |mn,d(k + 1)− qn,d(k)| (4.5)
The wave function develops over iterations according to the time-dependent
Schrödinger equation (Sun et al., 2004a).
The probability density function Q can be translated into position using
the Monte Carlo method, which simulates the collapse of the quantum state
to the classical (Sun et al., 2004b). This is represented mathematically as
mn,d(k+1) =

qn,d(k) + [ln,d(k)/2] · ln[1/un,d(k)], if Un,d(k) ≥ 0.5
qn,d(k)− [ln,d(k)/2] · ln[1/un,d(k)], if Un,d(k) < 0.5
(4.6)
where U and u are both sequences of uniform random numbers on (0,1).
The parameter l represents the characteristic length of the wave function,
and is given by
ln,d(k) = 2β · |p¯d(k)−mn,d(k)| (4.7)
where p¯ is called the mean best position, defined as the average value of p
p¯d(k) =
1
N
N∑
n=1
pn,d(k) (4.8)
The parameter β is termed the contraction-expansion coefficient (CEC),
and can be tuned to shift the algorithm’s bias between global and local
search ability. The CEC’s role and parameterisation are discussed further in
119
4.3 Quantum particle swarm optimisation
Subsection 4.3.7.
4.3.3 Initialisation
Classical PSO and QPSO both initialise the position vector m for each particle
randomly based on a uniform distribution in the interval [mmin,mmax].
Throughout all the results for combined inversion presented in Chapters 4
and 5 I adhere to this strategy. However, I also provide functionality for a
priori information to be incorporated into the global aspect of combined inver-
sion by way of some ‘best guess’ anisotropic model parameters. The position
vector m for each particle is then initialised randomly based on a Gaussian
distribution on [mguess, (mmax −mmin)/4] in the interval [mmin,mmax].
4.3.4 Termination
The types of termination criteria implemented are identical to those de-
scribed in Subsection 3.3.6 for GAs. These entail either a threshold on
iterations, fitness, or stagnant iterations (consecutive iterations with minor
or no improvement to g). Combinations of these are also viable.
4.3.5 Encoding
Fu et al. (2012) propose an adaptation to QPSO whereby each particle,
instead of being defined by a position vector m, is defined by a phase angle
vector Θ. This requires a reversible monotonic mapping between these two
vectors
f : [−pi/2, pi/2]→ [mmind ,mmaxd ] (4.9)
the choice of which is shown to be critical to QPSO’s performance. Based
on numerical results from benchmark functions, Fu et al. (2012) recommend
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the mapping function
f [Θn,d(k)] = ([m
max
d −mmind ] sin[Θn,d(k)] +mmaxd +mmind )/2 (4.10)
which is illustrated in Figure 4.2 for epsilon values in the range [mmind ,m
max
d ]
= [−20, 20] %. They found that the use of phase encoding increased the
convergence rate and accuracy of QPSO, and especially when compared to
results from PSO, differential evolution (DE), and genetic algorithms. During
my testing with the example presented in Section 4.5 however, I found there
to be no obvious benefits from the use of phase encoding during QPSO.
Figure 4.2: Sinusoidal mapping function between position and phase angle
vectors for phase-encoded QPSO. The function is convex in the
interval [−pi/2, 0] and concave in the interval [0, pi/2].
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Data: Initial P -wave velocity model, minimum and maximum
bounds for epsilon
Result: Epsilon and updated P -wave velocity models
1 begin
2 Set k = 0;
3 Initialise each particle m(k) ∈ [mmin,mmax] and g(k);
4 while termination criteria = false do
5 Compute p¯(k);
6 Choose β(k);
7 for n=1 to N do
8 Update VP(k) for mn(k) using gradient descent;
9 Evaluate χ[mn(k),VPn(k)];
10 Update pn(k) and g(k);
11 for d=1 to D do
12 ϕn,d(k) =rand(·);
13 qn,d(k) = ϕn,d(k)pn,d(k) + [1− ϕn,d(k)]gd(k);
14 ln,d(k) = 2β · |p¯d(k)−mn,d(k)|;
15 un,d(k) =rand(·);
16 if rand(·)<0.5 then
17 mn,d(k + 1) = qn,d(k)− [ln,d(k)/2] · ln[1/un,d(k)];
18 else
19 mn,d(k + 1) = qn,d(k) + [ln,d(k)/2] · ln[1/un,d(k)];
20 end
21 end
22 end
23 Compute average VP(k + 1), weighted by χ[mn(k),VPn(k)];
24 Set k = k + 1;
25 end
26 end
Algorithm 4.1: QPSO combined FWI algorithm.
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4.3.6 Boundary conditions
Classical PSO algorithms often suffer from extreme divergence during early
iterations, in what are referred to as swarm explosions. Clerc and Kennedy
(2002) explain how these are an undesirable side-effect of the random weight-
ings used for some of its control parameters, and so are important to constrain.
QPSO on the other hand affords more control in the search space, and as such
does not appear to be as susceptible to swarm explosions. They nonetheless
remain a possibility due to the stochastic nature of the algorithm, and should
be considered.
With this in mind, I implemented two different boundary conditions to
provide some constraints on the QPSO algorithm, as well as providing the
option for the QPSO to remain unconstrained. The first of these is a simple
hard clipping using the mmin and mmax particle initialisation limits, shown
in Algorithm 4.2.
The second boundary condition is that of Muralidharan et al. (2015), shown
in Algorithm 4.3, and which is essentially a damped version of Algorithm 4.2.
These two approaches impose a finite volume on the search space, which
both prohibits population explosion and helps to reduce computational costs.
However, it now becomes vital that the global minimum exists within the
initialisation bounds; global convergence is otherwise impossible.
4.3.7 Coefficient selection
The CEC β (Equation 4.7) is the only tunable parameter in the standard
QPSO implementation. Its primary role is to regulate the trade-off between
the global and local search abilities of the swarm, and consequently it holds
significant influence over the algorithm’s convergence. Larger CEC values
promote global exploration, affording the particles longer jumps through the
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At each iteration k:
1 begin
2 for n=1 to N do
3 for d=1 to D do
4 if mn,d (k + 1 ) < mmind then
5 mn,d(k + 1)← mmind ;
6 else if mn,d (k + 1 ) > mmaxd then
7 mn,d(k + 1)← mmaxd ;
8 end
9 end
10 end
Algorithm 4.2: QPSO hard-clip boundary condition: n, k and d indicate
particle number, iteration number, and particle dimension,
respectively.
search space, while smaller values favour shorter movements, allowing for
more detailed exploration of a particle’s current location. Sun et al. (2012a)
demonstrate that for convergence β ≤ 1.781.
Selecting appropriate CEC values is highly problem-dependent, as the more
multimodal the problem, the more global exploration is required to prevent
premature convergence. For simple unimodal problems, Sun et al. (2012a) find
β = 0.75 produces favourable convergence. For more complicated problems,
many authors recommend using time-dependent strategies that gradually
shift from a global search bias towards a local one. I have implemented two
of these such strategies. The first of these, proposed by Sun et al. (2005), is
a linear decrease, given by
β(k) = 1.0− 0.5 k − 1
K − 1 (4.11)
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At each iteration k:
1 begin
2 for n=1 to N do
3 for d=1 to D do
4 if mn,d (k + 1 ) < mmind then
5 mn,d(k + 1)← mmind + 0.25 · rn,d(k) · (mmaxd −mmind );
6 else if mn,d (k + 1 ) > mmaxd then
7 mn,d(k + 1)← mmaxd − 0.25 · rn,d(k) · (mmaxd −mmind );
8 end
9 end
10 end
Algorithm 4.3: QPSO damped boundary condition: r is a sequence of uni-
form random numbers on [0,1], and n, k and d indicate
particle number, iteration number, and particle dimension,
respectively.
where k is iteration number and K is the pre-determined maximum number
of iterations. The second of these, proposed by Tian et al. (2011), is a cosine
decrease. This strategy has a larger global bias than the linear decrease, and
is given by
β(k) = 0.5 cos
(
pik
2K
)
+ 0.5 (4.12)
The CEC values produced by these three strategies can be seen in Figure 4.3
as a function of iteration number k.
Another strategy tested is an adaptive coefficient selection scheme, also
conceived by Sun et al. (2005). This assesses each particle’s proximity to the
swarm’s best position g and allocates a CEC value accordingly, thus endowing
QPSO with self-adaptation. In order to guarantee swarm collectiveness, it is
desirable to attribute small CEC values to those particles farther away from
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Figure 4.3: Three different strategies for determining CEC values: the blue,
orange and yellow lines represent the constant-value, linear-
decrease, and cosine-decrease strategies, respectively. k indicates
iteration number, where K is the total number of iterations.
g. Conversely, large CEC values should be used for particles very close to
g, as these have narrow search scopes and are therefore likely to stagnate
(Sun et al., 2005). The proximity is quantified using the error function ∆χ,
defined as
∆χn(k) =
χ[mn(k)]− χ[g(k)]
min[abs(χ[mn(k)]), abs(χ[g(k)])]
(4.13)
where abs(x) returns the absolute value of x, and min(x1, x2) returns the
smaller of x1 and x2. Taking
zn(k) = ln[∆χn(k)] (4.14)
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then the ∆χ values for each particle are mapped into CEC values following
βn(k, z) =

0.6 zn(k) > 0
0.7 −2 < zn(k) ≤ 0
0.6 + 0.1 ∗ w −w − 1 < zn(k) ≤ −w (w = 2, 3, 4)
1.0 + 0.2 ∗ (w − 4) −w − 1 < zn(k) ≤ −w (w = 5, 6, 7)
1.8 zn(k) ≤ −8
(4.15)
4.3.8 Other improvements
dos Santos Coelho (2010) suggests incorporating Gaussian probability distri-
butions into the framework of QPSO. He proposes three new formulations,
and based on numerical examples finds all three to improve QPSO’s resilience
to premature convergence. Of these formulations, the first (referred to as
G-QPSO(1)) is suggested to be most accurate and reliable, and hence the one
I chose to adopt. Its implementation is simple, and entails the substitution
of parameter u in Equation 4.6 with parameter G to form
mn,d(k + 1) =

qn,d(k) + [ln,d(k)/2] · ln[1/Gn,d(k)], if Un,d(k) ≥ 0.5
qn,d(k)− [ln,d(k)/2] · ln[1/Gn,d(k)], if Un,d(k) < 0.5
(4.16)
where G is a random absolute value of the unit normal distribution.
Xi et al. (2008) suggest replacing the mean best position p¯ in Equation 4.8
with a weighted equivalent. Each particle is ranked based on its best fit-
ness, where these rankings are used to weight their contribution to the
mean best position. This practice is akin to the concept of elitism in GAs
(Subsubsection 3.3.3.1). Benchmark tests by Xi et al. (2008) demonstrate
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this reformulation to improve convergence rates and produce a better bal-
ance between the global and local search capabilities of the algorithm. Its
implementation involves a subtle change to Equation 4.8, yielding
p¯d(k) =
1
N
N∑
n=1
γn(k)pn,d(k) (4.17)
where γ represents the introduced weighting, which ranges between 0.5 and
1.5.
Due to the relatively small number of iterations that can be afforded when
inverting 3D seismic data, both of these algorithmic tweaks have the potential
to provide invaluable performance enhancements.
4.4 Implementation
As with the GA codes discussed in Section 3.4, the global optimisation
algorithms used in this chapter (PSO and QPSO) are written in MATLAB
and exclusively by the author. Many of MATLAB’s built-in functions are
used throughout these algorithms, in particular its cubic interpolation tool.
This is required when mapping the sparse anisotropy inverse model onto the
finer forward grid, for both mono-parameter gradient descent for P -wave
velocity during combined inversion and multi-parameter gradient descent
posterior to combined inversion. SegyMAT (Hansen, 2011) is used as before
to import and export SEG-Y files to and from MATLAB.
The local optimisation element of the combined inversion algorithm relies
heavily on several features of Fullwave3D: primarily these are its forward
modelling engine and gradient descent routines, the latter of which are used
to update the P -wave velocity component of each particle. Each particle’s
fitness is assessed in parallel (in this instance via Portable Batch System
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(PBS) array jobs), with a functional value and updated P -wave velocity
model returned to MATLAB. A series of shell scripts are again used to
administer the passage of information between MATLAB and Fullwave3D.
(a)
(b)
Figure 4.4: True model used in the Marmousi synthetic example: (a) P -wave
velocity and (b) epsilon components.
4.5 Marmousi model
The Marmousi model is an isotropic synthetic P -wave velocity model, de-
signed by Bourgeois et al. (1990). Based on a profile through the North
Quenguela trough in the Cuanza basin, Angola, the model comprises a suc-
cession of normal-faulted sediments and evaporites that overlay a folded
carbonate platform (Bourgeois et al., 1990). This geological configuration
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produces a complex velocity model, containing steep dips and many vertical
and lateral velocity variations. There is a shallow water layer present, with a
flat water bottom.
(a)
(b)
Figure 4.5: Start model used in the Marmousi synthetic example: (a) P -wave
velocity and (b) epsilon components.
For testing the combined inversion scheme, I only use the upper portion
of the Marmousi model (Figure 4.4a), as this represents the portion that
sees significant turning ray energy and thus reliable long-wavelength FWI
update. The water depth is 1000 m. Based on a VTI parameterisation,
I constructed a simple epsilon model (Figure 4.4b) to partner the P -wave
velocity model. Note that in Figure 4.4b, and throughout this chapter,
white no longer corresponds to  = 0 %. Whilst the stratigraphy present in
the model is not strictly horizontal, I still consider VTI to be an adequate
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approximation for this purpose. The epsilon model is extremely smooth,
as it is only the long-wavelength component I am seeking to extract from
the data. It was constructed on a similar mesh to the one used in the
global inversion, although not identical. The structure in the epsilon model
cross-cuts the stratigraphy in the P -wave velocity model, and as such this
example should allow for reliable assessment of any crosstalk or coupling
between the parameters during the inversion.
Figure 4.6: Nested gradient descent P -wave velocity iterations for the first
QPSO iteration of the combined FWI Marmousi example. The
black and red points indicate the swarm’s average and the true
epsilon model’s objective function values, respectively, while the
error bars indicate the range of objective function values for the
swarm. Each particle initially has the same P -wave velocity
model. The small deterioration in misfit at iteration 9 for the
true epsilon model is probably due to inaccuracies in the step
length calculation.
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4.5.1 Inversion strategy
Three different inversion strategies were tested in this experiment: combined
inversion using the start P -wave velocity model only as an initial solution
(Figure 4.5a), multi-parameter gradient descent using the anisotropic com-
bined inversion result as an initial solution, and multi-parameter gradient
descent using the isotropic start model (Figure 4.5) as an initial solution.
Parameter encoding None
Boundary condition None
Coefficient selection Cosine decreasing
Termination Iteration number
Mean best position Weighted
Probability distribution Gaussian
Independent parameters 18
Swarm size 20
Table 4.1: Summary of the QPSO algorithmic choices used in the Marmousi
example.
In this example, 21 sources and 191 receivers were used. These were
distributed evenly at 250 m depth across the top of the model and beyond, as
the model domain was extended horizontally with 2000 m-wide 1.5D flanks
containing copies of the outermost cells. This was done to ensure adequate
turning ray coverage, and these portions of the model are not shown in any of
the figures. A Ricker source wavelet with a peak frequency of 6 Hz was used;
the model, 3000 m deep and 10,000 m wide, was sampled spatially every
25 m on a regular grid; the data were sampled temporally every 2 ms; and
500 m absorbing boundary conditions within 625 m-wide model extensions
were added to each boundary when forward modelling. The anisotropic
time-domain gradient descent FWI algorithm used is principally that of
Warner et al. (2013), with the addition of the anisotropic multi-parameter
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implementation of Chapter 2. The algorithm in fact contains improvements
to the parameterisation of anisotropy, which are not detailed in this thesis
but help to suppress parameter crosstalk. For the global portion of the
combined inversion, the epsilon model was parameterised sparsely; eighteen
independent parameters were distributed across a regular grid, with a vertical
and horizontal spacing of 500 and 2000 m, respectively.
Multi-parameter gradient descent using the results from combined inversion
employed a multi-scale approach, which used frequency cut-offs of 2–11 Hz
over 100 iterations. For comparison, these values were also used for a multi-
parameter gradient descent inversion using the start models. The combined
inversion used a reduced bandwidth of 2–6 Hz, over 20 global iterations with
3 nested local iterations per global iteration. In this example, 2–3 nested
gradient descent iterations per QPSO iteration seem to provide a favourable
trade-off between accuracy and computational cost. This is demonstrated in
Figure 4.6, where it can be seen that, prior to gradient descent, a particle
containing the true epsilon model (red) produces a misfit only slightly better
than the swarm’s average (black). It is thus statistically unlikely that this
particle - as it stands - will play a major role in the swarm’s development,
as other particles that have better misfit values will dominate. Following
several iterations of mono-parameter gradient descent however this particle’s
misfit exhibits rapid improvement, and can now be counted amongst those
that will influence the swarm’s evolution. The QPSO algorithmic choices
used in the combined inversion can be seen in Table 4.1.
No prior assumptions were made for epsilon (Figure 4.5b), while a start
model with no high-wavenumber content was designed for P -wave velocity
(Figure 4.5a) by horizontally and vertically smoothing the true slowness
model.
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(a)
(b)
Figure 4.7: Marmousi result generated from multi-parameter gradient descent:
(a) P -wave velocity and (b) epsilon components. The start P -
wave velocity and epsilon models can be seen in Figure 4.5, which
are plotted on the same colour scale.
Delta was set to 0 % and held fixed throughout the inversion. My reasoning
for this is three-fold: firstly, its incorporation would introduce additional
complexity to the inverse problem, as well as increase the underdetermination.
Secondly, the data considered here are dominated by wide-angle arrivals,
which are the driving force behind FWI. The sensitivity of this type of datum
to delta is tertiary, behind velocity and epsilon, making delta only weakly
resolvable (Figure 2.5). Thirdly, and probably most importantly, is the
ambiguity that exists between delta and depth when inverting surface seismic
data, even when the data contain long offsets (Alkhalifah and Tsvankin, 1995).
This is not to say that delta is not an important consideration; epsilon alone
134
4.5 Marmousi model
is not an adequate quantification of acoustic anisotropy, but is a valuable
step in the right direction.
Figure Inversion strategy
4.7 Multi-parameter gradient descent from iso-
tropic start model
4.8 Combined inversion from isotropic start
model
4.9 Multi-parameter gradient descent from
combined inversion model
Table 4.2: Reference table for the figures of Subsection 4.5.2.
4.5.2 Results
As a benchmark, I first present the results of conventional multi-parameter
gradient descent, simultaneously updating P -wave velocity and epsilon from
the start models shown in Figure 4.5. Figure 4.7b shows the inverted epsilon
model. Multi-parameter gradient descent has done a somewhat satisfactory
job of delineating the shallow high-epsilon layer, capturing its shape and
intensity well, but allowing noticeable high-wavenumber crosstalk to leak
from the velocity model. However, gradient descent appears to have struggled
deeper in the model, where data coverage is less good, constructing only a
vague outline of the low-epsilon anomaly. The corresponding P -wave velocity
model appears satisfactory (Figure 4.7a) but it also bears subtle scars from
the crosstalk.
Figure 4.8b shows the epsilon model produced by combined inversion.
Whilst this does not capture the intensity of the high-epsilon layer quite
as well as multi-parameter gradient descent, it does capture the form and
structure of the model well throughout, even at depth. The corresponding
P -wave velocity from combined inversion is shown in Figure 4.8a. It appears
135
4.5 Marmousi model
similar to both the multi-parameter gradient descent and true models, albeit
smoother due to the reduced bandwidth of the inversion.
(a)
(b)
Figure 4.8: Marmousi result generated from combined inversion: (a) P -wave
velocity and (b) epsilon components. The start P -wave velocity
model can be seen in Figure 4.5a, which is plotted on the same
colour scale.
It is very likely that the combined inversion models form a solution that
lies within the region of the global minimum of the inverse problem, and so
should provide a desirable starting model for subsequent multi-parameter
gradient descent. The result of this can be seen in Figure 4.9, where gradient
descent has served to improve the intensities and tighten the features of
the epsilon model (Figure 4.9b), producing a model that is close to the
answer (Figure 4.4b). By using the corresponding P -wave velocity model
obtained from combined inversion (Figure 4.8a) as the start model for the
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multi-parameter gradient descent, an improved result is also obtained for
P -wave velocity (Figure 4.9a).
(a)
(b)
Figure 4.9: Marmousi result generated from the proposed inversion workflow:
(a) P -wave velocity and (b) epsilon components. The start P -
wave velocity and epsilon models can be seen in Figure 4.8, which
are plotted on the same colour scale.
4.5.3 Discussion
The improvements achieved when using multi-parameter gradient descent
with a model obtained from combined inversion rather than a conventional
start model becomes more pronounced when inspecting individual 1D para-
meter profiles of the inversion results. A profile taken from 1500 m inline is
shown in Figure 4.10. Whilst the proposed combined-local inversion workflow
result matches the true model well, with only minor discrepancies, the same
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(a) (b)
Figure 4.10: Marmousi 1D parameter profile comparisons at 1500 m inline for
(a) P -wave velocity and (b) epsilon. Thin black lines indicate
true models (Figure 4.4), thick red lines indicate local-only res-
ults (Figure 4.7), and thick blue lines indicate models produced
by combined inversion followed by multi-parameter gradient des-
cent (Figure 4.9). Note how, in the region of the epsilon model
overestimated by local-only FWI, the corresponding P -wave
velocity is underestimated, suggesting crosstalk between the two
parameters.
cannot not said be said for the local-only inversion workflow result - most
noticeable is that between 1400–1900 m depth the epsilon component is
underestimated, while the P -wave velocity is overestimated. The opposite,
although less pronounced, can be seen between 2300–3000 m depth. These
features suggest the inversion may have converged to some local minimum in
the solution space.
The combined inversion approach was principally designed to help ad-
dress the underdetermination and ambiguities concerning parameter update
strategy associated with multi-parameter gradient descent. Figure 4.10
suggests that combined inversion also possesses an inherent reduction in
sensitivity to crosstalk, and is thus more tolerant of the ill-posedness of
multi-parameter FWI. I attribute this to a combination of the enforced
sparsity in each particle’s epsilon component and the averaging of all the
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P -wave velocity components at the end of each QPSO iteration, which acts
to somewhat decouple each particle’s components. Whilst the smoothness
of the epsilon component should not actively suppress all crosstalk, it does
prohibit contamination from high-wavenumber leakage, which is seemingly
more pervasive as it contains the bulk of the P -wave velocity mismatch. The
solution provided by combined inversion then provides a start model for
multi-parameter gradient descent that is sufficiently close to the true solution
for crosstalk to become a less prominent factor.
Figure 4.12 shows all of the relevant models (Figures 4.4, 4.5, 4.7, 4.8
and 4.9) for this example, presented side-by-side for a more convenient
comparison. The limitations of the local-only inversion workflow are now
more apparent, with some poorly resolved regions in the P -wave velocity
Figure 4.11: Normalised misfits as a function of global iteration for the
Marmousi combined inversion example. The black line represents
epsilon RMS model misfit, the blue line P -wave velocity RMS
model misfit, and the red line data misfit. The breaks in data
misfit indicate jumps in the inversion bandwidth’s upper bound.
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Figure 4.12: Results from several multi-parameter inversions of surface seis-
mic data using an anisotropic Marmousi model: (a) start P -wave
velocity model, (b) gradient descent P -wave velocity model, (c)
combined inversion P-wave velocity model, (d) combined inver-
sion P -wave velocity model after gradient descent update, (e)
true P -wave velocity model, (f) start epsilon model, (g) gradient
descent epsilon model, (h) combined inversion epsilon model, (i)
combined inversion epsilon model after gradient descent update,
and (j) true epsilon model. The RMS model misfit is shown
for each model component relative to its respective true model
component.
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model visible. More subtle is the mispositioning in depth of several features
of the P -wave velocity model, not present in the combined-local inversion
workflow result.
Three self-normalised misfit diagnostics produced during the progression of
the combined inversion are shown in Figure 4.11. It can be seen that the best-
fitting epsilon model rapidly converges to a minimum, stabilising after only
about 10 iterations, while the corresponding P -wave velocity model misfit
improves at a more gradual yet continuous rate. After about 11 iterations it
appears that any improvement to the data misfit is driven solely byP-wave
velocity update, while the epsilon model has stabilised at a minimum. As
such, this suggests that only about half as many global iterations as were
used here would suffice. The breaks in data misfit represent jumps in the
upper bound of the bandwidth that was used to drive the inversion. It could
be argued that it was the widening of the inversion bandwidth that caused
the epsilon model update to stagnate. The frequencies introduced should
have little effect on the misfit produced by the sparsely parameterised epsilon
model relative to the P -wave velocity model, increasing P -wave velocity’s
influence on particle fitness.
The proposed FWI workflow’s increase in total runtime relative to the
local-only FWI workflow was in this example modest, being within a factor
of two. The runtime is of course extremely hardware dependent: in this
instance, to achieve this factor the combined inversion required N -times as
much computational resource as multi-parameter gradient descent - where
N is the number of particles in the swarm - such that the QPSO was fully
parallelised. Nonetheless, this requirement is not infeasible, and I discuss
in Subsection 5.7.3 several practical techniques for mitigating the combined
inversion’s computational demands.
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(a)
(b)
Figure 4.13: True model used in the Overthrust synthetic example: (a) P -
wave velocity and (b) epsilon components.
4.6 Overthrust model
The 3D SEG/EAGE Overthrust velocity model is of isotropic acoustic design
and was generated by Lecomte et al. (1994). The model’s raison d’être is
to provide a challenging yet geologically plausible paradigm of land data for
seismic imaging processes. The model is composed of an extensional basement
at depth, overlain by sediments. An erosional unconformity delineates these
deeper deposits from a younger sequence of thrust-faulted strata, which have
a salt layer at their base. These structures combine to produce a model with
strong velocity contrasts and lateral heterogeneities. There exists no surface
topography.
For a second example to test the combined inversion scheme, I modified
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a single inline slice from the 3D model by adding a 325 m water layer to
the top. I then heavily smoothed the water bottom interface to reduce
the large velocity contrast. The modified slice can be seen in Figure 4.13a.
A complementary epsilon model was produced by Lluís Guasch (Imperial
College London) and the author: two velocity ranges were windowed, and
the relative values in these bands used to create two features in epsilon,
one positive and one negative. These were then weighted laterally, and
the resultant epsilon model can be seen in Figure 4.13b. As such, the
epsilon model is tied loosely to the geology of the section, and also contains
substantial detail when compared to the example presented in Section 4.5.
(a)
(b)
Figure 4.14: Start model used in the Overthrust synthetic example: (a)
P -wave velocity and (b) epsilon components.
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4.6.1 Inversion strategy
As in the first example, three different inversion strategies were tested in
this experiment: combined inversion using the start P -wave velocity model
only as an initial solution (Figure 4.5a), multi-parameter gradient descent
using the anisotropic combined inversion result as an initial solution, and
multi-parameter gradient descent using the isotropic start model (Figure 4.5)
as an initial solution.
Again, 21 sources and 191 receivers were used. These were distributed
evenly at 25 m depth across the top of the model. A Ricker source wavelet
with a peak frequency of 10 Hz was used; the model, 2750 m deep and
10,000 m wide, was sampled spatially every 25 m on a regular grid; the
data were sampled temporally every 1.5 ms; and 500 m absorbing boundary
conditions within 625 m-wide model extensions were added to each boundary
when forward modelling. Note that only the central 6000 m of the model is
presented in each figure, so as to exclude regions of limited data coverage.
The anisotropic time-domain local FWI algorithm is the same as that used in
the previous example. For the global portion of the combined inversion, the
epsilon model was again parameterised sparsely: nine independent parameters
were distributed across a regular grid, with a vertical spacing of 606.25 m
and horizontal spacing of 2500 m.
The local-only inversions, using the results from the combined inversion,
employed a multi-scale approach, which used frequency cut-offs of 2–11 Hz
over 100 iterations. For comparison, these values were again used for a
local-only inversion using the start models. The combined inversion used a
much-reduced bandwidth, utilising no frequency information above 3 Hz, over
only 20 global iterations with 3 nested local iterations per global iteration.
The QPSO algorithmic choices used in the combined inversion can be seen in
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Parameter encoding None
Boundary condition Absorbing
Coefficient selection Adaptive
Termination Iteration number
Mean best position Weighted
Probability distribution Gaussian
Independent parameters 9
Swarm size 20
Table 4.3: Summary of the QPSO algorithmic choices used in the Overthrust
example.
Table 4.3. Note that different choices were made for the boundary condition
and CEC selection technique compared to Subsection 4.5.1; these choices
represent features introduced later in the algorithm’s development.
As with the previous example, I chose to use an isotropic start model
(Figure 4.5b) and keep the delta component fixed at its true value of 0 %
at all times. A 1.5D P -wave velocity start model was designed by heavily
smoothing and then reproducing the central 1D parameter profile of the true
model (Figure 4.14a). This can be considered analogous to using smoothed
data from a single wellbore at this location. This anisotropic start model is
significantly different to the true model, and as such should provide a stern
yet achievable challenge for the combined inversion scheme, providing the
data are not extensively cycle-skipped.
4.6.2 Results
The Overthrust inversion results are presented in the same order and manner
as in the Marmousi example (Section 4.5). Firstly I consider the results
of conventional multi-parameter gradient descent, simultaneously updating
P -wave velocity and epsilon from the start models (Figure 4.14). Figure 4.15b
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(a)
(b)
Figure 4.15: Overthrust result generated from multi-parameter gradient des-
cent: (a) P -wave velocity and (b) epsilon components. The start
P -wave velocity and epsilon models can be seen in Figure 4.14,
which are plotted on the same colour scale.
Figure Inversion strategy
4.15 Multi-parameter gradient descent from iso-
tropic start model
4.16 Combined inversion from isotropic start
model
4.17 Multi-parameter gradient descent from
combined inversion model
Table 4.4: Reference table for the figures of Subsection 4.6.2.
shows the inverted epsilon model. Gradient descent has managed to delineate
the top surface of the shallow high-epsilon layer, but has done little beyond
that. The intensity of the shallow layer decreases laterally with increasing
distance inline, which is the opposite orientation to the true model (Fig-
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ure 4.13b); at depth there has been very little update, only a bulk shift of
∆ ≈ −2 %. Immediately below the seafloor there appears to be a footprint of
the acquisition, where several artefacts exist in positions laterally coincident
with each shot; these are likely a function of some modelling instability due
to the unrealistic contrasts in density and P -wave velocity at the seafloor.
Unlike the previous example, there are not any obvious indications of leakage
from P -wave velocity update into the epsilon model. This is not to say there
is none, only that it is more difficult to discern owing to the similarity in
structure between the two models. The corresponding P -wave velocity model
(Figure 4.15a) appears close to the true answer, although some of the features
are slightly mispositioned in depth. Gradient descent has struggled to resolve
some of the thinner layers between 1200–1800 m depth, as these are beyond
the resolution achievable at 11 Hz.
Figure 4.16b shows the epsilon model produced by combined inversion.
It resolves none of the detail of the true model due to its sparse paramet-
erisation, though it qualitatively captures the low-wavenumber component
well throughout (except towards the centre of the model, where epsilon is
slightly overestimated). The corresponding P -wave velocity from combined
inversion is shown in Figure 4.16a. It does not appear much different to the
start model, owing to the narrow low-frequency bandwidth of the inversion.
The result from using the combined inversion model as a start model for
multi-parameter gradient descent can be seen in Figure 4.17. Gradient descent
has brought out the shape of the shallow high-epsilon layer, particularly in
the faulted region to the left. The boundary between the two layers has also
been improved. However, it has not managed to suppress the overestimated
region towards the centre of the model, and there is some footprint of this
in the corresponding P -wave velocity model. The seafloor anomalies seen
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(a)
(b)
Figure 4.16: Overthrust result generated from combined inversion: (a) P -
wave velocity and (b) epsilon components. The start P -wave
velocity model can be seen in Figure 4.14a, which is plotted on
the same colour scale.
previously are again introduced, although suppressed relative to the gradient
descent result in Figure 4.15. Using the P -wave velocity model obtained
from combined inversion (Figure 4.16a) as a start model for the subsequent
gradient descent, a subtly improved result is also obtained for P -wave velocity
(Figure 4.17a).
4.6.3 Discussion
Figure 4.18 shows a 1D parameter profile comparison for the two multi-
parameter gradient descent runs presented in Figures 4.15 and 4.16, along
with the true model (Figure 4.13). Taken at 1250 m inline, both epsilon
and P -wave velocity profiles are plotted. Multi-parameter gradient descent
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(a)
(b)
Figure 4.17: Overthrust result generated from the proposed inversion work-
flow: (a) P -wave velocity and (b) epsilon components. The start
P -wave velocity and epsilon models can be seen in Figure 4.16,
which are plotted on the same colour scale.
using the combined inversion model produced an epsilon model much closer
to the true answer, which in turn facilitated a reduction in error within the
corresponding P -wave velocity model. When using the start model however,
gradient descent produced an epsilon model with a trend comparable to
the true answer, but that grossly overestimates the magnitudes throughout
(except at 1300–1700 m depth). This misfit is reflected in the corresponding
P -wave velocity model. Throughout this model the P -wave velocities are
underestimated compared to the result using combined inversion, except
within the central depth range that contains accurate epsilon estimates.
Neither inversion workflow has managed to reconstruct the large velocity
contrasts present in the true model; this is probably due to the absence of
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(a) (b)
Figure 4.18: Overthrust 1D parameter profile comparisons at 1250 m inline
for (a) P -wave velocity and (b) epsilon. Thin dotted black lines
indicate start models (Figure 4.14), thin black lines indicate true
models (Figure 4.13), thick red lines indicate local-only results
(Figure 4.15), and thick blue lines indicate models produced
by combined inversion followed by multi-parameter gradient
descent (Figure 4.17).
high wavenumbers in each inversion.
Figure 4.19 shows all of the relevant models (Figures 4.13–4.17) for this
example, presented side-by-side for a more convenient comparison. As in
the previous example, the inferiority of the local-only inversion workflow is
apparent - if more subtle - for this more complicated example.
The same three self-normalised misfit diagnostics as used in the previous
example, which detail the progression of the combined inversion, are shown in
Figure 4.20. The rate of data convergence is improved in this example, while
there has clearly been more exploration in epsilon. I attribute this to the
inclusion of the adaptive contraction-expansion coefficient selection scheme
described in Subsection 4.3.7. Unlike in the previous example, the data misfit
stabilises after about 10 iterations. This is probably due to the usage of a
single frequency cut-off only. Conversely, the epsilon model does not appear
to stabilise after 20 iterations; upon inspection however, the model produced
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Figure 4.19: Results from several multi-parameter inversions of surface seis-
mic data using an anisotropic Overthrust model: (a) start P -
wave velocity model, (b) gradient descent P -wave velocity model,
(c) combined inversion P -wave velocity model, (d) combined in-
version P -wave velocity model after gradient descent update, (e)
true P -wave velocity model, (f) start epsilon model, (g) gradient
descent epsilon model, (h) combined inversion epsilon model, (i)
combined inversion epsilon model after gradient descent update,
and (j) true epsilon model. The RMS model misfit is shown
for each model component relative to its respective true model
component.
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Figure 4.20: Normalised misfits as a function of global iteration for the Over-
thrust combined inversion example. The black line represents
epsilon RMS model misfit, the blue line P -wave velocity RMS
model misfit, and the red line data misfit.
after 10 iterations varies only subtly from the model produced after 20, and
would be a satisfactory result. As in the last example, P -wave velocity model
misfit improves at a more gradual rate - although in this example stabilising
before the algorithm’s termination.
The runtimes for the Overthrust model were near-identical to those in
the previous example. The reader should be aware that, in both examples
presented, several ‘inverse crimes’ were committed: the data were noise-free,
a free surface was not used, the same propagation engine was used for both
inversion and dataset generation, and the true source wavelet was used for
inversion. In the next chapter I demonstrate the combined inversion to be
robust against these complications.
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4.7 Conclusions
In this chapter I proposed a novel approach for extracting models of multiple
parameters from surface seismic data. I achieved this using a combination
of global and local inversion, termed here as combined inversion. Due to
the cost associated with global inversion techniques, the parameter inverted
for in this manner is done so only on a sparse grid. With this in mind, the
parameterisation considered here was P -wave velocity and epsilon; P -wave
velocity inverted for using local inversion, and epsilon using global inversion.
For the global component I elected to use QPSO, owing to its simplicity,
straightforward implementation, and proven global search ability. The local
component used conventional mono-parameter gradient descent, taking place
during nested iterations at each global iteration. The combined inversion
determines the long-wavelength behaviour of the anisotropy, and as a by-
product does likewise for P -wave velocity. This anisotropic velocity model
then provides a suitable starting point for multi-parameter gradient descent
FWI, which adds high-resolution detail (in particular to the P -wave velocity
component). One of the key benefits of the combined inversion is the absence
of any requirement for a priori anisotropy information, which conversely is a
key consideration for multi-parameter gradient descent; instead, only some
upper and lower bounds for the initial population are necessary.
I demonstrate this approach using two examples, the second more chal-
lenging than the first. In both cases, using combined inversion prior to
gradient descent produced a more accurate final result. In the first example
in particular, the introduction of combined inversion appears to suppress
crosstalk between the two inverted parameters, thus producing cleaner, more
accurate results for both models. Because the combined inversion scheme
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runs at only low frequencies and uses few local iterations per global iteration,
the use of combined inversion does not add significantly to the total cost of
undertaking anisotropic FWI (Subsection 5.7.3).
Although the global component of combined inversion eliminates the
need for an accurate anisotropy start model, it only relaxes the equivalent
requirement for P -wave velocity. Because the P -wave velocity model is fixed
during the global inversion, if none of the candidate solutions are within the
basin of attraction to the global minimum, then the data are cycle-skipped
and the inversion will likely converge to a local minimum. To eliminate
this requirement, it should be possible for the local component of combined
inversion to replace gradient descent FWI with an alternative that is immune
to cycle-skipping, such as adaptive waveform inversion (AWI) (Warner and
Guasch, 2014).
Whilst I have only considered epsilon for the global component of combined
inversion, in theory any smoothly varying parameter which exerts influence
over the data should be recoverable. One interesting possibility is anisotropy
tilt angle - or more specifically the degree to which the anisotropy is aligned
with the vertical, with the stratigraphy, or with a local stress field. It is
extremely difficult to recover tilt angle using purely local inversion, but
since it can be adequately defined by a sparse parameterisation it would be
inexpensive and straightforward to achieve this with the combined inversion
scheme.
Population initialisation is a feature of both the GA (Section 3.2) and
QPSO that was not explored much. This is partly due to the reduced
dependence QPSO has on its initial population compared to the GA, owing
to its greater global search ability. Many authors have investigated the impact
of the initial population, and in particular its diversity, on the performance
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of evolutionary algorithms. Lobo and Lima (2005) demonstrate that a poor
initial population can limit the chances of global convergence, while Burke
et al. (2004) advise that enforcing diversity in the initial population can
enhance an algorithm’s performance, and even help in avoiding premature
convergence in some cases. Implementing a strategy based on diversity would
be trivial, where Kazimipour et al. (2014) suggest several contemporary
strategies.
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3D Field Data Example
In this chapter I investigate the suitability of the combined global-local
inversion scheme presented in Chapter 4 for 3D surface seismic field data
and the additional complexities they might entail. I begin by discussing the
characteristics of the dataset used, in this case from the North Sea, and any
pre-processing applied. For this, I apply the same workflow as described
by Warner et al. (2013) and Nangoo (2013). I then outline the inversion
parameters used, before presenting and analysing the inversion results. As
in the previous chapters, I continue to consider only P -wave velocity and
Thomsen’s epsilon parameter during each inversion.
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The inversion of 3D field data presents several new challenges over synthetic
data. In no particular order, these include elastic propagation effects, full
elastic anisotropy, density, attenuation, attenuation anisotropy, coherent and
incoherent noise, source estimation, large data volumes, and the fact that
the forward modelling tool used for inversion no longer matches that used for
dataset generation. These factors, amongst others, contribute to a significant
increase in the difficulty of the inversion. It is nonetheless imperative that
any inversion algorithm can be demonstrated to cope with such obstacles.
5.1 Geological context
The dataset processed in this chapter comes from the Tommeliten Alpha field,
located in the Central Graben of the Norwegian North Sea1 (Figure 5.1).
Discovered in 1977, the field contains a gas-condensate and oil reservoir at
approximately 3000 m depth, located within two contiguous chalk units;
the Ekofisk (Paleocene) and Tor (Cretaceous) Formations (Granli et al.,
1999). The source rock is the shale Tau Formation (Upper Jurassic), while an
efficient seal is provided by Tertiary and Quaternary mudstones and shales
(Granli et al., 1999). The aerial extent of the reservoir is approximately
7 km2 and the water depth is only 70 m above a relatively flat sea floor.
The reservoir exists within the crest of a broad anticlinal structure and,
according to Arntsen et al. (2007), is estimated to contain 8x103 m3 of oil and
13x109 m3 of gas. The chalk in this region has undergone extensive fracturing
due to nearby salt diapirism, providing pathways for gas mobilisation into
the overburden. This has produced a gas chimney, charging the overlying
interbedded silts and sandstones with upwards-migrating gas at roughly
1More precisely, Block 1/9.
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1000–2500 m depth.
The gas has the dual-effect of lowering the bulk modulus, and therefore
also the P -wave velocity, while enhancing the intrinsic attenuative strength
of the media it is contained in. Consequently, seismic data acquired over gas
clouds often exhibit a severe deterioration in quality for both the regions
containing and beneath the gas chimney (e.g. Thomsen et al., 1997), which
are commonly referred to as seismic obscured areas (SOAs).
Figure 5.1: Map showing the location of the Tommeliten Alpha field (circled)
relative to other Central Graben hydrocarbon fields. Reproduced
from Nangoo (2013).
A pre-stack depth migration (PSDM) image is plotted in Figure 5.2, where
the position of the section is indicated by the dotted purple line in Figure 5.3.
The SOA is clearly evident in the centre of the image, as well as the chalk
anticline at approximately 3000 m depth (indicated by the white arrows).
Bright reflectors above the SOA (indicated by the black arrows) suggest that
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the gas preferentially occupies certain interbeds in the clastic overburden,
increasing the impedance contrast between interbeds. The same effect is
visible at the flanks of the SOA at approximately 2000 m depth, implying
the gas has migrated laterally along the stratigraphy.
Figure 5.2: Crossline PSDM section through Tommeliten Alpha. The migra-
tion was performed by the original processing contractor, using
acoustic pre-stack 3D Kirchoff depth migration across a band-
width of approximately 7–56 Hz. Reproduced from Warner et al.
(2013).
5.2 Acquisition
A 3D, four-component (4C), ocean-bottom cable (OBC) survey was conducted
over 180 km2 above Tommeliten Alpha in 2005. Airgun shooting took place
orthogonally to the cable swaths, with the resultant data being high density,
high fold and full azimuth (FAZ) up to 7 km offset. The maximum offset
acquired was in excess of 11 km, although data fold and spatial and azimuthal
coverage deteriorate beyond 7 km. Full acquisition parameters can be seen
in Table 5.1, while the experimental geometry is laid out in Figure 5.3.
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Figure 5.3: Acquisition geometry for the 2005 Tommeliten Alpha OBC survey.
The OBCs are arranged into three parallel swaths, with the central
swath plotted in black and the other two in grey. The shot patch
for the central swath is indicated by the central yellow rectangle,
while two equivalent shot patches for the other two swaths are
plotted in pale yellow to each side of and overlapping with the
central patch. The position of the SOA and four wellbores are
indicated by a white oval and dark blue stars, respectively. The
dotted purple and blue lines indicate the positions of Figure 5.2
and Figures 5.5, 5.14, 5.15, 5.17, respectively, while the dotted
red box indicates the position of Figure 5.20. After Warner et al.
(2013).
5.3 Pre-processing
Testing carried out by Warner et al. (2013) on the 2005 Tommeliten Alpha
OBC dataset led them to suggest that the most reliable and stable results
are provided by using the pure hydrophone data, leaving multiple and ghost
arrivals in the data, and using a free surface during modelling. This is opposed
to using some combination of deghosting, multiple suppression, an absorbing
upper boundary and PZ -summed data. I followed their recommendation
during this investigation.
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Receiver
Type OBC, 3C geophone and hydrophone
Total number 5760
Number of swaths 3
Cables per swath 8
Cable length 6000 m
Receiver spacing 25 m
Cable spacing 300 m
Depth 60–80 m
Cable azimuth 158°
Source
Type Dual airguns, flip-flop configuration
Total number 96,960
Volume 3930 in3
Along-track spacing 25 m
Cross-track spacing 75 m
Depth 6 m
Shooting azimuth 68° or 248°
Data
Number of traces ∼186,000,000
Recording time 9216 ms
Sample interval 2 ms
Volume 3477 GB
Table 5.1: Acquisition parameters for the 2005 Tommeliten Alpha OBC
survey.
Based on this, minimal pre-processing was applied to the data. The pre-
processing steps that follow were used to reduce both the compute time
required for each forward model and the amount of noise introduced to the
inversion. A short-offset bottom mute was applied to remove any Scholte
(boundary) waves which are not modelled, while a top mute before the first
arrival suppressed any noise bursts. The data were decimated, with every
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Figure 5.4: Source and receiver geometry for the 2005 Tommeliten Alpha
OBC survey. Each circle denotes the position of a source or
receiver in the dataset, while the solid circles denote the subset
used during multi-parameter gradient descent. Reproduced from
Warner et al. (2013).
fourth receiver and every third source selected for the subset to be inverted
(Figure 5.4). This subset was then also downsampled in time from 2 to
4 ms. Any bad sources or receivers within this subset were removed, and the
principle of source-receiver reciprocity (Knopoff and Gangi, 1959) applied
to switch sources with receivers and vice-versa. This was done because the
inversion cost is directly proportional to the number of shots inverted, and for
OBC surveys there are typically many more shots than receivers. These shots
were randomised so that regular interference patterns were not produced when
inverting with different subsets of the data at different iterations (Section 5.6).
The data were then low-pass filtered using an Ormsby filter that rolled off
between 5.0–7.5 Hz, and finally the record length was clipped at 7 s (Warner
et al., 2013). The data decimation and reciprocity served to reduce the total
data volume to 107 GB, which can easily be held in a cluster’s distributed
memory.
The source wavelet used was derived from a near-field direct arrival. This
record was shifted to zero time, deconvolved from both its source ghost
and the first and second seafloor multiples (assuming zero-offset ray paths),
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corrected for propagation effects, and low-pass filtered using the same filter
that was applied to the field data. Warner et al. (2013) demonstrate that, for
this dataset, this strategy produces a wavelet seemingly more accurate at low
frequency than the wavelet generated by the original processing contractor.
5.4 Start model
For each parameter being inverted, some measure of start information must
be provided to the inversion. As discussed in Subsection 2.2.2, one of the
key requirements for conventional FWI to be successful is a low-wavenumber
start model that accurately predicts the traveltimes of the major arrivals
in the dataset to be inverted. Without this, FWI cannot be relied upon to
update higher-wavenumber features accurately, or even in the correct position.
This requirement is relaxed somewhat in the combined inversion strategy
outlined in Chapter 4, owing to the incorporation of a global inversion and
the freedom it affords the strategy to navigate around the solution space.
Nonetheless, because the global portion only considers the anisotropy model,
it is still important for the start velocity model to be accurate.
In this example I had available to me an anisotropic velocity model gen-
erated for PSDM (Figure 5.5), measuring 16,500 m in the inline direction,
13,500 m in the crossline direction and 4050 m in depth. Note that in Fig-
ures 5.5b and 5.5c, and throughout this chapter, white does not correspond
to either  = 0 % or δ = 0 %. This model was generated by the original pro-
cessing contractor, using a combination of pre-stack time migration (PSTM),
reflection traveltime tomography, and well constraints. The P -wave velocity
model contains broadly 1D strata down to 3000 m depth, where the crest
of the broad chalk anticline appears. A blocky low-velocity representation
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(a)
(b)
(c)
Figure 5.5: Inline slice through the centre of the anisotropic velocity model
generated by the original processing contractor: (a) P -wave
velocity, (b) epsilon and (c) delta components. The 1.5D structure
shown is identical for each component of the anisotropy model,
which in turn correlates strongly with the structure of the P -wave
velocity model.
of the gas cloud exists towards the centre of the model, which was inserted
manually via seismic interpretation. The anisotropy model is characterised
by a transverse isotropy mode with a vertical axis of symmetry. It is 1D
in both epsilon and delta since, by design, it correlates with the dominant
stratigraphy of the migrated data. The values for delta are around half those
of epsilon, so that the system is not elliptical. The anisotropy model was
edited by Warner et al. (2013) to arbitrarily reduce to 0 % in both epsilon
and delta within the chalk anticline; this is held to be more geologically
plausible.
It was ascertained in Subsection 2.2.1 that classical FWI exhibits a reliance
on long-offset forward-scattered arrivals to provide information on the lower-
wavenumber model features. The maximum depth of penetration of these
arrivals therefore provides a first-order measure on the depths to which
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Figure 5.6: Ray tracing through a simplified synthetic 1.5D representation
of Tommeliten Alpha. The data contain offsets up to 11000 m.
Reproduced from Nangoo (2013).
FWI updates should be considered reliable. Figure 5.6 depicts the result of
using FATT to ray trace through a synthetic 1.5D P -wave velocity model
with elliptical anisotropy, designed to be roughly analogous to Tommeliten
Alpha. A velocity inversion exists between approximately 1500–3000 m depth,
representing the gas cloud, and a velocity high exists at depth, representing
the reservoir formation. Whilst it can be seen that many of the diving rays
undershoot the low-velocity zone, very few penetrate beneath 3000 m depth.
It should be noted that at 3 Hz (a typical combined inversion frequency) the
radius of the first Fresnel zone will be of the order of 1500 m, such that the
turning rays will illuminate below 3000 m; however the sensitivity of these
rays decreases radially. With this in mind, all of the results presented in the
chapter are limited to the upper 3000 m.
5.5 Well data
There have been four exploration wellbores drilled at Tommeliten Alpha, two
of which have been re-entered. A summary of the data available for these
wells can be seen in Table 5.2, while the position of each well relative to the
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SOA is shown in Figure 5.7.
Wireline P -wave sonic measurements were made available for each of the
four wellbores, as well as a plot from an S -wave sonic survey undertaken in
well 1/9-7 T3, from which data were digitised. No check-shot data for any of
the wellbores were provided.
Well ID 1/9-1 1/9-2 1/9-3 R 1/9-7 T3
Year 1976-7 1977 1978 2003
Total depth (m) 3706 3459 4570 4965
Kelly bushing (m) 25.0 25.0 35.8 45.0
Top chalk (TVDSS m) 3017 3104 3050 3046
Table 5.2: Summary of the well data available for the Tommeliten Alpha
field. TVDSS stands for true vertical depth subsea, R indicates
re-entry and T3 indicates two sidetracks.
A comparison between the P - and S -wave sonic logs from well 1/9-7 T3 can
be seen in Figure 5.8a. The start P -wave velocity model slice in Figure 5.9
suggests that wellbore 1/9-7 T3 penetrates the western margin of the gas
cloud, through several laterally extending lenses of gas-charged sediment
between depths of 1700–2500 m. This is reflected in the relationship between
P - and S -wave velocity in Figure 5.8b, where VP /VS drops from approximately
2.7 outside the gas cloud to approximately 2.4 within. Of interest is the
variability of P -wave velocity within the gas-charged regions, which is much
more erratic compared to above and below; meanwhile, the character of S -
wave velocity remains much more consistent. This suggests some variability in
gas saturation, and hence permeability, between thin beds in the overburden
- with the gas preferentially occupying the more sandy layers.
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Figure 5.7: Schematic map displaying the positions of the four wellbores
drilled in the Tommeliten Alpha field, relative to the SOA.
5.6 Inversion strategy
The start frequency chosen was 2.6 Hz. The amplitude spectrum of the raw
data (Figure 5.10) suggests there is little information at this frequency, and
it is not clear whether the information there represents noise or signal. To
determine this, common-receiver phase plots can be used (Figure 5.11). The
spatial coherency of the phase structure provides a measure of the SNR of the
data, where concentric circles indicate source-generated signal. The cross-like
pattern at short offsets in Figures 5.11a and 5.11b is orientated with the
source and receiver lines, and is a product of the low-frequency Scholte waves
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(a) (b)
Figure 5.8: Comparison between the P - and S -wave sonic logs from well
1/9-7 T3: (a) raw vertical velocity data edited for outliers and
(b) VP /VS for the data in (a), where both profiles had a running
average over 81 samples applied prior to calculating the ratio
(sample interval of 1 m). The S -wave data were digitised from a
plot provided by the contractor.
Figure 5.9: Inline slice at 7650 m crossline through the start P -wave velocity
model showing the position of wellbore 1/9-7 T3. The depth axis
is the same as for Figure 5.8.
dominating the phase in these directions. In Figure 5.11a it can be seen that,
despite the SNR being less than 1:1, there is still coherent energy that I would
like to take advantage of during FWI. The absolute power of this information
can be boosted for FWI by whitening the spectrum. Figure 5.12 shows this
low-frequency signal in a low-pass filtered shot gather. Although the Scholte
waves are clearly now a prevalent feature that cannot be satisfactorily muted,
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they propagate so slowly that there exists no coherent subsurface structure
that could produce them, and therefore they are not likely to inhibit the
inversion.
Figure 5.10: Absolute amplitude spectrum of the raw Tommeliten Alpha
data.
Six narrow frequency bandwidths were chosen for the time-domain multi-
parameter gradient descent inversions, applying high-cut filters at 2.6, 3.0, 3.5,
4.1, 4.8 and 5.6 Hz to both the source wavelet and field data at consecutive
iteration blocks. These frequencies were chosen based on a constant ratio.
Based on a minimum P -wave velocity of 1400 m/s and a grid spacing of 50 m,
the maximum frequency of 5.6 Hz provides a minimum of five grid points per
wavelength across the entire model domain. As such Fullwave3D’s spatial
FD stability criterion is everywhere obeyed. Likewise, based on a maximum
P -wave velocity 6250 m/s and a grid spacing of 50 m, the time-sampling
interval of 4 ms complies with Fullwave3D’s temporal FD stability criterion.
For the nested local iterations of the combined inversion scheme, a single
frequency of 3 Hz was used. I chose not to widen the combined inversion
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bandwidth over iterations in this example, as it is not clear that doing so is
beneficial; 3 Hz therefore represents a more conservative choice with respect
to the SNR.
Figure 5.11: Common-receiver gathers for a single source of the Fourier-
transformed raw Tommeliten Alpha dataset. Each data point
indicates a physical source position recorded by a single hydro-
phone, positioned at the centre of the concentric rings. The
phase of each source is plotted for three single frequencies; (a)
2.4 Hz, (b) 3.0 Hz and (c) 3.6 Hz. Note that the colourless hori-
zontal bands indicate sail lines where data were not collected.
Reproduced from Warner et al. (2013).
For both the local and combined inversions, density was updated de-
terministically using Gardner’s law (Subsubsection 2.4.1.1) and no explicit
compensations were made for anelastic attenuation (Subsection 1.4.3). The
model domain was enclosed using a free surface at the top and 100 m-wide
predictive boundary conditions (Subsection 1.5.3) at each of the other five
boundaries. The observed and modelled data were trace-normalised, such
that each inversion fitted only trace-by-trace relative amplitudes. This was
done in an effort to minimise the effects of attenuation, elasticity and imper-
fect density estimation; however, Warner et al. (2012) demonstrate that this
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technique can incur some loss of resolution in areas of poor data coverage.
In every inversion, delta was held fixed throughout at the contractor’s values
(Figure 5.5c).
Figure 5.12: Receiver gather from the raw Tommeliten Alpha dataset after
low-pass filtering using a zero-phase Ormsby filter that rolls off
between 2.5–5.0 Hz. Two distinct modes of Scholte wave are
visible (bottom arrows), one more dispersive than the other, as
well as refracted arrivals (top arrow) and the top chalk reflection
(middle arrow). TWTT stands for two-way traveltime.
Source batching (Díaz and Guitton, 2011) was used at each local iteration
of the combined and multi-parameter gradient descent inversions. This entails
the use of different subsets of the total number of randomised sources at each
iteration of a block. For the multi-parameter gradient descent inversions in
this example, 40 sources were used per iteration, arranged in blocks of 18
iterations per frequency band inverted. This means that in fact only half
of the 1440 sources available were used during the inversion. Decimating
the sources in this manner results in iterations with considerably reduced
computational cost, while requiring only an incremental increase to the
number of iterations to provide an equivalent inversion result (Warner et al.,
2013).
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The combined inversion used only 12 shots per iteration. This is based on
the philosophy of van Leeuwen and Herrmann (2013), who suggest that a
highly accurate gradient expression is not essential during early iterations
when farthest from the solution. The algorithmic choices for the global
portion of the combined inversion can be seen in Table 5.3, and each particle
(epsilon model) was initialised randomly in the range [-5,25] %.
Parameter encoding None
Boundary condition Absorbing
Coefficient selection Adaptive
Termination Iteration number
Mean best position Weighted
Probability distribution Gaussian
Independent parameters 7
Swarm size 20
Table 5.3: Summary of the QPSO algorithmic choices for the Tommeliten
Alpha combined inversion.
The distribution of anisotropy model parameters was designed such that
the model is loosely guided by the 3D structure of the contractor’s P -wave
velocity model (Figure 5.13). A priori model constraints such as these are
ordinarily undesirable as, by limiting the freedom with which an inversion
strategy can match the field data, they often deny the inversion the ability
to find the true solution. Nonetheless, I believe that in this case they are
justified, as they grant large computational savings and because P -wave
velocity and epsilon structures often correlate closely (e.g. Plessix et al., 2013b;
da Silva et al., 2014). It can be seen that this model, although predominately
1D, provides independence to the gas-invaded region, while also crudely
accommodating the chalk anticline. Although the model is defined by only
seven independent parameters, I believe this to be satisfactory to provide a
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suitable start point for subsequent multi-parameter gradient descent. Most
importantly, it keeps the cost of the global inversion to a minimum.
(a)
(b)
Figure 5.13: Distribution of the inversion parameters for the anisotropy model
(a) outside and (b) inside the SOA. The black stars indicate
grid points, while the arbitrary shades of green indicate the
distribution of the parameters inverted for, of which there are
seven in total. Note that the sea floor grid points are held fixed
at  = 0 (indicated here by the white region). When forward
modelling, this model is downscaled in three dimensions onto
the same mesh as vertical P -wave velocity, in my case using
MATLAB’s cubic interpolation tool.
5.7 Results
I outline the results from my inversion of the 2005 Tommeliten Alpha OBC
dataset in two parts: first of all I present the results from the combined
inversion for P -wave velocity and epsilon, which used almost no a priori
information; I then present the results from two conventional multi-parameter
gradient descent inversions, both also for P -wave velocity and epsilon. The
first of these used the epsilon model produced by the combined inversion
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Parameter Local Global
x dimension (cells) 330 4
y dimension (cells) 270 4
z dimension (cells) 80 6
Vertical grid spacing (m) 50.0 658.3˙
Inline grid spacing (m) 50.0 4125.0
Crossline grid spacing (m) 50.0 3375.0
Inversion frequency (Hz) 3 3
Number of shots 72 12
Shots per subset 12 12
Iterations 6 10
Table 5.4: Summary of the inversion parameters for the global and local
portions of the Tommeliten Alpha combined inversion.
as a start model, while the other used the contractor’s epsilon model. For
comparative purposes, both gradient descent inversions used the contractor’s
P -wave velocity model as a start model.
5.7.1 Combined inversion
Figure 5.14 shows an inline slice through the centre of the model produced
by the combined inversion. Figure 5.14a is the P -wave velocity component,
while Figure 5.14b is the epsilon component. The inline slice is at 6750 m
crossline and passes through the centre of the gas cloud and its associated
SOA.
As the inversion is mono-frequency (3 Hz), the velocity model produced is
still almost as smooth as the start model (Figure 5.5a). The most significant
change is to the gas cloud, which has been reshaped to form a narrower
yet slightly taller structure. The stratigraphy in the overburden is largely
unaffected, though the top chalk horizon has been shifted upwards by ap-
proximately 100 m. Another notable feature is the sweeping low-velocity
174
5.7 Results
structures towards the margin of the model. The origin of these features is not
clear, and they do not appear to have any geological basis. I attribute them
here as being artefacts, produced via some combination of cycle-skipping at
long offsets and the limited aperture of the acquisition system.
Due to the extreme sparsity of the mesh for the epsilon inversion, the
resultant model is very smooth. The model matches the contractor’s model
well (Figure 5.5b), albeit with a bulk shift of ∆ ≈ −4 %. Most notable
is the region proximal to the gas cloud, where the inversion has elected to
raise the magnitude of the anisotropy compared to the background model.
The suggested increased anisotropy in the gas-charged media, believed to
be sandstone, has been demonstrated empirically by Wang (2002) to be
typical for a range of gas-saturated sands. Relative to brine-saturated core
samples, Wang finds that the introduction of gas reduces C33 faster than
C11, such that epsilon increases (Equation 1.32a); the absolute magnitude of
the anisotropy is suggested to also be dependent on the overburden pressure
however.
5.7.2 Local inversions
To distinguish between the two gradient descent inversions discussed in
this subsection, from here on out I refer to that which uses the combined
inversion for a start model as the proposed workflow, and that which uses
the contractor’s model as the conventional workflow.
5.7.2.1 Proposed workflow
Figure 5.15 shows an inline slice through the centre of the model produced by
multi-parameter gradient descent, using the combined inversion epsilon model
(Figure 5.14b) as a start model together with the contractor’s P -wave velocity
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(a)
(b)
(c)
Figure 5.14: Inline slice through the centre of the anisotropic velocity model
generated by combined inversion: (a) vertical P -wave velocity
and (b) epsilon components, and (c) global inverse grid used in
the combined inversion (Figure 5.13).
model (Figure 5.5a). Both parameters were inverted for simultaneously.
Figure 5.15a contains the P -wave velocity component, while Figure 5.15b
contains the epsilon component. The inline slice shown is the same as in
Figure 5.14. My reasoning for not using the P -wave velocity model output
by the combined inversion was two-fold: first of all, this allows for a fair
comparison between the impact of the combined inversion and contractor’s
epsilon models (Subsubsection 5.7.2.2). Secondly, reverting back to the
contractor’s P -wave velocity model should help to suppress any leakage
of velocity into epsilon, or vice-versa - potentially incurred as a result of
crosstalk during the combined inversion. Whether or not this approach is
appropriate requires further analysis.
The P -wave velocity model is not dissimilar structurally to the model
produced by the combined inversion (Figure 5.14a). All the main features
are there and in the same positions, albeit much better resolved due to the
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(a)
(b)
Figure 5.15: Inline slice through the centre of the anisotropic velocity model
generated by multi-parameter gradient descent after combined
inversion: (a) vertical P-wave velocity and (b) epsilon compon-
ents. The start epsilon model can be seen in Figure 5.14b, with
the start P -wave velocity model in Figure 5.5a. The colour
scales are the same as in Figure 5.14.
increased bandwidth of the inversion. The other noticeable difference is an
improvement to the artefacts at the margin of the model, which I believe
indicates the that inversion has pushed closer towards the correct answer.
Gradient descent has had two notable effects on the combined inversion ep-
silon model. Primarily it has served to bring epsilon closer to the contractor’s
estimate. This is true across almost the entirety of the model domain, albeit
with some lateral variations. The key exception to this is the third layer,
at about 2000 m depth, where it has driven the epsilon magnitude down.
The other notable effect is to the region of the gas cloud, where the size
of the anomaly has become much smaller and more focussed (Figure 5.16).
The structure of the feature now closely tracks the gas cloud in the P -wave
velocity model.
It is important to note that while P -wave velocity has been driven down
in the region of the gas cloud, epsilon has increased. P -wave velocity is
the dominant parameter for surface seismic data, as the data are far more
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Figure 5.16: 3D view through the final epsilon model from the proposed work-
flow. The volume is sliced at 8250 m inline with an isosurface
plotted for  = 14 %. If the figure does not appear interactive
then please click on it (a recent version of Adobe Acrobat Reader
must be installed, with 3D functionality enabled).
sensitive to its changes relative to changes in epsilon. As such, if the inversion
is not designed judiciously, epsilon can often be seen updating in unison
with P -wave velocity; as by definition it is only a ratio of P -wave velocities.
The manner in which here epsilon and vertical P -wave velocity update
in opposite directions suggests an absence of coupling between these two
parameters, in this region at least, such that the data are guiding each
parameter independently.
5.7.2.2 Conventional workflow
For comparison, Figure 5.17 shows an inline slice through the centre of the
model produced by multi-parameter gradient descent using the contractor’s
epsilon and P -wave velocity models (Figure 5.5) as start models. This
inversion is meant to represent conventional industry practice. Again, both
parameters were simultaneously inverted for. Figure 5.17a contains the P -
wave velocity component, while Figure 5.17b contains the epsilon component.
The inline slice shown is the same as in Figures 5.14 and 5.15.
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(a)
(b)
Figure 5.17: Inline slice through the centre of the anisotropic velocity model
generated by multi-parameter gradient descent after tomography:
(a) vertical P -wave velocity and (b) epsilon components. The
start epsilon and P -wave velocity models can be seen in Fig-
ure 5.5. The colour scales are the same as in Figure 5.14 and 5.15.
As before, the P -wave velocity model is not dissimilar structurally to the
model produced by the combined inversion (Figure 5.14a). It is also quantit-
atively similar to the model produced in Subsubsection 5.7.2.1 (Figure 5.15a),
with any differences being very subtle.
The epsilon model, on the other hand, shows significant discrepancy from
the model produced in the previous subsubsection (Figure 5.15b). The
inversion has had little impact on the start model (Figure 5.5b), with changes
being mostly localised. This is possibly due to interfaces present in the
start epsilon model that occur over distances approaching less than half
a wavelength at the lowest inversion frequency, making them difficult for
gradient descent FWI to reposition (Warner et al., 2013); more likely however
is that these interfaces correlate with boundaries in the P -wave velocity
model, which has a strong influence over the structure in epsilon. There
is no obvious imprint of the gas cloud, while the only significant shift is in
the third layer, at about 2000 m depth. Here the inversion has driven the
epsilon magnitude down, which is consistent with the combined inversion
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result presented in Subsection 5.7.1.
5.7.3 Cost
A collection of inversion attributes for both the combined and multi-parameter
gradient descent Tommeliten Alpha inversions are detailed in Table 5.5, which
provides a side-by-side comparison of the computational costs associated
with each inversion. The same hardware was used for both inversions: Intel
Xeon 2.00 GHz Sandy-Bridge-based nodes containing two hyper-threaded
chips (each with 8 physical cores) and 64 GB of RAM, networked using
Gigabit Ethernet. Whilst it can be seen that the combined inversion required
roughly double as many modelling runs as multi-parameter gradient descent,
the total runtime was within a factor of two. These two factors do not
Attribute Local Combined
Population size 1 20
Global generations 1 11
Local iterations per global generation 108 6
Shots modelled per local iteration 80 12
Total modelling runs 25,920 50,160
Distributed nodes 41 40
Processes per node 2 7
Threads per process 25 7
Total time (mins) 905 1365
Table 5.5: Comparison between the computational cost of the Tommeliten
Alpha combined and local inversions, where the numbers for the
local inversion are those of Warner et al. (2013). Note that each
iteration of gradient descent entails three modelling runs, while
each global iteration in the combined inversion requires a single
modelling run. The combined inversion used a single additional
workstation remote to the cluster from where MATLAB was
executed, though there is no reason that this should be the case
in future implementations.
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completely cancel, with the combined inversion appearing approximately
1.3× more efficient in this example - suggesting that the combined inversion’s
parallelisation mapped onto the hardware more effectively.
In production scenarios it is often desirable to push FWI up to higher
frequencies in order to achieve better model resolution, which facilitates
direct model interpretation. To avoid violating the spatial FD stability
criterion at these higher frequencies (Subsection 1.5.2), it is usually necessary
to downscale the model onto a finer mesh. In the case of Tommeliten
Alpha, remeshing using a grid spacing of 25 m would accommodate accurate
modelling up to approximately 12 Hz, at an increased computational cost of
24× per iteration. In this situation the cost of the combined inversion becomes
negligible compared to the total cost of the anisotropic FWI workflow.
As mentioned in Section 5.6, the combined inversion was run using no data
beyond 3 Hz. It would therefore have been feasible to model on a coarser
mesh, where for this example a grid spacing of 100 m should prove stable.
This doubling of the grid spacing would provide a significant computational
saving of 1
24
× per iteration. This model can then be downscaled back onto a
50 m grid for subsequent multi-parameter gradient descent.
5.8 Discussion
To validate the result of the proposed workflow, a comparison is made in
Figure 5.18 between the inverted and start models, and sonic log data from
each of the four wellbores shown in Figure 5.7. As the well information
was used during the construction of the start model, it already provides a
close match to each sonic log; however there exists room for improvement.
It is plain to see that for well positions 1/9-1, 1/9-3 R and 1/9-7 T3, the
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(a) (b)
(c) (d)
Figure 5.18: Comparison between 1D parameter profiles from the proposed
workflow and start P -wave velocity models, along with sonic log
data from the four wellbores through Tommeliten Alpha: (a)
well 1/9-1, (b) well 1/9-2, (c) well 1/9-3 R and (d) well 1/9-7 T3.
In each instance, aside from perhaps (b), the combined inversion
workflow has improved the match to the sonic log data.
proposed workflow has improved the match to the sonic log data. This is
particularly evident at certain locations: for instance at 1100–1300 m depth
in well 1/9-3 R, and at 1700–2000 m and 2300–2500 m depth in well 1/9-7 T3,
the start model predicts regions of low velocity, probably due to gas-charged
layers (indicated by the black arrows). These are likely erroneous, as they
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are not recorded by the sonic logs, and are removed (or at least repositioned
laterally) by the inversion. At 1900–2300 m depth in well 1/9-3 R the sonic
log detects a low-velocity zone not present in the start model (indicated
by the white arrow); here the combined inversion has begun to build this
feature, but not managed to do so accurately within the allotted number of
iterations. These observations instil confidence that the inversion has moved
in the correct direction. The update at well position 1/9-2 is minimal, and
it is questionable as to whether it can be considered an improvement. This
well is located outside the gas cloud, and as such the start model probably
did not undergo any manual interpretation for the gas cloud here, providing
an extremely good match. Unfortunately, none of the wells penetrate the
centre of the gas cloud, and as no data is available to verify the low P -wave
velocities inverted here.
In each of the sonic logs from wellbores drilled at the margin of the gas cloud
(1/9-1, 1/9-3 R and 1/9-7 T3), there seems to be a systematic discrepancy
in depth to several of the features in the FWI model. This mismatch begins
below roughly 1800 m depth (i.e. the top of the SOA), with the sonic log
data appearing to be in the order of 100 m shallower. The origin of the
mismatch is not fully understood, and it may be attributed to one (or a
combination) of several possibilities.
Firstly, none of the sonic log data presented here underwent check-shot
calibration due to the unavailability of check-shot data. This is an important
step when trying to reconcile sonic log and seismic data, as the data are
acquired using distinct geometries and frequency bandwidths, et cetera. Not
correcting for these factors will often result in a traveltime mismatch to
interpreted horizons between sonic log and seismic data. These effects are
more conspicuous when acquiring through strongly attenuative media, which
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(a) (b)
Figure 5.19: 1D epsilon profile comparisons for a position (a) inside and (b)
outside the SOA. These positions are indicated by the black
stars in Figures 5.20. The dotted black and red lines represent
the contractor’s and combined inversion models, respectively,
used as start models in the two multi-parameter gradient descent
inversions of Subsection 5.7.2. The results of these inversions
are represented respectively by the solid black and red lines.
exhibit pronounced frequency-dependent velocity dispersion. First-order
insight can be gained into the expected velocity dispersion using Kjartansson’s
(1979) constant-Q model. This suggests that wavefronts propagating at
10 kHz through a medium with VP = 1600 m/s and QP = 10 are expected to
propagate in the region of 300 m/s slower at 3 Hz. 10 kHz is offered as a typical
sonic log operational frequency (Joanna Morgan, personal communication,
September 16, 2015) and QP = 10 is taken to be an average P -wave seismic
quality factor value for clean sandstone gas-condensate reservoirs, based on
Klimentos’s (1995) empirical findings (where porosities and water saturations
were 8–14 % and 25–30 %, respectively). Note that empirical values such as
these are reservoir-dependent, and are influenced by several factors including
rock physics and confining pressures (Priest et al., 2006).
Secondly, no attempt was made in this study to update delta. Delta
influences the P -wave kinematics of subvertically propagating wavefronts,
and as such inaccuracies in delta can often manifest as erroneous depth
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estimations. Based on empirical evidence, Ryan-Grigor (1997) details how
TI media typically exhibit higher values of delta when VP /VS is small. If
this is the circumstance for the gas cloud in Tommeliten Alpha (Figure 5.8b),
the high delta in this region could, at least in part, account for the depth
mismatches observed. In a more rigorous approach it would be prudent to
recalibrate the well ties, adjusting delta as the inversion proceeds, but I did
not attempt this here. This process involves inferring delta from the amount
of stretching required to match the depths of horizons in a migrated section
to their respective depths in coincident wellbore measurements (Plessix and
Cao, 2011).
A comparison is made in Figure 5.19 between the epsilon models produced
by the conventional and proposed workflows for two 1D parameter profile
positions, indicated by the black stars in Figure 5.20. The first of these,
Figure 5.19a, is for a position through the SOA. It can be seen that both
workflows produce similar profiles, although the proposed workflow results in
a more consistent estimate for epsilon in the region of the gas cloud (which
exists here between approximately 1000–2500 m depth). Of the wireline data
used in building the contractor’s anisotropic velocity model, the majority
were acquired from wells drilled near to this profile position (Figure 5.3).
Figure 5.19b is for a position outside the SOA; here below 1300 m, gradient
descent using the contractor’s epsilon model has begun to push epsilon down,
such that it now more closely matches the result of the proposed workflow.
The conventional workflow profiles are in fact only marginally different for
the two positions.
Figure 5.20 contains slices at 2000 m depth through each of the models
presented in Section 5.7: Figures 5.20a and 5.20b the contractor’s model;
Figures 5.20c and 5.20d the combined inversion model; Figures 5.20e and 5.20f
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.20: Depth slices at 2000 m through several anisotropic velocity
models from Tommeliten Alpha: contractor’s (a) P -wave velocity
and (b) epsilon models; combined inversion (c) P -wave velocity
and (d) epsilon models; gradient descent (e) P -wave velocity
and (f) epsilon models starting from (a) and (d); and gradient
descent (g) P -wave velocity and (h) epsilon models starting from
(a) and (b). The black stars indicate the positions of the profiles
plotted in Figure 5.19.
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the proposed workflow model; and Figures 5.20g and 5.20h the conventional
workflow model. As for the inline slices presented, it can be seen that
the proposed workflow suppresses the artefacts at the margins of the P -
wave velocity model. These artefacts are also present to some degree in the
conventional workflow epsilon model, suggesting leakage from P -wave velocity.
Both the proposed and conventional workflow epsilon models identify the gas
cloud as having raised epsilon, though its definition is clearer in the proposed
workflow model. In both instances, the P -wave velocity and epsilon have
updated with opposite signs in this region, suggesting a lack of parameter
coupling. In the regions adjacent to the gas cloud it seems the conventional
workflow has sought to push epsilon down, appearing to more closely match
the proposed workflow result. This effect diminishes away from the centre of
the model, perhaps as the data fold decreases. It would be of interest in future
work to assess how well depth slices such as those of Figure 5.20 reconcile
with amplitude versus offset and azimuth (AVOA) horizons (e.g. Hall and
Kendall, 2003); any correlation between these would allow confidence in
their direct interpretation. Similarly, insight may be gained by mapping any
available fracture system attributes onto the depth slices.
Figure 5.21a contains objective function values as a function of iteration
number for three multi-parameter gradient descent inversions based on
distinct workflows. It can be seen that the proposed workflow, despite starting
from the worst objective function value, produces a model that provides
the closest fit to the observed data. The isotropic workflow is likely cycle-
skipped - converging towards a local minimum and becoming too unstable
for propagation after only 27 iterations. These objective function values are
normalised in Figure 5.21b, where it appears the ratio of improvement is
consistent. The objective function decrease seen here is in the order of 90 %,
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(a) (b)
Figure 5.21: Plots of objective function value against iteration number for the
two gradient descent inversions presented in Subsection 5.7.2 as
well as an equivalent inversion from an isotropic initial solution:
(a) actual and (b) self-normalised values. The yellow lines
represent the proposed workflow of using combined inversion
prior to multi-parameter gradient descent, the orange lines
represent the conventional workflow of using tomography (or
similar) prior to multi-parameter gradient descent, and the
blue lines represent multi-parameter gradient descent from an
isotropic start model. The breaks in each plot delineate shifts
in the inversion bandwidth, while the jittering in functional is
due to the use of shot batching at each iteration.
which is larger than typically observed by published real-data FWI case
studies. I attribute this to the fact that multiple parameters were inverted,
which affords FWI more freedom to find a model that accurately fits the
data.
The update between the start and inverted models for a subset of model
parameters is plotted in Figure 5.22 for the case of the multi-parameter
gradient descent FWI of the proposed workflow. This is done in an effort
to qualitatively assess the degree of coupling between the two parameters
inverted for. It is evident that there is an absence of any large-scale correlation
between the updates, suggesting a broad decoupling of the parameters.
The decision on how to parameterise the model for combined inversion
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Figure 5.22: Crossplot of vertical P -wave velocity and epsilon updates for the
final result from the proposed workflow. The 49,593 data points
represent the model parameters from a subset of three crossline
slices at 4150, 8250 and 12,350 m crossline. The perturbation
consists of the difference between the inverted and start models,
which in this case are the contractor’s vertical P -wave velocity
and combined inversion epsilon models.
is clearly important, and insufficient consideration was given here to its
abstraction. The parameter that occupies approximately 3000–3500 m in
depth at the edges of the model in Figure 5.13 probably has little-to-no
energy travelling through it horizontally, and as such the data will be quite
insensitive to changes in epsilon in this region. It would have been sensible
to instead use this misspent parameter to divide horizontally the region
containing the SOA into two independent regions, in an effort to detect any
variations in epsilon within the gas cloud. Due to the efficient parallelisation
of the combined inversion, by using more hardware it should be trivial to
invert for more detailed epsilon models at no significant increase to runtime
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(assuming no extra QPSO generations are required). Future work in this
regard will be to explore more sophisticated initial population constraints
and inverse model designs, perhaps considering irregular meshes with nodes
not fixed by position.
5.9 Conclusions
I establish in this chapter the potential for the combined global-local inversion
strategy proposed in Chapter 4 to invert 3D field data. For this purpose a
typical shallow-water North Sea dataset was used. 3D field data introduce
a wealth of additional complexities compared to the 2D synthetic datasets
experimented with in the previous chapter, making them a much more
challenging inversion proposal. It is however the inversion of field data which
is the ambition of techniques like this, and where their true value lies.
A comparison was made between two workflows, referred to as a con-
ventional workflow (industry-standard anisotropic VMB followed by multi-
parameter gradient descent FWI) and a proposed workflow (combined in-
version followed by multi-parameter gradient descent FWI). The proposed
workflow eliminates the often intensive and hence expensive procedure of
pre-extracting a measure of anisotropy, instead using the full information
contained in the data to build an initial anisotropy model via combined inver-
sion. Despite utilising global optimisation, it is established that the combined
inversion does not disproportionately increase the total cost of the workflow.
The epsilon model produced by the proposed workflow correlates well with
the structure of the P -wave velocity model, and appears to do a better job at
delineating the gas cloud’s form. Although difficult to substantiate with real
data, there are also indications that crosstalk between the P -wave velocity
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and epsilon updates has been suppressed by the proposed workflow.
The observation was made in Section 5.7 that, although the two workflows
produce similar estimates of P -wave velocity, the epsilon models output from
each workflow exhibit marked differences at certain locations. For posterity,
image-domain techniques are required to further differentiate between the
results; for example, migrating the field data with each anisotropic velocity
model and evaluating which provides the most uplift to imaging. Another
popular technique is to assess the flatness of events in common-image gathers
(CIGs), either as a function of data offset or reflection angle. Neither of these
verification techniques were applied here, but both represent easily achievable
targets for future work.
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Conclusions
The overriding objective of this thesis was to develop a system for inverting
models of acoustic anisotropy parameters within the framework of FWI.
Initial investigations concerning how best to do this involved experimentation
with techniques at opposite ends of the mathematical optimisation spectrum,
namely local and global optimisation. Both approaches to optimisation
have their own inherent benefits and limitations; global methods are less
susceptible to the presence of local minima in the solution space, but are
typically much more computationally expensive, while local methods only
provide information on the nearest minimum but are almost universally more
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affordable. To assess the suitability of local optimisation, a multi-parameter
functionality was implemented by Adrian Umpleby within the Fullwave3D
gradient descent algorithm. To do likewise for global optimisation, a GA was
written that makes use of Fullwave3D’s FD forward modelling tool. It was
found that multi-parameter gradient descent both raises questions pertaining
to the order in which parameters are updated and suffers from significant
ambiguity between acoustic velocity and anisotropy parameters, particularly
when the initial model is far from the true solution. On the other hand,
starting far from the true solution was demonstrated to not be detrimental
to the GA’s performance, so long as P -wave velocity is known; however the
GA imposes severe computational limitations on the achievable resolution.
In an effort to marry the benefits of each approach, an alternative technique
termed combined optimisation was developed. This involves using global op-
timisation, in this case QPSO, for long-wavelength acoustic anisotropy while
simultaneously updating P-wave velocity using gradient descent. Combined
inversion was shown to provide models close enough to the true solution for
subsequent multi-parameter gradient descent to be effective. This suggested
two-step strategy constitutes an affordable workflow for inverting anisotropic
acoustic velocity models, requiring only some initial solution for P -wave
velocity.
Two synthetic 2D datasets were inverted using the proposed workflow,
exhibiting its capability to produce high-resolution high-fidelity models close
to the true solution for both acoustic anisotropy and velocity parameters. The
proposed workflow appears to have the added effect of being able to suppress
the crosstalk between these parameters. The penultimate chapter presented
the result of applying the proposed workflow to a typical shallow-water
North Sea 3D OBC field dataset. Real-world data are imperfect, bringing
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with them a host of additional complexities compared to synthetic data;
proving a seismic inversion technique effective at combating them is nontrivial.
Nonetheless, the proposed workflow produced a geologically plausible result
- for both acoustic velocity and anisotropy - that improved the match to
independent well measurements down to 3000 m depth. Importantly, it did so
at reasonable computational cost, and if an upscaled grid had been employed
by the combined inversion the workflow could have been made significantly
more economical. These findings imply that the proposed workflow provides
a robust framework for anisotropic multi-parameter FWI, while obviating the
need for techniques to accurately pre-extract the anisotropy prior to FWI.
6.1 Recommendations and further work
I submit here two prospective future applications of the combined inversion
scheme presented in this thesis. The first of these is being investigated
currently, while the second is an important but computationally challenging
ambition. In the final subsection I discusses some potential QPSO algorithmic
improvements that may be of benefit to the combined inversion.
6.1.1 Tilt angle
As discussed in Section 4.7, it should be possible with the combined inversion
to invert for any smoothly varying subsurface property that influences seismic
wave propagation. One possibility being explored currently is anisotropy tilt
angle, which is one of two additional parameters (the other being azimuth)
that describe the orientation of the spatially varying axis of symmetry of
the TTI configuration. More specifically, I mean to invert for the degree to
which the anisotropy is aligned with the vertical, with the stratigraphy, or
194
6.1 Recommendations and further work
with a local stress field, as this approach to inverting for tilt angle can be
adequately represented by a sparse parameterisation. It is difficult to recover
tilt angle using purely local FWI, as the data are quite insensitive and there
will be ambiguity with other parameters, but it should be inexpensive and
straightforward to achieve this with combined inversion.
6.1.2 Elastic anisotropy
The incorporation of an elastic wave equation into 3D FWI was first achieved
by Guasch et al. (2010), and a VTI elastic wave equation has been imple-
mented in the current Fullwave3D algorithm. Full elastic propagation (e.g.
Igel et al., 1995) allows for more realistic data to be forward-modelled, thus
providing the opportunity for FWI to fit many of the phenomena in a real-
world dataset that would otherwise be treated as noise. The benefits include
improved wave dynamics and the inclusion of PSP -converted waves (in the
case of pressure sources and receivers), which can provide vital insight into
subsurface fluid content. As with P-wave anisotropy, it should be necessary
to invert for S -wave anisotropy in order to accurately recover models of
S -wave velocity. In the case of VTI media, Thomsen’s (1986) gamma para-
meter provides a similar role to epsilon, albeit for SH -waves, while SV -wave
velocity variation with angle is incorporated into delta, whose definition
becomes somewhat less easy to interpret. As such it is conceivable that the
combined inversion approach provides a suitable framework for the inversion
of gamma. However, the practicalities involved with fully elastic FWI are
currently unmanageable; prohibitively small grid spacings are required to
accurately model slowly propagating S -waves, there exists cross-talk between
pressure and shear parameters, S -wave anisotropy is required, et cetera.
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6.1.3 Algorithmic improvements
There exist many published variants of QPSO which aim to improve its
convergence, robustness and accuracy. Several of these pertain to swarm
diversity (e.g. Sun et al., 2006a,b,c), where the benefits of regulating diversity
were discussed in Section 4.7; these represent an easily achievable algorithmic
enhancement that should provide instant returns. Another example of a
QPSO variant that I believe could be of benefit to the combined inversion is
an implementation which uses multiple discrete populations within a single
swarm (Cao et al., 2010). These populations primarily develop independently,
but an element of coevolution is introduced via the ability to exchange the
best information between populations. This provides an additional layer
of robustness against premature convergence, as well as the potential for
qualitative estimation of model nonuniqueness.
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APPENDIX A
The adjoint-state method
Consider the differentiation of Equation 1.1 with respect to m
∂
∂m
(Ap) =
∂
∂m
(s)
∂A
∂m
p + A
∂p
∂m
= 0
∂p
∂m
= −A−1 ∂A
∂m
p (A.1)
where A−1 is the inverse of the source-wavefield forward matrix, which
is dependent on the model parameters m, and ∂A∂m is the derivative of the
forward matrix with respect to m. Note that the source term s is independent
of m, such that ∂s∂m = 0. Recalling and differentiating with respect to m the
simple expression of Equation 1.12 that relates d to p, it can be seen that
∂
∂m
(d) =
∂
∂m
(Pp)
∂d
∂m
= 0 + P
∂p
∂m
(A.2)
where P is the picking matrix that reduces p into d. As such, Equation A.1
provides a new expression for J containing two unknowns, as p has been
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forward modelled prior to this stage. As the matrix A has a linear dependence
on m, the second unknown is trivial to obtain analytically; the first unknown
however may be nontrivial. The adjoint of Equation A.1 can be substituted
into Equation 2.7 to obtain a new expression for ∇mχ given by
∇mχ ≡ <
{[
A−1
∂A
∂m
p
]†
P†[p− pobs]
}
(A.3)
where in fact P† = PT because P contains only real values. To avoid having
to calculate the inverse of the forward matrix A−1, a back-propagation of
the data residual ∆d is considered
A(m)† ~p = ~s (A.4)
where a new wavefield ~p is generated via the injection of the ∆d as the
source term
~s = P†(p− pobs) (A.5)
The solution of this back-propagation is hence given by
~p = (A†)−1P†(p− pobs) (A.6)
where A† is the back-propagation matrix, which is not the same as A.
However, if A is symmetric in space it is termed self-adjoint or Hermitian
adjoint, with the implication that the same code can be used for both
forward- and back-propagation. Rewriting Equation A.3 and reconciling it
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with Equation A.6 gives
∇mχ ≡ <
{
p†
(
∂A
∂m
)†
(A†)−1P†(p− pobs)
}
≡ <
{
p†
(
∂A
∂m
)†
~p
}
≡ <
{
~p†
(
∂A
∂m
)†
p
}
(A.7)
This new expression for ∇mχ locates the points where zero-lag temporal
cross-correlation occurs between the forward- and back-propagated wavefields,
at each iteration. These points qualitatively correspond to regions of the
model where perturbations to the wavefield occur.
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Permissions
Documents pertaining to permissions (either granted or requested) for each
figure reproduced from another published work are presented in this appendix,
along with the thesis’s declaration form. Figures reproduced from Ph.D.
theses (Figures 5.1 and 5.6) are done so under the same Creative Commons
Attribution–NonCommercial–NoDerivatives licence as this thesis.
Figure B.1: Permission for Figure 1.1.
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Figure B.2: Permission request for Figures 1.4, 2.4, 2.5, 5.2, 5.4 and 5.11.
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Figure B.3: Permission for Figure 2.1.
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Figure B.4: Permission request for Figure 2.3.
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Figure B.5: Thesis declaration form.
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