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Cluster mass fraction is an elusive quantity to measure, calculate or
estimate accurately for pulsed supersonic gas jets typical of intense laser ex-
periments. The optimization of this parameter is critical for transient phase-
matched harmonic generation in an ionized cluster jet at high laser inten-
sity. We present an in-depth study of a rapid, noninvasive, single-shot optical
method of determining cluster mass fraction fc(r,t) at specified positions r
within, and at time t after opening the valve of, a high-pressure pulsed su-
personic gas jet. A ∼ 2 mJ fs pump pulse ionizes the monomers, causing an
immediate drop in the jet’s refractive index njet proportional to monomer den-
sity, while simultaneously initiating hydrodynamic expansion of the clusters.
The latter leads to a second drop in njet that is proportional to cluster den-
sity and is delayed by ∼ 1 ps. A temporally stretched probe pulse measures
the 2-step index evolution in a single shot by frequency domain holography,
enabling recovery of fc. We present the theory behind recovery of fc in detail.
vii
We also present extensive measurements of spatio-temporal profiles fc(r, t) of
cluster mass fraction in a high-pressure supersonic argon jet for various values
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1.1 Overview of cluster research
Research in Van-der-Waals bonded clusters formed in gas jets dates
back to 1956 [1], when supersonic gas jets became popular as intense atomic
and molecular beam sources. As they bridge the gap between atoms and bulk
materials, clusters exhibit many fascinating features different from atoms and
solids and permit the study of the transition from atomic to bulk properties.
Cluster’s structure [2], the influence of jet parameters on the cluster size [3]
and many other properties of clusters have been extensively studied since the
1970s. A remarkable renaissance has been seen since the 1990s owing to the
advancement of ultrashort high power laser technology. Studies of laser-cluster
interaction is of fundamental interest and of practical importance. Interaction
of intense laser pulses with atomic clusters has impacted several areas of laser-
plasma science [4] (see Fig. 1.1). It has opened up applications for table-top
neutron sources [5], electron and ion accelerators [6–8], plasma waveguides [9],
and coherent and incoherent X-ray sources [10, 11]. The work of this disserta-
tion is motivated by the potential of utilizing high-order harmonic generation
(HHG) in a cluster jet as an efficient EUV source. In the next sections, we’ll
1
review HHG and discuss advantages of harmonic generation in clustered plas-
mas.
Figure 1.1: Applications of intense laser interaction with clusters.
1.2 High-order harmonic generation from various sources
As shown in Fig. 1.2, high-order harmonics are generated during the
laser interaction with atoms, molecules, clusters, and solids at various intensi-
ties. HHG not only sheds light on laser-matter interaction, but also gives birth
to attosecond science [12]. Moreover, a coherent, collimated radiation source
in the extreme ultraviolet (XUV/EUV, 120 nm-10 nm) and soft x-ray (10 nm-
0.1 nm) spectral range has wide applications ranging from lithography in the
semiconductor industry to bio-imaging at the water window (4.37 nm-2.30 nm)
in life science research. The compactness, low cost, and wide tunability makes
HHG an attractive alternative to synchrotron radiation or free electron lasers.
2
The low energy of high-order harmonic pulses from both gas and solid targets,
however, limits their utility and continues to spur research into methods of
improving HHG conversion efficiency.
Figure 1.2: High-order harmonic generation from various sources. Parts of the
figure adapted from [13–16].
A typical harmonic spectrum from atom contains three distinctive re-
gions: an initial steep drop, a plateau and a cutoff. The cutoff energy is [17]
hνcutoff = Ip + 3.17Up, (1.1)
where Ip is the ionization potential of the atom and Up is the ponderomotive
potential. Harmonics in the region of initial drop are contributed by bound
electrons through perturbative harmonic generation. The plateau and cut-off
3
are interpreted semi-classically by a three-step model [18, 19]. In this model,
the production of harmonics involves three steps: ionization, propagation,
and recombination. First, the electron is set free from the atom by tunnel
ionization in the strong laser field; second, the free electron propagates in the
oscillating laser field and acquires kinetic energy; third, the returning electron
may recombine with the parent ion, releasing excess energy as a high energy
photon. Fig 1.3 shows a calculated spectrum with a plateau and a cutoff
using a modified Lewenstein model1 [21]. Since the contribution from bound
electrons is not included, the yield of low-order harmonics is low.












800 nm, 40 fs
2 1014 W/cm2
Figure 1.3: Single argon atom response in an 800 nm, 40 fs, 2×1014W/cm2
laser pulse calculated by the Lewenstein model. Eq. 1.1 gives a cutoff order of
34.
1The calculation was based on a Matlab code in Ref. [20].
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One may expect HHG from ions is favorable since higher Ip and Up
can be used. The substantial presence of free electrons, however, results in a
very limited coherence length. There are situations where a single harmonic
is efficiently generated owing to a resonance enhancement (> 100 compared
with neighbor harmonics) in a weakly-ionized metal plasma plume [22]. This
enhancement is interpreted by a modified three-step model involving an au-
toionizing state [23].
Several interesting phenomena arise in HHG from molecules. An elec-
tron emitted at one center may recombine with the other center [24]. The
harmonic yield depends on the orientation of the molecule with respect to the
electric field [25]. Hence, HHG from molecules is often used as a diagnostic
rather than a light source.
Harmonics from atomic clusters, first studied in 1996 by Donnelly et
al. [10], show a higher cut-off order and less saturation than from monomers.
This is explained in the framework of the three-step model with a modified
laser field inside clusters. Vozzi et al. found that HHG from clusters are mainly
contributed by the atoms on their surfaces [26]. Intuitively, one may suspect
that an atom in a cluster has a greater cross section for recombination than a
monomer since the returning electron may recombine to a neighbor ion. Nev-
ertheless, a simulation result [27] shows that the contribution of recombination
to neighbor ions is incoherent.
Once a cluster becomes a clustered plasma, the collective dynamics
dominates. In a model proposed by Fomyts’kyi et al. [28], considerable third
5
harmonic is generated because of the nonlinear oscillations of a cold electron
core in a nonuniform ion background driven by the strong laser field. Shim
et al. [29] observed this resonantly enhanced third harmonic generation from
expanding clusters. Molecular dynamic (MD) and particle-in-cell (PIC) sim-
ulations [30, 31] confirm the resonant enhancement of low-order harmonics,
but show that high-order harmonics are suppressed because of the dynamical
stochasticity of the electron motion caused by the nonlinear resonance.
The leading edge of the laser turns solids into overdense plasmas. The
collective electron dynamics at plasma boundaries generates harmonics. Due
to broken symmetry, both even- and odd-order high harmonics are generated.
The interaction length is limited to approximately the skin depth c/ωp, which
is usually smaller than the coherence length. When the intensity is below
the relativistic intensity, HHG is interpreted by coherent wake emission [32].
In this scenario, the Brunel electron bunches travel across a density gradient
and create wakefields that emit harmonics. The harmonics have a cutoff of
√
nmax/ncrit, where nmax is the maximum plasma density and ncrit is the critical
plasma density. At relativistic intensities, the interpretation is provided by
an oscillating mirror model [33]. The oscillation of the plasma surface at
the critical density leads to a Doppler shift of the reflected laser light, which
gives rise to harmonics in the spectral domain. Recently, non-perturbative
harmonics from solid argon were also observed [14] at I ∼ 1013 W/cm2.
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1.3 Phase-matching and dispersion in clustered plasmas
Great efforts have been devoted to increasing the conversion efficiency
in gas targets. From the microscopic perspective, the goal is to increase the
single atom yield. If the harmonic is beyond the plateau, one needs to extend
the cutoff. As Eq. 1.1 suggests, this can be achieved by increasing wavelength
or Ip. On the other hand, reducing the wavelength [34] or manipulating the
temporal shape of the pulse [35] may increase the recombination cross section.
In a macroscopic scale, three main propagation effects limiting the conversion
efficiency are absorption, dephasing and defocusing. Absorption-limited HHG
can be achieved for λ > 10 nm [36]. At short wavelengths, the phase-mismatch
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EUV/XUV 10-121 nm
Soft X-ray 10-0.1 nm
VUV 10- 200 nm
 
Figure 1.4: Recent progresses in improving the conversion efficiency.
To prevent the harmonic field from adding destructively, the phases of
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the driving field and harmonic field cannot differ more than π. The maximum




where ∆k is the phase mismatch. The phase-mismatch can be written as [37]
∆k = ∆kgeo +∆kindex − θ∇I. (1.3)
Here ∆kgeo is the mismatch due to geometry such as Gouy phase or correction
in a hollow waveguide, ∆kindex is the mismatch due to plasma dispersion and
linear atomic polarizability, −θ∇I is the mismatch due to the dipole phase
gradient (I is the laser intensity). ∆kindex = qω [n(qω)− n(ω)] /c is usually the
dominant term, where n(ω) and n(qω) are the refractive indices for frequency
ω and qω, respectively, and n(qω) ≈ 1. Consequently, we need n(ω) ≈ 1. For
λ = 0.8µm, harmonics up to 50 eV can be phase-matched in argon by tuning
the pressure, but the laser intensity is limited to a level where ionization is
less than 5% [38]. Gas-filled capillary waveguides have been used effectively to
suppress the destructive interference by periodically modulating of the driving
laser intensity, thereby enabling quasi-phase-matched HHG in multiply-ionized
argon and neon [39, 40]. Nevertheless, the drive intensity remains limited to
I . 1015W/cm2 by the optical damage of the capillaries. Achieving phase-
matched or quasi-phase-matched HHG at high intensities is a great challenge.
Targets comprised of clusters formed by condensation in pulsed super-
sonic gas jets combine advantages of monomer gas targets (extended interac-
tion length, freedom from debris, and capability of operating at high repetition
8
rate) and solid targets (high local density, efficient energy absorption). More-
over, an overdense clustered plasma is small enough for the laser to penetrate,
thus giving rise to a positive refractive index. This can be seen from the
refractive index of uniform density clustered plasmas [41],
n2(k, ω) = 1−
p ω2p
ω2 − fω2p + iνω
, (1.4)
where ωp is the plasma frequency for the cluster density, f is a geometrical




the cluster radius and Nc is the number density of clusters. One may find
Re(n2) > 1 when ω < ωp/
√
3. This positive contribution may compensate
negative contribution from monomer plasma if the cluster mass fraction and
internal electron density can be optimized, thus increasing Lcoh and conversion
efficiency without the limit of the laser intensity [41]. Through this mechanism,
clusters can enhance harmonic efficiency regardless of whether the clusters
themselves or monomer ion cores are the primary source of harmonic radiation.
One critical parameter is the cluster mass fraction fc. The characterization of
this parameter is the main topic of the dissertation.
In addition to Lcoh, the medium length Lmed and the absorption length
Labs also limit the output harmonic energy. Therefore, it suffices to require




Simulation of laser-cluster interaction
2.1 Overview of laser-cluster simulation
A cluster is a many-body system with the number of atoms ranging
from tens to millions. Simulation of laser interaction with such a system poses
a great challenge. While a fully ab initio treatment is feasible for very small
clusters, simulations using molecular dynamic (MD) method or rate equations
are so far the only practical methods for large clusters (N > 104) [4]. For
a nanometer-sized cluster interacting with laser pulses of moderate intensity
(I ∼ 1015W/cm2), macroscopical description using rate equations is a popular
choice. The corresponding model first proposed by Ditmire et. al. is often
called the nanoplasma model [42].
The nanoplasma model describes the ionization, heating, and expan-
sion of a cluster after irradiation by an intense laser pulse using a set of time-
dependent global variables governed by coupled ordinary differential equations
(ODE’s). It successfully explains the main features of laser-cluster interaction
(production of highly charged ion, presence of resonance). Several improve-
ments of the nanoplasma model are made later by adopting accurate collision
frequencies or ionization cross sections [43], by adding collision frequency con-
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tributed by surface-induced Landau damping [44], and by including lowering
of ionization threshold [45]. The over-simplified assumption of a uniform den-
sity profile, however, causes a major discrepancy with the experiment: the
absorption peak in the calculation has a much narrower time interval than
in the measurement [46]. This drawback was remedied by including a radius-
dependent density and temperature distribution in a one-dimensional (1D) hy-
drodynamic model [47]. The hydrocode gives qualitative agreement with the
measured refractive index and absorption [48], although a quantitative com-
parison was not made. Because the hydrocode is computationally intensive, its
application is limited. A modified nanoplasma model, which fits results from
hydrocode by adjusting ion mass and collision frequency, was proposed [49].
The validity is solely based on hydrocode. The fitting only works for early
time (. 500 fs) when the electron density is above ncrit. Moreover, the fit-
ting is only done with limited sets of parameters. Failure with other untested
parameters cannot be ruled out.
Since the expansion time for a typical cluster (∼ps) exceeds the dura-
tion of the pump pulse (∼ 40 fs) significantly, cluster ions can be treated as
cold and their expansion during the pump pulse neglected. This allows us to
treat the ionization/heating and expansion of the cluster separately. In our
two-stage model [50–52], the ionization/heating is treated in the framework
of the nanoplasma model. The calculated fractional population of various ion
species ni0(Z) and electron temperature Te0 are then used as initial conditions
for a 1D isothermal expansion model.
11
In the next three sections, we’ll review ionization of atoms in intense
laser field, and describe in detail our zero dimensional (0D) ionization/heating
model and 1D isothermal expansion model. An accurate charge state Zc at
∼ 1 ps after the laser irradiation is critical for the accurate evaluation of the
cluster mass fraction in Chapter 4.
2.2 Optical field ionization of atoms
The ionization of an atom is described by the Ammosov-Delone-Krainov
(ADK) formula [53]. The formula shows excellent agreement with experiments,
and therefore can be used for precise calibration of the laser intensity [54]. In





















with Cn∗l = (2e/n
∗)n
∗
(2πn∗)−1/2, and f(l, m) = ((2l+1)(l+|m|)!)/(2|m||m|!(l−
|m|)!). Here the constant e is Euler’s number and the effective principal quan-
tum number n∗ = Z
√
2Ip. For sufficiently high intensities, the electron can
escape classically when the external electric field overcomes the barrier created
by the Coulomb potential. In this above barrier ionization (ABI) regime, the
ADK formula may overestimate the ionization rate [55]. Fortunately, unless
the intense pulse reaches the few-cycle limit, the leading edge of the laser pulse
completely strips off electrons in the tunnel regime. The rate equations are
dNi
dt
= −WiNi +Wi−1Ni−1, for i = 0, ..., 18. (2.2)
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Figure 2.1: False color map of charge state of an argon atom vs. peak-intensity
and pulse duration (FWHM) of an 800 nm pulse.





The calculated charge state is shown in Fig. 2.1 for a range of intensities
and pulse durations. For the intensity (∼ 1015W/cm2) and pulse duration
(. 100) fs of our interest, the monomer charge state is more sensitive to the
laser intensity than to the pulse duration.
2.3 0D ionization/heating model
The local atomic density with a cluster (> 1022 cm−3) exceeds that of
monomers (. 1019 cm−3) by at least 3 orders of magnitude. This difference
changes the ionization picture dramatically. In a cluster, the field that an
atom feels is modified by the polarization field. In the case of kr ≪ 1, where
k = 2π/λ is the wave vector of the external field and λ is the wavelength, the
13





where Eext is the driving laser field. The dielectric constant is ǫc = 1 −
ω2p/[ω(ω + iν)] using Drude model, where ν is the electron-ion collision fre-
quency and ωp =
√
4πe2ne/me is the plasma frequency, e and me are electron
charge and mass. Tunnel ionization quickly generates seed electrons. These
electrons are heated, and collisional ionization takes over and dominates. If a
Maxwellian electron energy distribution is assumed, the collisional (or electron
impact) ionization rate coefficient S(Z) for Z → Z + 1 is [57]

























where Pi is the binding energy of electrons in the i
th shell, qi is the number of
equivalent electrons in the ith subshell and ai, bi, ci are constants. The collision
ionization rate including continuum lowering can be written as [58]




Here ∆ε(Z, Te, ne) is the shift of the ionization energy, which can be approxi-














(Z∗ + 1)ne, (2.7)
and Z∗ = 〈Z2〉/〈Z〉. The rate of collisional ionization caused by the quivering

































The total rate of ionization from charge state Z to charge state Z + 1 is
W (Z) = WADK +W
cl
inz +Wlaser.












1 + Z2. (2.9)




=− [W (Z) + α3(Z)n2e]ni(Z)
+W (Z − 1)ni(Z − 1) + α3(Z + 1)n2eni(Z + 1). (2.10)


















εi(Z)[α3(Z + 1)neni(Z + 1)− S(Z)ni(Z)], (2.11)
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where the electron density ne =
∑∞
Z=0 Zni(Z), Q is the inverse bremsstrahlung
(IBS) (or collisional) absorption rate and εi(Z) is the ionization potential of
the corresponding ion with ∆ε included. The second term in Eq. 2.11 is the
temperature decrease due to the increase in the total number of electrons. The
last term is the energy loss/gain due to collisional ionization/recombination.
Tunnel ionization and quivering-electron-induced collisional ionization, which
draw energy from the laser field, do not change the thermal energy of electrons
directly. The ionization loss of the laser energy is not considered. The IBS














Im ν(ω) is often dropped. For an ideal plasma, the collision frequency is given
by Spitzer’s formula,






where ln Λ is the Coulomb logarithm with the maximum impact parameter
of ve/ω, ve =
√
Te/m is the electron thermal velocity. The degree to which
the plasma is “ideal” is usually characterized by the electron-electron cou-
pling parameter Γee = e
2/kBTe(4πne/3)
1/3 and degeneracy parameter Θ =
(3π2ne)
−2/3(2mekBTe)/~
2. A plasma is non-ideal if Γee ≥ 0.1 or Θ < 1.
Spitzer’s formula fails at tens of eVs at solid density [62]. For example,
Γee = 0.33 for Z = 3, Te = 30 eV and ni = 2.63 × 1022 cm3. We used an
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)F (Te, ~ω), (2.14)
where ω̃ = max(ω, ωp) and the Fermi factor F (Te, ~ω) is










1− e−z , (2.15)













The electron-surface collision can be chosen as νs = v/r, where r is the




osc [44]. We evaluated the contribution of this
term for our parameters and found it not important. This contribution matters
when the collision frequency is low. This may occur at the Mie resonance
when ne sweeps downwards through 3ncrit during a uniform expansion. Since
this term introduces radius dependence, it is not included in the following
calculation.
For large clusters irradiated by moderate intensities, the fraction of
electrons leaving clusters is negligible [47]. The Coulomb pressure is therefore


























Ion density (1022 cm-3)
Figure 2.2: Computed charge state vs. initial cluster atomic density for a
cluster irradiated by a 40 fs, 800 nm, 4× 1014W/cm2 pulse.
where Pe = nekTe is the electron pressure. We assume that ions are immobile
during the pump pulse. Hence, d2rc/d
2t = 0.
The systems of ODEs were solved numerically using a Runge-Kutta
solver in GNU Scientific Library (GSL). The initial conditions are the cluster
atomic density ni0 and initial electron temperature Te0. We find ni0 = 2.63×
1022 cm−3 from the lattice constant of argon clusters in a supersonic gas jet
(aAr = 0.534 ± 0.001 nm with fcc structure [2, 66])1. The strong dependence
of the heating/ionization on ni0 shown in Fig. 2.2 is not surprising because a
plasma density near 3ncrit (5.1× 1021 cm−3) leads to a strong absorption. On
the other hand, Te0 is irrelevant to the result because the initial electron density
is zero. This is verified in our calculation. For numerical stability, we assume
1For 103 . 〈N〉 . 105, fcc, hcp and random close-packed structures are mixed in argon
clusters [67]. The packing fraction for fcc, hcp, and random close-packed structure are 0.74,
0.74, 0.64, respectively. Therefore, the local atomic density may be smaller.
18




































Figure 2.3: Time evolution of Zc and Te with various modifications for a cluster
exposed to a 40 fs, 800 nm pulse with peak intensity of 4 × 1014W/cm2. 1:
nanoplasma model. 2: no expansion. 3: lowering of ionization potential. 4:
recombination. 5: change of Te due to change of ne. 6: energy loss/gain due
to recombination and collisional ionization. The grey dashed line shows the
intensity envelope.



























Figure 2.4: Time evolution of fractional population of argon ions in a cluster
irradiated by a 40 fs, 800 nm pulse with peak intensity of 4× 1014W/cm2 .
19
1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0





































1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
































Figure 2.5: False color map of Zc (left panel) and Te (right panel) in an argon
cluster at t = 1.2τ for an 800 nm pulse vs. pump intensity and pulse duration
τ . For t & 1.2τ , the clustered plasma is in an equilibrium state in our model.
Te0 = 2 eV. Evolution of Zc and Te with various modifications are plotted in
Fig. 2.3. The expansion does not affect Zc and Te for t < 30 fs. This justifies
our assumption that expansion is negligible during the ionization/heating.
Continuum lowering of the ionization potential increases Zc but lowers Te.
Once three-body recombination is included, it quickly balances the collisional
ionization, leaving a constant Zc after the pulse is gone. The 2
nd and 3rd
terms in Eq. 2.11 lower Zc further. For Ipu = 4 × 1014W/cm2, 40 fs, we find
Zc = 2.56 and Te = 23.4 eV. The time evolution of various ion population
is shown in Fig. 2.4. Maps of Zc and Te vs. peak laser intensity and pulse
duration2 are illustrated in Fig. 2.5. Compared with Fig. 2.1 where tunnel
ionization is the only contribution, the dominance of collisional ionization leads
to a smooth growth of Zc and Te except for the beginning, where Ipu is low.
2We calculated Zc and Te for τ=20, 40, 60, 80, 100 fs and Ipu = 1.0, 1.2, . . . , 9.8, 10 ×
1014W/cm
2
. The maps show results after bilinear bilinear interpolation.
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The final states are energy-dependent rather than intensity-dependent.











Peak intensity (1014  W/cm2)
Figure 2.6: Charge state of Ar cluster (red) and monomer (black) at t = 50 fs
for an 800 nm, 40 fs pump pulse vs. pump intensity. For t & 50 fs, the clustered
plasma is in an equilibrium state in our model.
Fig. 2.6 shows Zc and Zm as a function of Ipu for a 40 fs FWHM
Gaussian pulse. A steep rise of Zc occurs at Ipu ∼ 1.27 × 1014W/cm2. At
a first glance, one may relate this to ionization ignition (IONIG) model [68],
which shows the onset and self-amplification of ionization process in clusters.
In contrast, IONIG model treats small clusters (25-atom neon cluster), and the
ignition starts when 〈Z〉 = 1. Therefore, the interpretation of IONIG model
does not work in our situation. It turns out that the enhanced field inside
the cluster is responsible for our result. When the intensity increases, ne rises
as a result of the increased tunnel ionization rate. When ne sweeps upwards
through 3ncrit, an enhanced field leads to an enhanced tunnel ionization rate
21
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Figure 2.7: (a) Electric field inside the cluster (b) Rates of ADK ionization, col-
lisional ionization, and laser-assisted ionization for Ar→Ar+ during the short
of period of field enhancement. Ipu = 4.0×1014 W/cm2, λ = 800 nm, τ = 40 fs.
as well as an enhanced laser-assisted collisional ionization rate. An example of
the enhanced field and ionization rates is shown in Fig. 2.7. At t = −25 fs, the
enhanced field raises the averaged quiver energy from 8 eV to 31 eV, leaving
most atoms ionized. As we’ll show in Chapter 5 (p. 66), this behavior is not
observed in experiments. The discrepancy may be caused by the assumption of
a uniform top-hat radial density profile. A globally enhanced field disappears
once a smooth boundary is used [47]. The field enhancement is then localized
at a layer where ne = ncrit. The contribution of this short time interval is
insignificant for the final state when Ipu greatly exceeds the threshold intensity.
For example, at Ipu = 4 × 1014W/cm2 and 40 fs, if we enforce an additional
constraint of Ec ≤ Eext to prevent field enhancement, the charge state changes
from 2.56 to 2.58, and the electron temperature remains the same.
The near field approximation requires cluster size r ≪ λ. On the
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other hand, coulomb explosion (CE) may occur if r is too small. The max-
imum radius rmax for which the optical field E0 removes all ionized elec-
trons from a cluster with uniform ion density ni can be shown [69] to be
rmax = 3E0/4πZni|e|. This corresponds to a radius of 0.14 nm for an argon
cluster (ni = 2.63 × 1022 cm−3), a typical intensity 1015W/cm2 and charge
state Zc = 4. Since this size falls below the lattice constant of argon clusters
(aAr = 0.53 nm), we conclude that we are not in the CE regime.
Our model assumes that the electron population inside each cluster is
a single-temperature Maxwellian. Any hot electrons that can be generated in
the cluster are therefore neglected. Hot electrons may be generated by stochas-
tic heating (SH) [69], which occurs if an electron accelerated in the laser field
is temporarily shielded from the decelerating field when it enters the cluster.
The electron may leave from the opposite side of the cluster in phase with the
optical field, acquiring more kinetic energy. This process may happen multi-
ple times as the electron moves back and forth through the cluster, causing an
efficient heating. At our Ipu, however, generation of hot electrons is unlikely.
Even at relativistic intensities, it is often assumed that the relative fraction
of hot electrons is below 10−4 [70, 71]. This condition guarantees that the hot
electrons are unable to change Zc of all the ions significantly on a time scale
of picosecond. The assumption of single-temperature Maxwellian distribution
also relies on rapid electron-electron collisions, which equilibrate any devia-
tion caused by heating and ionization. The collision is not rapid enough if
Z(vos/ve)
2 ≫ 1 [72], which may occur when ne sweeps through 3ncrit, result-
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ing in a super-Gaussian distribution. Nevertheless, this is a very brief time
compared with the overall time of heating. After the resonance, the electrons
quickly relax to a Maxwellian distribution.
The assumption of a uniform density profile keeps the problem from be-
ing two-dimensional. If the electric field is coupled with a non-uniform density
profile, the field inside the cluster will have components in other directions [47],
which may lead to anisotropy in the cluster dynamics.
Table 2.1 presents a comparison of Zc from a 3D microscopic particle-
in-cell (MPIC) code [73] to Zc calculated by our model for 800 nm, 100 fs
pulses. The difference between our result and that from MPIC simulation is <
20%. Considering the enormous difference in terms of computational time and
resources, we therefore feel that our model is well suited to interpret various
laser-cluster experiments.
Table 2.1: Comparison of Zc in Ref. [73] to Zc computed by our model for 100
fs pump pulses
Intensity (W/cm2) 1×1015 3×1015 1×1016
Zc (MPIC simulation) 5.63 6.80 7.52
Zc (our model) 4.71 6.41 8.20
To probe the charge state and electron temperature in an expanding
cluster is challenging. In Ref. [74] the temperature for clusters of r = 5nm
irradiated by 1.3×1015W/cm2, 100 fs, 800 nm pulses is found to be 130 eV from
time-of-flight measurements assuming a Maxwellian distribution. Our model
gives a temperature of 61 eV. This is not bad if we consider that the emitted
24
electrons are usually from the energetic part of the temperature distribution.
2.4 1D isothermal expansion model
In our expansion model [50–52], cluster electrons are treated as isother-
mal due to their high heat conductivity. We assume different ion species have
the same flow velocity u(r, t). Without this assumption, a kinetic approach is
in general required to describe plasma expansion together with recombination.
























2) = −R, (2.19)
where
R = [S(Z)+α3(Z)ne]neni(Z)−ne[S(Z−1)ni(Z−1)+α3(Z+1)neni(Z+1)].


































Ions are driven by the ambipolar electric field generated by electron
pressure as described on the right-hand side in Eq. 2.18. Collisional energy
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relaxation between electrons and ions is negligible for the time we consider.
The source term R on the right-hand side of Eq. 2.19 describes the gain and
loss of ion number due to three-body recombination and collisional ionization
for each ion species. The right-hand side in Eq. 2.20 is the energy change
due to recombination/ionization. The cluster is assumed to be spherically
symmetric with the density of each ion species and electron temperature taken
from our ionization/heating model. The equations were solved numerically









































Figure 2.8: Snapshots of electron density profile and charge state profile during
the expansion for a cluster of initial radius of 7 nm. The initial ion population
and electron temperature are calculated using model in previous section with
laser parameters described in Fig. 2.3. The time for each curve is 1: 0 fs, 2:
145 fs, 3: 291 fs, 4: 436 fs, 5: 582 fs, 6: 727 fs, 7: 872 fs, 8: 1018 fs, 9: 1163 fs.
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Figure 2.9: Evolution of Zc during the expansion for a cluster of 7 nm radius
subject to a 40 fs, 800 nm pulse with two different peak intensities.
Snapshots of a normalized electron density profile ne/n0 and charge
state profile obtained by solving Eqs. 2.18-2.20 are shown in Fig. 2.8. The
initial electron density is ne0 = 6.7×1022 cm−3, which is ∼40 times ncrit = 1.7×
1021 cm−3 (800 nm). We obtained Zc = 2.56 and Te = 23.4 eV at t = 0 from the
ionization/heating model. The corresponding characteristic expansion time
t̂ = r/Cs0 = 582 fs, where Cs0 =
√
Z0T0/mi with mi the ion mass. The
expansion begins with a uniform density and charge state profile (see curves
at t = 0). The snapshots for t = 145–727 fs show the propagation of the inner
front of the rarefaction towards the center of the cluster. Although the ion
density at the center remains the same, the decrease of temperature breaks
the balance, and recombination wins over collisional ionization, causing Zc to
drop slowly. At other positions where ni drops as a result of expansion, the
recombination cannot balance the collisional ionization, causing Zc to increase.
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Once the front reaches the center, ne drops rapidly, and Zc starts to rise.
Despite the change of charge state profile, the overall average charge state
changes slightly during the expansion, as shown in Fig. 2.9. This is also
true for a weakly ionized cluster. The dotted line shows a calculation for
a weakly ionized cluster with Zc = 1.9, T0 = 16.6 eV prepared by Ipu = 2.0 ×
1014W/cm2.
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 t = 0
 t = 1.7 ps
Figure 2.10: (a) Evolution of electron temperature during an isothermal expan-
sion for a clustered plasma with initial radius of 7 nm with recombination/ion-
ization (solid line) and without recombination/ionization (dashed line). (b)
Charge state distribution at t = 0 and t = 1.7 ps.
The inclusion of recombination is essential for a realistic temperature
evolution. As Fig. 2.10(a) shows, the temperature decays rapidly if recombina-
tion is not included. If that happens, the resulted high collision frequency will
cause strong absorption, contradicting experimental observations. Fig. 2.10(b)
shows the charge state distribution before the expansion and at t = 1.7 ps.
Most of the energy gain are from recombination with Ar3+.
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2.5 Polarizability
Once the electron density profile is known, we follow the procedure used
in Refs. [47, 50] to find the cluster polarizability.
The electric near field equation is
∇ · (ǫ∇ϕ) = 0, (2.21)
where the local dielectric constant is ǫc = 1 − ω2p/[ω(ω + iν)], ωp and ν are
now radius-dependent. The electric field is E = −∇ϕ. We seek a solution of
the electric potential ϕ(r, t) in the following form:
ϕ(r, θ) = −E0f(r) cos(θ). (2.22)










f = 0. (2.23)
This ODE is solved numerically. The polarizability of the cluster is related to















Fig. 2.11 shows the real and imaginary part of the polarizability of a
cluster. The real part shows a positive contribution during initial 200 fs and
an asymptotic value after ∼ 1 ps.
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Figure 2.11: The real and imaginary part of the polarizability. The laser
parameters and cluster parameters are the same as those in Fig. 2.8. The
noise appears in the first 200 fs can be removed by reducing the step size in
time in the expansion simulation.
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Chapter 3
Properties of a cluster jet
3.1 Clusters in gas jets
A gas jet produces atomic/molecular beams by allowing a high-pressure
gas source with backing pressure P0 to flow into a low-pressure ambient back-
ground with pressure Pb through a small orifice. The flow may reach supersonic
speed behind the throat if P0/Pb exceeds a critical value G = ((γ+1)/2)
γ/(γ−1)
(< 2.1 for all gases), where γ is the adiabatic index [75]. As the gas expands,
the thermal energy is converted into kinetic energy of the flow. As a result,
the gas becomes super-saturated; clusters bonded by Van-der-Waals force are
formed.
Sonic and conical nozzles are commonly used in supersonic gas jets.
Having no constraint on the flow behind the orifice, a sonic nozzle produces
a beam with a half opening cone angle α0 = 35.7
◦ for monoatomic gas [76].
Clusters generated under different conditions are often characterized by the





where k is a gas species-dependent parameter (k = 1650 for argon gas), d is
the nozzle orifice diameter in µm, T0 is the temperature in Kelvin, and P0
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is the backing pressure in mbar. The lateral expansion in a conical nozzle is
restricted by nozzle walls. The flow field (streamline) from a conical nozzle is
similar to that from a sonic nozzle with a diameter dsonic = d tan(α0)/ tan(α) =
0.7d/ tanα, where α is the expansion half angle. Thus the Hagena parameter





Cluster size 〈N〉 is often estimated from Γ∗ by the scaling law derived














Continuous jets were often used in early days. Pulsed jets gained pop-
ularity since they reduce gas consumption and do not require vacuum pumps
of high capacity. In our experiments, clusters were generated from a series-9
or series-99 pulsed solenoid valve driven by an Iota One pulse valve driver
(Parker Hannifin, General Valve division). Fig. 3.1 shows an image of the gas
jet and the schematic of the series-9 valve. The valve is sealed by an O-ring
(series-9) or a metal gasket (series-99). When the valve is in operation, the
1Despite the wide use of Γ∗, the formula is sometimes used incorrectly. e.g. the coefficient





















Figure 3.1: (a) Image of the gas jet. (b) Schematic of the solenoid valve and
the home-made nozzle. All units are inches.
magnetic field produced by a high voltage (∼ 300 V) draws the armature into
the solenoid, thus opening the valve. After 250 µs, the voltage is reduced
to 28 V to hold the armature and to prevent from heating up of the coil.
A main spring pushes a Kel-F poppet and seals the orifice when the voltage
is off. A buffer spring sitting between the armature and the orifice helps to
minimize possible damage caused by the collision between the poppet and the
orifice. The performance of the valve depends critically on the distance be-
tween the upper wall and lower seat. The adjustment is achieved by tightening
or loosening the flange from the valve body (series-9), or by placing a gasket
of proper thickness (series-99). The flange from General Valve is of cylindrical
aperture with a diameter of 0.31′′ (790µm). A conical nozzle is preferred for
efficient generation of clusters. Two configurations—replacing the flange with
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a homemade conical nozzle and attaching a conical nozzle to the flange—were
tested. The latter configuration was adopted because the Rayleigh scatter
indicated the latter had a more uniform profile than the former especially at
high pressure. To study the temperature influence on the cluster formation, a
series-99 valve is closely surrounded by a copper block as shown in Fig. 3.1(a).
A zig-zag pattern was cut inside the block to maximize the interior surface.
Nitrogen gas cooled by liquid nitrogen flows into the copper block and cools
the copper block, which serves as a temperature reservoir for the valve body.
A type-T thermocouple attached to the copper block measures the reservoir
temperature. Attempts were made to cool the copper block by flowing liquid
nitrogen. However, the small inner diameter of tubing (1/16′′) prevented the
liquid nitrogen from flowing under gravity.
3.2 Atomic density measurement
Gas density can be calculated from the pressure, inferred from the
fluorescence [81], or measured by transverse interferometry. The density is
related to the pressure at room temperature by
Ntot[cm
−3] = 3.3× 1016P [torr]. (3.5)
A Michelson interferometer was used to measure the gas density, as shown in
Fig. 3.2. A 50/50 beamsplitter divided the beam into reference and probe,
which were combined after reflection from mirror M1 and M2, respectively.
The beam profile near the gas jet was captured by a triggered CCD camera
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Figure 3.2: Schematic setup for gas atomic density measurement
after a singlet lens and a microscopic objective. The object plane was found
by translating the CCD until a sharp edge of the gas jet was observed. Mirror
M1 was slightly tilted to produce fringes of proper density. Fig. 3.3 shows the
interferogram and phase shifts extracted using a Fourier transform method [82]
for the gas jet at t = 0.8 ms with an opening time of 0.8 ms.
Figure 3.3: (Left) Sample interferogram at 500 psi, 0.8 ms after the valve opens.
z = 0 is the edge of the gas jet. (Right) Extracted phase shift 2∆φ(x, z).
The pulse passed the target twice with a time difference ∼ 200 ps,
for which we can safely assume the gas density is frozen. We divided the
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extracted phase shift by two to find the single-pass phase shift ∆φ. If we
neglect the small difference of the polarizability of an argon atom in clusters
and a free argon atom, the change of refractive index due to the gas jet is
∆njet = 2πNtotα, where α is the polarizability of a free atom. For an object




























We follow an inversion procedure based on fast Fourier transforms
(FFT) [83]. ∆φ(x) is written in cosine expansion,































A lineout of ∆φ(x) at 1 mm below the gas jet and its super-Gaussian
fit are shown in Fig. 3.4. Analytically, kmax should be infinity. A small kmax
is usually sufficient for the desired accuracy. We choose two different kmax to
invert the raw and fitted data. For kmax = 25, Ntot inverted from the raw data
36








































Figure 3.4: (Left) Single-pass phase shift ∆φ(x) at z = 1 mm. (Right) Gas
density obtained after FFT-based Abel inversion for noisy data and fitted
curve with two different kmax.
has strong oscillations at the center. For kmax = 10, the result is similar to
that from the fitted data. Thus this method can filter the data and complete
Abel inversion together. For the fitted data, kmax = 10 and 25 yield almost
the same curve.
The time variation of the line phase shifts through the center of the gas
jet for a pulsed gas jet is presented in Fig. 3.5. The phase shift grows super-
linearly initially, fluctuates slightly for a duration of ∼ 1 ms, and then reaches
a constant value. The time when the superlinear growth stops depends on the
backing pressure. Similar features were reported [84], where the fluctuation
after superlinear growth was attributed to the bouncing of the armature after
it reaches the upper wall of the value. The minimum time for a sudden open
jet to establish a steady state may be calculated using the model in Ref. [85].
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Figure 3.5: Sub-ms time-dependent phase shift of a neutral gas jet
3.3 Rayleigh scattering measurement



















where rc is the cluster size, εc is the dielectric constant of a cluster, and k is
the wave number of an incident laser. In contrast, dσ/dΩ = 0 for P -polarized
light at 90◦. Rayleigh scatter is often used to monitor the onset of cluster
formation. In experiments, a biconvex lens imaged Rayleigh scattering profile
at 90◦ of the incident 400 nm, S-polarized pulses to a CCD. Fig. 3.6 shows
the Rayleigh scatter vs. time t after the valve opens. The error bar indicates
the standard deviation of 30 shots, which is partly because the incident pulse
has an energy fluctuation ∼ 10%. The scattered signal rises rapidly between
38






















Figure 3.6: Rayleigh scatter vs. time after the valve opens
0-0.8 ms, increases slightly, and remains high for the rest of the time until the
valve closes.
The dependence of Rayleigh scatter on the pressure P is often used
to verify the scaling law. The signal scales as P β, where β = 3.35 if Eq. 3.3
applies [86]. Two assumptions are implied in such an argument2: (1) the
cluster fraction fc is constant; (2) the total atomic density Ntot ∝ P . We’ll
show the influence of pressure on fc in the next chapter. The latter is usually
valid at the center of the jet when the valve is operated at typical conditions
and in the steady state. As shown in Fig. 3.7, different β can be found before
the gas jet reaches the steady state.
In an attempt to observe Rayleigh scatter from expanding clusters with
800 nm, P -polarized pump pulses and 400 nm, S-polarized probe pulses, we
noticed that the Rayleigh scatter may be buried by the fluorescent emission.
2With these assumptions, Rayleigh scatter signal ∝ NcN
2 ∝ NtotN ∝ NtotΓ
2.35 ∝ P 3.35.
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Figure 3.7: Rayleigh scatter vs. backing pressure
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 spectrum at 90
 spectrum in the forward direction (with BG39 filter)
 Ar discharge tube
(b)
Figure 3.8: (a) Fluorescence and Rayleigh scatter. (b) Fluorescent spectra
from laser-produced plasma.
The spectra of Rayleigh scatter and fluorescent emission after a 400 nm band-
pass filter are shown in Fig. 3.8(a). The latter is the continuum emission of
dense plasmas, which is observed both in 90◦ and forward direction, as shown
in Fig 3.8(b). Second harmonic of the pump pulse in the gas jet may be gen-
erated by four-wave mixing of the static field from charge separation and the
pump field [87]. In our case, we did not observe second harmonic.
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Chapter 4
Measurement of cluster mass fraction
4.1 Introduction
Not all atoms condense into clusters in a cluster jet. The degree of con-
densation can be described by the cluster mass fraction fc ≡ NNcNm+NNc , where
Nm and Nc denotes the number density of monomers and clusters, respectively,
N is the number of atoms in the cluster. Using the size distribution g(N), it








The term cluster may be restricted to N ≥ Nmin, where Nmin depends on the
method used, if smaller particles show the same properties as monomers. Clus-
ter mass fraction is also called cluster mole fraction, clustering fraction, clus-
tering ratio, condensed fraction, or condensation degree. It has proven to be an
elusive quantity to measure, calculate or estimate accurately for pulsed super-
sonic jets typical of intense laser experiments (rc & 5 nm, Ntot & 10
18 cm−3),
although various techniques that are restricted to much lower rc and/or Ntot
— electron impact ionization/photoionization mass spectroscopy [88], fluores-
cence excitation spectroscopy [89], cluster-helium beam scattering [79], elec-
tron diffraction [90], surface scattering [91] — or to molecular gas jets —
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Table 4.1: Cluster mass fraction measured by various methods. For reference,
N = 1.1× 105 for an argon cluster of 10 nm radius.
Ref. Quantities Gas species fc 〈N〉
[88] mass spectra CO2 0.9 ∼ 500
[89] fluorescence excitation spectra Xe ∼0.75 ∼ 600
[79] He atom scattering Ar 0.11 27
[90] electron diffraction Ar 0.8 ∼ 750
[91] surface scattering Ar 1.0 ∼ 4000
[92] Raman spectra CO2 0.13 ∼ 1000
Raman scattering [92] — have been used to determine fc in tenuous or molec-
ular clustered gases. Table 4.1 presents some results from these measurements.
Most of these techniques require the beam to be extracted into a separate high
vacuum chamber where measurements take place, thus forbidding an in situ
characterization. It is sometimes assumed [93] without clear justification that
all atoms in a jet are clustered (i.e. fc = 1.0). On the other hand, theoreti-
cal models of cluster nucleation using liquid drop nucleation rate theory [94]
or the Smoluchowski coagulation equation [95] show wide variations of fc in
gas jets, typically fc < 0.5 in room temperature jets. Moreover, most results
are measured at the center of the gas jet. The interaction region in many
intense laser-cluster experiments is placed near the edge of a gas jet, where
fc may vary widely, to avoid severe refraction and absorption [29, 48]. fc also
depends on time t after opening the valve, temperature T0, pressure P0 and
nozzle geometry, although no empirical formulas exist for estimating these
dependencies. Direct knowledge of fc is critical not only to the understand-
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ing of nucleation and condensation, but also to accurate interpretation of a
wide variety of laser-cluster experiments including X-ray emission [96], phase-
matching harmonic generation [29] and accelerating ions [8] where fc has not
been verified in an independent experiment. In addition, in situ measurement
of rc using Rayleigh scatter [80, 86] relies indirectly on knowledge of fc, since
the Rayleigh scatter signal is proportional to fcr
6
c . Direct measurement of rc
is needed in many situations where the scaling law using Hagena’s parameter
is unreliable, including: (i) jets that have not yet reached steady state [85]; (ii)
jets with ambiguous nozzle geometric parameters — e.g. a poppet displace-
ment comparable or less than the orifice diameter d may result in a reduced
effective throat diameter [97]; or (iii) jets with atypical nozzle shapes that do
not match the gas flow [98]; or atypical expansion angle or pressure [99]. These
situations illustrate the wide need for an in situ experimental determination
of fc.
4.2 Method: fs-time-resolved refractive index
Here we determine fc(r, t) at position r within, and time t after firing,
a cluster jet by measurement of the jet refractive index njet(r, t; τ) [50, 100].
Here τ denotes time delay after a pump pulse ionizes both monomers and
clusters. Ionization of monomers (and possibly very small clusters1 ) causes
njet to drop immediately during the pump by an amount proportional to Nm,
1The size distribution obeys exponential decay for small clusters and log-normal distri-
bution for large clusters (〈N〉 & 500). Clusters of small sizes are absent if 〈N〉 is large [88].
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before large ionized clusters contribute significantly to njet. The latter begin to
contribute after several hundred fs, when their internal electron density drops
to the critical density ncrit = meω
2
pr/4πe
2 of the probe pulse (frequency ωpr)
as a result of hydrodynamic expansion. The details of this evolution, however,
are not relevant here. The present method relies only on the asymptotic value
of njet, reached after clusters expand into uniform monomer plasma, causing
a second delayed drop in njet that is proportional to NNc. Thus njet evolves
in two steps corresponding to monomer and cluster contributions, allowing
recovery of fc. Since τ is measured in fs and t in ms, the jet may be considered
frozen in t throughout the index measurement.





[njet(z)− ngas(z)] dz, (4.2)
where z denotes distance from the gas jet entrance, ngas(z) = 1 + 2πNtot(z)α
is the jet’s refractive index (including both monomers and clusters) before
ionization, and α is the atomic polarizability of a free Ar atom, which we
assume to be the same for an atom in a cluster (α in solid Ar is only 6% smaller







where Zm is the charge state of the monomers, and we have assumed a tenuous
plasma (Ntot ≪ ncrit). The asymptotic cluster contribution to njet(z) is an ad-
ditional term−Zcfc(z)Ntot(z)/2ncrit, where Zc is the charge state of the ionized
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clusters at τ > 1 ps. Here, for simplicity, we assume fc(z) is constant along the

























This result is independent of the integrated density profile, which therefore
need not be characterized. In this sense, the method is self-referencing.
4.3 Experiment: frequency domain interferometry
We performed a measurement of 2-step index evolution using multi -
shot frequency-domain interferometry (FDI), in which njet(τ) for each delay τ
is measured on a separate shot [50]. In this experiment, clusters were formed
by condensation in a room temperature pulsed supersonic argon jet inside
a vacuum chamber. A series-9 pulsed solenoid valve from Parker Hannifin,
backed by 600 or 800 psi pressure, opened for 1.5 ms to admit gas into a
conical nozzle with orifice diameter d = 750µm and half expansion angle 11◦.
Fig. 4.1 shows schematics of the FDI experiment. 800 nm, 100 fs pulses from
a 10 Hz Ti:sapphire laser system were split into two beams. Pump pulses (400
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Figure 4.1: Schematic set-up for fs-time-resolved measurement of njet(τ).
nm, 100 fs) were generated by frequency doubling one beam in a 1 mm thick,
type-I phase-matched KDP crystal. The pump pulses, focused with a singlet
lens, had a beam diameter (1/e2 in intensity) of 40 µm. The focused pump
intensity was 4.4×1015W/cm2. An 800 nm pulse was split by a Michelson
interferometer into a co-propagating probe pulse and a reference pulse with
a fixed temporal separation of 1.6 ps. The probe pulse was focused by a sin-
glet lens to the pumped region of the jet and its diameter was approximately
150 µm. The probe and reference pulses were imaged from the exit of the jet
onto the entrance slit of the spectrometer by a focusing lens and a microscopic
objective. The two pulses interfered in the spectral domain after dispersion
on the grating. A CCD camera recorded the interferogram. The probe pulse
was modulated by the plasma-cluster medium and gained additional phase.
The phase shift with respect to the reference beam at the center of the pump
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region for each delay is extracted from the interferogram by a Fourier anal-
ysis program. A sample interferogram is shown in Fig. 4.1. In addition to
the expected phase shifts, the fringes show a curvature outside the pumped
region. Similar curvatures observed in later experiments could be eliminated
by optimizing the spatial overlap of the probe and reference.

















Figure 4.2: Fs-time-resolved phase shifts measured by FDI. Each data point
is 20 shots average. The error bar is the standard deviation. The lines are
refractive index njet using size r = 20 nm and fc = 0.15 and 0.2, respectively.
Fig. 4.2 shows ∆φ(τ) at two different backing pressures. An initial
drop and a delayed slow drop are observed. The solid lines are calculated
time-dependent refractive index for a cluster of 20 nm radius. The phase
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shifts have a larger delayed drop at 800 psi than at 600 psi, indicating a higher
fc. Because the measurements were taken at the edge of the gas jet, where
Ntot ∝ P does not hold, the asymptotic phase shift at 800 psi is smaller than
that at 600 psi.











Figure 4.3: Multi-shot averaged time-resolved phase shifts measured by FDI.
After a major renovation of the laboratory, a similar setup was built
with a new laser system. Fig. 4.3 shows the measurement with a 40 fs, Ipu ∼
3 × 1014W/cm2 pulse and 350 psi backing pressure. The setup was identical
to that in Fig. 4.4, except for the absence of SF10 glass behind the Michelson
interferometer. “Two steps” are observed again. The separation between
reference and probe is ∼ 1.6 ps. The reference pulse starts to pick up phase
shift from the plasma after t = 1.6 ps, causing the rise of the phase shift
in Fig. 4.3. The large error bar (standard deviation of 50 shots) is possibly
caused by the energy fluctuation. The laser was operated at a reduced output
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Figure 4.4: Schematic set-up for single-shot, fs-time-resolved measurement of
cluster gas jet refractive index njet(τ). Frequency-domain hologram (lower
right) records pump-induced phase alterations imprinted on probe.
power, which caused an energy fluctuation of 9% (standard deviation of 200
shots). Our Ipu falls between the ionization threshold and intensity needed
for Zm = 1. Thus Zm is sensitive to the shot-to-shot fluctuation of the laser
intensity. In addition, this measurement is time consuming. To overcome these
problems, we switched to a single-shot frequency domain holography (FDH)
measurement.
4.4 Experiment: frequency domain holography
4.4.1 Experimental setup and alignment procedure
Here, by measuring njet(τ) in a single shot, sensitivity to shot-to-shot
fluctuations was eliminated. Moreover, the greatly increased measurement
speed enables convenient scans of the dependence of fc on jet parameters (e.g.
t, backing pressure, temperature). In our experiments, a solenoid-controlled
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valve (General Valve Series 9, opening time ∼ 1 ms, backing pressure 100-700
psi at RT) controlled a supersonic argon jet emerging from a conical nozzle
(750 µm orifice, 9◦ half angle, Γ∗ ≈ 1.3× 105) into a 10−3 Torr vacuum. The
valve driver was synchronized with the laser system; the repetition rate was
reduced to 0.25 Hz to maintain a high vacuum. At this background pressure, no
phase shift was observed from ionized residual atoms. Fig. 4.4 shows the FDH
schematic. A 10 Hz train of 800 nm, 40 fs Ti:S laser pulses with 106:1 peak-
to-background ratio at 1 ps from the peak (higher at longer times) was split
into pump and probe beams. Probe pulses were frequency doubled in a 500
µm KDP crystal, split by a Michelson interferometer into probe and reference
pulses separated by 3 ps, each chirped to ∼ 2 ps duration in 2 cm SF10
glass, and irised down to ensure a large focused spot with uniform wavefront.
These 400 nm pulses recombined with the 800 nm pump at a dichroic beam
splitter, with reference pulse leading and probe spanning delays -0.75 < τ <
1.3 ps. An off-axis parabola focused the 3 co-propagating pulses (f# = 60
for pump) through an off-center chord of the gas jet about 1 mm from the
nozzle where the interaction length was ∼ 2 mm (compared to Rayleigh length
zR = 10 mm), and probe absorption not too severe. Reference and probe
pulses were frequency filtered and relay-imaged from the gas jet exit to the
entrance slit of an imaging spectrometer, with the pumped region (monitored
by a CCD camera) centered on the slit. They interfered at the spectrometer’s
detection plane, where a second CCD camera recorded each frequency-domain
hologram (see example in Fig. 4.4). A Fourier transform procedure [82, 102]
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then reconstructed the pump-induced temporal phase shift ∆φpr(τ) of the
probe along the pump propagation axis.
Figure 4.5: Image of the mesh (0.0011′′ wire diameter, 325 lines per inch) used
to determine the object plane and to calibrate the magnification.
The detection system included a Jobin Yvon HR460 spectrometer (Czerny-
Turner configuration with negligible astigmatism) and a Basler Scout-f CCD
(scA1400-17fm/fc, 12 bit of ADC bit depth, 6.45 × 6.45µm2 pixel size). A
helium discharge tube illuminated the entrance slit of the spectrometer with
a slit width of ∼ 10 µm. We adjusted the position of CCD until the spectral
lines gave the narrowest peaks on the CCD, indicating that the CCD was on
the focal plane of the spectrometer. From the known spectral lines around 400
nm, the wavelength on each pixel was calibrated. A slit width of ∼ 30 µm
was used in experiments to admit more light without loosing fringe contrast.
A reference target (wire mesh) was attached to the gas jet ∼ 2 mm behind
the axis of the gas jet, ∼ 5 mm away from the axis transversely. To check the
object plane, we translated the gas jet transversely until the laser illuminated
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the mesh. The spectrometer was set at 0 nm (i.e. the zero-order), permitting
a 1:1 image of the entrance slit. The lens position was adjusted until the best
image was found, as shown in Fig. 4.5. This guarantees the desired object
plane and allows us to calculate the magnification of the imaging system.
Figure 4.6: Image when the probe is behind the pump pulse.
For pump-probe experiments, an accurate temporal overlap of two
pulses is the foundation for any further delay adjustment. Synchronization us-
ing electronic devices is typically limited to approximately one nanosecond2,
which corresponds to 30 cm in the optical path length. A coarse temporal
overlap was achieved by measuring and eliminating the difference of optical
path lengths of the two pulses. Difference within a couple of centimeters or
several millimeters would usually be achieved. A precise overlap was achieved
by observing the phenomenon occurring when two pulses were temporal over-
lapped. If the two pulses are collinear and of the same wavelength, such as the
2For example, the rise time of a photodiode is ∼ ns; the bandwidth of an oscilloscope is
∼ GHz
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case of our probe and reference, spatial interference fringes are created only
when two pulses are at least partially overlapped in time. For pulses of < 100
fs, this corresponds to ∼ 20 µm in the adjustment of the delay line. Thus a
small travel step of the stage is required to catch the overlap. An effective
method is to track the separation of two pulses from the spectral interference
using a fiber spectrometer. The fringes can be observed if the separation of
pulses is within several picoseconds. After the alignment of temporal over-
lap, one may adjust the delay line to achieve a proper fringe density in the
hologram captured by the CCD. For two-color pump and probe, we utilized
the pump-induced features imprinted in the probe pulse such as ionization-
induced refraction or blueshift of the probe spectrum. A spatial overlap of
the focal spots of the two pulses was needed. Using the coarse temporal over-
lap, we found a delay when the probe was behind the ionizing pump pulse.
As long as the delay is within the decay time of the plasma, which exceeds
nanoseconds, the defocusing effect shows up in the probe beam when pump
and probe are spatially overlapped. The defocusing effect can be viewed from
the far-field image of the probe profile on a screen. Unstable features similar
to burning fire caused by the refraction of the plasma can be seen. With the
help of an imaging system, the pump-imprinted region was easily identified in
a large focal spot created by an apertured probe pulse, allowing us to adjust
this region to the center of the probe, as shown in Fig. 4.6. After that, an




The spectral amplitudes Epr(ω) and phase shifts ∆φ(ω) were obtained
from the hologram by a Fourier transform procedure [82]. An example is
shown in Fig. 4.8. A linear mapping between ω and t is only practical if
the variation is slow. For a better temporal resolution, the temporal phase
shifts were reconstructed from spectral phases, spectral amplitudes for both




















where the sampling time interval ∆t = 2π/N∆ω. One may get a smaller time
interval by zero padding. However, the additional points do not provide addi-
tional information because zero padding in the frequency domain corresponds
to interpolation in the time domain.
The spectral phase of the reference φr(ω) is related to the group delay
dispersion β2 by φr = β2(ω − ω0)2. To determine β2, we varied the delay τ
of the pump pulse with respect to the probe pulse. The frequency ω where
∆φ(ω) started to drop was selected at each τ . A plot of ω vs. τ is shown in
Fig. 4.7. Since ω(t) = ω0 + bt, the slope of the linear fit gives the linear chirp
rate b = 6.21± 0.05 fs−2. The linear chirp coefficient a = 1/b is related to the
group delay dispersion by a = 2β2[1 + β
−2
2 (∆ω)
−4]. Therefore, we determined
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Figure 4.9: Reconstructed temporal phase shifts and Epr/Eref.
Fig. 4.9 shows the reconstructed real phase shift and Epr/Eref for Ipu ∼
1 × 1014W/cm2 through the center of the gas jet. In Fig. 4.8, ∆φ(ω) drops
∼ 2 rad as a result of ionization. In contrast, ∆φ(t) in Fig. 4.9 rises initially,
drops slowly after several hundred of femtoseconds, and reaches an asymptotic
value of ∼ 2 rad eventually. Because the pump intensity is below the ionization
threshold of argon monomer, the initial drop from monomer plasmas is absent.
The flat phase shifts after 700 fs indicate that recombination is negligible. The
smooth rise from atomic dispersion to plasma dispersion suggests that all the
clusters expand hydrodynamically and negligible electrons escape the cluster
during the ionization. Otherwise, an immediate drop will be present. The
transient of Epr/Eref is caused by absorption of the probe by the expanding
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Figure 4.10: Two fs-time-resolved probe phase shifts ∆φpr(τ), each measured
in a single shot, at time t = 0.3 ms (black) or 0.8 ms (red) after opening of
gas jet valve.
clusters. The error of Epr/Eref is large for t < −300 fs or t > 1 ps. This is
because at the leading or trailing edge, the signal-to-noise ratio is large. In
addition, Eref and Epr were captured from different shots. That explains why
apparently Epr/Eref > 1 before ionization starts.
4.4.3 Example of fc evaluation
Fig. 4.10 shows fs-time-resolved phase shifts at two different time t
after the valve opens. The black curve shows ∆φpr(τ) from pump-probing the
jet at t = 0.3 ms, before large clusters formed, in part because total atomic
density was still low. ∆φpr(τ) drops immediately by ∼ 2 rad as monomers
(and possibly very small clusters) ionize, then remains nearly constant. The
red curve shows ∆φpr(τ) from pump-probing the jet at t= 0.8 ms, after clusters
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had formed. Two components can be identified. The fast component, which
coincidentally has the same ∆φpr(τ) as the black curve, is caused by ionization
of monomers. The slow component comes from large expanding clusters, and
reaches a steady state at τ ∼ 1 ps as clusters approach a uniform underdense
plasma.
















Figure 4.11: Phase shift vs. energy delivered to the gas jet.
We calculated Zc and Zm, which are required in the evaluation fc with
Eq. 4.6, using the model described in Chapter 2. For simplicity, we neglected
the change of charge state during cluster expansion, which is < 10% accord-
ing to our expansion model. We assumed the ensemble of clusters yield the
same charge state after laser irradiation, or the ionization/heating is size-
independent. This is a good approximation for nanometer-sized clusters [103].
The intensity was determined in-situ by varying pump energy and observing
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 m: c=3:1, fc=0.13
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Error in intensity (1014 W/cm2)
Figure 4.12: Error of fc caused by error in Ipu
the appearance of monomer ionization. Fig. 4.11 shows the phase shifts from
single-shot measurements vs. the laser energy. The red curve is a 10-point
Savitzky-Golay smoothing curve. The energy was tuned by a λ/2 plate and
a thin film polarizer. Additional energy spread was caused by the fluctuation
of laser energy. The gas jet was operated at similar conditions as when the
black curve in Fig. 4.10 was measured. Therefore, cluster contribution was
almost absent. A photodiode recorded the amount of energy leaking through
a dielectric mirror. The photodiode was calibrated using an energy meter.
The energy of E = 0.8 mJ at which phase shift appears corresponds to the
threshold of Ipu = 1.9× 1014W/cm2. A plateau is observed at approximately
twice of that energy, consistent with predication of ADK model. By choosing
Ipu = 4× 1014W/cm2 in the Zm = 1 plateau between the 1st and 2nd ioniza-
tion thresholds, we minimize sensitivity of the result to small uncertainty in
Ipu. At this intensity, we calculate Zm = 1, Zc = 2.6. With α = 1.6982×10−24
cm3 and ncrit = 6.875 × 1021 cm−3, we find fc = 0.42 for the red curve in
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Fig 4.10. The sensitivity of the result to the error of Ipu is shown in Fig. 4.12.
fc for three ∆φm/∆φc are given for a correct Ipu = 4 × 1014W/cm2. An
underestimate of the intensity leads to an underestimate of fc.
4.4.4 Parameter Scans






































Figure 4.13: Cluster fraction fc vs. time t after opening of valve of gas jet.
Insert: Phase shift from the neutral gas jet (measured by transverse interfer-
ometry) vs. t.
Fig. 4.13 (main panel) shows fc(t) vs. time t after the valve opens with
an opening time of 800 µs and a backing pressure of 500 psi. Each data point is
the average of 20 single-shot measurements of fc. fc rises between 0.3 and 0.7
ms, then levels off until 1.0 ms (0.2 ms after the valve closes) before dropping
sharply. For comparison, the insert of Fig. 4.13 shows phase shift through the
un-ionized jet measured by transverse interferometry, which is proportional to
Ntot(t). While the two curves resemble each other qualitatively, they differ in
details. For example, Ntot begins dropping after t = 0.8 ms, whereas fc drops
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Figure 4.14: Rayleigh scatter and fcNtot vs. time t.
only after 1.0 ms. After blocking the pump beam, we measured the Rayleigh
scatter, as shown in Fig. 4.14. The steady Rayleigh scatter between 0.7-0.9 ms
agrees with the steady fc and Ntot. This time t differs from the time elapsed
since the atoms start to condense. The latter is z/v, where z is the distance
from the jet throat to the probed region, v is the average velocity of the gas
flow. Assuming v ∼ 2 × 103 m/s [104], the corresponding time for z = 13
mm is ∼ 6µs, much shorter than the time t. Therefore, the increase of fc is a
result of the increase in Ntot or the equivalent pressure.
The transverse variation of fc with a backing pressure P0 = 500 psi at
t = 1.1ms after the valve opens is shown in Fig. 4.15. There is a gradual drop
from 2.2 mm to 2.9 mm. Clusters almost vanish at 2.7mm away from the
jet axis where substantial monomers exist (∼ 15% of Ntot at the center). In
contrast, the time to reach the asymptotic phase shift shows little variation,
which indicates rc is almost independent of the position. With an assumption
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Figure 4.15: (a) Phase shifts at various position. Each curve is an average
of 20 curves. (b) Cluster fraction fc vs. transverse position. The position
represents the distance away from the center of the gas jet. The uncertainty
of the center of the jet is ∼ 0.2mm.
of a constant fc, a decrease of rc with position near the edge of the gas jet
was found using Rayleigh scatter and transverse interferometry in Ref. [86].
If a constant rc is assumed, the same measurement can be interpreted as a
decease of fc with position. Simulations of Ref. [94] using a liquid drop model
yield a near constant fc and rc as a function of the distance from the jet axis
for a three-stage nozzle. The input parameters of the simulations are different
from our experiment. The discrepancy of the spatial variations of fc may be
caused by the inadequateness of the model. The liquid droplet model may not
be suited to describe small cluster nuclei using macroscopic quantities such
as temperature and surface tension [94]. In addition, viscous boundary layer
effects, which could be important for a diverging nozzle [105], was not included
in the model. The evaporation of clusters — e.g. near the wall of the nozzle’s
expansion cone — was also not considered. A shock structure may appear if
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the background pressure is high [75]. The disturbance of a barrel shock can be
ruled out, because the barrel shock is expected to be absent at P0/Pb > 10
7,
where P0 is the backing pressure and Pb is the background pressure (10
−3Torr).
The effect of probe deflection due to the atomic density gradient at the
edge of the gas jet was considered. If the angle of deflection ∆θ is small, ∆θ










































where Z is the average charge state of the plasmas. Assuming Z = 2 and using
the density gradient in Fig 3.4 (left panel), where ∂∆φneu
∂x
≈ 0.8 rad/mm for
1mm < x < 2mm, we found ∆θ = 7×10−4 rad. The phase shift caused by the
deflection is estimated by kL(cos(∆θ)−1) ≈ kL(∆θ)2, where L is the distance
to the object plane. The corresponding error of phase shift for L = 2mm is
0.02 rad, much smaller than the measured phase shift. Therefore, the steering
of the probe by index gradient does not affect our result.
In view of the above arguments, the most likely cause for the decrease
of fc with radius is simply that Ntot is also decreasing, and clusters form
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more slowly at low Ntot. An additional factor may be that cluster evaporate
preferentially as the pass the wall of the nozzle’s expansion cone. A dedicated
simulation is required to have a full understanding.
The strong absorption and refraction near the center of the gas jet cause
difficulty in getting reliable phase-shifts and identifying the contribution from
monomer plasmas and clustered plasmas. Thus measurements at the center
of the jet were not made. From the uniform Rayleigh scatter profile, it is
believed that there is little variation in fc in places other than the edge. Our
measurement gives an averaged fc along the path, which is a good estimate of
the local fc. For fc with cylindrical symmetry, we may determine local fc by
Abel inversion. This can be done by finding electron density due to monomer
plasmas ne,m(r) from ∆φm(x) and due to cluster plasmas ne,c(r) from ∆φc(x).
Other approaches for determining local fc include a non-collinear pump-probe
configuration or focusing the pump to a Rayleigh length much shorter than
the jet thickness. However, the phase shifts in both situations are contributed
from monomer plasmas and clustered plasmas of various ionization degree,
thus complicating the extraction of fc from the phase shifts.
The spatial variations of fc at several pressures are shown in Fig. 4.16(a).
The dependence of fc on the pressure at x = 1.5 mm is given in Fig. 4.16(b).
For P < 400 psi, fc increases monotonically with the pressure. A saturation
of fc appears after 400 psi.
To measure the cluster fraction at low temperature, we cryogenically
cooled a series-99 valve using the cooling system described in Chapter 3. The
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Figure 4.16: (a) Cluster fraction fc vs. position for several different pressures
measured at 1 ms after the valve opens. The opening time of the valve is 1.2
ms. fc was extracted from each shot. Each data point is 20 shots average.
The error bar is the standard deviation. (b) Cluster fraction fc vs. pressure
for x = 1.5mm.
system required considerable time to stabilize the temperature. For conve-
nience, we cooled the jet down to 170 K and then let the temperature increase
slowly. The change of temperature during the time for acquisition of 40 shots
was within 1 K. Cluster fraction fc vs. temperature is shown in Fig. 4.17.
The backing pressure was 240 psi, so even at 170 K, the phase shift reaches
the asymptotic value before 1.5 ps. We may increase Ipu to reduce the ex-
pansion time. A different nozzle (500 µm orifice, 5◦ half angle) was used. As
the temperature decreases, the cluster size increases, which is seen from the
time needed for the phase shifts to reach the asymptotic value. However, no
significant enhancement of the cluster fraction was observed. Temperature
dependence may be different at high pressure.
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Figure 4.17: (a) Measured phase shifts at various temperature. Each curve
is an average of 40 curves. (b) Cluster fraction fc vs. temperature. fc was
extracted from each shot. The result is 40 shots average. The error bar is the
standard deviation.
4.4.5 Discussion
For an accurate extraction of fc from the measurement, accurate Zm
and Zc are essential. This is trivial for hydrogen clusters. Zc = 1 and Zm = 1
can be guaranteed if Ipu > 1.4 × 1014W/cm2. For argon clusters irradiated
at moderate intensity, our Zc was not verified in an independent experiment.
In Chapter 2, we showed that our model gives similar results to that from
a PIC simulation. The validity of the model can be checked indirectly from
the dependence of Zc on the laser intensity. Fig. 4.18 shows reconstructed
single-shot phase shifts vs. time and position. ∆φm and ∆φc were extracted
from lineout at each position and plotted in Fig. 4.19. Assuming a Gaussian
spatial distribution with peak intensity of 4 × 1014W/cm2, we calculated Zm
and Zc at each position using the corresponding intensity. The spot size w0
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Figure 4.18: Perspective view of the time-resolved phase shifts.
computed phase shifts3 using fc = 0.26. Except for a considerable discrepancy
at low intensity (Ipu < 2.0× 1014W/cm2, positioned at -25µm), of which the
cause is discussed in Chapter 2 (p. 22), both of the computed and measured
phase shifts show a similar weak dependence on Ipu.
We may determine Zc using the phase shift from a neutral gas jet ∆φneu
and the phase shift from the monomer plasmas ∆φm from the same position










Zm(1− fc)/ncrit + 4παFDH
4παneu
. (4.14)
3For simplicity, the atomic polarizability is not considered here, i.e., ∆φm ∝ Zm.
67



















Transverse Position ( m)
4.0
Figure 4.19: Measured and calculated phase shifts vs. position.
Therefore, we may find fc without the knowledge of Zc. Once fc is found,
Zc can be determined using Eq. 4.6. However, current setup does not allow
us to measure ∆φneu and ∆φm at the same position of the gas jet. Using
∆φneu extracted from a transverse interferometry measurement, the resulted
Zc is much smaller than Zm. This incorrect Zc may be caused by the large
uncertainty in determining ∆φneu.
The red squares in Fig. 4.20 are measured phase shifts. For the condi-
tions of the red squares, we found rc = 6 ± 1 nm using Rayleigh scatter [86],
transverse interferometry, and the knowledge of fc. The blue line is a simu-
lated ∆n contributed by expanding clusters with an initial cluster size of 7
nm. The consistency of the expansion time is another support of our model.
Although Ntot measurement shows little shot-to-shot fluctuation, the
68


















Figure 4.20: Measured phase shifts (red squares) and simulated cluster con-
tribution to the refractive index (blue line)
Rayleigh scattering profile shows considerable fluctuation, indicating the shot-
to-shot fluctuation of fc and/or rc. To quantify fluctuation of fc from the
standard deviation of our measurement is premature. Errors in fc may come
from the fluctuation of the laser intensity or errors in the reconstructed phase
shifts. The pump intensity at the region sampled by the entrance slit of the
spectrometer may vary quite a lot because of the limited pointing stability
and the energy fluctuation of the laser. The signal-to-noise ratio also affects
the reconstructed phase shifts. An error of ∼ 100 mrad is expected if we use
the full dynamic range of a 12 bit CCD. In Fig. 4.18 where the result is of
good quality, the maximum phase shift is ∼ 2 rad. For small phase shifts, the
signal may be buried by the noise. For large phase shifts, the refraction and
69
absorption worsen the result and two steps cannot be clearly identified.
The initial drop ends at t ∼ 100 fs. Any positive contribution to the
refractive index from the clustered plasma at that time is neglected. This
is acceptable because even the peak of the positive contribution is <10% of
the asymptotic negative contribution. If fc is close to 1, however, ignoring the
positive contribution, which is no longer small compared with the contribution
from monomer plasmas, will lead to substantial error in the extracted fc.
Our method is well suited for experiments with multi-terawatt fs laser
systems, since only a small fraction of the typical pulse energy (≥1 J) of such
systems need be split off to make the required pump and probe pulses. In-
deed, an in situ measurement with the main experiment is preferred since the
prepulse may modify gas jet properties [107]. In such a case, we would expect
that cluster sizes and cluster fraction reach a minimum on the laser axis, where
the intensity peaks. For current experiments, we do not expect the influence
of prepulse owing to our moderate Ipu and high contrast ratio.
It is worth pointing out that our measurements and the simulations of
Ref. [94] show that the majority of atoms are unclustered. At P > 400 psi, fc
as high as 0.6 was found. A direct quantitative comparison with the results of
the model of Ref. [94] would be useful, but it requires a dedicated simulation
that uses our nozzle geometry.
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4.5 Cluster-size distribution
We determined the cluster mass fraction from the asymptotic value of
the phase shift. The cluster size can be estimated from the expansion time, as
shown in Fig. 4.20. The expansion dynamics contains additional information
of the clusters. The cluster-size distribution can be recovered from the fs-
time-resolved absorption and phase shift measurements if a forward model
that maps the size distribution to the measured data is given [50].
The time-dependent refractive index after laser irradiation is








α(τ, R0)F (R0) dR0, (4.15)
where ñ(τ) = n(τ) + i η(τ) is the complex refractive index, α(τ, R0) is the
polarizability of the expanding cluster of initial radius R0, F (R0) is the size
distribution, and F (R0)dR0 is the number of clusters per unit volume with
initial radii ranging from R0 to R0 + dR0.
The measured absorption A(τ) and phase shift ∆φ(τ) are related to
the refractive index by










(n(τ)− ngas)) , (4.17)
where L is the effective interaction length. The measured data are related to
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the size distribution F (R0) by











Re[α(τ, R0)]F (R0)L dR0. (4.19)
Eq. 4.18 and 4.19 are Fredholm integral equations of the first kind,
which are ill-posed problems. To simplify the problems, we may add a priori
information that clusters follow a log-normal size distribution [88, 108]. The
log-normal distribution may be disturbed, for example, when a prepulse is
strong enough to destroy the clusters partially. A regularization method is
then needed; it is required to have sufficiently small measurement noises or
model errors to find a reliable solution of the problem.















Figure 4.21: Measured (open circles) and calculated (solid line) absorption
A(τ) as a function of the delay τ .
Fig. 4.21 shows the measured and calculated absorption as a function



















where B = 0.182, χ = 0.27, µ = −2.33, σ = 0.93. The shift χ was non-zero
probably because the model is not adequate to describe α(τ, R0) of small clus-
ters. The model used in this fitting did not include three-body recombination.
Details of the measurement and model can be found in Ref. [50].
Simultaneous measurements of the absorption and phase shift using
FDH are helpful since we may crosscheck the result if a size distribution is
extracted. To recover a reliable cluster-size distribution, effects to redue the
errors in the measurements are needed. For the absorption data in Fig. 4.9,
we noticed the presence of large errors for t > 1 ps. Indeed, the absorption tail
is critical for recovering the distribution of large clusters, since the absorption
at longer time are contributed by large clusters. A pump-probe multi-shot
measurements with a variable delay can give reliable absorption at a longer
delay. We presented an absorption measurement in Appendix A. Ipu should be
chosen at which our model is valid. We need to consider the spatial variation
of Ipu when the spot size of the probe and probe are comparable.
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Chapter 5
Harmonic generation in cluster jets
5.1 Introduction
Studies in low-order harmonics are driven by several motivations. First,
the harmonics are of potential for developing a powerful ultrashort ultravio-
let source [109]. Second, they can be used to test new phase-matching or
quasi-phasing-matching schemes that may be scalable to HHG [29]. Third,
they can be an effective diagnostics; for example, third harmonic generation
microscopy [110] has been a standard technique.
Several pump-probe type experiments demonstrated enhancement of
third harmonic generation (THG) at very different time scales. Enhancement
appearing µs after a pump pulse is attributed to excited-state neutrals [111].
Enhancement during filamentation [112] or immediately after the creation of
plasmas [113] is attributed to an enhanced third order susceptibility χ(3) of
monomer plasmas [114] and/or propagation effects [115]. At sub-ps, a tran-
sient THG enhancement was observed by Shim et al. in cluster jets for a
pulse delayed ∼ 300 fs with respect to a 1015W/cm2 ionizing pulse [29]. The
enhancement is originated from the resonantly enhanced χ(3) of clustered plas-
mas, and partial phase-matching owing to the positive contribution of clustered
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plasmas to the refractive index. Moreover, the enhancement exhibits strong
polarization anisotropy attributed to the angular dependence of the ion density
nonuniformity [116], allowing one to probe early cluster expansion dynamics,
particularly its anisotropy. In the above experiment, harmonics were detected
by a PMT in the air with wavelength discriminated by a spectrometer and
a 265 nm bandpass filter. Detection of higher-order harmonic is not possible
since air absorbs light at λ < 200 nm. In addition, the PMT may not collect
all the third-harmonic radiation if strong frequency shifts occur. Aiming at
extending the enhancement to high-order harmonics, we continue the study of
enhanced harmonic generation by using a vacuum spectrometer.
5.2 Experimental setup
Figure 5.1: Setup for harmonic detection
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Fig. 5.1 shows the schematic of harmonic detection system. Harmon-
ics were detected by a vacuum ultra-violet Seya-Namioka monochromator
(McPherson M235 M3) with a 500-mm focal length, platinum coated, 1200
G/mm concave grating blazed at 70 nm. Due to astigmatism, the image
height at the image plane is approximately 2/3 of the illuminated grating
height for a small size source. A sodium salicylate plate located at the image
plane converts VUV light into visible light with a quantum efficiency typically
exceeding 0.6. The visible light was relay-imaged to a TE-cooled CCD (Andor
DU401A-BV, 1024×127 pixels, 26×26µm2) where dispersion is 0.04 nm/pixel.
The stray light from the fundamental was blocked by a BG39 filter. Based on
the geometry and angular distribution of fluorescence [117], we estimated that

























Figure 5.2: Third harmonic spectrum (1 shot)
We tested the monochromator using harmonics from the gas jet irradi-
























Figure 5.3: Fifth harmonic spectrum (104 shots)
focus. Fig. 5.2 and 5.3 show the third and fifth harmonics, respectively. The
ratio of 3rd and 5th harmonic energy is on the order of 10−3, consistent with re-
ported measurements [118]. A ratio of 3×10−4 was predicted for λ = 1330 nm
using the standard Kerr effect model [119].
5.3 Enhanced third-harmonic generation in cluster jets
As a demonstration of enhanced harmonic generation from expanding
clusters, an experiment using two collinear pulses of the same color was per-
formed. Two pulses were created from a 7:3 beamsplitter and recombined on a
50/50 beamsplitter, as shown in Fig. 5.1. We found the zero delay by observ-
ing the spatial interference while manually adjusting a translation stage. The
accuracy of the zero delay is within 20 fs, which was checked by autocorrela-
tion of two pulses passing through a 1 mm KDP crystal. The second harmonic
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generation of this autocorrelation is shown in Fig. 5.4. A computer controlled
delay line enabled us to perform a programmed scan. The pulses were focused
by a 2′′ MgF2 (f = 68.7 cm for 800 nm) singlet lens. We apertured the beam to
adjust the intensity of the pulse at the focus where interaction occurred. The
leading pulse served as the pump. The trailing pulse excited harmonics from
the clustered plasma. Pump and probe interfered when they were overlapped
in time. Nevertheless, the interference did not affect our desired enhancement
that occurred ∼200 fs after the pump.















Figure 5.4: Autocorrelation of pump and probe to check zero delay. The result
is shifted by -15 fs to have it center at time zero.
Fig. 5.5(a) shows THG from the center of gas jet with a backing pres-
sure of 500 psi. The intensity of the weak pulse was ∼ 1.5×1014W/cm2, which
was estimated from the plasma emission. The intensity of the strong pulse was
∼ 3× 1014 W/cm2. THG was contributed by both pulses. Their contributions
can be separated except for the time when two pulses are overlapped in time.
The contribution from the strong pulse is shown in Fig. 5.5(b). The corre-
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Figure 5.5: (a) THG signal. For each data point, the CCD was exposed for


























































Figure 5.6: Third harmonic spectra at three different delays. The CCD was
exposed for 100 shots.
sponding spectra at three delays are shown in Fig. 5.6. Shim et al. measured
THG at the center of the gas jet and found that THG was suppressed after a
delay of ∼ 200 fs because of the strong absorption of the fundamental [120].
We also observed a reduction of THG at t ∼ −100 fs. For t > 0, due to the
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weak ionization of the clusters, the absorption is not substantial, and an en-
hancement is observed. To excite THG from an individual clustered plasma
efficiently, a probe intensity exceeding 1015W/cm2 is usually required. At our
probe intensity, phase-matching may play a major role in the enhancement.
Since the phase-matching is determined by the linear property of the jet which
is expected to be isotropic, a study of the polarization dependence will allow
us to determine whether phase-matching or resonantly enhanced χ(3) is the
main contribution of the enhancement. However, the polarization dependence
of the beamsplitters in current setup prevents us from further investigation.
Figure 5.7: Non-collinear pump-probe schematic.
Fig. 5.7 shows a planned setup. A non-collinear configuration would
have several advantages. Our fc measurement shows that fc is low near the
edge of the gas jet, where experiments of Shim et al. [29] were performed. A
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non-collinear pump-probe allows the probe to interact with clustered plasmas
only at the pumped region at the center of the jet. A FDH experiment may





We present an in-depth study of a rapid, noninvasive, single-shot opti-
cal method of determining cluster mass fraction fc(r,t) at specified positions
r within, and at time t after opening the valve of, a high-pressure pulsed
supersonic argon jet. A fs pump pulse singly ionizes monomers, while quasi-
statically ionizing and heating clusters to a level at which recombination re-
mains negligible as clusters expand. Under these conditions, index evolves in
two simple steps corresponding to monomer and cluster contributions, allow-
ing recovery of fc without detailed cluster dynamic modeling. If a high fc is
desired, the laser-gas interaction region should be placed near the center of
the gas jet with sufficient time after the valve opens.
Optical FDH has proven to be an effective tool for measuring ps scale
dynamics with fs resolution in a single shot. By exploiting the 2D nature
of the hologram (frequency and spatial dimension), we may study intensity-
dependent dynamics in a single shot. This technique may be used to study
cluster dynamics after the cluster is irradiated by XUV pulses, which is of
recent interest [121]. One may also be able to observe the transition between
Coulomb explosion and hydrodynamic expansion as Ipu varies.
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Figure 6.1: The refractive index (blue) and absorption coefficient (red) for a
argon jet of Ntot = 10
18 cm−3, fc = 0.8, rc = 20 nm. The jet is irradiated by
Ipu = 10
15W/cm2, 100 fs, 400 nm pulses
Conditions for fc > 0.5 are found in experiments. To have Lcoh = ∞,
fc = 0.8 is expected for Ipu = 10
15W/cm2, as shown in Fig. 6.1. For Lcoh not
being the limiting factor, the requirement of Lcoh may be relaxed depending
on the absorption lengths of the fundamental and harmonics. The absorption
length of the fundamental in Fig 6.1 is ∼ 0.4 mm. The absorption length
of the harmonics is difficult to estimate. At 100.8 nm, the average absorption
cross section per atom in a cluster was estimated to be 24.1 Mbarn from the
experiment, while the estimate from simulations is 5.8 Mbarn [122]. At λ =
72.7 nm, the absorption cross section for a monomer argon is 33 Mbarn [123],
which corresponds to absorption length of 3 mm for a gas of 1018 cm−3. The
absorption cross section for atoms in clustered plasmas would be smaller since
the atoms are pre-ionized. The cluster fraction of other gases such as Xe or
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gas mixture is worth investigating. Even without a perfect phase-matching, an
increase in fc increases Lcoh, thus improving conversion efficiency. While other
phase-matching or quasi-phase-matching schemes are limited to a moderate
laser intensity (I . 1015W/cm2), the phase-matching scheme using clustered
plasmas can be used at higher laser intensity, which is critical for extending






Expanding clusters exhibit time-dependent absorption. This property
can be used to find the size distribution [50]. Here the absorption of 400 nm
light by clusters heated by 800 nm pump pulses was measured. The setup
is shown in Fig. A.1. The pump and probe propagated collinearly through
the center of the gas jet. A computer controlled delay line varied the delay
between the pump and the probe. Two photodiodes recorded the energy of a
transmitted pulse and a reference pulse, respectively.
Figure A.1: Setup for absorption measurement.
Fig. A.2 shows the absorption in the cluster jet with a conical nozzle
(d = 750µm and α = 11◦) at Ipu ∼ 1.5 × 1014W/cm2. The backing pressure
was 500 psi. Each data point is 100 shots average. Based on the discussion
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on p. 22 and p. 66, the current model does not work well at Ipu ∼ 1.5 ×
1014W/cm2. Thus attempts to recover the size distribution were not made.














Figure A.2: Absorption measurement
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Appendix B
C++ code for ionization/heating of the cluster
This program includes a main file, main.cpp, and a header file, cluster.h.
An ODE solver in GNU Scientific Library [124] was used. The main file,
main.cpp, is listed here.
1 #inc lude <c s td l i b>
2 #inc lude <iostream>
3 #inc lude <fs tream>
4 #inc lude <g s l / g s l e r r n o . h>
5 #inc lude <g s l / g s l ma t r i x . h>
6 #inc lude <g s l / g s l o d e i v . h>
7 #inc lude ” c l u s t e r . h”
8
9 us ing namespace s td ;
10
11 i n t main ( void )
12 {
13 s t r u c t my f params params = { 0 . , 0 . , 0 .} ;
14
15 const i n t nvar = 22 ;
16
17 // a t o l !=0 f o r s t i f f problem
18 const double a t o l = 1e−8;
19 const double r t o l = 1e−8;
20
21 const g s l o d e i v s t e p t y p e * T
22 = gs l od e i v s t ep r k4 imp ;
23
24 g s l o d e i v s t e p * s
25 = g s l o d e i v s t e p a l l o c (T, nvar ) ;
26 g s l o d e i v c o n t r o l * c
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27 = gs l od e i v c on t r o l y n ew ( ato l , r t o l ) ;
28 g s l o d e i v e v o l v e * e
29 = g s l o d e i v e v o l v e a l l o c ( nvar ) ;
30
31 g s l o d e i v s y s t em sys = { func , 0 , nvar , &params } ;
32
33 double t = −100e−15 , t1 = 100e−15;
34 double t0=t ;
35 double h = 2e−18;
36 double y [ 22 ]={1} ;
37
38 y [ 1 9 ] = 2 . ; // e l e c t r on temperature
39 y [ 2 0 ] = 1 . ;
40 y [ 2 1 ] = 0 . ;
41
42 i n t Nout=500;
43 i n t prog=0;
44
45 double tmp [ nvar +5] [Nout+1] ;
46
47 f o r ( i n t i = 0 ; i ≤ Nout ; i++)
48 {
49 double t i = t0 + i * ( t1−t0 ) / Nout ;
50
51 whi le ( t < t i )
52 {
53 i n t s t a tu s = g s l o d e i v e v o l v e a pp l y ( e , c , s ,
54 &sys ,
55 &t , t i ,
56 &h , y ) ;
57 i f ( s t a tu s != GSL SUCCESS)
58 break ;
59 }
60 tmp [ 0 ] [ i ]= t *1e15 ;
61
62 s t r u c t my f params * po = &params ;
63
64 f o r ( i n t zz=0; zz<nvar ; zz++)
65 tmp [ zz +1] [ i ]=y [ zz ] ;
66
67 Doub z avg =0. ;
68 f o r ( i n t zz=0; zz≤18 ; zz++){ z avg+=double ( zz ) *y [ zz ] ; }
69 z avg=MAX(0 . , z avg ) ;
70 z avg=MIN( z avg , 1 8 . ) ;
71 tmp [ nvar +1] [ i ]= z avg ;
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72
73 tmp [ nvar +2] [ i ]=(po−>a ) ;
74 tmp [ nvar +3] [ i ]=(po−>b) ;
75 tmp [ nvar +4] [ i ]=(po−>c ) ;
76
77 cout<<z avg<<endl ;
78 i f ( 1 0 0 .* ( t−t0 ) /( t1−t0 )≥double ( prog ) ) {
79 cout << ”ODE ca l c u l a t i o n in prog r e s s : ”







87 g s l o d e i v e v o l v e f r e e ( e ) ;
88 g s l o d e i v c o n t r o l f r e e ( c ) ;
89 g s l o d e i v s t e p f r e e ( s ) ;
90
91 char c s t r f i l e n ame [ 1 0 0 ] ;
92 // s p r i n t f ( c s t r f i l e name , ” output . txt ”) ;
93 o fs t r eam output ;
94 output . open ( ” in t4 011110 . txt ” ) ;
95 i f ( output . i s o p en ( ) ) {
96 f o r ( i n t i = 1 ; i ≤ Nout ; i++){
97 output << tmp [ 0 ] [ i ]<< ' \ t ' ;
98 f o r ( i n t j =1; j≤nvar+3; j++)
99 output << tmp [ j ] [ i ] << ' \ t ' ;
100 output << tmp [ nvar +4] [ i ]<<endl ;
101 }
102 output . c l o s e ( ) ;
103 }
104
105 e l s e cout << ”Unable to open f i l e ”<<endl ;
106
107 // system (” wgnuplot −p e r s i s t t e p l o t . p”) ;
108
109 system ( ”PAUSE” ) ;
110
111 r e turn EXIT SUCCESS;
112 }
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The file that defines the coupled ODEs, cluster.h, is listed here. The
header files, nr3.h, expint.h, and roots.h, can be found in Ref. [125].
1 #inc lude <complex>
2 #inc lude ”nr3 . h”
3 #inc lude ” expint . h”
4 #inc lude ” roo t s . h”
5
6 typede f complex<double> dcomp ;
7
8 s t r u c t my f params { double a ; double b ; double c ; } ;
9
10 const i n t expan f l ag =1;
11 const i n t r e c f l a g =0;
12 const i n t d t dn f l a g =0;
13 const i n t d t i p f l a g =0;
14 const i n t i n z l o w f l a g =0;
15 const i n t s u r f c o l l o k =0;
16
17 const double s f a c t o r=1e−3;
18
19 const double p i =3.141592653589793;
20 const double e e u l e r =2.718281828459045; // na tura l number
21 const dcomp i i ( 0 . , 1 . ) ;
22 // a l l the un i t s a re in cgs un l e s s noted
23
24 s t r u c t Ecroot{
25 double a , b , c , d , e ;
26 Ecroot ( const double aa , const double bb , const double cc ,
27 const double dd , const double ee )
28 : a ( aa ) , b (bb ) , c ( cc ) , d (dd ) , e ( ee ) {}
29 double operator ( ) ( const double x ) {




34 const double h bar=6.5821e−16;// Planck constant ( ev* s )
35 const double hbar cgs =1.0546e−27;//Plank constant ( erg−s )
36 const double c c g s =2.99792458 e10 ; // speed o f l i g h in cm/ s
37 const double e c g s =4.8032e−10;// elementary charge in cgs
38 const double me cgs=9.1094e−28;// e l e c t r on mass , in cgs
39 const double amu=1.6605e−24;//atomic mass unit , g
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40
41 const double lambda0=8.0e−5; // l a s e r wavelength , in cm
42 const double omega0=2.* pi * c c g s / lambda0 ;
43 const double k cg s=omega0/ c c g s ;
44 const double tau=40e−15; //FWHM pul s e durat ion
45 const double t s=tau /1 . 7 6 3 ;
46 const double t G=tau /1 . 1 7 7 ;
47 const double I0 =4.0 e14 ; //peak i n t e n s i t y in W/cmˆ2
48 const double E0=sq r t ( 8 .* pi *1 . e7* I0 / c c g s ) ; //E f i e l d in cgs
49
50 // c l u s t e r parameters
51 const double n i0 =2.63 e22 ; // 2 .63 e22 ; // i n i t i a l ion dens i ty
52 const double r0=10.e−7 ,;
53 const double mi=40.*amu ;
54
55 const double I h =13.598; //ev
56 const double t iny =1.e−30;
57 // const double er r con =1.89e−7;
58 const double E atom=(5.14 e11 ) * (0 . 333e−4) ;
59 // const double N0=1. e6 ;
60
61 const double e v t o e r g =1.6022e−12;//eV to erg conve r s i o
62 const double e r g t o ev =1./ ev t o e r g ; // erg to erg conve r s i on
63
64 const double Ea cgs =(5.142 e11 ) * ( 1 . e−4) / 3 . ;
65 const double omega a=4.134 e16 ;
66
67 double c o l l f r e q ( double n e , double t e ,
68 double omega pp , double z avgg )
69 {
70 double Theta , y , z , f f , p , omega t , r e s u l t ;
71
72 Theta=2*me cgs* t e * e v t o e r g /pow (3 .* pi * pi *n e , 2 . / 3 . )
73 / hbar cgs / hbar cgs ;
74 y = −3./2.* l o g (Theta )+log (4 . /3/ s q r t ( p i ) )
75 +(0.25054*pow(Theta , −1.858)
76 +0.072*pow(Theta , −1.858/2.) ) /
77 (1+0.2504*pow(Theta , −0.858) ) ;
78 z = hbar cgs *omega0/ t e / ev t o e r g ;
79 omega t = MAX(omega0 , omega pp ) ;
80 f f = 3 .* s q r t ( p i ) /4 .*pow(Theta , 3 . / 2 . ) *
81 l o g ((1 .+ exp (y ) ) /(1.+exp (y−z ) ) ) /(1.−exp(−z ) ) ;
82 p = sq r t ( me cgs* t e * e v t o e r g ) ;
83
84 r e s u l t = 2 .* s q r t ( 2 .* pi ) *me cgs*pow( e cgs , 4 ) * z avgg
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85 *n e /pow(p , 3 ) * l o g (1 .+1 .32/ s q r t ( 2 .* pi )
86 *pow(p*p*p/( z avgg* e c g s * e c g s *me cgs
87 *me cgs*omega t ) , 2 . / 3 . ) ) * f f ;
88




93 i n t func ( double t , const double y [ ] , double f [ ] ,
94 void *params )
95 {
96 //double mu = *( double *) params ;
97 // do something
98 // s t r u c t data *para = ( s t r u c t data *) params ;
99 s t r u c t my f params * p = ( s t r u c t my f params *) params ;
100
101 s t a t i c const double pm t [18*3]={
102 15 .76 , 29 . 24 , 248 . 6 ,
103 27 .63 , 41 . 7 , 267 ,
104 40 .74 , 55 . 5 , 287 ,
105 59 .81 , 70 . 4 , 308 ,
106 75 .02 , 87 . 6 , 330 ,
107 91 .009 , 105 . 2 , 351 ,
108 124 .323 , 373 , 447 ,
109 143 .46 , 395 , 468 ,
110 422 .45 , 497 . 6 , 3488 ,
111 478 .69 , 544 . 8 , 3554 ,
112 538 .96 , 594 . 3 , 3621 ,
113 618 .26 , 643 . 9 , 3688 ,
114 686 .1 , 712 . 7 , 3755 ,
115 755 .74 , 783 . 7 , 3821 ,
116 854 .77 , 3887 , −1,
117 918 .03 , 3953 , −1,
118 4120 .89 , −1, −1,
119 4426 .23 , −1, −1};
120 s t a t i c const MatDoub pm(18 ,3 , pm t ) ;
121
122 // l a s e r f i e l d
123 double Ef=E0*exp(−t * t /( t G*t G ) ) ;
124 //double Ef=E0/ cosh ( t / t s ) ; // sech pu l s e
125
126 // average charge s t a t e
127 double z avg =0. ;
128 f o r ( i n t zz=0; zz≤18 ; zz++){ z avg+=double ( zz ) *y [ zz ] ; }
129 z avg=MAX(0 . , z avg ) ;
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130 z avg=MIN( z avg , 1 8 . ) ;
131
132 // ion and e l e c t r on dens i ty
133 double ne , n i ;
134 const double te=MAX( tiny , y [ 1 9 ] ) ;
135 const double r=y [ 2 0 ] ;
136 const double v=y [ 2 1 ] ;
137
138 ni=ni0 /pow( r , 3 ) ;
139 ne=z avg *ni ;
140
141 // i o n i z a t i o n lower ing
142 VecDoub Deltaz ( 1 8 , 0 . ) ;
143 i f ( i n z l o w f l a g ) {
144 double z2 avg =0. ;
145 f o r ( i n t zz=0; zz≤18 ; zz++){
146 z2 avg+=double ( zz ) *double ( zz ) *y [ zz ] ;
147 }
148
149 z2 avg=MAX(0 . , z2 avg ) ;
150 z2 avg=MIN( z2 avg , 1 8 . * 1 8 . ) ;
151
152 double z s t a r ;
153
154 i f ( z avg )
155 z s t a r=z2 avg/ z avg ;
156
157 double k2 ;
158 k2=4.*pi * e c g s * e c g s *( z s t a r +1)*ne /( te * e v t o e r g ) ;
159 i f ( z avg>s f a c t o r )
160 f o r ( i n t zz=0; zz<18; zz++){
161 Deltaz [ zz ]=(pow ( 3 . * ( z s t a r +1.) *( zz+1)* s q r t ( k2 ) * e c g s
162 * e c g s /( te * e v t o e r g ) +1 . , 2 . / 3 . ) −1.)
163 / 2 . / ( z s t a r +1.)* te ;
164 Deltaz [ zz]=−MIN( Deltaz [ zz ] ,pm[ zz ] [ 0 ] ) ;
165 }
166 }
167 //Hydrodynamic pr e s su r e
168 double pe ;
169 pe=ne* te * e v t o e r g ;
170
171 // e l e c t r i c f i e l d , pondermotive f o r c e and d i e l e c t r i c ...
constant ;
172 //double Up=pow( e c g s *Ef/omega0 , 2 . ) /me cgs /4 .* e r g t o ev ;
173
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174 double omega p ;
175 omega p=sq r t ( 4 .* pi *ne* e c g s * e c g s /me cgs ) ;
176
177 double bmin , vte ;
178 bmin=z avg* e c g s * e c g s /( te * e v t o e r g ) ;
179 vte=sq r t ( te * e v t o e r g /me cgs ) ;
180
181 double Coul ;
182 Coul=vte /bmin/MAX(omega0 , omega p ) ;
183
184 //Coulomb Logarithm
185 double l o g c o u l ;
186 i f ( ( z avg==0.) | | ( ne<t iny ) | | ( te <0.) ) l o g c o u l =10. ;
187 e l s e l o g c o u l=log (Coul ) ;
188 l o g c o u l=MAX(0 , l o g c o u l ) ;
189
190 // C o l l i s i o n a l f r equency
191 double mue ;
192 // double mue old ;
193 // mue old=2.91e−6*z avg *ne* l o g c o u l *pow( te , −3./2 .) ;
194
195 i f ( ( z avg==0.) | | ( ne<t iny ) | | ( te <10.* t iny ) ) mue=0. ;
196 e l s e
197 mue=c o l l f r e q ( ne , te , omega p , z avg ) ;
198
199 double Ec , Up c , vo ;
200
201 // Ca l cu la t e Ec
202 i f ( s u r f c o l l o k==1){
203 double xx1=−E0 , xx2=10.*E0 , t o l =1.e−3;
204
205 double a , b , c , d , e ;
206 a=omega p*omega p/omega0/omega0 ;
207 b=mue/omega0 ;
208 c=vte *vte /omega0/omega0/ r / r / r0/ r0 ;
209 d=e cg s /me cgs /omega0/omega0/ r / r0 ;
210 d=d*d ;
211 e=Ef ;
212 Ecroot fx ( a , b , c , d , e ) ;
213 Ec=zbrent ( fx , xx1 , xx2 , t o l ) ;
214 double mues ;
215 vo=e cg s *Ec/me cgs/omega0 ;




219 e l s e {
220 dcomp ep s i l o n ;
221 ep s i l o n=1.−omega p*omega p/omega0/( omega0+i i *mue) ;
222 Ec=3.*Ef/abs ( ep s i l o n +2.) ;
223 vo=e cg s *Ec/me cgs/omega0 ;
224 // t e s t
225 // i f ( abs (Ec ) >1.0*abs ( Ef ) ) Ec=1.0*Ef ;
226 }
227
228 Up c=pow( e c g s *Ec/omega0 , 2 . ) /me cgs /4 .* e r g t o ev ;
229
230 // tunne l i o n i z a t i o n ra te
231 VecDoub w adk ( 1 9 , 0 . ) ;
232
233 double EL=Ec ; //* cos ( omega0* t ) ;
234 EL=abs (EL) ;
235 f o r ( i n t zz=0; zz<18; zz++){
236 i f ( (EL<E0* t iny ) | | ( y [ zz ]≤0) ) w adk [ zz ]=0;
237 e l s e {
238 double I s t a r=pm[ zz ] [ 0 ] / I h ;
239 double ns ta r=double ( zz +1.)/ s q r t ( I s t a r ) ;
240 double Estar=EL/Ea cgs ;
241 i f ( ( 0≤zz≤5) | | ( 8 ≤zz≤13) ) // l=1
242 w adk [ zz ]=omega a/2*pow ( ( 2 . * e e u l e r
243 / ns ta r ) , 2 .* ns ta r ) / ( 2 .* pi * ns ta r )
244 * I s t a r *(pow (2 .*pow( I s ta r , 1 . 5 )
245 /Estar , 2 . * nstar −1) )
246 *exp (−2./3 .*pow( I s ta r , 1 . 5 ) /Estar ) *
247 (1 .+2 .*pow (2 .*pow( I s ta r , 1 . 5 )
248 /Estar ,−1) ) ;
249 e l s e
250 w adk [ zz ]=omega a /2 .*pow ( ( 2 . * e e u l e r
251 / ns ta r ) , 2 .* ns ta r ) / ( 2 .* pi * ns ta r )
252 * I s t a r *(pow (2 .*pow( I s ta r , 1 . 5 )
253 /Estar , 2 . * nstar −1)) *
254 exp (−2./3 .*pow( I s ta r , 1 . 5 )
255 /Estar ) ;
256 w adk [ zz ]= sq r t ( 3 . / p i *Estar/pow( I s ta r , 3 . / 2 . ) )




261 s t a t i c const double qm t [18*3 ]={6 ,2 ,6 , 5 , 2 , 6 , 4 , 2 , 6 ,
262 3 ,2 , 6 , 2 , 2 , 6 , 1 , 2 , 6 ,
263 2 ,6 , 2 , 1 , 6 , 2 , 6 , 2 , 0 ,
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264 5 ,2 , 0 , 4 , 2 , 0 , 3 , 2 , 0 ,
265 2 ,2 , 0 , 1 , 2 , 0 , 2 , 2 , 0 ,
266 1 ,2 , 0 , 2 , 0 , 0 , 1 , 0 , 0} ;
267 s t a t i c const MatDoub qm(18 ,3 , qm t ) ;
268
269 s t a t i c const double am t [18*3 ]={4 .0 , 4 . 0 , 3 . 0 ,
270 4 . 2 , 4 . 4 , 3 . 7 , 4 . 5 , 4 . 5 , 4 . 2 ,
271 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 ,
272 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 ,
273 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 ,
274 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 ,
275 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 , 4 . 5 } ;
276 s t a t i c const MatDoub am(18 ,3 , am t ) ;
277
278 s t a t i c const double bm t [18*3 ]={0 .62 , 0 . 4 , 0 . 9 , 0 . 3 , 0 . 2 ,
279 0 . 8 , 0 . 2 , 0 . , 0 . 6 , 0 . , 0 . , 0 . 3 } ;
280 s t a t i c const MatDoub bm(18 ,3 , bm t ) ;
281
282 s t a t i c const double cm t [18*3 ]={0 .4 , 0 . 6 , 0 . 2 ,
283 0 . 6 , 0 . 6 , 0 . 4 , 0 . 6 , 0 . , 0 . 5 , 0 . , 0 . , 0 . 6 } ;
284 s t a t i c const MatDoub cm(18 ,3 , cm t ) ;
285
286 i f ( te≤ 0 . ) { throw ( ”Temperature i s i nva l id , Te≤0 . ” ) ;}
287
288 // c o l l i s i o n i o n i z a t i o n ra te
289 VecDoub w e i i ( 1 9 , 0 . ) ;
290 // i f ( te >0.1 && z avg >0.1)
291 f o r ( i n t j =0; j <18; j++){
292 f o r ( i n t i =0; i <3; i++){
293 double pt=pm[ j ] [ i ] / te ;
294 double ptc=pt+cm[ j ] [ i ] ;
295 double e int , e i n t c ;
296 i f (pm[ j ] [ i ]>0.)
297 { e i n t=expint (1 , pt ) ; e i n t c=expint (1 , ptc ) ;}
298 // i f (pm[ j ] [ i ]>0.) { e i n t=g s l s f e x p i n t E 1 ( pt ) ;
299 //cout<<pt<<” ”<<e int<<endl ; ...
e i n t c=g s l s f e x p i n t E 1 ( ptc ) ;}
300 e l s e { e i n t =0. ; e i n t c =0. ;}
301
302 i f (bm[ j ] [ i ]==0.)
303 w e i i [ j ]+=6.7e−7*ne*am[ j ] [ i ]*qm[ j ] [ i ]
304 /pow( te , 3 . / 2 . ) /pt* e i n t ;
305 e l s e w e i i [ j ]+=6.7e−7*ne*am[ j ] [ i ]*qm[ j ] [ i ]
306 /pow( te , 3 . / 2 . ) * ( 1 . / pt* e int−
307 bm[ j ] [ i ]* exp (cm[ j ] [ i ] ) / ptc* e i n t c ) ;
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308 }
309 w e i i [ j ]= w e i i [ j ]* exp(−Deltaz [ j ] / te ) ;
310 // i f (−Deltaz [ j ]>2.) {cout<<zs tar<<” ”<<ne<<” ”<<te
311 // <<” Delta[”<<j<<”]=”<<Deltaz [ j ]<<endl ;




316 // l a s e r a s s i s t e d i o n i z a t i o n
317 VecDoub w las ( 1 9 , 0 . ) ;
318 f o r ( i n t j =0; j <18; j++){
319 double ip=pm[ j ] [ 0 ] ;
320 double ipup=pm[ j ] [ 0 ] / Up c ;
321 i f ( ( Up c<t iny ) | | ( Up c≤ ip /2.+ t iny ) ) w las [ j ]=0 . ;
322 e l s e {
323 w las [ j ]=(3.− ipup +3./32 .* ( ipup ) *( ipup ) )
324 * l o g ((1+ sq r t (1− ipup /2 . ) ) /(1− s q r t (1− ipup /2 . ) ) )
325 −(7 ./2 .−3./8 .* ipup ) * s q r t (1− ipup /2 . ) ;
326 w las [ j ]=1. e−14* s q r t ( e v t o e r g /me cgs ) *ne*am[ j ] [ 0 ]
327 *qm[ j ] [ 0 ] / 2 . / p i / ip / s q r t (Up c ) *w las [ j ] ; }
328 w las [ j ]=w las [ j ]* exp(−Deltaz [ j ] / te ) ;
329 }
330
331 //Total i o n i z a t i o n ra te
332 VecDoub w inz ( 1 9 , 0 . ) ;
333 f o r ( i n t j =0; j <18; j++) w inz [ j ]=w adk [ j ]+ w e i i [ j ]+w las [ j ] ;
334
335 //Three−body recombination ra te f o r Z−>Z−1
336 VecDoub w rec ( 1 9 , 0 . ) ;
337
338 f o r ( i n t zz=1; zz<19; zz++) {
339 i f ( y [0 ]< −1 . | | r e c f l a g==0) w rec [ zz ]=0 . ;
340 e l s e
341 w rec [ zz ]=8.75 e−27*pow( double ( zz ) , 3 )
342 * l o g ( s q r t (1.+ zz* zz ) )
343 *pow( te ,−4.5) *ne*ne ;
344 }
345
346 // system o f equat ions
347 // Ion s t a t e equat ions
348 f [ 0 ] = −w inz [ 0 ] * y [0 ]+ w rec [ 1 ] * y [ 1 ] ;
349 f o r ( i n t zz=1; zz<18; zz++)
350 f [ zz ] = w inz [ zz−1]*y [ zz−1]+w rec [ zz+1]*y [ zz+1]
351 −(w inz [ zz ]+w rec [ zz ] ) *y [ zz ] ;
352 f [ 1 8 ] = w inz [ 1 7 ] * y [17]−w rec [ 1 8 ] * y [ 1 8 ] ;
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353
354 double omega n=omega p/omega0 ;
355 // f [ 1 9 ]= 0 . ;
356
357 i f ( ne<t iny ) f [ 1 9 ]= 0 . ;
358 e l s e {
359 f [ 1 9 ] = e r g t o ev *2 . / 3 . / ne *9 .*Ef*Ef*
360 omega n*omega n*mue/8 ./ p i
361 /(pow( omega n*omega n −3 . , 2 . )
362 +pow (3 .*mue/omega0 , 2 . ) )
363 −2.* te *v/ r / r0 ;
364 i f ( z avg>s f a c t o r && y[0]>−1.e−8
365 &&te>s f a c t o r *Up c&& d t i p f l a g==1 )
366 f o r ( i n t zz=0; zz<18; zz++)
367 f [ 19 ]+=2./3 .* (pm[ zz ] [ 0 ]+ Deltaz [ zz ] )
368 *( w rec [ zz+1]*y [ zz+1]−w e i i [ zz ]* y [ zz ] )
369 / z avg ;
370 i f ( z avg> s f a c t o r && y[0]>0&&te>s f a c t o r *Up c
371 && dt dn f l a g==1)
372 f o r ( i n t zz=1; zz<19; zz++)
373 f [19]+=− te / z avg *double ( zz ) * f [ zz ] ;
374 }
375
376 f [20 ]=v/ r0 ;
377 i f ( expan f l ag )
378 f [ 2 1 ]=5 .* pe/ ni /mi/ r0/ r ;
379 e l s e f [ 2 1 ]= 0 . ;
380
381 (p−>a )=Ef ;
382 (p−>b)=w e i i [ 0 ] ;
383 (p−>c )=w las [ 0 ] ;
384
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[81] L. A. Lompré, M. Ferray, A. L’Huillier, X. F. Li, and G. Mainfray.
Optical determination of the characteristics of a pulsed-gas jet. J. Appl.
Phys., 63(5):1791–1793, 1988.
[82] M. Takeda, H. Ina, and S. Kobayashi. Fourier-transform method of
fringe-pattern analysis for computer-based topography and interferome-
try. J. Opt. Soc. Am., 72(1):156–160, 1982.
[83] M. Kalal and K. A. Nugent. Abel inversion using fast fourier-transforms.
Applied Optics, 27(10):1956–1959, 1988.
[84] F. Brandi and F. Giammanco. Temporal and spatial characterization
of a pulsed gas jet by a compact high-speed high-sensitivity second-
harmonic interferometer. Opt. Express, 19(25):25479–25487, 2011.
[85] K. L. Saenger and J. B. Fenn. On the time required to reach fully-
developed flow in pulsed supersonic free jets. J. Chem. Phys., 79(12):6043–
6045, 1983.
[86] K. Y. Kim, V. Kumarappan, and H. M. Milchberg. Measurement of
the average size and density of clusters in a gas jet. Appl. Phys. Lett.,
83(15):3210–3212, 2003.
[87] D. S. Bethune. Optical second-harmonic generation in atomic vapors
with focused beams. Phys. Rev. A, 23:3139–3151, 1981.
112
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