Abstract. In this paper we introduce some fusion properties of forcing notions which guarantee that an iteration with supports of size ≤ κ not only does not collapse κ + but also preserves the strength of κ (after a suitable preparatory forcing). This provides a general theory covering the known cases of tree iterations which preserve large cardinals (cf. [4, 5, 6, 8, 10, 12] ).
Introduction
An important technique in large cardinal set theory is that of extending an elementary embedding j : M → N of inner models to an elementary embedding assuming a certain degree of strength of κ, a preliminary version of the generic G * must be constructed (possibly in a further generic extension of M [G] ) and then modified to provide the required G * . As a complementary technique to the above-mentioned proof of Woodin, Friedman and Thompson suggested in [9] to use perfect trees, using fusion as a substitute for distributivity. This allowed them to provide, among other results, a new and easier proof of Woodin's theorem. Combining a result of Kanamori [15] about the application of iterated perfect tree forcing at κ (denoted by Sacks(κ) in the sequel) to Aronszajn trees on κ ++ and the possibility of extending elementary embeddings, Dobrinen and Friedman [4] determined the exact consistency strength of the tree property at the double successor of a measurable. In addition, this way of getting the tree property is robust enough: after a suitable collapse of the measurable to ω ω the tree property holds at ω ω+2 , see [5] . Tree forcings could also be applied to questions involving the number of normal measures, see [8] . The use of the generalized Sacks forcing is also illustrated in [6, 7, 13] . In particular, in [13] a generalized Sacks forcing is used in the context of extender-based Prikry forcing. Yet another example of the use of fusion for extending elementary embeddings is given in [10] , where a suitably defined uncountable version of the Miller forcing was applied to the cofinality of the symmetric group.
These results suggest that one should look for some general properties of a poset which would guarantee that iterations with supports of size ≤ κ do not collapse κ + and preserve the strength of κ modulo a suitable preparatory forcing. As was indicated in the papers mentioned above, such iterations might be of importance for the theory of cardinal characteristics at uncountable cardinals, for questions involving the number of normal measures, for the tree property, etc. In Section 2 we isolate the properties of Miller(κ) needed for the preservation of κ + and lifting elementary embeddings in [10] and introduce the notion of good κ-fusion fulfilling the requirements from the previous paragraph. This notion seems to cover all known examples of large cardinal preservation with tree forcings. In addition, it essentially includes all κ + -closed posets, see Example 2.2.
If we forget about the preservation of the strength, the remaining part of this problem (i.e., the preservation of κ + by iterations with supports of size ≤ κ ) has attracted the attention of Eisworth, Roslanowski, Shelah, and maybe others. As a result many properties guaranteeing this have been found. The idea behind most of them is to generalize properness to the uncountable setting, see [3, 17, 18, 19, 20] . In Section 3 we show that a suitable modification of some properties introduced in [17] will actually guarantee the preservation of the strength by κ-support iterations. This modification does not seem to cover variants of the Sacks forcing considered in [8] , although it covers the "standard" Sacks poset Sacks(κ). On the other hand, this allows us to treat singularsplitting-Sacks forcing introduced in [8] (see also [12, 2.1] ) and not covered by good κ-fusion. In addition, here we can have a normal filter on κ as a parameter which gives additional elbow room for applications to cardinal characteristics at κ, see Section 4.
In Section 5 we suggest a possible way to unify the main results of Sections 3 and 2 as well as state some open questions.
Generalizing the poset Miller(κ): good fusion
The purpose of this section is to introduce a property P of a poset which guarantees that: a) An iteration with supports of size κ of posets with the property P does not collapse κ + ; b) If κ is strong in V then it remains so in forcing extensions by posets described in the previous item; and c) Miller(κ) and various kinds of Sacks(κ) have the property P . An example of such a property P is given in Definition 2.1, and Theorems 2.9, 2.15, 2.22 are the main results of this section. Throughout the section κ is assumed to be strongly inaccessible.
Definition 2.1. 1. By a complete κ-tree we mean a nonempty subtree of κ <κ which is closed under unions of its nodes (provided that this union is in κ <κ ) and has no maximal branches of length < κ. For a subtree T of κ <κ and s ∈ T ∩ κ α we denote by succ T (s) the set of immediate successors of s, i.e. {s (α) : s ∈ T ∩ κ α+1 , s α = s}. If s ∈ T then (T ) s is, by the definition, the tree {s ∈ T : s is comparable with s}. For a tree T ⊂ κ <κ we denote by S(T ) the set of all splitting nodes of T , i.e., the set {s ∈ T : |succ T (s)| > 1}. A complete κ-tree T will be called perfect, if the set S(T ) is nonempty, has no maximal elements, and is closed under unions of increasing sequences of its elements of length less than κ. 2. A forcing P has good κ-fusion iff there exist a map T from P to the set of all perfect κ-trees, a restriction function R assigning to each pair (p, s) such that p ∈ P and s ∈ S(T (p)) an element R(p, s) ∈ P, often denoted by (p) s , 1 and h ∈ κ κ satisfying the following properties:
( 
1) (Basics). For p ∈ P let S(p) denote S(T (p)). Then -(p) s ≤ p for all s ∈ S(p); -If q ≤ p then T (q) ⊂ T (p) (and hence S(q) ⊂ S(p)) and (q) s ≤ (p) s for s ∈ S(q); -If t ⊃ s in S(p) then (p) t ≤ (p) s and (p) s = (p) t for any distinct s, t ∈ S(p); -If s ∈ S(p), then s ∈ S((p)
With the above notation we are in a position to formulate the property of P we are interested in: If s ∈ S * α (p), sˆξ ∈ T (p), and r ≤ (p) sˆξ , then there exists q ≤ α p such that sˆξ ∈ T (q) and (q) sˆξ ≤ r. 
(ii) Each s ∈ p is increasing and has a proper extension in p.
(iii) For every α < κ limit, s ∈ κ α , if s β ∈ p for arbitrary large β < α,
(iv) For every s ∈ p there is t ∈ p with s ⊂ t which splits in p (i.e., C(p, t) has more than one element). Moreover, if t 0 , t 1 split in p and t 0 ⊂ t 1 , then
(vi) If α is a limit ordinal, s ∈ κ α , and s β splits in p for arbitrary large β < α, then s splits in p and C(p, s) is the intersection of C(p, s β) for all β such that s β splits in p.
Miller(κ) is ordered by declaring p to be stronger than q (and write
A direct verification shows that Miller(κ) has good κ-fusion witnessed by the function h Miller : α → α for all α < κ.
Let us fix a sequence
<κ for all α.
Let T be the set of all functions t which satisfy the following conditions.
(i) There exists α such that the domain of t equals α.
(ii) For all β ∈ dom(t), t(β) ∈ A β .
Following [10] we denote by Sacks( A) the forcing whose conditions are subsets T of T such that:
(iv) Each t has a proper extension in T . (v) If t ∈ T and the set of such β that t β ∈ T is unbounded in dom(t), then t ∈ T .
(vi) There exists a club C(T ) such that the set succ T (t) of immediate successors of an element t ∈ T with domain α coincides with {tˆa : a ∈ A α } provided α ∈ C(T ), and |succ T (t)| = 1 otherwise.
Extension is defined by S ≤ T iff S is a subset of T .
A direct verification shows that Sacks( A) has good κ-fusion witnessed by any function h ∈ α<κ A α .
For certain sequences A the poset Sacks( A) has been considered in, e.g., [4, 8, 15] .
3. More generally, suppose that P consists of perfect κ-trees ordered by inclusion and has the following properties:
(i) For every s ∈ κ <κ there exists a κ-complete filter F s containing no singletons 3 and such that if p ∈ P and s ∈ S(p), then succ p (s) ∈ F s ;
(ii) If s ∈ S(p), sˆξ ∈ p, and r ≤ (p) sˆξ , then there exists q ≤ p such that sˆξ ∈ T (q), (q) sˆξ ≤ r, and all elements of S(p) which are incompatible with sˆξ belong to S(q); P is closed under intersections of decreasing sequences of its elements of length < κ;
(iii) For any sequence p i : i < κ which satisfies i < j → S(p j ) ∩ i ≤i = S(p i )∩i ≤i and p i = j<i p j for limit i, the intersection j<κ p j is an element of P (observe that this intersection is a perfect κ-tree fulfilling the first item); (iv) There exists h ∈ κ κ such that for each condition p there is a club C(p) consisting of limit ordinals α such that whenever s ∈ S(p) ∩ α α is a union of an increasing sequence of elements of S(p) of length α, we have
Then a direct verification shows that P has good κ-fusion.
4. Next, we shall give more examples of posets with good κ-fusion which will allow us to apply Theorems 2.9 and 2.15 in cases when some of the iterands are κ + -closed, although κ + -closed posets do not in general enjoy good κ-fusion. Let P be a poset and P "Q has good κ-fusion witnessed by S , R , and h ∈ κ κ ∩V ". We say that p ∈ P determines µ, where µ is a P-name 
A similar but easier argument shows that a product of a κ + -closed poset and a poset with good κ-fusion also has good κ-fusion. It follows from the above that there is no upper bound on the size of posets with good κ-fusion, and hence this notion encompasses not only posets consisting of subtrees of κ <κ . P Below we collect some straightforward properties of posets with good κ-fusion. We shall often use them without mention. The proof of Theorem 2.15 will resemble that of the main result of [10] , and the claims below will allow us to generalize the argument from the Miller case to posets with good κ-fusion by simply making sense out of the steps of the proof from [10] in our context. Claim 2.3. Suppose that a poset P has good κ-fusion witnessed by S, R, and h. Let p ∈ P and s ∈ T (p). Then the statements below hold. 
By induction on η < κ construct a strictly increasing sequence s η : η < κ of elements of S(p) such that s η = ξ<η s ξ for all limit η. Let C be the club consisting of limit ordinals η such that s η ∈ η η and η = deg p (s η ). Fix α ∈ C ∩ A. It follows from the above that α and t = s α are as required.
The minimal element of S(p), where p is a condition in a poset P with good κ-fusion, will be denoted by stem(p).
Proof. By Claim 2.3(i) for every α < κ the set of those conditions p ∈ P such that stem(p) ∈ κ β for some β > α is dense in P. 
It follows from the above that (p) x G α is compatible with every element of G and hence belongs to G.
Since the set {p ∈ P : stem(p) ⊂ x} is dense in P for every 
The easy but technical proof of the following lemma is left to the reader. 
, and p|σ ≤ q|π, then π lies on p and p|σ = p|π = (p|σ)|π.
Proof. The first item can be easily proved by induction on ξ < γ using Claim 2.3(i). Let us prove the second item. Since p|σ ≤ q|π, the first item implies that π lies on p|σ. Let us show by induction on ξ < γ that π ξ lies on p ξ and (p|σ) ξ = (p|π) ξ. For ξ = 1 this is obvious. Suppose that this is true for all ξ < η. If η is limit, then the statement above is also true for η. So it suffices to consider the case η = ξ + 1. If ξ ∈ dom(π) then there is nothing to prove. So suppose that ξ ∈ dom(π). Since p|σ ≤ q|π, we have (p|σ) ξ ξ (p|σ)(ξ) ≤ (q(ξ)) π(ξ) , and consequently (p|σ) ξ ξ stem((p|σ)(ξ)) ⊃ π(ξ). Therefore by Definition 2.1(1), Claim 2.3(i), and Definition 2.7 we have that
which means that (p|σ) ξ +1 = (p|π) ξ +1 and thus completes our inductive proof of the fact that p|σ = p|π. Finally, p|σ ≥ (p|σ)|π ≥ (p|π)|π = p|π, which together with p|σ = p|π implies p|σ = p|π = (p|σ)|π. Theorem 2.9. The forcing P γ defined just before Definition 2.5 preserves
Suppose that
Similar results were discussed in [4, 10, 15] for the Sacks and Miller forcings. Nevertheless, we give complete proofs here. Our exposition closely follows [10] .
The first part of Theorem 2.9 follows from the lemma below.
Lemma 2.10.
(1) Assume that p ∈ P γ and p z ∈ V . Then for every
<κ and α 0 ∈ κ there exists q ≤ F,α 0 p and x ∈ V with |x| ≤ κ
(2) Assume that p ∈ P γ and p "z ∈ V and |z | ≤ κ". Then for every
Proof. It is well-known how to obtain the second item from the first one, see, e.g., [15, Theorem 2.3] . In order to prove the first item we shall inductively construct a generalized fusion sequence (p α , F α ) : α ∈ κ with (p β , F β ) = (p, F ) for all β ≤ α 0 , and x ∈ V of size |x| ≤ κ such that q = α∈κ p α and x are as required. The routine description of how to construct the F α 's is omitted. The limit step of the construction is obvious, so we concentrate on the successor case.
Let us enumerate as {σ α,i : i ∈ η α } all ground model functions σ :
We shall construct a sequence p α,i : i ∈ η α as follows. Set p α,−1 = p α and suppose that we have already constructed a decreasing sequence p α,j :
And if there is such r, let r α,j ≤ r and x α,j ∈ V be such that r α,j z = x α,j . Now, using the Maximal Principle we define p α,j+1 to be the amalgamation of p α,j and r α,j as in the proof of
to be the strengthening of p α,j (ξ) preserving the αth level, with r α,j (ξ) above σ α,j (ξ), and for any condition c ≤ p α,j+1 ξ incompatible with r α,j ξ,
and for any condition c ≤ p α,j+1 ξ incompatible with r α,j ξ,
We continue the proof of Lemma 2.10 with the following two auxiliary statements.
Claim 2.11. Suppose that r ≤ q, where q is a condition constructed above.
Then there exists a sequence r α : α ∈ κ of elements of P γ with r 0 = r, a sequence σ α : F α → κ <κ |α ∈ κ , and sequences µ α,ξ : α ∈ κ, ξ ∈ F α of ordinals less than κ such that
Proof. The construction proceeds by induction. For limit δ we simply set σ δ (ξ) and µ δ,ξ to be as required in (ii, v) and r δ = α<δ r α . Thus
From the conditions (i)-(v) and the inductive assumption for every α < β < δ we have that r δ ξ µ β,ξ ∈ C(r α (ξ)), and hence
for every α < δ, and hence s ∈ S(r δ (ξ)) = α<δ S(r α (ξ)), and finally σ δ (ξ) ∈ T (r δ (ξ)) because σ δ (ξ) ≤ s. Since H was chosen arbitrary, we conclude that r δ ξ σ δ (ξ) ∈ T (r δ (ξ)) which completes the limit case of our proof.
At successor step α + 1 consider the increasing enumeration ξ i : i < η of F α+1 and find a decreasing sequence u i : i < η of elements of P γ as follows: Set u i = j<i u j for limit i. Now given u i , using Claim 2.3(iv) and Definition 2.1(4) find v ≤ u i ξ i and π ∈ κ µ+1 for some µ ∈ κ such that the following conditions are satisfied provided that ξ i ∈ F α+1 :
and
Then we set
,ξ i automatically becomes equal to µ.) With u i 's thus defined, we set r α+1 = i<η u i . This completes the inductive construction, hence the proof of the claim.
The following claim is obvious.
Claim 2.12. There exists a club
We are in a position now to finish the proof of Lemma 2.10. Let C be such as in Claim 2.12 and α ∈ C. Then σ α = σ α,i for some i < η by Claim 2.3(iii) (see the construction of p α+1 at the beginning of the proof of Lemma 2.10). Since r α+1 ≤ q ≤ p α,i , Claim 2.11(iv) implies that for every ξ ∈ F α+1 ⊃ F α we have r α+1 ξ r α+1 (ξ) = (r α+1 (ξ)) σα(ξ) . (Indeed, by Claim 2.3(i) and equality r α+1 (ξ) = (r α+1 (ξ)) σ α+1 (ξ) , for every t ∈ S(r α+1 (ξ)) we have t ⊃ σ α+1 (ξ), and hence
, and hence r α+1 z = x α,i . Therefore for every r ≤ q there exists r ≤ r such that r z ∈ x, which finishes our proof.
Let χ be a regular cardinal much bigger than κ. Following [3] we define an elementary submodel N of H(χ) to be relevant, if |N | = κ, N <κ ⊂ N , and N can be written as a union α<κ N α , where N α : α < κ is a continuous ∈-increasing chain of elementary submodels of H(χ) such that
A poset P is κ-proper, if for every relevant model N containing {P, . . .} and p ∈ P ∩ N there exists q ≤ p which is (N, P)-generic, i.e. for every dense subset D of P which is an element of N , the intersection D ∩ N is pre-dense below q. In contrast to the properness, the κ-properness is not preserved by κ-support iterations, see [22, App. 3.6(2) ]. However, it is easy to check that if P is κ-proper and P "Q is κ-proper", then P * Q is κ-proper as well. Lemma 2.13. The forcing P γ defined just before Definition 2.5 is κ-proper. 
Assume GCH in V and let κ be an inaccessible limit of inaccessible cardinals in V . We define in V a preparatory forcing R κ as follows. Let R 0 be the trivial forcing. For i < κ let S i be an R i -name for the sum of all < ρ i -closed posets whose underlying set is a subset of H(ρ 
Theorem 2.15. Suppose GCH holds and j
Also let R κ be the "preparatory" forcing defined above and in V Rκ let 
In addition, S κ is an R κ -name for the sum of all < κ = ρ κ -closed posets whose underlying set is a subset of below for a slightly more involved argument), and hence (an isomorphic copy of) P γ is among the summands inS κ . Let g be a P γ -generic over V [G] . 
to prove that these models have the same subsets of κ
and A α is maximal with this property. By Theorem 2.9 each A α has size at most κ + . Combining this with the fact that R κ * P γ ⊂ H(κ ++ ) we conclude that the whole sequence A α : α < κ + belongs to H(κ ++ ) and hence is an
which completes the proof of the first part of the claim. Regarding the second part of the claim, we shall prove only the G * g case. The other case is analogous. Let us fix 
Claim 2.18. Let ρ,Ū, q, i be such as in Definition 2.17 and
Proof. Let r ∈ T ν be a condition witnessing that σ lies (T, i)-potentially on q * and such that r|σ = r. We claim that r also witnesses that σ F lies (F, i)-potentially on q. For this we have to show that r ξ σ(ξ) i ∈ S * i (q(ξ)) for all ξ ∈ F . It follows from the hypotheses that r ξ σ(ξ) i ∈ S * i (q * (ξ)) for all ξ ∈ T ⊃ F and r ξ q * (ξ) ≤ q(ξ). Let us fix some ξ ∈ F . By Definition 2.1 we know that r ξ "σ(ξ) i ∈ S i (q * (ξ)) and Proof. The proof is contained in that of Lemma 2.10. Indeed, take r α,j ∈ D α in the construction of a fusion sequence from the proof of Lemma 2.10 (the part before Claim 2.11) instead of demanding that r α,j decides z as a ground model object. The resulting fusion sequence is easily seen to be as required.
Under assumptions made in Definition 2.17, the set of all those generalized fusion sequences (u α , T α ) : α ∈ ρ such that for every limit α ∈ ρ and σ : T α → ρ α+1 which lies (T α , α)-
will be denoted by D(T ν ). Claim 2.19 implies that we can construct a generalized fusion sequence in D(T ν ) with arbitrary u 0 and with the T α 's growing as quickly as we wish. Let us come back to our main task, namely to the construction of a j (ii) r α = r α |π α and r β ξ π β (ξ) ∈ S(r α (ξ)) for all β > α and ξ ∈ I α .
It follows from the above thatπ κ = α<κπ α and henceπ κ lies onr κ . Let us fix α < κ and ξ ∈ I α . Condition (iv) implies thatr κ j(ξ) forces that x(ξ) = α<β<κπ β (j(ξ)) ∈ S(r α (j(ξ))), and hence it forces that x(ξ) ∈ S * κ (r α (j(ξ))) and κ ∈ C(r α (j(ξ))). Applying Claim 2.18 we conclude thatr κ j(ξ) x(ξ) ∈ S * κ (q(j(ξ))). Also,r κ j(ξ) σĪ(j(ξ)) = x(ξ)ˆa ξ ∈ T (r α (j(ξ))), which yieldsr κ j(ξ) σĪ(j(ξ)) ∈ T (r κ (j(ξ))) (remember that α < κ was chosen arbitrary). Thusr κ witnesses σĪ lying (Ī, κ)-potentially onq.
Let us denote byĝ the upwards closure of the set
where (ūᾱ,Tᾱ) : 
, which implies thatĝ is a filter. In addition, w 0 ≤ q, and
In 
There is no loss of generality to
As a result we have that for every a ∈ H(κ) V there exists k < κ such that 
Given any u ∈ P γ , using Claim 2.19 we can construct a fusion sequence (u k , T k ) : k ∈ κ with u 0 = u satisfying the following condition:
If σ : T k → κ k+1 lies (T k , u k )-potentially on u k+1 , then σ lies on u k+1 and
Let Tk :k ∈ j(κ) and ūk :k ∈ j(κ) be the results of applying j * If we use preparation relative to a fast function (see [11] ) instead of the poset R κ , we can prove the following theorem by almost literal repetition of the proof of Theorem 2.15. 
Theorem 2.22. Suppose GCH holds, θ is a regular cardinal, and j : V → M is an ultrapower embedding via a (κ, θ)-extender in V such that H(θ) of

Reasonably bounded forcing notions and extending elementary embeddings
Here we introduce a strengthening of the reasonable B-boundedness property from [17] suitable for extending elementary embeddings. Throughout the section λ stands for a strongly inaccessible cardinal andμ denotes a nondecreasing sequence µ α : α < λ of regular cardinals ≤ λ such that | ξ<α f (ξ)| < µ α for every f : α → µ α . For example, the sequences |2 α | + : α < λ and λ : α < λ are as above. Whenever there is no need to consider a particular Q-generic filter for some poset Q, the forcing extension of V by Q will be denoted by V Q . Let U be a family of unbounded subsets of λ which is closed under diagonal intersections. For a poset Q we denote by U Q the closure of U under diagonal intersections in V Q . It is easy to check that if Q is < λ-strategically closed then U Q consists of unbounded subsets of λ, see, e.g., [20] . We shall also denote by D λ the collection of all clubs of λ. 
where Γ Q is the canonical name for the Q-generic filter. We say that Q is reasonably B e -bounding over U,μ if Q is < λ strategically closed and Generic has a winning strategy in G Be U,μ (p, Q) for all p ∈ Q. If U = {λ}, then forcing notions which are reasonably B e -bounding over U,μ will be called reasonably A e -bounding overμ. P Remark 3.2. If we remove items (a), (b) (or just item (b)) from Definition 3.1(1), we get the definition of the game G rcB U,μ (p, Q) and of reasonably B-bounding over U,μ forcing notions introduced in [17] . If U = {λ}, then forcing notions which are reasonably B-bounding over U,μ are called in [17] reasonably A-bounding overμ.
The subscript "e" in the notation G Let us fix p 0 ∈ Sacks(λ) and suppose that we have already reached αth round of the play G Be {λ},μ (p 0 , Sacks(λ)). Suppose also that the players have constructed a sequence p ξ , q ξ : ξ < α of conditions in Sacks(λ) such that
As required in (v) we set p α = ξ<α q ξ (thus p α is simply equal to q β provided that α = β +1). Now, Generic is instructed to play I α = {sˆ0, sˆ1 : s ∈ Split α (p α )} and p 1) are satisfied. In fact, for any limit α < λ, cofinal subset J of α, and sequence (t ξ ) ξ∈J ∈ ξ∈J I ξ , the set
notice that p * ≤ ξ q ξ ≤ ξ p ξ for all ξ < λ, and hence
In the same way we can prove that singular-splitting-Sacks forcing is reasonably A e -bounding, see [12, 2.1] for its definition. such that
is a tree with root ∅, where ¡ is the end-extension relation, such that every chain in T has a ¡-upper bound in T ; and • If t ∈ T , then there is t ∈ T such that t ¡ t and rk(t ) = γ. LetQ = P i , Q i : i < γ be a λ-support iteration, i.e., an iteration with supports of size at most λ. A standard tree of conditions inQ is a system p = p t : t ∈ T such that
• (T, rk) is a standard (w, 1)
γ -tree for some w ⊂ γ;
• p t ∈ P rk(t) for all t ∈ T ; and
A standard tree of conditions inQ will be called regular, if p t and p t are incompatible for all t = t such that rk(t) = rk(t ).
The next definition is abstracted from the proof of the main result of [10] . Definition 3.5. LetQ = P ξ , Q ξ : ξ < γ be a λ-support iteration. We say that the poset P γ = lim(Q) is B e (Q)-bounding over U,μ, if it is < λ-strategically closed and for every p ∈ P γ and sequenceD = D α : α < λ of open dense subsets of P γ there are sequencesT andq such that
γ -tree of size < µ α ; (2)q = q α : α < λ , whereq α = q α t : t ∈ T α is a regular standard tree of conditions; (3) |w α | ≤ |α| for all α; (4) {q α t : rk α (t) = γ} ⊂ D α ; (5) For any J ⊂ α and sequence (t ξ ) ξ∈J ∈ ξ∈J T ξ , if rk ξ (t ξ ) = γ for all ξ ∈ J, t ∈ T α , rk α (t) = γ, and there exists a lower bound for the set {q
is such a lower bound (i.e., for any ξ < α, t ∈ T ξ , and t ∈ T α such that rk ξ (t ) = rk α (t) = γ, either the conditions q ξ t , q α t are incompatible or else q ξ t ≥ q α t ); (6) For any limit α < λ, cofinal subset J of α, and a sequencet = (t ξ ) ξ∈J ∈ ξ∈J T ξ such that rk ξ (t ξ ) = γ for all ξ ∈ J, the set T α (t) consisting of those t ∈ T α which can be extended to t ∈ T α with rk α (t ) = γ and q
for all ξ ∈ J, has the following property: for every two consecutive elements ξ < η of w α and t ∈ T α (t) with rk α (t) = ξ, the set {t ∈ T α (t) : rk α (t ) = η and t ¡ t } has size at most |α|; (7) There exists a condition r ∈ P γ such that p ≥ r and r Pγ {α < λ :
The following theorem is analogous to [17, Th. 3.1] .
Theorem 3.6. Assume that
(1) λ is a strongly inaccessible cardinal;
Proof. The proof will be done by "adding an ε" to that of [17, Th. 3.1] . In order to avoid unnecessary repetitions we keep our notations as close to those of [17] as possible and indicate what kind of changes are to be made in the proof of [17, Th. 3 .1] in order to get our theorem. We shall also refer to equations from [17] . Let us fix p ∈ P γ and a sequenceD of open dense subsets of P γ . Like in [17, Th. 3 .1], Generic constructs a winning strategy st in the game G rcb U,μ (p, P γ ) with the auxiliary objects mentioned in (⊗) δ so that st ξ is a P ξ -name for a winning strategy of Generic in G [17] . We shall additionally require that p δ ζ ∈ D δ , and for any J ⊂ δ and a sequence (t ξ ) ξ∈J ∈ ξ∈J T ξ , if rk ξ (t ξ ) = γ for all ξ ∈ J, there exists a lower bound for the set {q : ξ ∈ J}. This can be easily achieved using the < λ strategical completeness of P γ . Now let r, w α 's, and T δ 's be the same as in the proof of [17, Th. 3 .1] and setq α =q α * . We claim thatT = T δ : δ < λ andq = q δ : δ < λ fulfill the conditions in Definition 3.5. Conditions
(1)- (3) and (5) are satisfied by the construction. Since
for all δ < λ and ζ < ζ δ (see [17, pp. 211 -212]), we conclude that the condition (4) of Definition 3.5 is satisfied as well. Condition (7) is just the last but one formula on page 215 of [17] . Thus we are left with the task to prove (6). Let us fix a limit δ < λ, a cofinal subset J of δ, and a sequencet such as in Definition 3.5(6), and let ξ < η be two consecutive elements of w δ . If T δ (t) is empty then there is nothing to prove. So assume that T δ (t) = ∅ and fix some t ∈ T δ (t) with rk(t) = ξ. By the definition of T δ (t) we conclude that q
Let α < δ be the minimal ordinal such that ξ ∈ w α+1 . By ( * ) 9 we have that q
(ξ) is a member of the sequenceq β,ξ for all β ∈ J ∩ (α, δ) and q δ t (ξ) is a member of the sequenceq δ,ξ ". By Definition 3.1(1a) we have that q δ t
Let H be a P ξ -generic filter containing q δ t . From the above it follows that
and the latter set has size at most |δ| in V [H]. However, P ξ is < λ-distributive, and hence we have
and thus completes our proof.
We collect below some basic facts about the relationship between U and
Observation 3.7. Let Q be a < λ-distributive poset. Then U is a base for a normal filter on λ, and for every 
Proof. 1. The first item is straightforward. 2. Let us fix a club C 1 ∈ V Q and let c α : α < λ be the increasing enumeration of C 1 . Observe that the set of the limit points of ∆ α<λ (λ \ (c α + 1)) equals to the set {α : α is limit and c α = α} and hence is a subset of
Following [14, Definition 21.6] we say that a poset P is < κ-directed closed, if for every subset A of P of size < κ, if every finite subset of A has a lower bound in A (such subsets A are called directed ), then A has a lower bound in P. A subset A of P is centered, if any finite subset of A has a lower bound in P. If A is a centered subset of P and every finite subset of A has the greatest lower bound, that by closing A under these bounds we get a directed subfamily of P.
We shall say that all finite subsets of a poset P have greatest lower bounds if so do all finite subsets of P which are bounded from below. Using this convention, for posets in which all finite subsets have greatest lower bounds, being < κ-directed closed is equivalent to the existence of a lower bound for every centered subset of size < κ.
Let A, B be subsets of a poset P. We say that A is predense below B if every lower bound of B is compatible with some element of A.
The following theorem is the main result of this section. 
Theorem 3.8. Suppose GCH holds and j
Proof. In the same way as at the beginning of the proof of Theorem 2.15 let us fix a R λ -generic filter G over V , a P λ ++ -generic filter g over V [G] , and identify g with anS
Next, we shall extend j * to an elementary embedding j
Theorem 3.6 we conclude that P λ ++ = lim(Q) is B e (Q)-bounding over U,μ, and hence it fulfills the premises of Observation 3.7(3). For every p ∈ P λ ++ and sequenceD = D α : α < λ of open dense subsets of 
By elementarity of j * and item (6) of Definition 3.5 we have thatT has the following property: for every two consecutive elements ξ < η of w λ and t ∈T with rk λ (t) = ξ, the set {t ∈T : rk λ (t ) = η and t ¡ t } has size at most λ. Let us denote by ↓ (p,D) the set of all lower bounds in j
is < j(λ)-directed closed in M * , and hence ↓ (p,D) is non-empty.
Claim 3.9. {q t : t ∈T , rk λ (t) = j(λ ++ )} is predense below ↓ (p,D).
Proof. Let us fixr ∈↓
∅ contains the intersection of j * (U ) and of a club j
for all α < λ, we conclude thatr j(R λ ) * j(P λ ++ ) "β ζ is the ζth element of j * (σ) for all ζ < λ". Thusr forces that j * (σ) is unbounded below λ, and hence it forces λ ∈ j * (σ). Recall that U is a subset of the measure derived from j * , and hence λ ∈ j * (U ), and consequentlyr forces λ ∈ Π. From the above it follows that the set
is predense belowr. The regularity ofT , the fact thatr is below j * (q α tα ) for all α < λ, and Definition 3.5 (5) imply that all elements of {q t : t ∈T \ T , rk(t) = j(λ ++ )} are incompatible withr, and hence {q t : t ∈T , rk(t) = j(λ ++ )} is predense belowr. 
Suppose that for some 0 < ξ < λ + and all ζ < ξ we have already constructed t ζ,i 's so that the items (i)-(ii) above are satisfied and the set
If ξ is limit then we define t ξ,i to be the smallest upper bound for the sequence t ζ,i : ζ < ξ for all i < ν. Items (i)-(ii) are clearly satisfied for all ζ ≤ ξ. Thus we are left with the task to check that the set
is centered. Suppose to the contrary that O fails to be centered and let i < ν be the minimal ordinal such that there exists a finite subset E of O with max{k :q k t ξ,k ∈ E} = i which has no lower bound. Enlarging E and then eliminating those of its elements which have a lower bound in E, we may assume that 
bounding over U,μ all of whose finite subsets have a greatest lower bound" for all ξ < γ, then λ remains strong in V R * Pγ .
Applications
To the best knowledge of the authors, all of the known results stating that a certain degree of strongness is preserved by iterations of tree forcings follow from one of the Theorems 2.15, 2.22, 3.8, or 3.10.
Another application of Theorem 3.8 uses the following poset from [20] .
• E is closed under diagonal intersections of sequences of length λ of its elements;
• If A ∈ E and |B| < λ, then A \ B ∈ E.
2. LetĒ = E ν : ν ∈ λ <λ be a system of < λ-complete non-principal filters on λ and let E ⊂ [λ] λ be a normal collection. We define a forcing notion QĒ E as follows. A condition p in QĒ E is a complete λ-tree p ⊂ λ <λ (see Definition 2.1) such that 
(ξ) > x(ξ).
It is clear that D x is a dense subset of QĒ E , and hence there exists p x ∈ G∩D x , which yields
, we have that A ⊂ (λ \ S) and A contains all its limit points which are elements of λ \ S. Indeed, let β ∈ λ \ S be a limit
we conclude that β ∈ C, and hence β ∈ A f , which means that f β splits in p x . But f β = x G β, hence x G β splits in p x , and consequently β ∈ A. It follows from the above that A can be written in the form C 1 ∩ (λ \ S) for some club C 1 ∈ V [G] and hence A ∈ E QĒ E . It suffices to observe that
A standard argument shows that ifQ = P ξ , Q ξ : ξ < γ is a λ-support iteration such that P γ is B e (Q)-bounding over some U,μ, then P γ is λ-proper (see the paragraph before Theorem 2.14 for the definition of λ-properness).
Given a filter F on λ, we denote by d F the smallest size of a subset of λ λ which is dominating with respect to ≤ F .
The following corollary is analogous to [20, the filter E ξ ν is generated by D λ , and E ξ is the family D λ (λ \ U ψ(ξ) ) (both defined in V R * P ξ ). We claim that P = R * P λ ++ is as required.
First of all, P λ ++ is B e (Q)-bounding over U,μ by Lemma 4.2 and Theorem 3.6. Therefore j can be lifted to the forcing extension by P by Theorem 3.8. In addition, it is a direct consequence of the B e (Q)-boundedness over U,μ that V ∩ λ λ is dominating in V P ∩ λ λ with respect to the preorder Proof. Let us write the collection of all elements of U with stationary complement in the form {U i : i < λ + }. Let also R be such as in Theorem 3.10.
In V R consider a λ-support iterationQ = P i , Q i : i < λ + such that Q i is a P i -name for the poset QĒ i E i defined as follows: For ν ∈ λ <λ the filter E i ν is generated by D λ , and E i is the family D λ (λ \ U i ) (both defined in V R * P i ).
We claim that P = R * P λ + is as required. First of all, P λ + is B e (Q)-bounding over U,μ by Lemma 4.2 and Theorem 3.6, and |P| = |P λ + | = λ + . Therefore j U can be lifted to the forcing extension by P by Theorem 3.10 (in this case θ = λ + ).
Now suppose that W ∈ V P is a normal filter on λ which does not extend Let U 1 = U be a normal measure on λ. Suppose, contrary to our claim, that j U 1 can be extended to an elementary embedding j : V P → M ⊃ M and denote by W the measure on λ derived from j . It follows from the above that there exists a function x ∈ λ λ ∩ V P such that y ≤ W x for all y ∈ λ λ ∩ V . Therefore j (x)(λ) > j (y)(λ) = j U 1 (y)(λ) for all y ∈ λ λ ∩ V , and hence j (x)(λ) ≥ j U 1 (λ). On the other hand, lettingλ be the constant sequence of length λ all of whose entries are λ, we have j U 1 (λ) = j (λ) = j (λ)(λ) > j (x)(λ), which leads to a contradiction.
Concluding remarks and open questions
Let κ be an inaccessible cardinal, A be a stationary subset of κ containing all successor ordinals, and D be any normal filter on κ containing A and all clubs in κ. We refer the reader to [20, § 6] for the definition of reasonably merry over (A, D) forcing notions.
(iii) µ α+1 ∈ β≤α C(r β ), r α+1 = (r α+1 ) σ α+1 , and σ α+1 µ α+1 ∈ β≤α S * µ α+1
(r β ) ∩ S * µ α+1 (q), and sets A α+1 = C(q) \ µ α+1 . If α ∈ A is limit, then the player COM sets r δ = ξ<α r ξ , µ α = sup ξ<α µ ξ and σ α = ( ξ<α σ ξ )ˆh(µ α ). In the same way as in the proof of Claim 2.11 we can show that σ α ∈ T (r α ) and In case of a positive answer one could probably get a common generalization of Theorems 3.8 and 2.15.
We also do not know whether Theorem 3.8 is true for all reasonably Bbounding over U forcing notions provided that U is a subset of the normal measure derived from the embedding j. Even the following is open. 
