Abstract-Fundamental relations between information and estimation have been established in the literature for the scalar Gaussian and Poisson channels. In this work, we demonstrate that such relations hold for a much larger class of observation models. We introduce the natural family of scalar Lévy channels where the distribution of the output conditioned on the input is infinitely divisible. For Lévy channels, we establish new representations relating the mutual information between the channel input and output to an optimal estimation loss, thereby unifying and considerably extending results from the Gaussian and Poissonian settings. We demonstrate the richness of our results by working out two examples of Lévy channels, namely the Gamma channel and the Negative Binomial channel, with corresponding relations between information and estimation. Extensions to the setting of mismatched estimation are also presented.
I. INTRODUCTION
Deep and elegant relations between fundamental measures of information and fundamental measures of estimation have been discovered for several interesting probabilistic models. Over time, such relations have been subject to interest in communities ranging from information theory to probability and statistical decision theory. For a recent comprehensive treatment of this topic and its implications, we refer to [1] . While both scalar and continuous-time observation models have been extensively discussed in the literature, and intriguing interconnections between both regimes drawn, in this work we focus exclusively on the scalar case.
Our story can be traced back to the early work by Stam [2] in 1959, where "de-Bruijn's identity" relating the differential entropy of a Gaussian noise corrupted random variable to its Fisher information was stipulated. However, a more concrete starting point is the recent work by Guo, Shamai and Verdú [3] in 2005. In [3] , the authors propose the I-MMSE formula, which presents the derivative with respect to SNR (signalto-noise ratio) of the mutual information between the input and output of a Gaussian channel, as half the minimum mean squared error in estimating the channel input based on the output. Formally, if X, a random variable with finite variance, denotes the channel input, and Y γ = γ X + W indicates the channel output at SNR level γ > 0, where W ∼ N (0, γ) is a Gaussian random variable independent of X, then the I-MMSE relationship can be stated as,
where the Gaussian loss function G : R × R → [0, ∞) is defined as,
In other words, for any choice of input distribution, the derivative of the mutual information is equal to half the minimum mean squared error in estimation. It turns out that such a relationship between mutual information and optimal estimation loss is not unique to the Gaussian channel. Similar relations were discovered for the scalar and continuous-time Poisson Channel in [4] and [5] . Remarkably, the exact same relationship holds in the Poissonian context as well, when the squared error loss is replaced by a natural loss function for the Poisson channel.
Indeed, let non-negative random variable X, satisfying E[X ln X] < ∞, and conditioned on X, Y γ ∼ Poisson(γ X), now denote the Poisson channel input and output at SNR level γ, respectively. Invoking results from [4] and [5] , we can express the relationship corresponding to (1) for the Poisson channel as,
where the Poisson loss
Indeed, the kinship between these two channel models does not end here. In [6] , Verdú extended the I-MMSE result to incorporate mismatch at the decoder, and related the relative entropy between two input distributions to the cost of mismatch in estimation. An essentially identical result was established by Atar and Weissman [5] for the Poisson channel, under the Poisson loss function. Thus, we observe the uncanny connection between the Gaussian and Poissonian observation models, whereby a direct relationship between mutual information, relative entropy and average estimation loss holds verbatim in both models, under suitable loss functions.
In this work, we aim to understand this intruiging connection, and present a clear, unified picture encompassing both classical and hitherto unknown results relating information and estimation for a wide class of scalar observation models. While our present exposition is restricted to scalar channels, our results can be generalized to more powerful and technically 1 It turns out that conditional expectation minimizes the expected loss under P , c.f. [5] for details.
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978-1-4799-5186-4/14/$31.00 ©2014 IEEE challenging continuous-time observation models. We consign the full treatment of continuous-time channels, to a parallel work in preparation [7] (c.f. also [8] for a related but distinct treatment of pure jump Lévy processes in continuous-time). The scalar case, however, to which we dedicate this paper, is of fundamental importance in its own right. Our main contributions here are fivefold:
1) The introduction (to our knowledge, for the first time in the literature) of scalar Lévy channels, which are a sub-family of the well-known generalized linear models [9] in statistics. Lévy channels satisfy the property that conditioned on the inputs, the outputs are scalar random variables with infinitely divisible distributions. Additionally, they have a natural SNR parameter, which captures the channel quality. 2) For scalar Lévy channels, we present a simple relationship between mutual information and an optimal estimation loss. We also present the generalization of this result to incorporate mismatch at the decoder. Additionally, we provide completely new formulae for expressing the entropy of a random variable, and for the relative entropy between two scalar distributions. 3) We recover results for both the Gaussian and Poissonian settings, for matched and mismatched estimation scenarios, as special cases of our general result. To our knowledge, this is the first unified presentation of information and estimation relationships for these two canonical scalar channels. 4) We present two natural channels, namely the Gamma channel and the Negative Binomial channel, both of which are instances of Lévy channels. For these channels, we use our general result to explicitly derive the information and estimation relationship. 5) We investigate the loss function that emerges in the characterization of mutual information in Lévy channels. In particular, we find a simple general representation for this loss function involving an associated Bregman divergence, in turn uniquely specified by the distribution of the channel output in the absence of any input.
The remainder of this paper is organized as follows. In Section II, we introduce scalar Lévy channels as a natural scalar observation model, and discuss some properties underlying this family. In Section III, we present our main theorems on relations between information and estimation for Lévy channels.
In Section IV, we recover, as corollaries of our main result, the fundamental relationships already known for the Gaussian and Poisson channels. In Section V, we introduce and study two special Lévy channels, namely the Gamma channel and the Negative-Binomial channel, from an information and optimal estimation viewpoint. In Section VI we discuss the natural loss function associated with Lévy channels. Proofs are omitted due to space constraints and the interested readers are referred to the extended manuscript [10] for details. We conclude in Section VII.
II. SCALAR LÉVY CHANNELS

A. A short introduction to Lévy Processes
Lévy processes are characterized by stationary and independent increments in time. Important examples include Brownian motion and Poisson processes. We refer the reader to Sato [11] for a comprehensive treatment of Lévy processes. Interestingly, there is a one-to-one correspondence between Lévy processes in law, and infinitely divisible distributions on R.
One may obtain a Lévy process {Y t } t≥0 from an infinitely divisible distribution Z ∼ F via the following method. We assume that the following cumulant transform of F exists:
Then, for any t > s ≥ 0, we define the increment Y t −Y s to have the cumulant transform (t−s)κ(θ), and to be independent of {Y u : u ≤ s}. By the uniqueness property of cumulant transforms we know that it fully specifies the distribution of Y t − Y s . In the other direction, in order to obtain an infinitely divisible random variable from a Lévy process Y · , we just need to take Y 1 .
By the Lévy-Khintchine formula [11] , given any Lévy process Y · , there exists σ ≥ 0, and a non-negative measure ν(·) on B(R 0 ) associated with Y · such that R0 min{1, z 2 }ν(dz) < ∞. Here R 0 = R\{0}, and B(R 0 ) denotes all Borelmeasurable sets on R 0 . We call the tuple (σ, ν(dz)) the Lévy characteristics of the Lévy process Y · . Also, we refer to σ as the volatility, and ν(dz) as the Lévy measure of the process. In plain terms, the Lévy-Khintchine formula shows that any Lévy process is essentially a mixture of a continuous Brownian motion part scaled by σ, and a pure jump part, which in turn is a mixture of various jump sizes characterized by the measure ν(dz) (where z denotes the jump size).
B. The Scalar Lévy Channel
We say a random variable Y γ is the output of a scalar Lévy channel at SNR γ in the absence of input signals, if it satisfies
where κ(·) is the cumulant transform of some infinitely divisible random variable Z ∼ F . Note that each κ(·) for an infinitely divisible distribution has a corresponding Lévy characteristics (σ, ν(dz)). Definition 1 (Scalar Lévy Channels): For a fixed infinitely divisible probability measure P γ 0 and a scalar random variable X, we define the output Y γ of the Lévy channel at SNR level γ conditioned on input X to be distributed according to law P γ θ , which is given by a generalized linear model [9] in (7): dP
where θ = φ (X) and φ(·) is the Fenchel-Legendre dual of κ(·). Lévy Channels are a special sub-family of a rich class of observation models, namely the Generalized Linear Models 2014 IEEE International Symposium on Information Theory which have been studied extensively in statistics and machine learning, cf. [9] . By Banerjee et. al [12] , we know that:
and, since κ(θ) is strictly convex, parameters X, θ are related via a bijection. The case θ = 0 corresponds to no channel input, hence we know X = κ (0) in that case. A key feature of the channel in Definition 1 is that it endows γ with a natural interpretation as the "SNR level" for the Lévy channel. We skip the details here, but it can be shown that
Lévy channels encompass several important scalar observation models. In addition to the Gaussian and Poisson models, it includes Cauchy, Gamma, Stable distributions, and Negative Binomial models. We first show how the Gaussian and Poisson channels are subsumed in the framework of Lévy channels.
For the Gaussian channel, under P 
which is equivalent to the statement that, under
. This is precisely the definition of the Gaussian channel at SNR level γ.
In the Poisson channel setting, under P γ 0 , we usually specify Y γ ∼ Poisson(γ). In this case, we have κ(θ) = e θ − 1,X = κ (θ) = e θ . Now, specializing (7) to this case, we obtain
A simple calculation shows that, under P γ θ , Y γ |X is a Poisson random variable with parameter γX, which is the precise definition of the scalar Poisson channel.
III. MAIN RESULTS
"It is even speculated (in [3] ) that information and estimation satisfy similar relationships as long as the output has independent increments conditioned on the input." -Guo, Shamai and Verdú [4] To some extent, our work gives a clear affirmative answer to the above suspicion raised in the context of the Gaussian and Poissonian results. In this section, we will obtain, for the Lévy channel, a precise formula expressing derivative of the mutual information as an optimal estimation loss. As we will shortly demonstrate, the "correct" loss function that presents itself in this formula, is intimately connected with the Gaussian and Poissonian loss functions that were reviewed in Section I.
Formally, let X denote the space of channel inputs as defined in Definition 1. The reconstruction space for estimating the channel input x ∈ X , denoted byX , is a function space. Each reconstructionx ∈X is a collection of scalars indexed by R. In other words,x = {x z : z ∈ R}. We will now introduce the loss function for the Lévy channel.
Definition 2 (Loss function for Lévy Channels): The loss function L : X ×X → [0, ∞], for the Lévy channel with characteristics (σ, ν(dz)), is defined as,
where G and P are the loss functions defined in Section I, respectively in (2) and (4). Obviously, L (x,x) ≥ 0 with equality if and only ifx 0 = x,x z = e φ (x)z , z = 0. Unlike estimation problems in scalar channels encountered thus far, the reconstruction is not a scalar but rather takes values in a function space. It can be viewed as producing a scalar estimate for every jump size for the pure jump part of the Lévy process indexed by SNR level, in addition to a single scalar estimate for the continuous part of the channel output.
Definition 3 (Input Regularity Property): We say that the input X to a scalar Lévy channel satisfies the input regularity property, if the following conditions hold:
where, as before, φ(·) is the Fenchel-Legendre dual of κ(·) introduced in Section II, and is specified by the channel. Quantities σ, ν(dz) are the Lévy characteristics of the channel. Our first main result is the following: Theorem 1: Let X be a scalar random variable distributed according to law P . If X satisfies the Input Regularity Property, we have:
is the optimal (minimum mean loss) reconstruction. Note that the result in (12) presents the derivative of the mutual information between the input and output with respect to the SNR as the optimal mean loss in estimating the channel input, according to the loss function specified in (11) . A particularly interesting case arises when γ = ∞, since it gives us a completely new expression for the entropy of a random variable. As a consequence of Theorem 1, we have the following:
Theorem 2: If X is a discrete real-valued random variable satisfying the Input Regularity Property, then
Note that the above representation of entropy in Theorem 2 is quite intriguing. In particular, it holds for any Lévy channel, i.e. for any σ and ν(dz). Further, the left hand side, as is well known, is invariant to one-to-one transformations, a fact that is not at all intuitive for the right hand side. Indeed, the fact that such a functional representation for the entropy of a random variable holds in general, is quite surprising. We now visit the mismatched estimation setting. Recall that the mismatched decoder wrongly assumes the input has distribution Q when the true distribution is P . Using a suboptimal decoder optimized for Q will incur an additional loss, which is also termed "cost of mismatch". The following theorem represents relative entropy via the "cost of mismatch".
Theorem 3: Let X be a scalar random variable, and P and Q be two laws on X such that the following conditions hold: 1) Under P , X satisfies the Input Regularity Property; 2) ∀ 0 ≤ γ < ∞, we have
Then we have
IV. RECOVERING GAUSSIAN AND POISSONIAN RESULTS
In this section, we demonstrate how Theorems 1 and 3 recover the known results for the scalar Gaussian and Poisson channel models.
It follows from discussions in Section II-B that for the Gaussian channel we have θ = X, κ(θ) = An application of Theorem 1 directly gives us the I-MMSE formula [3] , as stated in (1)- (2),
The Lévy characteristics of the scalar Poisson channel are a = 1, σ = 0, ν(dz) = δ 1 , where the measure δ x denotes a point mass at x. Again, it is straightforward to see that the loss function in (11) collapses to the natural Poisson loss function P defined in (4) . Note that for the Poisson channel, its input X and the natural parameter θ satisfy the relation X = e θ , hence the Input Regularity Property tells us that the input should satisfy E[X ln X] < ∞. An application of Theorem 1 thus recovers the result in [5, Sec V.A]:
We note in passing that Theorem 3 can be similarly specialized to recover the corresponding mismatched informationestimation results, with improved assumptions in the Poisson channel setting.
V. TWO NEW EXAMPLES: THE GAMMA AND NEGATIVE BINOMIAL CHANNELS
In this section we introduce the scalar Lévy channel that is induced via the Gamma distribution on R. Recall that the Gamma distribution is a continuous-valued two-parameter probability distribution. We say that a random variable Z follows the Gamma distribution, i.e. Z ∼ Γ(k, s), if it has the following probability density function:
The Gamma distribution satisfies infinite divisibility with respect to k for a fixed s. In the absence of an input, i.e. θ = 0, we assume P γ 0 imposes the following distribution on the channel output:
The cumulant is κ Γ (θ) = ln 1 1−θ . We now define the scalar Gamma channel.
Definition 4 (Gamma Channel): Let X (non-negative) be the channel input, which is related to the natural parameter θ, via (8) Theorem 4: Let non-negative random variable X ∼ P be input to the Gamma channel, and EX < ∞. Let Y γ denote the channel output at SNR γ. Then,
where the loss function Γ is defined as,
We now turn to the Negative Binomial channel. Recall that we say that Z ∼ NB(r, p), with r > 0, p ∈ [0, 1], if it has the probability mass function,
In the absence of any input signal, we assume that Y γ ∼ NB(γ, 1/2). Definition 5 (Negative Binomial Channel): The Negative Binomial channel with non-negative input X, at SNR level γ is defined via the following conditional distribution,
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Note that for the Negative Binomial distribution, we have σ = 0, and ν(k) = 
where the loss function NB is defined as,
We omit the corresponding mismatched estimation results due to space constraints. While we have illustrated the applicability of our main results via these two examples, we note in passing that a similar analysis can be performed for every infinitely divisible distribution via considering the Lévy channel that it induces. Remark 1: In the context of a channel pertaining to the Negative Binomial distribution, we mention the recent [14] and [15] where a different channel parameter is referred to as the parameter of interest, and information-estimation relationships are derived. We refer to [10] for a comparison between the two approaches, and a demonstration that the parameter in [14] and [15] does not admit a natural SNR interpretation for relations between information and estimation, in contrast to the SNR parameter of the present work.
VI. CHANNELS AND LOSS FUNCTIONS: A DISCUSSION
For any exponential family,
define the mean parameter x as x(θ) = Y Y dP θ . It was proved in [12] that θ = φ (x), x = κ (θ), where φ(·) is the Fenchel-Legendre dual of κ(·). It is well-known [16] that if P 1 denotes the distribution of Y with parameter θ 1 , P 2 denotes the distribution of Y with parameter θ 2 , x i . = x(θ i ), there is a closed expression for the relative entropy:
The main theorem of this section is the following. Theorem 6: Let P γ 1 denote the output distribution of a Lévy channel under SNR γ with deterministic input x 1 , P γ 2 denote the output distribution of the same Lévy channel under SNR γ with deterministic input x 2 , we have ∂ ∂γ D(P
where˜ L (x, y) . = L (x,X δy ) denotes the loss incurred when the reconstruction is optimized for the point mass at y ∈ X . Theorem 6 demonstrates that the seemingly convoluted loss function for Lévy channels is very closely related to a Bregman divergence generated by the convex function φ(x), which is specified uniquely by the channel. Thus, it illuminates the connection between channels and loss functions in an information-estimation context. Specializing Theorem 6 to the Gamma and Negative Binomial loss functions, we obtaiñ
NB (x 1 , x 2 ) = x 1 ln
VII. CONCLUSIONS
We have introduced the family of scalar Lévy channels, where the output conditioned on the input is a random variable having an infinitely divisible law. We establish new and general relations between fundamental information measures and optimal estimation loss for this class of channels, under natural and explicitly identified loss functions. We conjecture that the scalar Lévy channels are the largest family of channels admitting information-estimation relations that fully parallel the known results for the Gaussian and Poisson models. As corollaries of our results, we unify the known results for the Gaussian and Poisson models, and present novel representations for the entropy and relative entropy. We illustrate our results via two examples: the Gamma and Negative Binomial channels.
