ABSTRACT In wireless multicast networks, different users may have quite different link qualities to the server, which will degrade the multicast performance of the coded caching scheme. In order to effectively handle the asymmetric link qualities and fulfill the fairness delivery requirement by a different user, a parallel delivery scheme is proposed to organize the wireless multicast physical channels into multiple logic parallel partially shared links. Each parallel partially shared link connects the server to a subset of users, and each user can receive coded signals from multiple parallel partially shared links, in which the superposition coding and successive interference cancellation techniques will be utilized to guarantee the recovery of each requested file. Since the parallel partially shared links provide the basis to reasonably balance the traffic load and to allocate the delivery rate among users, this parallel delivery scheme is able to guarantee the fairness transmission requirements and to effectively reduce the required delivery time per bit (DTB), which is defined as the normalized time spent on satisfying all the users' demands, for both the centralized and decentralized placement.
I. INTRODUCTION
The global mobile data traffic will be envisioned to increase sevenfold by 2021, with the multimedia services accounting for nearly 78% [1] . The explosive data traffic increase imposes critical challenge on the resource-constrained wireless multicast networks. Fortunately, due to the increasing availability of cheaper storage, the content cache technique has attracted much attention in wireless networks [2] - [6] . Its basic idea is to prefetch popular contents into local cache, thus the remote server only needs to transmit the requested non-cached contents. Obviously, with content cache, the transmission load can be significantly reduced thanks to the local caching gain.
In their seminal work, Maddah-Ali and Niesen proposed a coded caching scheme, and proved that the transmission load could be further reduced by exploring coding opportunities into the multicast streamings based on the caching content at users [7] , [8] . Basically, this coded caching scheme comprises two phases, i.e., placement phase and delivery
The associate editor coordinating the review of this manuscript and approving it for publication was Nan Zhao. phase. The placement phase occurs at off-peak hours (such as midnight), in which part of each file is placed into user cache without the knowledge of users' demands. According to whether the caching content is carefully designed by a central server or randomly and independently operated by the users, the placement phase is classified into centralized [7] and decentralized one [8] . The delivery phase follows in peak hours, when users' demands are revealed, the server will respond by multicasting coded signals to users. For each user, on the basis of the received coded signals and its local caching contents, its requested file can be recovered. Since multiple users can be simultaneously served by common coded signals, global multicasting gain can be realized.
Inspired by the results in [7] , [8] , the coded caching scheme has been widely explored in more general systems in its subsequent works, for instance, the systems with multiple servers [9] , [10] , multiple demands [11] - [13] and nonuniform file popularities [14] - [20] , as well as in interference networks [21] - [25] . It was shown in [25] that, the caches at transmitters will help to improve the sum degrees of freedom (DoF) of the interference channel by allowing cooperation among transmitters. In addition, the assumption on error-free shared link was also relaxed to wireless channels in [26] - [32] , which is industrial valuable. The centralized coded caching over a packet-erasure broadcast channel was firstly studied in [26] and [27] . More generally, a state-adaptive coded caching scheme was proposed in [28] , and it was shown that, when all users have statistically equivalent channels, to balance transmission load, larger cache capacity should be allocated to weaker receivers. Similarly, in [30] , the coded caching design in network with strong and weak channels was investigated in the high transmission power regime. Further, with the consideration that every user has different link quality, the strategy by means of power and bandwidth allocation was proposed in [31] to maximize the system throughput. The benefits of decentralized coded caching in terms of the transmission power saving was investigated in [32] , and it was unveiled that, even a small cache capacity at the receiver can lead to a significant transmission power reduction. All of these aforementioned research efforts confirm the great potential of coded caching scheme in wireless multicast network.
Following up these works, we mainly focus on delivery design of coded caching scheme in wireless multicast networks with both the centralized and the decentralized placement, wherein different users are assumed to have quite different link qualities, while identical cache sizes at all users are assumed. When taking such asymmetric link qualities into consideration in the coded caching scheme design, the worst link involved in each multicasting may degrade system transmission efficiency, which motivates us to balance all the transmission loads and transmission powers among users according to their link qualities. Therefore, to achieve the performance of coded caching scheme and to improve the transmission efficiency, we propose a parallel delivery scheme in this paper, in which the wireless multicast physical channel is logically organized into multiple logic parallel partially shared links according to different link qualities, and the designed coded signals and delivery rate are allocated among them. Each parallel partially shared link connects the server to a set of users, i.e., each user can simultaneously connect to and receive coded signals from multiple parallel partially shared links. With this proposed parallel delivery scheme, not only the superiority of coded caching scheme on transmission load reduction, but also the fairness requirements among users can both been achieved. We propose to use the delivery time per bit (DTB) to assess the transmission efficiency, which is defined as the normalized time spent on satisfying all the users' requests. It is shown that the underlying rate allocation strategy in parallel delivery scheme is capable of approaching the capacity boundary of the broadcast channel. We theoretically prove that, when compared with the delivery scheme without potential transmission load and rate allocation strategy, which is referred to as the baseline scheme for simplicity, the proposed parallel delivery scheme is always superior, and its advantage is even more conspicuous in smaller cache size regime. The remainder of this paper is organized as follows. We introduce the system model and preliminary in Section II. The baseline delivery scheme and the proposed parallel delivery scheme are presented in Section III and Section IV for both the centralized and the decentralized placement cases, where the DTB analysis is included to assess the achieved transmission performance of delivery schemes. The numerical analysis and comparison of different delivery schemes are presented in Section V. Finally, we conclude our work in Section VI.
II. SYSTEM MODEL AND PRELIMINARY
We consider a coded caching model over a wireless multicast network depicted in Fig. 1 , in wihch K users K = {i : i ∈ [K ]} 1 connect to a single server through a Gaussian Broadcast Channel (GBC). The server holds a library of N files W = {W i : i ∈ [N ]} with equal size of F bits, and each user has an isolated cache of MF bits. Between server and user k, k ∈ K, its channel coefficient is h k , and the additive white Gaussian noise (AWGN) w k is assumed to be circularly symmetric with zero mean and variance σ 2 .
The coded caching scheme will be realized in two phases of placement and delivery. In the placement phase, each user accesses the file library and populates its cache with part of the file from W. This phase occurs at off-peak hours without the knowledge of users' demands and is performed once with ignorable cost. After this phase, the caching content of users z = {z k : k ∈ [K ]} is known to the server 2 . The delivery phase follows in peak hours, in which each user k independently and randomly requests a file W d k from W, and the demand vector is denoted by
To satisfy the users' demands, the server responds by multicasting signals of size RF bits, which is referred to as the transmission load, to users based on the demand vector d, caching content z and the channel coefficients h = {h k : k ∈ [K ]}. Each user k receives the signal
where x is the signal sent by server with normalized unity transmission power, i.e., E[|x| 2 ] = 1. The channel coefficients h is assumed to be constant over the duration of each transmission round, but may change from one round to another, and be perfectly known at the server via the channel estimation and the feedback signaling design 3 . Based on the received signals and the caching contents, user k is able to estimate W d k . As a result, the transmission load RF is said to be achievable if the probability of error P e can be arbitrarily small for large enough file size F, where P e is defined as
As a latency performance metric, the delivery time T (h, M ) introduced in [22] and [34] is utilized to assess the time spent on satisfying all the users' demands, namely, the time consumption on transmitting signals of RF bits 4 . Intuitively, the delivery time T (h, M ) is proportional to the file size F, i.e., T (h, M ) ∝ F, thus for descriptive simplicity, we introduce a normalized concept of Delivery Time per Bit (DTB) [34] in the following Definition 1.
Definition 1: (DTB) Given file size F, the Delivery Time per Bit (DTB) τ (h, M ) is defined as the delivery time normalized by file size F, namely,
(3) Thus the problem studied in this paper can be formulated as: Given K , N , M and h, how to minimize the DTB by designing an efficient coded caching scheme over wireless networks?
Since the GBC is equivalent to the degraded broadcast channel [35] , when applying the coded caching scheme in GBC, the delivery rate tuple r = {r k : k ∈ [K ]} should be constrained by the degraded broadcast channel capacity region C BC , where r k is the delivery rate to user k. Throughout this paper, we consider the general case that the channels are asymmetric and assume |h 1 | ≤ |h 2 | ≤ · · · ≤ |h K | without loss of generality, then the degraded broadcast channel capacity region C BC is given by (4) [36] ,
where the bandwidth, total transmission power are considered to be unity, and the noise variance and power allocation factor are σ 2 , and α i , respectively. While, to characterize the capacity region only with h, we use an equivalent capacity region representation elaborated in Lemma 1.
Lemma 1:
The degraded Gaussian Broadcast Channel capacity region in (4) can be equivalently represented as (5) .
The proof of Lemma 1 can be found in Appendix A. For given delivery rate tuple r, the power allocation scheme of α i , i ∈ [K ] can also be determined by (29) in Appendix A.
III. THE BASELINE DELIVERY SCHEME
The centralized and decentralized coded caching scheme with symmetric channels were firstly proposed in [7] and [8] , respectively. It is unveiled that both schemes benefit from local caching gain and global multicasting gain in terms of transmission load reduction. Intuitively, these coded caching schemes can be directly applied to wireless multicast networks. While, since asymmetric channels are assumed in wireless networks, to enable the decodability of requested files by multicasting, the delivery rate of each multicast signal is constrained by the worst channel condition. At this point, we will briefly review this scheme for both of the placements in wireless networks, which are referred to as baseline delivery schemes hereafter.
A. THE CENTRALIZED BASELINE SCHEME
In the centralized baseline scheme, the placement phase is the same as that proposed in [7] . Each file is divided into This centralized placement design guarantees that in any set of t + 1 users, each requested non-cached segment is exactly appeared in the cache of another t users, thus these t +1 users termed as a multicast user set can be simultaneously served by one common coded signal.
As proposed in [7] , in the delivery phase, with the knowledge of users' demands and caching contents, K t+1 coded signals will be multicast to these K t+1 multicast user sets. While in wireless networks with asymmetric channel conditions, the delivery rate of each coded signal is constrained by the channel capacity of its worst user 6 in the multicast user set. For instance, with the assumption that |h 1 | ≤ |h 2 | ≤ · · · ≤ |h K |, user k is the worst user of K −k t multicast user sets, thus the delivery rate of these
This centralized baseline scheme is illustrated in Algorithm 1, where W d k ,S\{k} represents the file segment requested by user k, which is missing at user k but being 5 We adopt the convention that a b = 0, if b > a. 6 For convenience, the user with the worst (worse, better) channel is referred to as the worst (worse, better) user. VOLUME 7, 2019 cached by the remaining users in S, and ⊕ denotes the bitwise XOR operation. The notation | · | stands for the cardinality of a set.
Algorithm 1
The Centralized Baseline Scheme 1: procedure placement phase (W) 2: t ← KM /N 3:
for n ∈ [N ] do 5: Equally divide W n into segments {W n,T : T ∈ I} 6: end for 7 :
end for 10: end procedure 11: procedure baseline delivery phase (W, d, h, z) 12 :
Multicast X k with delivery rate log 2 (1 +
end for 17 : end procedure
In Algorithm 1, the size of each X k is
t bits, which is the same as that in [7] . Since it has already been proved in [7] that, by the received coded signals of size RF bits and local caching segments, each user can extract its requested segments and thus reconstruct requested file. Thereby, we only need to verify that by Algorithm 1, each user is able to collect all the requested segments. When
can not only decode the coded signals delivered with rate log 2 (1 + |h k | 2 /σ 2 ), but also these
coded signals with rate log 2 (1 + |h i | 2 /σ 2 ), ∀ i < k, while only
of which are interested by user k. Together with K −1 t−1 cached segments, finally the number of requested segments collected by user k is
where we use the equality
For the users in {K − t + 1, · · · , K }, they can reconstruct requested file by receiving all the coded signals to the first K − t users, since
and that is why we only focus on k ∈ [K − t] in line 12 of Algorithm 1. Accordingly, the DTB of the centralized baseline scheme is given in Theorem 1.
Theorem 1:
More generally, for M ∈ [0, N ], τ cb (h, M ) denotes the lower convex envelope of the above points, which is achievable. Note that in Theorem 1, when t ∈ N + , τ cb (h, M ) in (7) is achieved by the Algorithm 1. While, when t / ∈ N + , the τ cb (h, M ) can be achieved by memory sharing as recommended in [7] .
B. THE DECENTRALIZED BASELINE SCHEME
Unlike the centralized placement, in the decentralized setup, the caching content is independently and randomly determined by the users. As suggested in [8] , consider a specific user subset S with |S| = s, and let W n,S be the subset of file W n that is exactly cached by users in S, then each file W n ∈ W can be represented as
be the probability that each bit is cached by a user, thus the size of W n,S falls in the range of
with high probability for large enough F, the item o(F) can be ignored for simplicity [8] .
In the delivery phase, the users in each S can form a multicast set, and benefit from one common coded signal. Similarly, for the sake of the decodability, the delivery rate of each coded signal will be constrained by the worst user in its multicast user set. For example, since user k is the worst user of
multicast user sets, the coded signals with size of
to these sets should be transmitted with delivery rate of at most log 2 (1 + |h k | 2 /σ 2 ). For comparison, the decentralized baseline scheme is depicted in Algorithm 2.
Algorithm 2
The Decentralized Baseline Scheme 1: procedure placement phase (W) 2:
User k randomly caches qF bits of file W n ∈ W
5:
end for 6: end procedure 7: procedure baseline delivery phase (W, d, h, z) 8 :
end for 12 :
Multicast X k with delivery rate log 2 ( 
end for 15 : end procedure Similarly, by the end of the delivery phase, each user k can simultaneously decode the coded signals of size (1−q) k F bits with delivery rate log 2 (1 + |h k | 2 /σ 2 ) and that of (1 − q) i F with rate log 2 (1 + |h i | 2 /σ 2 ), ∀ i < k, while asymptotically only q of which are cached and required by user k, thus the size of its collected interested symbols is
which is equal to the size of requested file lacking by user k. Thus, together with its cached content of size qF bits, each user can reconstruct its requested file, and the DTB for such scheme is given by Theorem 2.
Theorem 2: For q = M /N ∈ (0, 1), the DTB of the decentralized baseline delivery scheme τ db (h, M ) is given by
IV. THE PROPOSED PARALLEL DELIVERY SCHEME With the baseline scheme described in Section III, the sequential transmission of coded signals will lead to the result that the better users have to wait for the recovery of all the worse users, which is inefficient and unfair for those better users. To achieve the fairness requirements among users, we propose a parallel delivery scheme, in which its placement is identical to that in Section III, while for coded multicasting, all the coded signals are delivered simultaneously. In order to guarantee the decodability of multicast coded signals, the delivery rate tuple should be optimized within the capacity region of C BC . The Superposition Coding (SPC) at the server and the Successive Interference Cancelation (SIC) at users can be utilized to approach the capacity boundary of degraded broadcast channels [35] , [37] , [38] , in which the better user is able to restore the data that all the worse users can successfully restore [36] . Motivated by this idea and the concept of parallel partially shared links in [33] , we propose a parallel delivery scheme. In order to clearly explicate the idea, we firstly introduce the parallel delivery framework with SPC, SIC techniques, the parallel partially shared links, and their relations.
A. THE PRINCIPLE OF PARALLEL DELIVERY SCHEME As depicted in Fig. 2(a) , in parallel delivery scheme the server firstly designs the coded signals
For parallel delivery, K distinct codebooks with rate tuple r = {r k : k ∈ [K ]} should be generated, where r k is dependent on h and is constrained by C BC in (5). Then, each X k is mapped to a codeword X 1:n k 8 of length n, which is chosen from the k-th codebook [35] . Afterwards, all K codewords will be superposed and transmitted, just as recommended in [39] , [40] . Due to |h 1 | ≤ |h 2 | ≤ · · · ≤ |h K |, the better users can concurrently retrieve the signals that all the worse users can successfully decode, for instance, user k is able to decode {X j : j ∈ [k]}. Therefore, by using SPC and SIC, together with caching contents z k , each requested file
Because we assume SPC and SIC, the delivery framework can be equivalently illustrated by Fig. 2(b) , in which the GBC in the dashed frame of Fig. 2(a) is logically organized into multiple parallel partially shared links [33] . Each L k connects all the users in {k, · · · , K } to server. In another word, each user k is connected to k partially shared links
will be transmitted through L k with rate of r k to its connected users, so as to ensure that all the coded signals {X j : j ∈ [k]} can be decoded by user k. Namely, the delivery rate r k should be constrained by C BC . In addition to this constraint, the delivery rate should be effectively allocated to each parallel partially shared link in accordance with its allocated transmission load, which will be analyzed in Section V.
For illustration purpose, the parallel delivery scheme for two users is illustrated in Fig. 3 . With |h 1 | ≤ |h 2 |, the GBC is logically subdivided into two parallel partially shared 7 They can be generated by using Algorithm 1 and Algorithm 2. 8 Here, each codeword links L 1 , L 2 to transmit the designed X 1 , X 2 to its connected user set {1, 2} and {2} with the delivery rate of r 1 and r 2 , respectively. To make sure that user 1 and user 2 can reconstruct their requested files from X 1 and X 1 , X 2 respectively, the rate tuple {r 1 , r 2 } has to be in C BC . Apparently, in the parallel delivery scheme, the DTB is dependent on the maximum DTB spent on each
To minimize it, the optimization framework is involved, which will be addressed in the following subsections.
B. THE CENTRALIZED PARALLEL DELIVERY SCHEME
For the centralized parallel scheme, its placement and designed coded signals X k , k ∈ [K − t] are the same as that in Algorithm 1. Just like what we have stated, once X j , j ∈ [k] are decoded by user k, and together with caching content, its requested file can be reconstructed. Similarly, for parallel delivery, it requires each X k with size of
bits transmitted through L k should be decodable at all of its connected users, which yields the constraint that r ∈ C BC . Thus in order to minimize DTB among the parallel partially shared links, we can formulate the following optimization problem,
s.t. r ∈ C BC .
The above problem (9) 
In order to solve the above problem, the following Lemma 2 is helpful. Lemma 2: For the convex optimization problem in (10), the optimal point attains the equalities in constraints (10b) and (10c).
The Lemma 2 is proved in Appendix B. It reveals that, the potential rate allocation strategy in this scheme is capable of achieving capacity boundary of C BC . Let the optimal value of problem (10) be attained with r * and s * , then for i ∈ [K −t], we have
Substituting the above r * i into (10c) and by Lemma 2, s * is the solution to the following equation, g c (s)
where
and the equalities
t+1 are used. It is easy to observe that, g c (s) is monotonically decreasing in (0, +∞), and lim s→+∞ g c (s) = −1, lim s→0 + g c (s) = +∞. Therefore, there exists a unique solution to (12) , which leads to the following theorem. For notational simplicity, we still use τ cp (h, M ) to denote the DTB on the lower convex envelope as mentioned in Theorem 3, which can be achieved by memory sharing [7] between different points at t ∈ N + . By Theorem 3, for each t = KM /N ∈ N + , the delivery rate for each parallel partially shared link can be determined by (11) .
For comparison, the centralized parallel delivery procedure is formally presented in Algorithm 3, where the same placement procedure as that in Algorithm 1 is assumed. In Algorithm 3, the DTB τ cp (h, M ) can be calculated with bisection method, and each X k , k ∈ [K − t] is the same as that in Algorithm 1, thus as we stated before, once X j , j ∈ [k] are decoded by user k, its requested file will be recovered by using the above delivery rate design. In addition, each X k is delivered sequentially in Algorithm 1, while all of them are simultaneously transmitted in Algorithm 3 instead, as described in Line 8, and their comparisons are further addressed in Example 1. 
end for 8: Simultaneously transmit X k through L k with delivery rate r k , ∀ k ∈ [K − t]. 9: end procedure Based on the placement phase in Algorithm 1, the caching contents are given by
The multicast user sets containing 3 users are {1, 2, 3}, {1, 2, 4}, {1, 3, 4} and {2, 3, 4}, thus we can design 
For Algorithm 1, its delivery is implemented by two
. 
While for the parallel delivery in

C. THE DECENTRALIZED PARALLEL DELIVERY SCHEME
The procedure of decentralize parallel delivery scheme is similar to that of centralized one. Considering the designed coded signals X k with size of (1 − q) k F, as recommended in Algorithm 2 (k ∈ [K ]), the goal is to allocate delivery rate r k to each X k such that user k can successfully decode X j , j ∈ [k], thus to recover its requested file. Accordingly, the optimization problem can be given by,
s.t. r ∈ C BC , which can also be reformulated as the following standard convex optimization problem,
Like the derivation of Lemma 2 in Appendix B, we can also show that the optimal value can be achieved when the equalities in (15b) and (15c) hold. Thereby, the DTB of the decentralized parallel delivery scheme τ dp (h, M ) is given by Theorem 4.
Theorem 4: For q = M /N ∈ (0, 1), the DTB of the decentralized parallel delivery scheme τ dp (h, M ) is the solution to the following equation,
is monotonically decreasing in (0, +∞), and its unique solution can also be calculated by using bisection method. With the same placement in Algorithm 2, the decentralized parallel delivery procedure is given by Algorithm 4. τ dp (h, M ) ← the solution of g d τ dp (h, M ) = 0 3:
4:
S ← {S : S ⊂ {k, · · · , K }, k ∈ S, |S| = s} 7: end for 8 :
end for 10: Simultaneously transmit X k through L k with delivery rate r k , ∀ k ∈ [K ]. 11: end procedure VOLUME 7, 2019 We further illustrate the decentralized parallel delivery scheme by using the following Example 2. Therefore, each designed coded signal is
By the baseline delivery procedure in Algorithm 2, X 1 is firstly transmitted with rate log 2 (1 + |h 1 | 2 /σ 2 ), and then X 2 with log 2 (1 + |h 2 | 2 /σ 2 ) follows, thus its DTB τ db (h, 1) is given by
.
While in Algorithm 4, X 1 , X 2 will be simultaneously transmitted with rate r 1 = 1 2τ dp (h,1) and r 2 = 1 4τ dp (h,1) through L 1 and L 2 . Due to |h 1 | ≤ |h 2 | and r ∈ C BC , both users can decode A {∅} and A {2} ⊕ B {1} , where only A {2} ⊕ B {1} contains the desired B {1} for user 2, and additionally, it can also decode B {∅} from X 2 .
D. THE DTB COMPARISON
By comparing the DTB of the baseline and the parallel delivery scheme, we readily arrive at the following theorems, which indicate that for both the centralized and decentralized placement, the parallel delivery scheme always outperforms the baseline delivery scheme in terms of the achieved DTB performance.
Theorem 5: For the centralized coded caching scheme with N files, K users, each of which is provisioned with a cache of identical size M
The equality is attained when the first K − t channels are symmetrical, i.e., |h k | |h|, k ∈ [K − t], and the delivery rate of the parallel delivery scheme is constrained by Fig. 4 . The equality is attained in symmetric channel conditions, i.e., |h k | |h|, k ∈ [K ], and the delivery rate on the parallel partially shared links is constrained by
The proofs of Theorem 5 and Theorem 6 can be found in Appendix C and D, respectively.
V. NUMERICAL ANALYSIS
In this section, we compare the parallel delivery with the baseline delivery for both the centralized and the decentralized placement. In all numerical analysis, we assume K = 10, and N = 20. In order to highlight the performance improvement of the parallel delivery scheme over different channel coefficients, we firstly consider two specific asymmetric setups of channel h, then we verify in realistic wireless fading channels, where the noise variance σ 2 = 10 −12 (i.e., −90 dBm) is assumed in all numerical analysis.
The DTB of both the schemes are illustrated in Fig. 4 , in which two specific setups of
} are assumed. Obviously, the difference and asymmetry among channels in h 2 are more significant. As expected, no matter with either the centralized or the decentralized placement, the parallel delivery scheme outperforms the baseline delivery scheme in terms of the achieved DTB. Meanwhile, with the increase in cache size M , the superiority of the proposed parallel delivery scheme tends to be gradually vanishing. This is because, larger M implies that more file segments can be cached, and less bits are needed to be transmitted.
In order to clearly assess the advantage of the parallel delivery scheme, we introduce a new metric of the DTB reduction percentage, which is defined as the ratio of the reduced DTB by parallel delivery scheme over that of the baseline delivery scheme. The DTB reduction percentages of the results in Fig. 4 are summarized in Table 1 . From this table, the DTB reduction percentage in h 2 is larger than that in h 1 , which confirms us the superiority of the parallel delivery scheme, especially when the channel qualities are quite asymmetric. This superiority comes from the effective traffic load allocation among the underlying parallel partially shared links and the delivery rate optimization in (10) and (15), which are illustrated in Fig. 5 and 6 .
In Fig. 5 , we illustrate how the traffic load of each user is allocated to each parallel partially shared link over both the symmetric and asymmetric channels, where identical traffic load, i.e., (1 − M /N )F bits, is required by all users. Unlike the equal effective traffic load allocation in symmetric channels, when identical traffic load (namely, the equal volume summations of each same colored square) is required for each user in asymmetric channel, in order to achieve the maximal multicasting gain of coded caching, the traffic load of each user will be allocated across parallel partially shared links. For user i, its traffic load will not only be allocated to L i , but also to L 1 , · · · , L i−1 . In another word, the link L j will take VOLUME 7, 2019 FIGURE 7. The DTB comparison in both the centralized and decentralized coded caching scheme.
responsibility to transmit the effective traffic load for users {j, · · · , K }, which confirms the intuition that the coded signals transmitted on L j is larger than that on L i , ∀ i > j. Since in centralized case, one common coded signal is beneficial to t + 1 users, obviously the signals transmitted on L j are all effective for user j, while only t K −j (i.e.,
Accordingly, the effective rate allocation {r i : i ∈ [K ]} and power allocation {α i : i ∈ [K ]} to each user across its connected parallel partially shared links are assessed in Fig. 6 . One may observe that, in order to fulfill the fairness requirements (namely, every user is supposed to be served within the same delivery time), the delivery rate allocation resembles the effective traffic load allocation in Fig. 5 . As illustrated, on one hand, in order to fully explore the coding gain, the better channel will be split into more shared links with larger summed allocated power. On the other hand, for the sake of fair delivery, higher delivery rate r j will be allocated to the link L j dedicated with more effective traffic load, and t K −j of which can be roughly regarded as valid to each user i, ∀ i > j, thus the effective rate allocation to each user channel complies with its effective traffic load.
Meanwhile, the achieved DTB of both the centralized and the decentralized coded caching with baseline and parallel delivery scheme over h 1 and h 2 are illustrated in Fig. 7 . One can observe that, for the same delivery scheme, the required DTB in the centralized placement is always smaller than that in the decentralized setting, which complies with the results in [8] . This is because, in the centralized one, the caching contents at every participating user are controlled by a central controller (for instance, the server), such that better coded multicasting opportunities can be created. Another observation is that, when the channel qualities are relatively bad (e.g., h 1 ), the DTB in the centralized placement is much smaller than that in the decentralized placement, while when the whole channel qualities become better (e.g., h 2 ), the difference between the centralized and the decentralized scheme tends to be smaller, especially when applying the parallel delivery scheme. Finally, the DTBs of both the delivery schemes in practical wireless multicast network are shown in Fig. 8 , where both the large scale fading and small scale fading are considered [42] . The channel coefficient is modeled as |h| 2 = a sf a −1 lf , where a sf characterizes the channel power gain variations owing to the small scale fading modeled as Rayleigh distribution, and a lf characterizes the large scale fading and can be model as a lf (dB) = 38 + 30 log 10 d + X σ [43] , in which d is the distance between server and users and is assumed to be uniformly distributed within [1, 200] meter, X σ is the shadowing fading drawn from log-normal distribution with zero mean and unity variance [44] . In our numerical analysis, E[a sf ] = 1 and E[a sf ] = 0.5 are both considered. It can be observed in Fig. 8 that, even the asymmetry of the underlying multicast channel is not as serious as that of h 1 and h 2 , the DTB reduction by employing the parallel delivery scheme is still noticeable. As expected, the required average DTB of the parallel delivery scheme is always less than that of the baseline delivery scheme.
VI. CONCLUSION
In this paper, we explore the coded caching scheme in wireless multicast networks for both the centralized and the decentralized placement. In order to fully exploit the transmission reduction of coded caching scheme and transmission capability of the underlying broadcast channel, an efficient parallel delivery scheme is proposed based on the superposition coding and the successive interference cancelation techniques. With the proposed scheme, the transmission reduction of coded caching, and capacity boundary of the Gaussian broadcast channel can both be achieved, as well as the fairness delivery requirements of users are guaranteed. Both the theoretical analysis and the numerical results show that, the parallel delivery scheme noticeably outperforms the baseline scheme in terms of the delivery time per bit (DTB), especially when the channels are highly asymmetric. The analysis in this paper sheds some light on how to devise efficient coded caching scheme in practical wireless networks. However, it should be addressed that, there are still many interesting practical research problems. For instance, most of the existing works only focus on homogenous file size and user request, while the problems on how to deal with these dissimilarities, and the gap between this proposed parallel and baseline delivery scheme are left in our following explorations.
APPENDIX A PROOF OF THE LEMMA 1
We first prove that C BC ⊆ C BC . Assume that r = {r i : i ∈ [K ]} ⊆ C BC , then we prove that for any m ∈ N + , 1 ≤ m ≤ K , the following inequalities hold
We prove this by mathematical induction on m.
For m = K , we have r K ≤ log 2 (1 +
Consider m = n − 1, r ⊆ C BC , then we have
Therefore, by (21), we can derive that
By taking (20) into (22), we have
With (23), we find that (19) holds for m = n − 1. By mathematical induction, we conclude that (19) holds for all m ∈ [K ]. In particular, when m = 1, we have
By (24), and the fact
Next, we prove that C BC ⊆ C BC . For any r = {r i :
For each integer 1 ≤ m ≤ K , define
Note that δ 1 ≤ 1 by the fact r ⊆ C BC , (27) , we have r m = log 2 1 + (δm−δm+1)|hm|
Obviously, α i satisfy 0 ≤ α i ≤ 1, and K j>i α j = δ i+1 . Thus, by r m , α i satisfies (25) for all 1 ≤ i ≤ K , and in particular, the equalities r m indicate that the optimal α i , i ∈ [K ] can achieve the boundary of capacity region. Hence, r ⊆ C BC , C BC ⊆ C BC and the Lemma 1 is proved.
APPENDIX B PROOF OF THE LEMMA 2
The Lagrange function of the convex optimization problem in (10) can be expressed as below,
The KKT conditions will be
Firstly, consider ϑ i r i = 0, and according to (10b), r i is not allowed to be 0. Hence, we have
. Take the derivation of r i , we have (32) .
∂L ∂r i
= λ ln 2
And according to (32) , if λ = 0, it will lead to β i = 0, i ∈ [K − t], which conflicts with the condition that
Hence, to satisfy the equalities in (32), we have λ > 0,
Moreover, based on the last two equalities in (31), we can derive that
which indicate that the equalities (10b) and (10c) hold.
Consequently, for such convex optimization problem in (10), the optimal point is a point such that the equalities in the constraints (10b) and (10c) hold.
APPENDIX C THE PROOF OF THEOREM 5
By Theorem 1 and 3, for t = KM /N ∈ N + , τ cb (h, M ) is given by (7) , and τ cp (h, M ) is the solution to g c (s) = 0, where g c (s) is monotonically decreasing in (0, +∞), thus to verify (17) , it is equivalent to verify that, for any
where ρ and ζ i are given by (13) .
Proof: We take mathematical induction on K . When K = 2, the only possible value of t is t = 1. By (34) , for any h ∈ C 2 , g 2,1 (h) = 0. That is, the claim holds for K = 2.
Assume that, the claim holds for K = n and any integer 0 < t < n. For K = n + 1 and integer 0 < t < n + 1, and h = (h 1 , · · · , h n , h n+1 ) ∈ C n+1 , satisfying |h 1 | ≤ · · · ≤ |h n | ≤ |h n+1 |, we need to prove the following inequality,
where c i n+1
We prove (35) through two subcases:
. For notational brevity, denote η
, η n t . Thus
where we use the fact c 1 = η and (37), (38) . By Jessen's inequality, we have
Thus by (39), we have the following inequality, where in (42), we use the inductive assumption (36) . 
• If t = n, we have g n+1,n (h) = 0.
Thus, we conclude that g n+1,t (h) ≤ 0 for all integers 0 < t < n + 1, and arbitrary h ∈ C n+1 , such that |h 1 | ≤ · · · ≤ |h n+1 | holds. By mathematical induction, the claim (34) holds for all integers K ≥ 2. Note that, for general M ∈ [0, N ], τ cb (h, M ) and τ cp (h, M ) are the lower convex envelope of these values taking at t ∈ {0, 1, · · · , K }, which satisfy the claim (34), thus obviously their lower convex envelope also satisfy (34) . It results that the (17) always holds for all M ∈ [0, N ].
In addition, by Theorem 1 and 3, it is easy to derive that, when |h 1 | = · · · = |h K −t | |h|,
which indicates that the equality (34) holds. At this point, when taking into (10c), the rate tuple should be constrained by
σ 2 ).
APPENDIX D THE PROOF OF THEOREM 6
Similarly, by Theorem 4, τ dp (h, M ) is the solution to , i ∈ [K ].
Proof: We conduct mathematical induction on K as in Appendix C. When K = 1, it is easy to derive that for any q ∈ (0, 1), g 1,q (h) = 0. Assume that, for any q ∈ (0, 1) and K = n, the claim holds, i.e., .
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Since we have u n+1 = u n + γ , v n+1 = v n + ξ, the inequality (46) can be rewritten as 
where in the first term of (50), the induction assumption (45) is used. Thus, by mathematical induction, we conclude that for any K ≥ 1, q ∈ (0, 1) and h ∈ C K , the inequality (44) always holds. In addition, when the channels are systematic, i.e., |h 1 | = · · · = |h K | |h|, by Theorem 2 and 4, we have τ db (h, M ) = τ dp (h, M ) = . Thus, the equality (44) holds, and by (15c), 
