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Les images panoramiques sont des vues en largeur d ’un espace physique. Ces larges 
images, en plus d’être intéressantes par leur aspect esthétique, sont un support essentiel 
pour de nombreuses applications comme par exemple l’orientation automatique d ’un ro­
bot dans son environnement ou la création de cartes satellites. Pour obtenir un panorama, 
deux approches sont possibles : une approche matérielle et une approche logicielle. Dans 
l’approche logicielle, il y a deux problématiques : le recalage des images entre elles et 
le mélange des valeurs radiométriques des sections se recoupant. Ce mémoire s’intéresse 
à la problématique de mélange. En effet, les images à regrouper peuvent présenter des 
différences d’intensité pour diverses raisons. Il faut alors effectuer un mélange afin de 
faire disparaitre ces différences et pouvoir ainsi produire un panorama sans transition 
visible. Plus précisément, nous travaillons sur l’amélioration de l’algorithme de construc­
tion panoramique par recalage à l’aide du flux optique présenté par Rebière et Toffa. 
Cette méthode de positionnement très efficace repose sur le recalage de chaque pixel, 
à l’aide du flux optique. Malheureusement l’algorithme de Rebière et Toffa ne gère pas 
les différences d ’intensité qui peuvent exister entre les images. Dans ces conditions, les 
panoramas produits ne sont pas de qualité satisfaisante. Pour régler ce problème, nous 
intégrons donc la méthode de mélange multibande présentée par Brown et Lowe. Nous 
adaptons ainsi le mélange multibande à l’algorithme de recalage par flux optique afin de 
le rendre robuste aux différences d’intensité.
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INTRODUCTION
Le panorama est apparu en 1787 de l’esprit de Robert Barker ([17]). À cette époque, 
le terme panorama désignait ainsi une très grande peinture exposée dans un bâtiment 
circulaire appelé rotonde. Rapidement après l’apparition de la photographie, de nouveaux 
types de panoramas sont, an nam s. L es nremiers nanoramas nhotoexaDhiaues n ’étaient pas* / C *  1  1  A *  v y  *  *
plus évolués que des juxtapositions de plusieurs photos prises d’un même paysage. Les 
premiers appareils qui avaient pour but de capturer des panoramas étaient des caméras 
avec une lentille capable de pivoter et un plan image courbe ([17]). Ainsi entre chaque 
image, la lentille pivotait et la section suivante du film courbe était imprimée. Avec le 
développement et la diversification de la photographie, de nombreuses autres techniques 
de capture de panoramas sont apparues par la suite.
Un panorama est, par définition, une vue en largeur d’un espace physique. Pour obtenir 
ces vues grand angle, deux approches peuvent être identifiées : l’approche matérielle et 
l’approche logicielle. Les panoramas obtenus grâce à la première approche le sont grâce 
à des appareils spéciaux prévus à cet effet. En général ce sont des appareils photos ou 
des caméras dit "grand angle" qui capturent, en une seule étape, une grande portion 
de l’espace. La deuxième approche, à laquelle appartient l’algorithme présenté dans ce 
document, consiste à reconstituer une image panoramique en associant des petites images 
d ’une collection entre elles, par le principe de la mosaïque.
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Ce principe de reconstitution panoramique par mosaïque est décomposé en deux étapes. 
Les images qui composent la collection doivent d ’abord être positionnées les unes par 
rapport aux autres de manière à créer une mosaïque d ’images continue. Cette étape 
est appelée recalage. Il faut ensuite créer l’image panoramique à partir des images de la 
mosaïques, de telle sorte qu’elle ne présente pas de discontinuité en passant d ’une image à 
l’autre. En effet, de nombreux paramètres peuvent avoir été modifiés entre les différentes 
prises de vue et les images de la mosaïques peuvent donc avoir des intensités différentes. 
Cette étape est appelée mélange.
La méthode de construction de panorama présentée dans ce document est composée 
des travaux de plusieurs personnes. L’étape de recalage est celle présentée par Shum et 
Szeliski [23] puis modifiée par Rebière [20] et Toffa [24] afin d’utiliser le flux optique. 
Cette étape procède de la façon suivante : à partir d’un couple d’images, il positionne les 
images les unes par rapport aux autres grâce à une première matrice de transformation. 
Une fois les images modifiées, l’algorithme affine leur positionnement localement, grâce 
au calcul du flux optique des images entre elles, sur la zone de recouvrement.
Cet algorithme de recalage par calcul de flux de Rebière [20] et Toffa [24] permet ainsi 
un bon ajustement des images entre elles, mais n ’intègre pas de méthode de mélange. 
Il en résulte des panoramas homogènes de bonne qualité, pour peu que certaines condi­
tions soient respectées. En effet, sur des images qui possèdent des différences d’intensité 
importantes, les résultats sont erronés. Les différences d’intensité entre les images de la 
collection sont dues à la modification de certains paramètres entre les prises de vue. Par 
exemple, une image peut avoir été prise à contre jour, et être donc plus sombre que les 
autres. L’algorithme ne faisant qu’ajuster les images entres elles, s’il existe une différence 
d’intensité entre les deux, il ne corrigera pas cette différence et cela se ressentira sur le 
panorama final. Le but de ce mémoire est donc de s’intéresser à cette problématique de 
façon à intégrer le mélange radiométrique. Pour ce faire, nous optons pour une approche
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multibande telle que proposée par Brown et Lowe [5].
Ce mémoire débute avec, au chapitre 1, la mise en contexte. Le chapitre 2 propose ensuite 
l’explication détaillée de l’algorithme de calcul de flux sur lequel se base l’intégration du 
mélange multibande. Dans le chapitre 3, les différentes méthodes existantes de mélange 
panoramique sont étudiées, afin de définir la plus adéquate pour l’amélioration de l’al­
gorithme. Le chapitre 4 présente le travail effectué afin de pouvoir intégrer le mélange 




Le processus d’obtention d’un panorama peut se décomposer en plusieurs étapes. Sui­
vant la méthode choisie, les étapes varieront, mais quelle que soit la méthode utilisée la 
première étape consiste à capturer la scène à l’aide d ’un système optique. De nombreux 
phénomènes interviennent lors de la capture d’images par des systèmes optiques. Il est 
donc nécessaire de comprendre, d ’étudier et de définir ces phénomènes afin de former des 
images panoramiques de qualité. La suite de ce chapitre détaille dans un premier temps la 
formation d ’images, afin de bien comprendre les implications géométriques et photomé­
triques des différentes méthodologies de formation d ’images panoramiques. Celles-ci sont 
formées à partir des mêmes phénomènes que les images traditionnelles. De plus, étudier 
la formation d’image permettra de bien comprendre les problématiques de recalage et 
de mélange posées par la formation d ’images panoramiques par mosaïques d ’images. La 




Plan image Point de la scène
Point de l’image
Centre optique
Figure 1.1 -  Système optique de capture d ’images.
1.1 Formation d ’images optiques
Avant d’expliquer le processus de formation d ’images, nous allons décrire l’environnement 
géométrique dans lequel nous nous situons. Ensuite, nous décrirons l’aspect radiométrique 
de la scène. Pour finir, nous détaillerons les phénomènes optiques liés à l’appareil de 
capture.
1.1.1 Géométrie de la formation optique d ’image
Le système de capture est représenté par un plan image, une lentille et son axe optique 
tel que l’illustre la figure 1.1. Dans cette géométrie, soit P  = (X, Y, Z) un point 3D de 
la scène capturée, son point image correspondant p = (x ,y , 1) est la projection de P  
par rapport au centre optique. L’angle a  est l’angle entre le rayon de projection et l’axe 
optique, D est l’ouverture, /  est la distance focale et d est la distance qui sépare le point 
de la scène P  du plan image.
1.1.2 Phénomènes radiométriques
La radiométrie d ’une scène est la caractérisation des rayonnements de cette scène. Elle 
dépend de nombreux paramètres : le type, l’intensité et la direction de l’éclairage, les 
propriétés de réflectance des surfaces, et le milieu entre la source lumineuse et la scène et 
entre la scène et le capteur. Dans le but de comprendre l’influence de ces paramètres, il est 
nécessaire de définir certains termes au préalable. Une longueur d ’onde de la lumière est 
représentée par le terme A. L’intensité lumineuse représente l’éclat d ’une source ponctuelle 
de lumière et est notée /(A). La radiance, notée L{A) représente une intensité par unité 
de surface dans une direction. L’excitance N (A) est la puissance émise par surface. Et 
enfin l’irradiance notée E (A) est la puissance reçue par surface.
A lbédo
L’albédo est propre aux objets de la scène. Ce terme représente la propriété des objets à 
absorber ou non la lumière qu’ils reçoivent, il décrit la proportion de l’onde de longueur 
A réfléchie. L’albédo d’un objet est représenté par une valeur comprise entre zéro et un 
pour chaque longueur d ’onde, un objet avec un albédo de zéro absorbera l’intégralité de 
la lumière qu’il reçoit et n’en réfléchira donc pas, alors qu’un objet avec un albédo de un 
réfléchira parfaitement toute la lumière reçu. Le meilleur exemple pour un objet d’albédo 
un est le miroir.
Un objet donné ne possède pas un unique albédo mais un différent pour chaque longueur 
d’onde. Ainsi l’albédo est représenté pax le terme p(A). C’est l’ensemble des albédos de 
toutes les longueurs d’ondes d’un objet qui explique sa couleur. Par exemple, l’albédo des 
tomates est très faible pour l’ensemble des longueurs d’ondes du spectre visible inférieures 
à 620nm (figure 1.2 : jaunes, verts, bleus, violets) mais très élevé pour celles supérieures. 
Ces longueurs d’ondes supérieures à 620nm correspondant au rouge, c’est de cette couleur




Figure 1.3 -  Réflectance d ’un point, 
que nous visualisons les tomates.
R éfletance
Alors que l’albédo représente la proportion de rayons d ’une longueur d ’onde précise l’objet 
de scène réfléchi, la réflectance représente la façon dont ces rayons sont réfléchis, comme 
le montre la figure 1.3, avec n  le vecteur normal à la surface, 9i l’angle d ’incidence de la 
lumière et 6r l’angle du rayon réfléchi vers la caméra. Il est facile de visualiser l’impact 
de la réflectance d’un objet sur sa visualisation. Par exemple un tissus en velours réfléchi 
la lumière de façon très uniforme alors qu’une canette métallique présente beaucoup
de spécularité, c’est-à-dire qu’elle va se comporter tel un miroir sur une partie de son 
cylindre. La partie du cylindre présentant la spécularité dépend de la position de la source 
lumineuse mais aussi de la position de l’observateur, et peut donc varier suivant les prises 
de vue.
Décrire la réflectance précisément en tout point n’est pas évident, une simplification 
commune est donc d’utiliser le modèle Lambertien pour décrire le phénomène. Ce modèle 
fait la simplification que la radiance de l’objet est la même dans toutes les directions. 
Ainsi la radiance d’une surface en un point donné ne dépend que de l’intensité reçue en 
ce point et de l’angle d’incidence de la lumière, et non de la direction d’observation. Sous 
le modèle Lambertien, l’excitance de la scène est définie par :
N(X)  = p(X)E(X)cos0i .
Effet du milieu
Un autre phénomène qui peut avoir son importance est l’effet du milieu, où le milieu est 
l’ensemble des particules que la lumière doit traverser entre la scène et la caméra. Ces 
particules sont le plus souvent les particules de l’air mais il arrive également que ce soit des 
gouttelettes d’humidité, de poussière ou encore de fumée. Cet effet du milieu est en fait 
composé de deux phénomènes : l’atténuation et la diffusion de l’éclairage. L’atténuation 
a pour conséquence de mélanger les couleurs lointaines. Par exemple sur la figure 1.4 les 
montagnes prennent la couleur du ciel. Ce phénomène est dû au fait qu’une partie des 
rayons lumineux provenant des objets de la scène heurtent des particules d ’air et sont 
donc détournés. Cet effet est imperceptible sur les objets proches mais très visibles sur 
les objets lointains. La diffusion de l’éclairage est basée sur la même idée que les rayons 
lumineux entrent en contact avec des particules volatiles et sont détournés. Sauf que 
cette fois ce sont les rayons en provenance de la source lumineuse qui, en touchant des 
particules, sont déviés vers le capteur et se mélangent donc avec les rayons en provenance
Figure 1.4 -  L’effet du milieu sur les objets lointains.
de l’objet capturé. L’effet du milieu est ainsi modélisé dans [22] par le termç
N a(X)e~pd +  N ^ X ^ l  -  e~ 0d),
avec iYs(A) l’excitance de la scène, iVoo(A) la lumière du ciel et j3 le coefficient de diffusion 
atmosphérique.
Sensibilité du capteur
Un autre paramètre à considérer propre à l’appareil est la sensibilité du capteur. En 
effet, afin de capturer l’image, un appareil possède un film pour les appareils anciens ou 
une matrice de cellules photosensibles, appelés capteurs, pour les appareils numériques 
récentes. La sensibilité de ces capteurs peut en général être modifiée par l’utilisateur, 
ce qui entrainerait des différences importantes dans la capture des images. De plus les 
capteurs d’un appareil sont sensibles de façon différente à chaque longueur d’onde. Il faut 
ainsi ajouter le terme de sensibilité du capteur e(A).
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1.1.3 Phénomènes optiques
Les phénomènes radiométriques décrivent le comportement de la scène. Cette section 
décrit, elle, les phénomènes optiques. Ces phénomènes sont intrinsèques à l’appareil utilisé 
et leur étude permet de comprendre la façon dont l’appareil capture les images.
Phénom ènes liés à la lentille
Le rayon lumineux en provenance du point de la scène P , entre en contact avec la lentille 
du système de capture. En négligeant la fonction d ’étalement du point (PSF : Point 
Spread Fonction), l’effet de la lentille sur ce rayon lumineux est modélisé par la formule :
avec /  la distance focale et D le diamètre de la lentille. Ce paramètre D est en fait 
l’ouverture du diaphragme dans le cas d ’un système de capture.
Phénom ènes liés à la géom étrie capteur-scène
Après avoir passé la lentille, le rayon lumineux heurte le plan image, qui capte l’intensité 
du rayon. Or la luminosité captée par une surface est dépendante de l’angle avec lequel 
le rayon lumineux vient toucher cette surface. Cette luminosité décroit en cos4 de l’angle 
entre le rayon lumineux et la normale à la surface heurtée comme expliqué dans [15]. 
L’axe optique étant normal au plan image, l’angle a  représente aussi bien l’angle entre 
le rayon incident et l’axe optique que l’angle entre le rayon incident et la normale au 
plan image, au point image. Le terme cos4(et) s’ajoute donc à l’ensemble des termes 
décris précédemment. Le terme cos4(a) représente le vignettage naturel, et provoque un 
assombrissement des bords des images capturées. Plus un point est éloigné du centre de 
l’image, plus a  est élevé et plus le terme c o s 4 ( q )  provoque une diminution de l’intensité 
du point de l’image p. Ce phénomène est bien visible sur la figure 1.5.
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Figure 1.5 -  Le phénomène de vignettage obscurcit les coins de cette photographie.
En plus de ce vignettage naturel, un autre type de vignettage affecte l’intensité capturée, il 
s’agit du vignettage mécanique V(a) .  En effet, une partie des rayons lumineux provenant 
des objets les plus éloignés du centre ne parviendrons pas au capteur (figure 1.6), ils 
peuvent être bloqués par des objets externes tels que des filtres ou une lentille secondaire.
Pour finir, un dernier paramètre entre en ligne de compte, il s’agit du temps d ’exposition k 
qui représente le temps pendant lequel l’obturateur a été ouvert. Son impact sur l’intensité 
de l’image est important car plus k est grand, plus le capteur est exposé longtemps, et plus 
l’intensité de l’image résultante sera élevée, la figure 1.7 illustre très bien ce phénomène.
Équation de la formation d ’image
Maintenant que l’ensemble des paramètres intervenants dans la formation d ’images ont 
été décrit, il faut établir l’équation de formation globale en combinant ces paramètres.
Un rayon lumineux provenant d ’une direction 0* éclaire un point de scène P.  Ce rayon 
est réfléchi vers le plan image (vers p) dans la direction dr.




Figure 1.6 -  Les rayons périphériques sont partiellement bloqués, provoquant un vignet­
tage mécanique2.
Figure 1.7 -  Le temps d’exposition impacte directement l’intensité de l’image. Ici le 
temps d’exposition croit de gauche à droite suivant les images.
1) Réflectance :
Il faut considérer toutes les directions d ’éclairage possible.
N (P ,\ ,9 r(p)) = [  NS(P, A, 9r(p), 9i{P))d6i 
Jei(P)
en faisant la supposition qu’il n ’y a qu’une seule direction d ’éclairage, le modèle Lamber- 
tien suppose que l’excitance ne dépend pas de la direction d’observation, elle ne dépend
2. Schéma tiré du site de Canon : 
http : / / www.canon.com/camera-museum/tech/report/200801/column.html
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donc pas de 0r , ce qui donne l’expression de la réflectance Lambertienne suivante :
N(P,  A) = p(P, X)ES(P, A, 9i(P)) cos(0t(P)) 
avec p{A) l’albédo du point de scène P. 2) Effet du milieu :
E,(P, A) =  N 3(X)e~0d +  A U A )(l -  e~^d),
avec Ei l’irradiance à l’entrée de la caméra.
3) Irradiance au capteur :
Ec(P , \ )  = ^ ( j )  E , (P , \ ).
4) Vignettage :
Ef(X,p)  =  EC(P, A) cos4 ( q , p ) V ( q , p ) ,
avec E f  l’irradiance capturée par le capteur.
5) Sensibilité du capteur et temps d’exposition :
I{X,p) = ke(X)Ef (X,p).
Au final, on accumule toutes les longueurs d’ondes A :
I(p) = J j ( X ,p )d X
I{p) = ((p(-P) X)ES(P, A, 9i(P)) cos 0ie~Pd +  Aoo(A)(l -  e " ^ ))
ï  ( j)  ke^ cos4^a’p v^ a^,p^)dX
Cette équation décrit la relation qui relie le point P  de la scène avec l’intensité I(p) de 
sa projection dans l’image capturée. La section suivante décrit les différentes méthodes 
d’obtention de panorama existantes.
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1.2 Construction de panoramas
Les panoramas peuvent être obtenus par deux approches très différentes : l’approche ma­
térielle, à l’aide de systèmes optiques ou mécaniques particuliers, et l’approche logicielle, 
qui assemble plusieurs images prises à l’aide de caméras standards de la même scène afin 
de créer une image plus large.
1.2.1 Approche matérielle
Cette catégorie regroupe les approches utilisant de l’équipement spécifiquement développé 
pour obtenir des images à champ visuel large ou des optiques particulières. Dans cette 
section, trois de ces systèmes sont présentés : l’objectif très grand angulaire, le système 
catadioptrique et la caméra panoptique.
O bjectif très grand angulaire
L’objectif très grand angulaire est caractérisé par une distance focale très courte et un 
angle d’ouverture large ([12]). Ainsi un très grand angle de scène peut être capturé. 
Cependant, comme le montre la figure 1.8, l’image obtenue est fortement déformée. Il 
faut alors, pour obtenir un panorama non déformé, projeter l’image capturée sur un 
écran sphérique, ce qui permet d’en corriger la géométrie. Une telle méthode provoque 
une perte d’information importante du fait que les pixels du bord compressent l’image.
Systèm e catadioptrique
Une deuxième possibilité est d’utiliser une caméra standard combinée à un système d ’un 
ou plusieurs miroirs ([8 ]). Afin d’obtenir des images géométriquement correctes et sans 
dédoublement, le système doit respecter la contrainte du point central unique, c’est-à-dire
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f  igure 1.8 -  Image capturée avec une lentille de type très grand angulaire d’ouverture 
relative 7.5 mm /5.6.
que les droites liant un point de l’espace à sa projection sur le miroir passent toutes par 
un point unique, appelé point central de projection. Cependant, suivant le système choisi 
l’image capturée peut être plus ou moins déformée et il faut alors, comme précédemment, 
appliquer un traitement à l’image afin d ’obtenir un panorama non déformé. La figure 1.9 
présente un système catadioptrique composé d’un miroir hyperbolique et d ’une lentille 
conventionnelle, et l’image résultante.
Caméra Panoptique
La caméra panoptique a été présentée récemment par Afshari et al. [1]. Il s’agit d’une 
caméra composée d’un grand nombre d ’appareils de capture disposés sur un dôme, à la 
façon d’un œil de mouche (figure 1.10). Cette construction particulière permet à cette 
caméra de capturer l’ensemble de la scène qui l’entoure, à 360°. Ce système se situe 
à la fois dans la catégorie de l’approche matérielle et celle de l’approche logicielle. En
Figure 1.9 -  Système catadioptrique et image obtenue.
effet, il appartient à la première catégorie car cette caméra, à elle seule, est capable de 
restituer une image panoramique à 360°. Et il appartient à la deuxième catégorie car, 
même s’ils sont embarqués dans le support électronique de la caméra, des algorithmes 
de reconstitution panoramique sont nécessaires afin de passer des multiples images prises 
par chacun des appareils qui compose la caméra panoptique, à l’image panoramique 
résultante.
Avantages et inconvénients
Il existe d’autres systèmes de capture de panoramas appartenant à l’approche matérielle, 
cette section ne présente qu’un aperçu des systèmes existants. Néanmoins l’ensemble de 
ces systèmes ont tendances à posséder les mêmes forces et faiblesses. L’approche matérielle 
a l’avantage d’éviter les changements de prise de vue ainsi que le mouvement dans la scène. 
De plus cette approche produit une image panoramique immédiatement, malgré le fait que 
celle-ci soit dans certains cas déformée. En une seule prise de vue, un très grand angle 
de la scène est capturé. Malheureusement l’obtention de ces panoramas demande des 
systèmes optiques très particuliers, et par conséquent peu répandus. En conclusion, ces 
limitations rendent l’obtention d’image panoramique par l’approche matérielle exigeante 
et difficile d ’accès.
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Figure 1.10 -  Caméra panoptique (image tirée de [1]).
1.2.2 Approche logicielle
L’approche logicielle, quant à elle, assemble, à l’aide d ’algorithmes variés, des images 
prises par des systèmes optiques courants, c’est-à-dire à champ visuel restreint. Cette 
approche introduit donc une nouvelle problématique qui est l’assemblage des images afin 
de former le panorama. Cet assemblage est divisé en deux étapes. Dans un premier temps 
il s’agit de positionner les images correctement afin d ’obtenir un panorama continu. À 
cette étape, le panorama est composé de plusieurs images positionnées de façon adéquate 
les unes par rapport aux autres et se superposant partiellement ou non. Les zones où les 
images se superposent sont appelées zones de recouvrement.
Dans un deuxième temps, il faut mélanger les intensités des pixels des zones de recou­
vrement afin d’obtenir un panorama homogène et sans ligne de démarcation entre les 
différentes images qui le composent. Il existe plusieurs techniques [16, 18, 23] pour créer 
de telles mosaïques, la suite de cette section en présente deux : les mosaïques par bandes 
et les mosaïques d ’images.
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M osaïques par bandes
Cette technique nécessite des prises de vues particulières. En effet, il faut posséder un 
appareil de capture qui ne subira entre les prises de vue qu’une rotation contrôlée. Le 
système est donc composé d ’un appareil de capture fixé à un trépied et effectue une 
rotation connue entre chaque prise de vue. Cela permet de connaître la transformation 
qui relie deux images successives et il est alors possible de construire le panorama en 
assemblant des bandes sélectionnées sur les images, de largeur correspondant à l’angle 
de la rotation. Peleg [18] propose ainsi une méthode de construction de mosaïque par 
ajouts successifs de bandes, perpendiculaires à la direction du mouvement des prises 
de vue (figure 1.11). Les bandes peuvent être de différentes formes, suivant la nature 
du mouvement (figures l.ll(c )  et l .l l(d )) .  Si la scène est capturée de façon classique, 
à savoir horizontalement de la droite vers la gauche ou de la gauche vers la droite, 
les bandes seront rectangulaires et verticales. La figure 1.12 présente le résultat d’un 
panorama reconstitué par bandes rectangulaires. Comme les bandes sont étroites et qu’il 
n’y a pas de zone de recouvrement, cet algorithme ne nécessite pas d ’étape de mélange. 
Cette façon d’obtenir un panorama est donc efficace et ne demande pas de matériel trop 
spécifique. Malheureusement, elle demande tout de même que les images soient capturées 
dans des conditions bien précises. En effet, la scène doit être immobile tout au long de la 
capture, si un objet se déplace au cours de l’opération il provoquera des erreurs dans le 
panorama finale. De plus cette méthode requiers un appareil sur trépied et animé d’une 
rotation contrôlée, cela limite l’utilisation de cette méthode. Un exemple de tel appareil 
est présenté sur la figure 1.13.
M osaïques d ’images
Cette technique est la plus abordable : un utilisateur, muni d’un appareil de capture, 
prend plusieurs photos d ’une scène, en tournant sur lui-même idéalement. De cette façon
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(a) Une bande verticale est 
choisie quand le flux optique 
est horizontal (mouvement de 
translation horizontale).
(b) Une bande verticale est in­
utile quand le flux optique est 
vertical (mouvement de trans­
lation verticale).
(c) Un cercle est choisi quand (d) Pour un mouvement plus
le flux optique est radial général, la bande choisie est
(mouvement de zoom). un arc de cercle.
Figure 1.11 -  Forme des bandes en fonction de la direction du flux optique. Images tirées 
de Rebière [20].
la première contrainte d’immobilité du centre optique entre les prises de vue est respectée. 
Une autre contrainte est le fait que les images doivent se recouper en partie afin de pouvoir 
trouver des points de correspondances entre elles. Cette liberté dans l’acquisition des 
images entraîne une bien plus grande complexité pour la construction du panorama.
Deux images prises du même point de vue et qui possèdent le même centre de projection 
mais dont l’axe optique est différent, sont liées par une transformation homographique
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Figure 1.12 -  Mosaïque issue de la construction par bandes rectangulaires. Image tirée 
de Peleg [18].
Figure 1.13 -  Capteur ro ta tif3.
comme expliqué dans [20]. Soit M,  une matrice 3x3 qui représente cette transformation :
M  =
m 0 m  i 7712
7773 m 4 7775
7776 7777 1
Posons deux images Ii(p) et Ij(p'), où p  =  (x ,y ,  1) et p' =  (V ,y ' , 1 ) sont deux points 
représentant deux projections du point de la scène P  dans les images i et j  respectivement. 
Il existe une relation entre ces coordonnées, à savoir p' =  h(p,M),  où h est la fonction 
(homographie) qui, à un point p dans l’image I), associe le point p' correspondant dans
3. Image tirée du site de Panoscan : http : / / www.panoscan.com/M K3/index.html
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l’image Ij et M  est la matrice de la transformation. Cette relation peut s’écrire comme 
suit
1 . .  1
P = -Mp =
m 0 7711 7712 X
777.3 m 4 7775 y
77lg 7777 1 _1
(1.2 )
m§x +  77777/ +  1 m$x 4- m 7y +  1
Comme M  est une transformation projective, elle peut être multipliée par un scalaire non 
nul sans affecter la transformation. Il est donc possible d’écrire p! ~  Mp,  où ~  signifie 
qu’il y a équivalence à un facteur d’échelle. Cette notation sera utilisée dans la suite du 
mémoire. Comme détaillé dans [20], M  est une transformation projective planaire à huit 
degrés de liberté. De plus l’équation (1.2) peut se réécrire de la façon suivante
m 0x 4- m i y +  m 2x
y' =
m$x +  m 7y  +  1 ’ 
m 3x  + m4y 4- m 5
"*7 ÿ  "r 1
Chaque paire de points correspondants (;p,p') permet ainsi d ’obtenir deux équations, 
quatre paires de points sont donc nécessaires afin de calculer M.  De nombreuses méthodes 
existent pour obtenir ces paires de points [4, 21, 26].
Comme annoncé dans l’introduction, cette méthode de construction de panoramas à l’aide 
de mosaïques d ’images est composée de deux étapes : le recalage puis le mélange. Le 
recalage s’effectue par l’obtention de la matrice M.  Il faut donc maintenant effectuer une 
étape de mélange. En effet, les images prises de cette façon ne vont pas toutes présenter 
la même intensité pour un même point de scène. Cela s’explique par le processus de 
formation d’image optique modélisé par l’équation (1 .1 ) :
m  =  Jx ((p(P’X)ES(P, \ , 9 i (P) )coB9ie - fid + JVoo(A)(l -  e~ ^))
^  ( y )  ke(X) cos4(a, p)V(a, p )^d \
Il est nécessaire d’analyser les termes de l’équation, dans le contexte de la mosaïque 
d’images, afin de comprendre pourquoi il peut exister une différence d’intensité entre
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deux projections p et p' d’un même point de scène P. Il est intéressant de rappeler que 
la collection d’images est supposée prise dans un intervalle de temps rapproché et avec 
la même caméra.
L’excitance
Le modèle de la réflectance étant supposé Lambertien, ainsi l’excitance de la scène 
N(X) = p(X)E{X) cos 9i ne dépend que de la longueur d ’onde À, l’angle d ’incidence 0* 
et l’irradiance de la source lumineuse E(X). Or l’ensemble de ses termes sont constants 
pour un point donné de la scène et ne varient donc pas suivant la prise de vue. En effet, 
l’utilisation du modèle Lambertien est une simplification qui élimine toute spécularité. 
L’excitance d’un même point de scène est donc considérée constante sur l’ensemble de 
ses projections.
L’ouverture relative
Le terme y  est l’ouverture relative du diaphragme de l’appareil et peut être modifié 
pour chaque image de la collection, afin de réguler l’illumination du capteur. Ainsi si une 
photo est prise face au Soleil, l’ouverture relative sera faible afin de limiter la lumière 
reçue par les capteurs. Au contraire si une photo est prise dans un environnement sombre, 
l’ouverture relative sera importante afin de capter le plus de lumière possible. Ce terme 
est donc un des facteurs qui peuvent provoquer des différences d ’intensité pour chaque 
projection d’un même point de la scène. D’autant plus que les appareils automatiques 
modifient ce paramètre sans que l’usager ne le fasse lui-même.
Le vignettage optique
Le vignettage optique est représenté par le terme cos4 (o:). Ainsi, si un même point 
P  apparait sur deux images de la collection, mais que son point image est situé près
22
du centre de la prise de vue (a faible) sur l’une et loin du centre (a élevé) sur l’autre, 
l’intensité des deux pixels sera différente.
Le vignettage mécanique
Le terme VQ  représente le vignettage mécanique et est totalement dépendant de l’ap­
pareil utilisé et non variable suivant les prises de vue. Seulement les projections d ’un 
même point de scène dans deux images différentes ne se situeront pas à la même posi­
tion. Les deux pixels ne subiront donc pas le même vignettage mécanique et il existera 
donc une différence d ’intensité entre les deux.
L’effet du m ilieu
L’effet du milieu est négligé car il a pour conséquence de modifier l’intensité des points 
lointains, en fonction du milieu. Or la distance entre les captures d ’images est négligeable 
devant la distance à laquelle se trouve les objets affectés par l’effet du milieu. De plus, 
les prises de vue sont supposées peu espacées dans le temps, il n ’est donc pas nécessaire 
de prendre en compte les changements atmosphériques.
La sensibilité du capteur
La sensibilité du capteur est propre au capteur de la caméra utilisée et ce dernier n ’est 
pas modifié d’une image à l’autre. Par contre il est intéressant de mentionner qu’il existe 
d’infimes différences entre chaque capteur (un capteur correspond à un pixel), mais cette 
différence est difficilement calibrable et peut donc être assimilée à  du bruit.
Le tem ps d ’exposition
Le temps d’exposition k  ne devrait pas être modifié de façon importante entre les 
images, à moins d ’une modification des réglages de l’appareil. Mais il peut tout de même
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varier de légèrement.
De nombreux algorithmes appartenant à cette technique de création de panorama grâce 
à des mosaïques d’images, permettant de positionner puis de mélanger les images, ont 
été développés. Ces algorithmes sont de complexité, de vitesse d’exécution et d ’efficacité 
variées.
Avantages et inconvénients
L’avantage essentiel de l’approche logicielle par rapport à l’approche matérielle est le 
fait qu’aucun matériel spécifique n ’est nécessaire. Cela rend donc cette méthode plus 
facilement accessible. Quand à la capacité de cette approche logicielle à produire de 
bons panoramas, elle est très dépendante de l’algorithme de reconstruction panoramique 
utilisé, et donc très variable.
Le chapitre 2 suivant présente un algorithme appartenant à cette approche.
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CHAPITRE 2
Recalage de mosaïque d’images à l’aide 
du flux optique
Ce chapitre présente un algorithme de construction de panorama par mosaïque. Cet 
algorithme est une adaptation de l’algorithme de formation de panoramas par mosaïque 
d ’images de Shum et Szeliski [23]. Cette adaptation consiste en l’ajout d’un algorithme 
de recalage par flux optique à l’algorithme original, et est décrite dans Rebière [20]. Une 
amélioration de cette adaptation a ensuite été présentée par Toffa [24].
2.1 M éthode de Shum et Szeliski
L’algorithme de Shum et Szeliski [23] a pour but de créer un panorama par mosaïque. 
La première étape de l’algorithme consiste à déterminer les transformations qui relie les 
images de la mosaïque. Pour ce faire une approche multirésolution est utilisée. La ma­
trice de transformation M, introduite dans la section 1.2.2, est d’abord calculée pour 
des images à basse résolution des images de la collection. Ensuite, ces calculs à basses
résolutions servent d’initialisation afin de calculer la transformation aux résolutions su­
périeures, ainsi de suite jusqu’à atteindre la taille originale des images. Cette méthode 
multirésolution permet, en général, d’obtenir des temps de calcul plus faibles par rapport 
à une méthode n’utilisant pas le procédé multirésolution. Une étude de l’impact de cette 
méthode sur le temps de calcul et sur les résultats est présentée dans le chapitre 5. Les 
détails de la méthode de Shum et Szeliski sont expliqués dans la suite de la section.
2.1.1 Matrice de la transformation
Plusieurs méthodes d’obtention de la matrice M  existent. Cette section présente la mé­
thode par homographie.
M éthode par homographie
Deux images de la mosaïque prises à partir du même point de vue mais dont l’axe 
optique est différent sont liées par une homographie, tel qu’expliqué dans la section 1 .2 .2 . 
De plus l’intensité est supposée constante suivant les images, c’est-à-dire que pour deux 
points p et p' projections du même point de scène P  respectivement dans les images i et 
j ,  les intensités h{p) et Ij{p') sont égales. Les images sont à niveaux de gris, l’intensité 
h{p) représente donc le niveau de gris du pixel p  dans l’image i. Soit Me une première 
estimation de M. Sa vraie valeur est plutôt :
M  = Me(Id + D), (2.1)
où
do d,\ d2 
D  =  c^ 3 d§ 
do dj dg^
est une matrice d’ajustement et Id la matrice identité 3x3. Pour déterminer M  il faut 
alors trouver cette matrice d’ajustement D. Nous avons vu dans la section 1.2.2 que
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p' ~  Mp. Si M  =  Me, il est alors possible de retrouver p  par p ~  M e 1p'. Or ce n ’est pas 
le cas le plus souvent. En appliquant M ~ l à p, on obtient plutôt
p" ~  M “ V  ~  +  D))p =  {Id + D)p (2 .2 )
et
„ (1 4- do)x +  diy +
/ £  —      —  — .. —
dgx +  djy +  ( 1  +  dg)
^ ^6^ +  djy +  ( 1  +  dg)
L’image Ij{p') est alors déformée en Ij(p") =  Ij(p' = h(p",M)),  ce qui fournit U(p) =  
ïj(p") où p et p" sont dans le même système de coordonnées. La transformation qui relie 
les deux images /* et l j  peut alors être calculée.
Pour trouver d  =  (do,...,dg), une solution est de minimiser la somme des carrés des 
erreurs en intensité des deux pixels correspondants entre l’image déformée Ij et l’image 
Ii pour l’ensemble des points pn =  (xn,yn) de la zone de recouvrement :
E (d ) =  ^ ( ï j i P n )  -  h ipn)?  ~  +  en)2, (2.4)
n  n
où e„ =  îj{pn) — Ii(Pn) est l’erreur d’intensité, =  V /j(pn) est le gradient de l’image 
ïj  en pn et J„ =  Jd(p„) où
Jd{Pn) Mdd
xn yn 1 0  0  0  - x ln ~ x nyn - X T (2.5)
0  0  0  x n yn 1 - x nyn - y \  - y n
est le Jacobien du point déformé p" avec d  =  (0,0,..., 0). Le problème de minimisation 
se résout alors à l’aide des équations normales des moindres carrés A d  = —h  où
A =  5 > „ g „ e M  (2.6)
est la matrice Hessienne et
b  =  J ^ e nJngn (2.7)
n
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Figure 2.1 -  Pyramides d ’images
est le vecteur gradient pondéré. Une fois l ’équation résolue, la matrice M  peut être 
mise à jour par la formule M  <— M ( I  + D). Cette méthode permet ainsi de déterminer 
l’homographie qui lie deux images de la mosaïque entres elles.
2.1.2 Pyramide d’images
La méthode d’obtention de la matrice de la transformation présentée précédemment est 
une méthode relativement gourmande en temps de calculs. Afin d ’optimiser l’exécution de 
l’algorithme et ainsi gagner du temps, il est intéressant d’utiliser une pyramide d’images 
(figure 2.1). Une pyramide est une série d’images, l’image à la base étant l’image originale, 
puis dans chaque étage supérieur cette même image mais à résolution quatre fois plus 
basse (hauteur et largeur divisées par deux respectivement). Cette construction permet 
de commencer les calculs sur l’étage le plus élevé, et donc à  la résolution basse. Cela est
r
intéressant car les calculs seront moins longs sur des images basses résolutions. Une fois 
la matrice obtenue sur les basses résolutions, elle est transmise à l ’étage inférieur. Ainsi, 
à l’étage inférieur, les calculs sont plus rapides grâce à l’initialisation de la matrice plus 
près de la solution.
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2.2 Flux optique
La méthode de Shum et Szeliski [23] permet donc de trouver une matrice globale de trans­
formation. Il peut alors rester des dédoublements de certains détails. En effet, une matrice 
globale peut présenter des erreurs locales, ce qui provoque des erreurs de positionnement 
d ’une partie des points de la zone de recouvrement, cela provoque un dédoublement. 
Dans leur implémentation, Shum et Szeliski règlent ce problème par une méthode de 
deghosting à la fin de leur algorithme. Une autre solution est de réaliser un recalage local 
des pixels afin de les faire correspondre, éliminant ainsi les erreurs de positionnement. 
Ce recalage local est possible grâce à l’utilisation du flux optique tel que présenté par 
Rebière [20].
Le flux optique est par définition le mouvement apparent de l’intensité lumineuse de 
l’image. Il est représenté en tout point de l’image par un vecteur 2D w (p) = (u(p),v(p)) 
symbolisant le déplacement du point par rapport à l’autre image de la zone de recouvre­
ment. Ainsi la connaissance de ce vecteur permet d’affiner localement la matrice de la 
transformation afin de la rendre précise en tout point de la zone. En intégrant ce vecteur 
aux équations de la section 2 .1 .1 , la relation qui lie I%(p) et Ij(p") devient
h(p) =  ï j (x +  u(p), y  +  v(p)) =  ïj(p'),  





P  =  { h  + Q{p))p,
avec
Q(p) -
0 0 u(p) 




La matrice Q(p) est ensuite utilisée afin de mettre à jour la matrice M(p)  pour chaque 
pixel p de la zone de recouvrement. Pour l’ensemble des pixels hors de la zone de re-
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couvrement c’est la moyenne du flux optique Q qui permet de mettre à jour M(p). 
Ainsi la position de p' dans le système de coordonnées de l’image 7j(p) est obtenue par 
p =  M{p)~lp' où M(p) =  M(Id+Q(p)) si p  et p' appartiennent à  la zone de recouvrement 
ou M(p) =  M(Id +  Q) sinon.
Il existe plusieurs moyens de calculer le flux optique d ’un point. Le plus souvent ce sont les 
méthodes différentielles qui sont utilisées. Or la résolution de ces méthodes différentielles 
se fait de façon itérative. Cela a pour conséquence d’augmenter le bruit de l’image. 
C’est pourquoi c’est la méthode de topologie algébrique calculatoire (TAC), présenté par 
Auclair-Fortier [2] et Auclair-Fortier et al. [3], qui est utilisée ici. Le lecteur intéressé 
pourra lire Rebière [20] pour connaître l’implémentation détaillée de cette méthode, et 
également Toffa [24] pour avoir les détails de l’implémentation multirésolution du flux 
optique de la méthode TAC à l’algorithme.
2.3 M élange
L’étape finale de l’algorithme de mosaïquage est l’étape de mélange, afin que les tran­
sitions entre les images soient invisibles. Pour réaliser ce mélange, l’intensité de chaque 
pixel de la zone de recouvrement du panorama final, est la moyenne pondérée des inten­
sités de ce même pixels dans l’ensemble des images qui y participent. Le poids utilisé par 
Rebière et Toffa est celui proposé par Mallick [14] qui est proportionnel à la distance entre 
le pixel et la bordure la plus proche de l’image à laquelle il appartient, comme le montre 
la figure 2.2. Ce mélange semble superflue étant donné que qu’il y a une hypothèse de 
constance sur les niveaux de gris.
Les résultats de l’algorithme présentant de nombreuses erreurs lorsque l’hypothèse de 
constance d’intensité n ’est pas respectée, l’objectif de ce mémoire est de modifier l’al-
30
Figure 2.2 -  Le poids attribué à Ii(p) est proportionnel à la distance entre p  et la bordure 
la plus proche de l’image /*. Ici le poids attribué à / t(p) est proportionnel à d* et le poids 
attribué à Ij{p) est proportionnel à dj
gorithme afin d ’éliminer cette contrainte. Dans ce but, il pourrait être intéressant de 
remplacer ce mélange par un qui perm ettrait d’accomplir ce but. Le chapitre suivant 
présente plusieurs possibilités d ’approches du mélange.
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CHAPITRE 3
Approches existantes de mélange 
radiométrique
La première étape d ’association de la mosaïque d ’images, i.e. le recalage, permet de 
placer les images dans un même référentiel et donc d’augmenter le champ visuel, mais 
malheureusement le résultat est souvent non homogène au niveau des intensités lumi­
neuses (figure 3.1) à cause de la différence existante entre certains paramètres régissant 
la prise de vue, décrits dans la section 1.1. En effet, chaque pixel image à partir d’un 
même point de la scène devrait idéalement avoir la même intensité dans chacune des 
images de la mosaïque. Malheureusement c’est rarement le cas, dû à la photométrie de 
formation des images. D’après l’équation (1.1) de la section 1.1, à partir d ’un point de 
scène P  de radiance ES(P), il est possible d’obtenir plusieurs valeurs pour l’intensité I(p) 
du point p suivant la photo sélectionnée, car certains paramètres peuvent être modifiés. 
Ces paramètres sont ceux décrits dans la section 1.2.2. À cause de cela, il faut, après 
avoir recalé les images de la mosaïque les unes par rapport aux autres, lui appliquer 
un algorithme de mélange qui va réduire les disparités d’intensités qui pourraient exister
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Figure 3.1 -  Images recalées mais non mélangées. Source : [5J
entre les images et ainsi atténuer les éventuelles frontières visibles dans le panorama final.
La méthode la plus simple est de faire, pour chaque pixel de la zone de recouvrement, la 
moyenne des pixels qui y participent. Mais il existe de nombreux autres algorithmes de 
mélange, chacun possédant des forces et des faiblesses. Les différentes familles d’approches 
de mélange sont détaillées dans les sections suivantes.
3.1 Approche par découpage
Une approche, proposée par Mallick [14] est de ne pas procéder à un mélange d’intensité 
comme tel pour un même pixel mais plutôt de coller les images suivant une ligne idéale. 
Cette ligne est définie comme étant celle le long de laquelle les différences d ’intensités 
entre les deux images à associer sont les plus faibles, donc les moins visibles. L’algorithme 
proposé par l’auteur calcule l’image des différences des zones de recouvrement de deux 
images. Ensuite, la courbe qui passe par les pixels de l’image des différences de plus
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faible intensité est déterminée. Cette courbe est obtenue étape par étape. D’abord, une 
initialisation de la courbe sur un bord de la zone de recouvrement est effectuée. Le début 
de la courbe est positionné là où la différence d ’intensité est la plus faible parmi les pixels 
du bord. Ensuite, le pixel suivant par lequel passera la courbe est déterminé en cherchant 
le pixel voisin qui présente la plus faible disparité, ainsi de suite jusqu’à l’autre frontière 
de l’image.
Cet algorithme n’est pas toujours adéquat, il peut même être considéré comme simpliste. 
Lorsque les images de la mosaïques présentent des intensités similaires il est très approprié 
et la ligne de démarcation n’est pas visible (figure 3.2(a)). Par contre il arrive assez 
fréquemment que la ligne idéale de collage ne suffise pas, du fait d ’une trop grande 
disparité d ’intensité entre les images. Il en résultera donc un panorama où le passage 
entre les différentes images sera visible, parfois peu visible (figure 3.2(e)) et parfois très 
visible (figure 3.2(d)). En contrepartie, cet algorithme permet de ne pas recalculer la 
valeurs des pixels, mais plutôt de trouver le meilleur collage possible. Les images de la 
figure 3.2 sont obtenues avec une étape de recalage vérifiée et satisfaisante pour chacun 
des exemples.
3.2 Approche par fondu
Rankov et al. [19] présentent une technique de mélange par fondu progressif. C’est une 
solution assez intuitive : chaque pixel des zones de recouvrements est obtenu en faisant 
la moyenne pondérée des pixels des images qui y participent.
L’opération se réalise image par image. À chaque ajout d ’une nouvelle image à  la mo­
saïque, la couleur I res(p) des pixels de la zone de recouvrement est calculée grâce à
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(a) Panorama résultant lorsqu’il n’y a pas de dif- (b) Ligne de découpe 
férence d’intensité entre les images de la mosaïque
(c) Panorama résultant lorsqu’il y  a une légère différence d’intensité
(d) Panorama résultant lorsque la différence d’intensité est im­
portante
Figure 3.2 -  Résultats obtenus avec l’approche par découpage suivant la différence d’ 
tensité qu’il existe entre les images de la mosaïque.




Contribution de la 
-— nouvelle image au 
panorama
Figure 3.3 -  Procédure de mélange par fondu
l’équation suivante :
Ires(p) =  l h { p )  +  (1 ~  7 ) I j {p ) ,  (3-1)
où 7  est le poids du pixel, Ii{p)  est la valeur du pixel dans l’image i  et I j (p)  est la valeur 
du pixel dans l’image j .  Le poids 7  est attribué linéairement allant de zéro pour les pixels 
situés au bord de l’image, à un pour les pixels les plus proches du centre de l’image. La 
figure 3.3 présente un exemple de tel poids. L’intensité / res(p) donne donc la valeur du 
pixel fondu de la zone de recouvrement. Dans le cas où plus de deux images participent 
au pixel p, il faut appliquer la formule à nouveau, avec I Tes(p) qui prend la place de h{p) 
et I j (p)  qui représente la valeur du pixel dans la nouvelle image qui participe à la zone 
de recouvrement.
Cet algorithme est simple mais limité. En effet il gère plutôt bien les différences d’inten­
sités seules (figure 3.4(b)), mais aucun mécanisme ne permet de gérer les dédoublements 
dus à un léger décalage de positionnement des images (figure 3.4(c)). Mais cet algorithme 
a l’avantage d ’être simple. Il est donc intéressant dans les situations où les intensités ne 
varient pas trop d’une image à une autre et où les images sont très bien positionnées 
(figure 3.4(a)).
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(a) Panorama résultant lorsqu’il n’y a pas de 
différence d ’intensité entre les images de la mo­
saïque
(b) Panorama résultant lorsqu’il y  a une légère différence d’in­
tensité
(c) Panorama résultant lorsque la différence d ’intensité est im­
portante
Figure 3.4 -  Résultats obtenus avec l’approche par fondu suivant la différence d ’intensité 
qu’il existe entre les images de la mosaïque.
3.3 Approche radiométrique
Cet algorithme, proposé par Kim et Pollefeys [11], repose sur la détermination de plusieurs 
des paramètres géométriques et radiométriques qui interviennent dans la prise de vue. 
Les auteurs supposent que toutes les images de la mosaïque ont été prises avec la même 
caméra dont les paramètres n’ont jamais été modifiés. Plus précisément, à partir de 
l’équation (1 .1 ) les auteurs détaillent l’influence du système optique dans la capture de 
l’image en définissant la valeur de chaque pixel des images de la mosaïque de la façon 
suivante :
I(p) = $ ( E s(P)kV(r(p))),  (3.2)
où RS(P) est la radiance du point de la scène P. La variable k  représente le facteur d ’ex­
position et regroupe donc le temps d ’exposition et l’ouverture relative du diaphragme : 
k = k j  ^ . Et $() est la fonction de réponse radiométrique de la caméra. Cette fonc­
tion est propre à la caméra utilisée et décrit la façon dont elle acquiert les images, son 
expression n ’est pas connue. Elle est supposée constante d’une image à l ’autre par les 
auteurs, ce qui signifie qu’aucun changement dans les paramètres de la caméra n ’est 
permis. Le paramètre r(p) est le rayon du point p  à  partir du centre du vignettage. La 
fonction V() est le vignettage global et regroupe les vignettages naturel et mécanique : 
V() — cos4(a)V(a),  c’est-à-dire les termes responsables de l’assombrissement dans les 
coins, des images capturées. Cette fonction dépend elle aussi de l’appareil utilisé pour la 
capture et est supposée constante d ’une image à l’autre et isotrope, elle ne dépend donc 
que de r(p).
Le but est donc de déterminer $(), k, et V(). En effet, avec la connaissance de ces 
paramètres, il sera possible d’atténuer les défauts de la prise de vue en corrigeant la 
nouvelle intensité des pixels sur l’ensemble du panorama et ainsi obtenir une image sans 
discontinuités radiométriques.
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La fonction $() est supposée inversible, ainsi en appliquant la fonction logarithme à 
l’équation (3.2), et en inversant <&, on obtient
ln ( ^ ( / ( p ) ) )  =  lnfc+  ln F (r(p)) + ln E s(P), (3.3)
et, en introduisant g() = ln(4>-1()) et K  = lnfc, on a
g(I(p)) = K  + ln V(r(p)) + ln Ea(P). (3.4)
Le but de la méthode revient donc à estimer g(), V(),  et K.  La suite de la résolution se 
déroule en deux étapes distinctes : 1 ) recherche de la fonction radiométrique <E>() et du 
facteur d’exposition k  ; 2 ) calcul de la fonction de vignettage U().
3.3.1 Fonction de réponse radiométrique et facteur d ’exposition
Afin de pouvoir travailler sur la détermination de la fonction de réponse radiométrique 
$() sans avoir à trouver la fonction de vignettage V() au préalable, il faut travailler avec 
des paires de pixels, dans deux images différentes, qui possèdent des caractéristiques par­
ticulières. Il faut que les deux pixels soient les projections d’un même point de scène P. 
Une paire de pixels possédant ces caractéristiques est appelée paire de pixels correspon­
dants. De plus ils doivent avoir la même valeur de vignettage. Or la fonction de vignettage 
étant propre à la caméra, elle est la même pour chacune des images de la collection. De 
plus c’est une fonction isotrope, elle ne dépend donc que du rayon r(p). Ce rayon est la 
distance qui sépare le point de l’image du centre de l ’image. Il faut donc travailler sur 
des paires de pixels situés à la même distance du centre de l’image.
Ainsi, prenons et Pj deux pixels correspondants pris respectivement dans les images i 
et j ,  avec r(pi) = r(pj). Dans la pratique, un seuil d ’erreur est fixé : r(pi) — r(pj) < seuil, 
afin d ’augmenter le cardinal de l’échantillon de travail. Comme le point de la scène P
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est le même pour une même paire correspondante, pour l’ensemble des paires de cet 
échantillon nous avons V(r(pi)) ~  V(r(pj)), ce qui permet, à partir de l’équation (3.4), 
d’obtenir
g(h(v,)) -  g(h(Pi))  =  *< -  k , .  (3.5)
Il existe une relation entre les intensités Ii(pi) et Ij(j)j), nommée par les auteurs fonction 
de transfert de luminosité et notée r(). Cette fonction est donc la fonction de transfert 
qu’il faut appliquer à Ij(j)j) afin d’obtenir Ii(pi). La fonction r()  théorique exacte devrait 
être obtenue à partir de l’équation (1 .1 ) :
h i P i )  =  r (I t(Pi))
(3.6)
Cette fonction r()  peut être approximée à partir de l’équation (3.5) :
tjiPj) = T(Ii{Pi)) = 9~l {g{Ii(Pi)) +  A K ), (3.7)
avec A K  =  Kj — Kt.
Un histogramme couplé à deux variables est ensuite construit. Pour chaque paire de points 
correspondants (Pi,Pj), il existe une paire d’intensité (Ii(Pi), Ij{pj)). L’histogramme donne 
le nombre de pixels pour lesquels la différence d’intensité est la même que pour passer 
de Ii(pi) à Ij{pj). Ainsi, grâce à cet histogramme et à partir de l’équation (3.7), une 
approximation statistique de r() peut être déterminée (figure 3.5).
Avec cette estimation de la fonction de transfert r ,  il est maintenant possible de chercher 
la fonction de réponse radiométrique €>. Les auteurs suggèrent d ’utiliser un modèle empi­
rique de réponses présenté par Grossberg et Nayar [9]. Cela permet d ’estimer la fonction 
de réponse radiométrique <!>() de la façon suivante :
M
$ ( /)  =  $o(/) +  X ; ^ M / ) ,  (3.8)
71= 1
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Figure 3.5 -  Exemple d’histogramme avec fonction de transfert tiré de [11],
où les hn sont des fonctions de base, (f>o la fonction principale, cn les inconnues et M  est 
choisi arbitrairement et détermine la précision de l’estimation de la fonction d>().
Afin de déterminer les inconnues de l’équation, les auteurs décident de passer par la fonc­
tion logarithme. Ils réalisent ensuite une Analyse en Composantes Principales sur la Base 
de donnée des fonctions de réponses1 qui est un ensemble de données sur des fonctions 
de réponses propres aux caméras. Ils déterminent ainsi les inconnues de l’équation ce qui 
leur permet d ’obtenir une approximation de la fonction de réponse radiométrique $() et 
du facteur d’exposition k.
3.3.2 Fonction de Vignettage
Une fois la fonction de réponse d>() et l’exposition k  déterminées, il reste la fonction de 
vignettage F() à obtenir. Pour cela, les auteurs expriment la fonction de vignettage V
1. Cette base de données peut être trouvée à l’adresse : 
http : / / www.cs.columbia.edu/CAVE/software/softlib/dorf.php
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suivant un modèle polynomial décrit par Goldman et Chen [7], ce qui leur permet d’en 
obtenir une approximation.
Avec cette connaissance complète de l’ensemble des termes de l’équation (3.2), Ea(P ) 
peut être retrouvé :
ES(P) = (3 .9 )
kV (r(p ))
et ainsi l’intensité de l’ensemble des pixels du panorama est recalculé, avec un coefficient 
d’exposition knew commun et défini arbitrairement, et un vignettage corrigé :
I new(p) =  <S>(knewE s(P)). (3.10)
Kim et Pollefeys [11] présentent donc un algorithme présentant de bons résultats mais 
qui souffre de certaines limitations d ’utilisation. Par exemple, le fait de supposer que la 
réponse radiométrique $  est constante d ’image en image empêche la modification des 
paramètres de la caméra et impose donc certaines contraintes sur la prise de vue afin de 
limiter les modifications. Mais plus important l’hypothèse d’une constance parfaite de la 
réponse radiométrique n’est pas une hypothèse réaliste pour un appareil automatique. 
En effet, un appareil automatique aura tendance à modifier automatiquement certains 
paramètres afin d’aider l’utilisateur à effectuer une bonne prise de vue. De plus, la réso­
lution de la réponse radiométrique $  demande de faire appel à une base de données dont
ne maîtrisons ni l’exactitude ni l’exhaustivité.
3.4 Approche m ultibande
Dans la suite du mémoire nous allons utiliser le terme de bandes de fréquences pour 
désigner une partie des détails des images. Le terme fréquence n’est donc pas lié à la 
longueur d’onde A des rayons lumineux capturés mais permet de diviser les images, puis 
de définir ces divisions. De la même façon, les longueurs d’onde associées aux bandes de
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fréquences sont définies par rapport à ses bandes de fréquences et ne sont pas liées à la 
longueur d ’onde A.
L’algorithme de mélange multibande est introduit en 2007 par Brown et Lowe [5] et peut 
être considéré comme une amélioration du mélange par fondu. En effet le mélange par 
fondu risque de créer des flous ou des dédoublements des détails de l’image à cause de 
la légère imprécision de la matrice de transformation et donc l’apparition d ’erreurs de 
recalage. Le mélange multibande permet de résoudre ce problème. Son principe est de 
décomposer le mélange des images en plusieurs étapes. À chacune des étapes, uniquement 
une certaine bande b de fréquences est mélangée. Une bande de fréquences regroupe 
seulement une partie des détails de l’image. Ainsi la bande qui regroupe les détails les 
plus précis d’une image est l’image des hautes fréquences, et la bande qui contient la 
moyenne de l’image est l’image des basses fréquences. De plus une pyramide gaussienne 
est utilisée. Ainsi le mélange est multibande et multirésolution, chaque niveau de la 
pyramide contenant une bande de fréquences. Les bandes hautes fréquences sont stockées 
dans les étages inférieurs, de plus haute résolution, et les bandes basses fréquences sont 
stockées dans les étages supérieurs, à basse résolution.
La façon dont ces images des fréquences sont obtenues et les détails de l’algorithme sont 
détaillés dans la partie suivante.
3.4.1 Initialisation
Dans la bande de fréquences b, pb est la position du pixel dans le panorama. Cet position 
pb = (xb, yb) peut être obtenue à partir de la position p =  (x, y) du pixel correspondant 
dans le panorama de la bande de fréquences 0  de la façon suivante : (x b,y b) — ( ^ ,  ^r). 
Le poids pour un pixel pb = (xb, yb) est calculé de la façon suivante :
W b(pb) = w b(xb)wb(yb), (3.11)
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où wb(xb) est une fonction linéaire qui varie de un au centre de l’image à zéro au bord. 
Afin d’éviter des phénomènes de dédoublage des détails à haute fréquence (b = 0) dus 
aux éventuelles erreurs de recalage, la formule du poids utilisée pour les hautes fréquences 
dans l’algorithme de mélange est légèrement différente :
w?(p) =
En d’autres termes, W®(p) est égal à un si c’est dans l’image i que le point p a son poids 
le plus élevé pour les hautes fréquences. Pour les autres fréquences, c’est l’équation (3.11) 
qui est utilisée afin d’obtenir une transition progressive et invisible entre les images.
L’image des hautes fréquences est obtenue grâce aux équations suivantes :
B°i {p) = I°i { p ) - l l { p l ), (3.13)
l îiP 1) =  liiP )  * 9a{p), (3.14)
où ga{p) est la fonction gaussienne d ’écart-type a  et de moyenne 0. Et Bf(p) représente 
ainsi l’image des détails dont la longueur d’onde est comprise entre zéro et a. Le poids 
est lissé par une gaussienne afin de rester en accord avec l’image à laquelle il est associé :
W K p 1) =  Wf{p) * 9Ap), (3.15)
Wf{p) étant le poids associé à l’image des fréquences de zéro à a.
Des pyramides gaussiennes sont créées. En adaptant les équations précédentes (équa­
tions (3.13), (3.14) et (3.15)), les niveaux successifs des pyramides sont définis comme 
suit :
B b = I b - I b+1, (3.16)
/ ? + 1 (3.17)
W b+x = W b*ga., (3.18)
où a' =  \J(2b +  1)<7 de telle sorte que chaque niveau possède la même quantité de 
longueurs d’ondes.
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j  1 si * =  arg maXj W f(p) 10v
\  0  sinon. 1  *
3.4.2 M élange
Une fois les pyramides gaussiennes calculées, l’étape de mélange multibande peut être 
réalisée. Pour chaque bande de fréquences, le mélange par fondu est utilisé. Cela donne 
l’équation :
B<J?)- s t iW )  ■’ ( ’
où B b est l’image des détails de longueurs d ’ondes comprises entre (b — 1 )cr et ber. Le 
panorama final est ensuite obtenu en ajoutant les différentes bandes de fréquences les 
unes aux autres :
/ ( p ) =  £ b V ) .  (3.20)
b
Cet algorithme présente de bons résultats et l’approche multibande est intéressante. Les 
deux plus grandes difficultés rencontrées lors du mélange d ’une mosaïque d ’images, c’est- 
à-dire une différence d ’intensité importante et le risque de dédoublements, sont prises 
en compte et gérées par cette méthode. Le point faible de cette méthode est lié à la 
multiplication des étapes de mélanges. En effet, au lieu de réaliser une seule étape de 
mélange pour obtenir le panorama final, cette méthode demande de réaliser l’étape de 
mélange autant de fois que de bandes de fréquences ont été sélectionnées. Cela peut 
provoquer une extension du temps de calcul nécessaire à l’obtention d’un panorama.
Dans l’ensemble des approches de mélange présentées dans ce chapitre, c’est cette dernière 
approche qui est choisie afin d’être intégrée à l’algorithme de reconstitution panoramique 
par flux optique décrit dans le chapitre 2. Comme annoncé précédemment, cette intégra­
tion a pour but de faire disparaitre la contrainte de constance d’intensité. Les détails de 




Comme il est expliqué dans la section 1.1, un point de scène peut avoir une valeur radio- 
métrique différente dans chacune des photos formant un panorama. Cela est lié à l’en­
semble des phénomènes optiques (détaillés dans le chapitre 1 ) qui interviennent lors de la 
capture de ces photographies. L’algorithme de mosaïquage par rotation de l’axe optique 
avec recalage par flux optique a pour but de positionner les images, et ainsi de produire 
une mosaïque d’images. Malheureusement, les résultats produits par cet algorithme dans 
certaines conditions, ne sont pas de bonne qualité. Ainsi, lors de l’application de l’algo­
rithme sur des images naturelles présentant des différences d ’intensité trop importantes, 
les panoramas résultants présentent des erreurs au niveau de la zone de recouvrement, 
comme l’illustre la figure 4.1. Ces erreurs caractéristiques de mélange sont liées au fait 
que l’algorithme de recalage cherche précisément à superposer les images, en se basant 
sur une hypothèse de constance de l’intensité d ’un même point de la scène. Ainsi lorsque 
les images présentent une différence d’intensité, deux points qui sont les projections d’une 
même point de scène dans deux images différentes et qui devraient donc être associés ne 
le sont pas. Au contraire l’algorithme associe deux points qui ne sont pas des projections
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(a) Première image. (b) Deuxième image.
(c) Panorama résultant.
Figure 4.1 -  Panorama réalisé à l’aide de l’algorithme initial, avant l’intégration du mé­
lange multibande.
du même point de scène et ainsi crée des erreurs de positionnement.
Dans l’objectif de mélanger les pixels plus efficacement, il est décidé d ’ajouter à l’algo­
rithme de recalage le mélange multibande présenté par Brown et Lowe [5J. Afin de com­
prendre précisément la façon dont le mélange multibande va être intégré à l’algorithme 
de recalage, décrivons dans un premier temps le déroulement de l’algorithme initial en 
détails.
Une première estimation de la matrice M  est déterminée, où M  est la matrice qui relie 
deux points pi et Pj projections du même point de scène P  respectivement dans les
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images U et / , par la formule pi »  Pj =  Mpj (voir la section 1.2.2). Actuellement cette 
initialisation est manuelle mais toute autre méthode, par exemple à l’aide de points 
caractéristiques SIFT ([13]), peut être utilisée. Ensuite les pyramides gaussiennes des 
images de la mosaïque sont créées. La pyramide correspondant à l’image /* est composée 
des l,nax images I f . . .  avec I f  l’image de plus haute résolution et l f nax~l l’image
de plus basse résolution. La variable lmax représente le nombre de niveaux que possèdent 
les pyramides d’images. Le choix de cette variable est discuté dans le chapitre suivant.
La matrice M  va ensuite être affinée grâce au calcul du flux optique. Cet affinage est 
multirésolution, c’est-à-dire que les calculs se font par itérations, et lorsque M  est jugée 
suffisamment précise, les calculs sur ce niveau de la pyramide sont arrêtés et l’algorithme 
passe au niveau inférieur, où la résolution est plus importante, avant de recommencer 
l’affinage de M. Sur le niveau le plus élevé de la pyramide la matrice M  est initiaiisée par 
l’utilisateur, manuellement. Ensuite, à chaque niveau après le plus élevé, l’initialisation 
du flux optique se fait grâce au flux optique obtenu au niveau supérieur. De cette façon, 
à chaque niveau de la pyramide, les calculs débutent sur une bonne approximation du 
flux.
Sur un étage l de la pyramide, les calculs se déroulent en plusieurs étapes, la transforma­
tion M  est appliquée à / j  afin d’obtenir Jj :
i j  =  M /J.
Le flux optique est ensuite calculé entre les deux images I\ et /j. Puis M  est mise à jour 
à l’aide du flux optique comme détaillé à la section 2 .2 . Cette étape est répétée jusqu’à 
ce que M  soit suffisamment précise. Cette précision est déterminée par le flux. Lorsque 
l’amplitude moyenne du flux optique est en deçà d ’un certain seuil, cela signifie que la 
matrice M  représente une bonne approximation de la transformation qui lie les images de 
la mosaïque. Lorsque cette condition de précision est remplie, l’algorithme commence les
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A lgorithm e 1 Algorithme de calcul de flux avant intégration du mélange multibande.
E n t r é e s :  /», I j ,  Im a x  
S o r t i e s :  Panorama final /
Initialiser une première estimation de la matrice M  
Construire les pyramides d ’images pour les deux images en entrée 
Initialiser l à lmax — 1 
ta n tq u e  1 != 0  faire
ta n tq u e  moyenne(flux) > seuil faire
Appliquer la transformation associée & M  k Ij 
Calculer le flux optique entre les images /j et Ij 
Mettre à jour M  à l’aide du flux optique 
fin ta n tq u e  
Décrémenter l 
fin ta n tq u e
Replacer Ij dans le repère de U a l’aide de M  
Coller les images
calculs sur l’étage inférieur. Une fois que les calculs sont terminés sur la haute résolution 
de la pyramide, les images de la mosaïque sont collées. Ce processus est résumé dans 
l’algorithme 1 .
L’implémentation la plus immédiate du mélange multibande au sein de l’algorithme de 
recalage par calcul du flux optique est d ’effectuer le mélange multibande une fois l’exécu­
tion du calcul du flux terminé. La première solution implémentée consiste donc à effectuer 
simplement un mélange multibande en lieu et place du mélange basique initial décrit à 
la section 2.3.
4.1 Mélange simple
Le mélange multibande exploite différentes bandes de fréquences successivement. Or, 
l’algorithme de recalage s’effectue sur plusieurs niveaux de pyramides gaussiennes des 
images afin d’accélérer la convergence des résultats. Dans un but d ’optimisation il est
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donc intéressant de réaliser les étapes de calcul de flux et les étapes de mélange en 
parallèle. Ainsi, lorsque le calcul du flux et le raffinement de M  sont terminés pour un 
niveau l de la pyramide, et avant de passer au niveau inférieur l — 1 , le mélange de la 
bande de fréquences en question est effectué. Plus précisément, pour chaque niveau l de 
la pyramide, les images l\ et /J sont sauvegardées comme détaillé dans la section 3.4, 
puis les images des détails de fréquences B\ et associées au niveau de la pyramide en 
cours d’étude sont calculées. L’obtention de ces images se fait par les formules
b ' =  4  -  / ' +1
et B ‘ =  I ‘ -  / '« ,
comme vu dans le chapitre précédent. Les images de la bande de fréquences courante 
sont ensuite mélangées :
’ E h  » « !> > ) '
Et l’image des fréquences mélangée résultante est conservée pour l’intégrer aux autres 
fréquences plus tard. Pour finir, en fin d ’algorithme, les images des différentes bandes de 
fréquences sont associées afin de former le panorama final à l ’aide de l’équation (3.20) :
/ m =
b
Le pseudocode est détaillé dans l’algorithme 2.
Cette méthode permet de rendre le mélange plus progressif et donc rendre les frontières 
des images moins visibles en plus d’empêcher d’éventuels dédoublements.
Cet ajout ne modifie cependant en rien l’étape de recalage. Malheureusement, lorsque 
les images présentent une disparité d’intensité importante, et donc que deux pixels qui 
sont des projections du même point de la scène n ’ont pas la même intensité, cette étape 
de recalage se fait mal car le calcul du flux se base sur une hypothèse de constance de 
l’intensité d ’un même point de la scène. Les images se retrouvent ainsi mal positionnées
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A lgorithm e 2 Algorithme de mosaïquage agrémenté du mélange multibande.
E n t r é e s :  * I j , na x
S o r t i e s : Panorama final I  
Initialiser une première estimation de la matrice M  
Construire les pyramides d ’images pour les deux images en entrée 
Initialiser l à lmax — 1 
ta n tq u e  1 != 0  faire
ta n tq u e  moyenne(flux) > seuil fa ire
Appliquer la transformation associée k M  k Ij 
Calculer le flux optique entre les images U et Ij 
Mettre à jour M  à l’aide du flux optique 
fin ta n tq u e
Replacer /j dans le repère de l[ à l’aide de M  
Sauvegarder l\ et /j 
Calculer B\ et
Mélanger les couleurs des pixels de la zone de recouvrement afin d’obtenir B 1 
Décrémenter l 
fin ta n tq u e
Assembler les bandes de fréquences B° . . .  B lmax~1
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(a) Première image synthétique avec augmen- (b) Deuxième image synthétique avec «limi­
tation d’intensité. nution d’intensité.
(c) Panorama résultant.
Figure 4.2 -  Application du mélange simple sur une série d’images synthétiques avec 
disparité d’intensité.
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les unes par rapport aux autres. La figure 4.2 présente ainsi le résultat de l’application 
de l’algorithme de mosaïquage associé au mélange simple. Nous y voyons que le résultat 
est assez proche du résultat présenté sur la figure 4.1, et donc de mauvaise qualité, le 
recalage étant erroné. L’étape de mélange n ’est pas suffisante, dans ce cas, pour obtenir 
un panorama de bonne qualité. C’est pour cette raison que nous proposons une autre 
méthode qui agit sur le calcul du flux optique, et donc aussi sur le recalage.
4.2 Mélange des hautes fréquences
Cette nouvelle solution a donc pour objectif de régler le problème précédemment men­
tionné. Pour ce faire deux approches sont envisageables, soit corriger les disparités d ’in­
tensité avant d’effectuer le recalage, soit permettre au recalage de faire abstraction de 
ces différences. Dans l’objectif de faire abstraction des disparités d ’intensité, une solution 
intéressante est de calculer le flux optique pour le recalage non pas sur les images de la 
collection directement, mais plutôt sur les détails hautes fréquences de ces images. En 
effet les images des hautes fréquences B\ et B lj ne représentent plus que les détails des 
images, et non la moyenne de l’intensité.
Algorithmiquement cela se traduit par le calcul des images des bandes de fréquences 
fîf . . .  B limax~1 et Bj . . .  B i™ax~1 au début de l’algorithme. L’algorithme se déroule ensuite 
de la même façon que précédemment à la différence près que le flux n’est plus calculé entre 
les images l\  et /j mais entre les images des hautes fréquences B\ et B lj. Ce processus est 
résumé dans l’algorithme 3.
Ainsi, lorsque deux images présentent des disparités d ’intensité, les images de leurs hautes 
fréquences respectives ne présentent pas cette différence. De cette façon, les disparités 
d ’intensité n ’influencent pas le calcul du flux optique, et le positionnement devrait donc
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A lgorithm e 3 Algorithme de mosaïquage agrémenté du mélange des hautes fréquences.
E n t r é e s :  /*, Im a x '
S o r t i e s : Panorama final I  
Initialiser une première estimation de la matrice M  
Construire les pyramides d ’images pour les deux images en entrée 
Construire les images des bandes de fréquences B° . . .  Blmax~1 et B*} . . .  B lJnax~l 
Initialiser l à lmax — 1 
ta n tq u e  1 != 0  faire
ta n tq u e  moyenne (flux) > seuil faire
Appliquer la transformation associée à M  à la S j
Calculer le flux optique entre les images hautes fréquences B\ et B 1- 
Mettre à jour M  à l’aide du flux optique 
fin ta n tq u e
Replacer £?j dans le repère de B[ à l’aide de M
Mélanger les couleurs des pixels de la zone de recouvrement afin d ’obtenir B 1 
Décrémenter l 
fin 1 un ique
Assembler les bandes de fréquences B° . . .  B lmax
être plus précis. La figure 4.3 présente deux panoramas résultant de l’application de 
cette méthode. Ces images sont de bonne qualité, l’amélioration par rapport aux mé­
thodes précédentes sans mélange (figure 5.33(a)) et avec mélange simple (figure 4.2(c)) 
est incontestable. Néanmoins il est bon de remarquer que le flux est calculé sur moins 
d ’information que les méthodes précédentes. En effet, les seules haute fréquences ne re­
groupe qu’une partie des données des images, en opposition à l’ensemble des fréquences. 
L’impact de cette perte d’information est donc à étudier.
4.3 Mélange hybride
La solution de la section 4.2 semble améliorer les résultats en permettant à l’étape de 
calcul du flux de ne pas prendre en compte les éventuelles disparités d ’intensité. Mal­
heureusement elle présente également quelques faiblesses. Notamment, le calcul du flux
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(a) Panorama résultant de l’application du mélange hautes fré­
quences sur la série Intérieur (figures 4.1(a) et 4.1(b)).
(b) Panorama résultant de l ’application du mélange hautes fré­
quences sur la série Img (figures 4.2(a) et 4.2(b)).
Figure 4.3 -  Application du mélange hautes fréquences sur des séries d ’images avec dis­
parité d’intensité.
sur de petites zones de recouvrement semble être difficile lorsque celui-ci est réalisé uni­
quement sur les hautes fréquences. La perte d ’informations provoquée par le passage aux 
hautes fréquences semble être trop importante lorsque la zone de recouvrement est petite 
et que la quantité d’information est faible dès le départ. La figure 4.4 illustre bien ce pro­
blème, elle présente le résultat de l’exécution du mélange hautes fréquences sur une série 
d’images présentant une très petite zone de recouvrement, illustrée sur les figures 4.4(a) 
et 4.4(b). Nous pouvons remarquer que, dans ces conditions, le résultat est de mauvaise 
qualité à cause d ’un positionnement erroné. La figure 4.5 montre l’évolution de la préci­
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sion avec des zones de recouvrements de plus en plus petites. Ces exemples permettent 
de mettre en évidence que le calcul de flux se fait mal lorsque la zone de recouvrement 
est petite, ce qui entraîne un mauvais positionnement.
Afin de corriger ce problème, une autre implémentation, hybride des deux précédentes est 
introduite. Cette dernière solution est identique au mélange hautes fréquences sauf lors du 
calcul du flux sur le niveau le plus élevé lmax~ 1 de la pyramide. Sur ce niveau, la deuxième 
image est transformée, grâce à la matrice M  afin d’obtenir l \max~l comme lors du mélange 
simple. Soit Z  l’ensemble des pixels qui appartiennent à la zone de recouvrement. Cette 
zone est définie comme l’ensemble des pixels p possédant une intensité dans l’image i dans 
l’image j .  Les moyennes d’intensité, sur la zone de recouvrement, des images l îmax~l et 
jimax-i sont calculées :
3
E pez
I m o y ' = ---------- \ z \ ----------
E pez ^ mai_1(p)Im oyj =  —  j^j---------
où \Z\ est le cardinal de Z. La différence entre ces moyennes est ensuite calculée :
D i f f  = Imoyi — Im oyj.
À partir de cette différence, la deuxième image est modifiée en I l.max~l . Pour tout p de 
l’image /j™*-1 ,
ijmax~\pj)  =  i lr ~ \ P i ) +£>*//>
afin de rapprocher sa moyenne de celle de l’image / !max~x. De cette manière la différence 
d’intensité existante entre les images aura moins d ’impact sur le calcul du flux. C’est 
ensuite entre l’image I ljmax~l et à l’image modifiée que le flux est calculé. L’initia­
lisation du flux est ainsi plus robuste. Le pseudo-code de cette version est résumé dans 
l’algorithme 4.
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La création de panorama par l’algorithme de calcul de flux est intéressante, et perfor­
mante. Malheureusement elle ne gère pas les images présentant des disparités d ’intensité. 
Dans le but d’éliminer cette restriction, quelques propositions de modifications de l’al­
gorithme ont été effectuées. Dans un premier temps, il a été proposé d ’effectuer une 
transition plus progressive d ’une image à l’autre afin de gommer les défauts de l’algo­
rithme original par l’ajout du mélange multibande, et ce après avoir recalé les images. 
Cette solution ne résolvant pas tous les problèmes, il a ensuite été proposé d’effectuer 
le calcul du flux sur les hautes fréquences uniquement, afin de ne pas tenir compte des 
éventuelles disparités d’intensité entre les images. Malheureusement cette deuxième mé­
thode introduisait une certaine instabilité. Pour finir, une méthode hybride a  donc été 
introduite afin de conserver les avantages de la méthode précédente tout en en corrigeant 
l’instabilité.
L’efficacité et la fiabilité de ces méthodes sont testées dans le chapitre suivant.
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(a) Première image et sa zone de recouvre­
ment.
(c) Image des hautes fréquences de la pre­
mière image.
(b) Deuxième image et sa zone de recouvre­
ment.
(d) Image des hautes fréquences de la 
deuxième image.
(e) Panorama résultant.
Figure 4.4 -  Résultat avec une petite zone de recouvrement et le mélange hautes fré­
quences.
58
I_____________________I I-------------- 1 I--------1
Zone de recouvrement Zone de recouvrement Zone de recouvrement
(a) (b) (c)
Figure 4.5 -  Résultats de l’application du mélange hautes fréquences suivant la taille de 
la zone de recouvrement.
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A lgorithm e 4 Algorithme de calcul de flux agrémenté du mélange hybride
E n t r é e s :  I u  I j ,  l m a x  
S o r t i e s :  Panorama final I  
Initialiser une première estimation de la matrice M  
Construire les pyramides d ’images pour les deux images en entrée
l =  lmax 1
ta n tq u e  moyenne(flux) > seuil fa ire
Appliquer la transformation associée à M  à /J
Calculer les moyennes d’intensité sur la zone de recouvrement des deux images 
Modifier l’image /j en /j en fonction de la disparité d’intensité
Calculer le flux optique entre les images l \  et /j 
Mettre à jour M  à l’aide du flux optique 
fin ta n tq u e
Replacer Jj dans le repère de l\ à l’aide de M
Mélanger les couleurs des pixels de la zone de recouvrement afin d’obtenir B 1 
Décrémenter l 
ta n tq u e  1 != 0  faire
Calculer les images hautes fréquences des deux images 
ta n tq u e  flux > seuil faire
Appliquer la transformation associée à M  à la £ j
Calculer le flux optique entre les images B\ et J5j 
Mettre à jour M  à l’aide du flux optique 
fin ta n tq u e
Replacer £ j dans le repère de B\ à l’aide de M
Mélanger les couleurs des pixels de la zone de recouvrement afin d’obtenir B 1 
Décrémenter l 
fin ta n tq u e




La création de panoramas par recalage utilisant le flux optique muitirésoiution avec ou 
sans les différentes méthodes de mélange multibande présentées a été testée sur des images 
réelles et synthétiques. Le temps d ’exécution dépend pour beaucoup de la taille des 
images, mais également de la solution exécutée et du nombre de niveaux de la pyramide. 
Plus il y a de niveaux, plus l’algorithme a tendance à s’exécuter rapidement. Mais une 
trop basse résolution entraîne la perte de certains détails ce qui provoque une mauvaise 
mise en correspondance, erreur qui se répercute ensuite de niveau en niveau. Il a donc été 
décidé que trois niveaux de pyramide est le nombre le plus intéressant pour les collections 
d ’images (de taille avoisinant 320x240) dont nous disposons, sans perte de précision mais 
avec gain de vitesse d ’exécution. Une étude plus approfondie de l’impact du nombre de 
niveaux que possède les pyramides est effectuée à  la fin de ce chapitre.
Dans ce chapitre la solution présentée dans la section 4.1 est nommée mélange simple, 
la solution introduite dans la section 4.2 est désignée par le mélange hautes fréquences, 
et la dernière solution présentée dans la section 4.3 est appelée mélange hybride. À des 
fins de comparaison, la solution implémentée par Rebière [20] et Toffa [24] est également
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testée et correspond aux résultats sans mélange.
Ce chapitre présente les résultats de l’assemblage de plusieurs collections d ’images. Les 
résultats sont présentés en deux catégories. Dans un premier temps, nous présentons les 
collections d’images ne possédant pas de disparité d ’intensité. Dans ces cas-là l’algorithme 
original est performant mais il est important de vérifier que les solutions proposées au 
chapitre précédent gèrent ces cas-là tout aussi efficacement. Dans un deuxième temps, 
nous présentons des résultats sur des collections d ’images qui présentent des différences 
d’intensité.
5.1 Collections à intensité hom ogène
Cette section est divisée en deux sous-sections. La première de ces sous-sections regroupe 
des images extraites de panoramas existants. La deuxième présente les résultats obtenus 
à partir d’images synthétiques.
5.1.1 Images découpées
Cette section regroupe l’étude de deux collections : Pont (figure 5.1) et Dagstuhl (fi­
gure 5.4). Ces collections sont issues d’une image panoramique réelle découpée ensuite 
artificiellement en plusieurs images. Elles ne présentent donc aucune différence d ’intensité 
ou de parallaxe. Ce procédé permet de vérifier les résultats obtenus en les comparant à 
l’image originale par la méthode SSIM. La différence de la collection Dagstuhl par rapport 
à Pont réside dans le fait que les images ne sont pas assemblées en une simple ligne, mais 
en deux lignes superposées. Cette particularité rend la collection Dagstuhl légèrement 
plus compliquée car les éventuelles erreurs de calculs risquent de s ’accumuler d’avantage.
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(a) Image originale avant découpage
(d) (e)
Figure 5.1 -  Images de la collection Pont.
Ainsi, avec ces collections, l ’ensemble des résultats des différentes méthodes sont visuel­
lement de qualité correcte (figures 5.2 et 5.5). Il est tout de même possible de repé­
rer à l’œil nu certaines erreurs dans les résultats sur la collection Dagstuhl. Ainsi la 
figure 5.6(c) montre les quelques distorsions qui apparaissent sur le résultat du mélange 
hautes fréquences. Les pires distorsions sont visibles sur la rangée de fenêtres de gauche. 
La figure 5.6(d) met en évidence les distorsions provoquées par la méthode du mélange 
hybride. Nous pouvons ainsi remarquer que la rangée de fenêtre de gauche présente des 
erreurs très proches de celles de la solution précédente. Par contre, nous pouvons égale-
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ment noter que le reste du zoom ne présente pas de distorsion, contrairement au zoom 
sur le résultat de la solution précédente. Ces observations illustrent le fait que le mélange 
hybride corrige une partie des erreurs introduites par le mélange hautes fréquences, sans 
pour autant atteindre un niveau aussi satisfaisant que la méthode sans mélange comme 
l’illustre la figure 5.6(b). Ces distorsions sont dues à la perte d ’information liée au passage 
en hautes fréquences uniquement, comme discuté dans la section 4.3.
Afin d’effectuer une étude plus précise, nous montrons (figures 5.3 et 5.7) l’image des 
différences locales entre les images panoramiques résultats et l’image originale. Ces dif­
férences sont affichées en valeurs absolues afin d ’éviter les valeurs négatives, les pixels 
blancs correspondent à une absence de différence et les pixels noirs à une différence très 
importante. Ainsi pour la collection Pont, les deux premières solutions donnent des pa­
noramas semblables, avec un léger décalage progressif sur la tin du panorama. Cette 
augmentation progressive des erreurs est due au fait que les erreurs de calcul se sont 
accumulées de gauche à droite, car cela correspond à l’ordre d’appariement. Mais plus 
intéressant, ces images des différences indiquent également que le mélange hautes fré­
quences, accumule plus rapidement les erreurs de positionnement. Alors que le mélange 
hybride corrige cela pour revenir à un niveau de précision sensiblement identique à celui 
des deux premiers panoramas. Cela s’explique par le fait que le positionnement de l’al­
gorithme du mélange hautes fréquences s’effectue sur les hautes fréquences des images et 
cela fait perdre de la précision à ce positionnement. Au contraire, lors du mélange hybride, 
le premier positionnement s’effectue bien sur l’ensemble des fréquences, ce qui lui permet 
une plus grande robustesse, avant de s’effectuer, pour les positionnements suivants, sur 
les hautes fréquences. En addition des observations sur le positionnement, ces images des 
différences permettent de remarquer que la transition entre les images se fait bien, il n ’y 
a pas de dégradation dans la précision des niveaux de gris. Pour la collection Dagstuhl, 
l’étude des images des différences apporte les mêmes conclusions globales, même s’il est
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Valeur de similarité Panorama Dagstuhl original Panorama Pont original
méthode sans mélange 0.9759 0.8822
mélange simple 0.9945 0.8814
mélange hautes fréquences 0.7354 0.7117
mélange hybride 0.7689 0.7908
Tableau 5.1 -  Tableau des valeurs SSIM entre les panoramas obtenus grâce aux différentes 
méthodes et les panoramas originaux
intéressant d ’y apporter des précisions. En effet, la figure 5.7(a) présente de très faibles 
erreurs, et la figure 5.7(b) n’en montre pas plus. Par contre la figure 5.7(c) montre que 
les erreurs de positionnements s’accumulent de façon assez importante avec le mélange 
hautes fréquences. Pour finir, la figure 5.7(d) indique que le mélange hybride, comme 
pour la collection Pont, permet un positionnement un peu plus précis. Afin d ’appuyer 
ces études uniquement visuelles des images des différences, il est. intéressant d’étndier les 
valeurs de similarité obtenues par la méthode SSIM ([25]) présentées dans le tableau 5.1. 
La méthode SSIM, pour Structural SIMilarity index, est une méthode permettant de me­
surer la similarité entre deux images. Elle est très utilisée, c’est pourquoi nous l’utilisons 
ici. Une valeur SSIM de 1 représente une similarité parfaite des niveaux de gris alors 
qu’une valeur SSIM de —1 représente une inversion parfaite entre les deux images. Les 
valeurs présentes dans ce tableau confirment les conclusions visuelles, à savoir que les 
deux premières méthodes sont les plus performantes, que le mélange hautes fréquences 
retourne les résultats les moins similaires aux panoramas originaux et que le mélange 
hybride produit des résultats entre deux.
Sur ces collections, sans défaut, la méthode sans mélange et le mélange simple sont donc 
plus performants que les deux dernières méthodes. Le calcul du flux optique sur les hautes 
fréquences semble donc faire perdre un peu de précision lorsque les images à assembler 
sont sans défaut, ce qui n’est jamais le cas lors de prises de vues réelles.
65
(a) Méthode sans mélange
(b) Mélange simple
(c) Mélange hautes fréquences
(d) Mélange hybride
Figure 5.2 -  Panoramas résultants pour la collection Pont.
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(a) Méthode sans mélange
(b) Mélange simple
(c) Mélange hautes fréquences
(d) Mélange hybride
Figure 5.3 -  Images des différences pour la collection Pont.
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(a) Image originale avant découpage
(e) (f) (g)
Figure 5.4 Images de la collection Dagstuhl.
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(a) Méthode sans mélange
(b) Mélange simple
(c) Mélange hautes fréquences
(d) Mélange hybride
Figure 5.5 -  Panoramas résultants pour la collection Dagstuhl.
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(c) Mélange hautes fréquences.(b) Méthode sans mélange.(a) Image originale.
(d) Mélange hybride.
Figure 5.6 -  Zooms sur les distorsions dans les figures 5.5(c) et 5.36(a).
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(a) Méthode sans mélange
(b) Mélange simple
(c) Mélange hautes fréquences
(d) Mélange hybride
Figure 5.7 -  Images des différences pour la collection Dagstuhl.
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(a) (b)
Figure 5.8 -  Images de la collection Quilt.
5.1.2 Images synthétiques
Cette section regroupe trois collections : Quilt (figure 5.8), Vase (figure 5.13) et Img 
(figure 5.17). Ces séries sont toutes composées de deux images issues d’une scène synthé­
tique. Les images ne présentent donc aucune différence d’intensité ni de parallaxe, le fait 
que les images soient synthétiques permet de s’assurer que le centre optique reste fixe au 
cours des captures, tout en permettant une rotation de l’axe optique. De cette façon nous 
respectons toutes les hypothèses d’algorithme de recalage énoncées dans la section 1.2.2. 
Ces collections sont donc très similaires, la série Img présente tout de même une parti­
cularité : du bruit gaussien uniforme d’écart-type 20 y a été ajouté afin de compenser 
l’absence de texture sur cette série synthétique.
Pour l’ensemble de ces collections, les observations globales sont les mêmes. La méthode 
sans mélange fournit des panoramas de bonne qualité (figures 5.10(a), 5.14(a) et 5.18(a)). 
Dans la continuité, le mélange simple rend également de bons résultats, visibles sur les 
figures 5.10(b), 5.14(b) et 5.18(b). Les mélange hautes fréquences et mélange hybride 
présentent des résultats un peu plus variés suivant les collections.
Pour la série Quilt, le mélange hautes fréquences (figure 5.10(c)) présente des résultats
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moins bons que les solutions précédentes mais le mélange hybride (figure 5.37(a)) rend 
lui des résultats tout aussi précis que les deux premières solutions. Ces différences sont 
difficilement visibles, mais les zooms de la figure 5.11 permettent de les observer. On y 
voit ainsi de légers défauts dans la partie centrale gauche du zoom sur le résultat du 
mélange hautes fréquences, avec une discontinuité dans une zone qui aurait due être lisse. 
La figure 5.12 présente les représentations du flux résiduel pour chaque méthode. Cela 
apporte de nouvelles données, qui semblent concorder avec les observations précédentes. 
Sur ces figures, chaque couleur représente l’orientation du flux, la figure 5.9 illustre quelle 
couleur est associée à quelle orientation. La valeur des couleurs (représentation HSL : 
Hue, Saturation, Value) représente l’amplitude du flux. Le flux variant d’une collection 
à l’autre, l’échelle de l’intensité est différente suivant les collections afin de rendre les 
couleurs toujours observables. Mais l’échelle est constante pour toutes les méthodes d’une 
collection donnée. C’est-à-dire qu’un pixel noir représentera toujours une valeur de flux 
de zéro, mais un pixel de valeur un (valeur maximum) ne représentera pas toujours le 
même flux. Ainsi pour cette collection, les images de flux résiduel représentent des valeurs 
d’amplitude de flux allant de 0 à 6. Aucune différence réelle d ’amplitude moyenne n’est 
observable entre les quatre images. Nous pouvons remarquer que la méthode sans mélange 
et le mélange simple présentent des flux résiduels similaires, ce qui est attendu étant donné 
que ces deux méthodes possèdent exactement la même étape de recalage. Nous pouvons 
ensuite constater que le flux résiduel du mélange hautes fréquences est, lui, très chaotique, 
aucune plage de couleur unie n’est observable. Cela montre l’instabilité du recalage par 
hautes fréquences uniquement. De la même façon que sur les panoramas résultants, nous 
observons ensuite une amélioration dans le flux résiduel du mélange hybride par rapport 
au mélange hautes fréquences. Cette amélioration est matérialisée par l’apparition de 




Figure 5.9 -  Légende des couleurs sur les images de flux.
Pour la collection Vase, les panoramas issus des mélanges hautes fréquences (figure 5.14(c)) 
et hybride (figure 5.14(d)) sont tous les deux de qualité moyenne. Le mélange hybride 
ne corrige, cette fois, pas aussi bien les erreurs introduites par le mélange hautes fré­
quences. Le détail de ces erreurs est visibles sur la figure 5.15. Une fois de plus, c’est 
la perte d’information attachée au calcul sur les hautes fréquences uniquement qui est 
responsable de ces erreurs, qu’il y ait une première initialisation sur toutes les fréquences 
(mélange hybride) ou non (mélange hautes fréquences). Nous présentons ensuite sur la 
figure 5.16 le flux résiduel pour chacune des méthodes. Ces figures possèdent la même 
échelle d ’amplitude que les figures de la collection précédente, elles représentent donc 
des valeurs d ’amplitude de flux allant de 0 à 6. Les conclusions sont les mêmes, à savoir 
que les amplitudes moyennes sont sensiblement les mêmes sur toutes les images et que 
les deux premières méthodes produisent les meilleurs résultats avec des flux résiduels 
relativement uniformes. Par contre, aucune différence notable n ’est observable entre les 
flux résiduels des mélanges hautes fréquences et hybride, tout deux présentent des flux 
résiduels plus chaotiques que les deux premières méthodes.
Pour la série Img, les panoramas résultants des mélanges hautes fréquences (figure 5.18(c)) 
et hybride (figure 5.18(c)) sont de bonne facture. Ils sont de moins bonne qualité que les 
panoramas produits par les deux premières solutions (figure 5.19) mais la dégradation
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est moins importante sur cette collection que sur les autres lors du passage en hautes 
fréquences. Pour cette collection, les conclusions de l’étude des flux résiduels (figure 5.20) 
sont légèrement différentes par rapport aux conclusions pour la série précédente. En­
core une fois les flux résiduels pour la méthode sans mélange et le mélange simple sont 
identiques et uniformes alors que les flux résiduels pour les mélanges hautes fréquences 
et hybride sont chaotiques et très similaires. Par contre, nous remarquons que l’ampli­
tude du flux résiduel est de façon générale moins élevé sur ces deux dernières méthodes. 
L’échelle utilisée est une fois de plus la même que pour les deux collections précédentes.
L’analyse de l’ensemble des résultats précédents montre que lorsque l’intensité est ho­
mogène entre les différentes images de la mosaïque, les premières solutions présentées, à 
savoir la méthode sans mélange et le mélange simple sont tout à fait performants. Les der­
nières solutions intégrées, le mélange hautes fréquences et le mélange hybride, produisent 
des résultats plus variables. En effet, sur les collections Quilt et Img, les panoramas 
produits sont de bonne qualité et très proches de ceux fournis par les deux premières 
solutions. Au contraire, les tests effectuées sur la collection Vase montrent clairement 
une dégradation des résultats entre les deux premières solutions et les deux dernières. 
Cela s’explique par l’absence de texture sur toute une partie des images. Ainsi, cette 
faiblesse face à l’absence de textures mise à part, les mélanges mélange hautes fréquences 
et hybride produisent de bons résultats dans les conditions d’intensité homogène entre 
les images.
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(a) Méthode sans mélange (b) Mélange simple
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.10 -  Panoramas résultants pour la collection Quilt.
(a) Méthode sans mélange (b) Mélange simple
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.11 -  Zooms sur la zone de recouvrement pour la collection Quilt.
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(a) Méthode sans mélange
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.12 -  Flux optique résiduel pour la collection Quilt.
Figure 5.13 -  Images de la collection Vase.
(a) Méthode sans mélange (b) Mélange simple
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.14 -  Panoramas résultants pour la collection Vase.
(a) Méthode sans mé- (b) Mélange simple (c) Mélange hautes fré- (d) Mélange hybride 
lange quences
Figure 5.15 -  Zooms sur la zone de recouvrement pour la collection Vase.
(a) Méthode sans mélange (b) Mélange simple
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.16 -  Flux optique résiduel pour la collection Vase.
(a) (b)
Figure 5.17 -  Images de la collection Img.
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(a) Méthode sans mélange (b) Mélange simple
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.18 -  Panoramas résultants pour la collection Img.
(a) Méthode sans mé- (b) Mélange simple (c) Mélange hautes fré- (d) Mélange hybride 
lange quences
Figure 5.19 -  Zooms sur la zone de recouvrement pour la collection Img.
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(a) Méthode sans mélange
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.20 -  Flux optique résiduel pour la collection Img,
(a) (b)
Figure 5.21 -  Images de la collection ImgModif.
5.2 Collections à intensité hétérogène
Collection ImgM odif
Cette collection est composée des deux images issues d ’une scène synthétique (fi­
gure 5.21). Cette collection est très proche de la collection Img de la section précédente. 
La différence réside dans le fait que cette fois-ci, une différence d ’intensité a été ajoutée. 
La première image a été éclaircie et la deuxième assombrie. Ces modifications tendent à 
rapprocher ces images d ’images réelles prises avec un appareil réel, tout en contrôlant les 
paramètres de la prise de vue. Les résultats sont très différents de ceux présentés dans la 
section précédente où l’intensité ne variait pas suivant les images.
La méthode sans mélange donne un mauvais panorama (figure 5.22(a)), le flux déforme 
l’image. Le mélange multibande ne suffit pas à corriger ces erreurs de calcul de flux, 
le panorama résultant du mélange simple est donc d ’aussi mauvaise qualité, comme le 
montre la figure 5.22(b). Au contraire de ces deux solutions qui n’agissent pas sur la façon 
dont le flux est calculé, les mélanges hautes fréquences et hybride créent des panoramas 
(figures 5.22(c) et 5.22(d)) de bien meilleure qualité. Le calcul du flux se fait de façon 
correcte, ce qui produit des images sans déformation. De plus, la transition entre les
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images est très douce et ne présente pas de ligne de démarcation, ce qui prouve l’efficacité 
des mélanges hautes fréquences et hybride.
De plus, l’analyse des flux résiduels (figure 5.23) conforte ces observations. L’échelle de 
ces figures est différente des précédentes : les valeurs d ’amplitude de flux représentées 
sont comprises entre 0 et 30. Par rapport aux collections de la section précédentes, les 
conclusions sont inversées. En effet, les flux résiduels pour la méthode sans mélange et 
le mélange simple sont identiques mais chaotiques, ils ne présentent plus les plages de 
couleur unie que nous pouvions observer dans la section précédentes. Au contraire, les 
flux résiduels pour les mélanges hautes fréquences et hybride sont ainsi, en comparaison, 
bien plus uniformes. En plus de ces informations sur l’uniformité ou non des couleurs 
il est également intéressant de remarquer la différence d ’intensité très marquée entre 
les deux premières images et les deux dernières. Le flux résiduel sur les deux dernières 
méthodes est bien plus faible. Cela prouve que le recalage global est plus précis sur ces 
deux méthodes.
Il est également intéressant de remarquer que pour les collections Img et ImgModif les 
panoramas produits par les mélanges hautes fréquences (figures 5.18(c) et 5.22(c)) et 
hybride (figures 5.18(d) et 5.22(d)) sont très similaires, qu’il y ait eu introduction d’une 
différence d’intensité ou non. Le fait de calculer le flux optique sur les hautes fréquences 
des images et non sur les images elle même semble donc permettre de gérer les collections 
d ’images dont les images présentent des différences d ’intensité entre elles.
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(b) Mélange simple(a) Méthode sans mélange
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.22 -  Panoramas résultants pour la collection ImgModif.
(a) Méthode sans mélange (b) Mélange simple
(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.23 -  Flux optique résiduel pour la collection ImgModif.
(C) (d)
Figure 5.24 -  Images de la collection Québec.
Collection Québec
Cette collection est une série de quatre photos d ’une scène réelle, prises avec un appareil 
photo. Étant donné que ce sont de réelles photos, il existe également des variations 
d’intensité entre les images. Cette collection présente également une autre caractéristique 
particulière : les zones de recouvrements sont très étroites, elle peuvent donc gêner à un 
calcul précis du flux, comme nous l’avons vu dans la section 4.3.
L’ensemble des panoramas sont visuellement de bonne qualité. La scène ne présentant 
que de faibles disparités d’intensité et la parallaxe étant très faibles, les panoramas sans 
mélange et avec mélange simple sont visuellement de bonne qualité. Le panorama ré­
sultant du mélange hautes fréquences présente quant à lui quelques défauts. En effet, 
comme dans la section 4.3, le passage de l’image 3 à l’image 4 de la collection se fait 
mal. La zone de recouvrement est très étroite et la perte d’information liée au passage en 
hautes fréquences provoque le calcul d ’un flux erroné. La figure 5.26(a) met clairement
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(a) Méthode sans mélange
(b) Mélange simple
(c) Mélange hautes fréquences
...
(d) Mélange hybride
Figure 5.25 -  Panoramas résultants pour la collection Québec.
(a) Mélange hautes fréquences (b) Mélange hybride




Figure 5.27 -  Images de la collection Extérieur.
en lumière ce défaut, et la figure 5.26(b) montre que le mélange hybride le corrige assez 
efficacement. Il est également possible d ’analyser les bandes noires du bas des images. 
En effet, l’observation de la taille de ces bandes indique que le mélange hybride produit 
un recalage plus proche du recalage du mélange simple, qui est ici la référence, que le 
mélange hautes fréquences.
Collection Extérieur
Cette collection est une série de quatre photos d ’une scène réelle, prises avec un appareil 
photo numérique commercial, de la même façon que la série précédente. La différence entre 
cette collection et la précédente réside dans le fait que la scène est beaucoup plus proche 
de l’appareil. Les différences de parallaxe entre les photos seront donc plus grandes que 
dans la série précédente sans pour autant être très importantes, la distance de l’appareil 
à la scène capturée restant conséquente. E tant donné que ce sont des photos réelles,
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(a) Méthode sans mélange
(b) Mélange simple
(c) Mélange hautes fréquences
(d) Mélange hybride
Figure 5.28 -  Panoramas résultants pour la collection Extérieur.
(a) Méthode sans mélange (b) Mélange simple (c) Mélange hybride
Figure 5.29 -  Zoom sur le passage de l’image 3 à l’image 4.
(a) Mélange hautes fréquences (b) Mélange hybride
Figure 5.30 -  Zooiti sur le passage de l’image 1 à l’image 2.
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(a) Mélange hautes fréquences (b) Mélange hybride
Figure 5.31 -  Zoom sur le passage de l’image 2 à l’image 3.
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il existe également des variations d ’intensité entre les images. De plus c’est une scène 
extérieure et cela peut provoquer d’autres modifications telles que des mouvements dus 
au vent. Chacune des solutions fournit un panorama relativement différent des autres. 
La méthode sans mélange présente un panorama (figure 5.28(a)) assez bien positionné 
mais avec des problèmes sur les zones de recouvrements, les passages d’une image à 
l’autre sont clairement visibles comme l’illustre la figure 5.29(a). Le mélange simple donne 
un panorama (figure 5.28(b)) légèrement plus agréable visuellement. Les passages d’une 
image à l’autre sont un peu moins visibles, mais toujours présents. De plus, des distorsions 
apparaissent, comme le montre la figure 5.29(b). Le mélange hautes fréquences génère un 
panorama bien plus homogène (figure 5.28(c)). Mais des dédoublements apparaissent dans 
la transition entre la première et la deuxième image (figure 5.30(a)), dû à un mauvais 
positionnement des images lié, une fois encore, à la perte d ’information qui accompagne le 
passage aux hautes fréquences. La dernière solution, le mélange hybride, crée le meilleur 
panorama (figure 5.40(a)) : il n ’y a pas de discontinuités d ’intensités entre les images qui 
composent le panorama (figure 5.29(c)) et les dédoublements visibles dans le panorama 
résultant de la solution précédente ne le sont pas dans ce panorama (figure 5.30(b)). 
Malheureusement, la figure 5.30 montre également une légère dégradation autour de la 
fenêtre de gauche de la cabane entre le mélange hautes fréquences et le mélange hybride. 
Sur l’ensemble des autres résultats, cette fenêtre présente également de fortes erreurs. 
Cela est lié à un effet de bord introduit par le calcul multirésolution du flux optique. Le 
dernier couple de zooms (figure 5.31) montre par contre une nette amélioration, sur la 
fenêtre de droite, apportée par le mélange hybride.
Collection Intérieur
La collection Intérieur est composée de deux images d ’une scène réelle, prises avec le 
même appareil que la collection précédente. Les photos sont prises sans l’aide d ’un trépied, 
il n ’y a donc aucune garantie que le centre optique demeure le même pour l’ensemble des
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Figure 5.32 -  Images de la collection Intérieur.
captures. De plus les objets capturés sont proches, les différences de parallaxe sont donc 
assez importantes. Pour finir, la présence de la fenêtre sur la deuxième image provoque 
un important changement de luminosité entre les deux images.
Dans ces conditions particulières, aucun panorama fourni par les différentes méthodes 
n’est de très bonne qualité, mais certains sont tout de même presque visuellement satis­
faisants. Ainsi, la méthode sans mélange et le mélange simple donnent des panoramas 
(figures 5.33(a) et 5.33(b)) très dégradés, alors que les mélanges hautes fréquences et 
hybride (figures 5.33(c) et 5.41 (a)) proposent des solutions avec défauts mais de bien 
meilleure qualité visuelle. Les flux résiduels présentées sur la figure 5.34 confirment ces 
conclusions. Les flux résiduels des mélanges hautes fréquences et hybride sont d ’amplitude 
beaucoup plus faible que les flux résiduels des méthodes sans mélange et avec mélange 
simple.
Les tests sur les collections d’images à intensité hétérogène démontrent clairement l’in­
térêt et l’efficacité des mélanges hautes fréquences et hybride par rapport aux solutions 
premières, les méthodes sans mélange et avec mélange simple.
(a) Méthode sans mélange (b) Mélange simple
1 sH«*
î  :Ü 
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(c) Mélange hautes fréquences (d) Mélange hybride
Figure 5.33 -  Panoramas résultants pour la collection Intérieur.
(b) Mélange simple(a) Méthode sans mélange
(c) Mélange hautes fréquences (d) Mélange hybride
F igure 5 .34  -  F lu x  op tiq u e  résiduel pour la  co llec tion  Intérieur.
5.3 Comparaison avec l’état de l ’art
Les résultats montrent que l’implémentation hybride remplie de façon satisfaisante l’ob­
jectif initial, qui était d’améliorer l’algorithme de recalage par flux optique en éliminant 
la contrainte de constance d’intensité. Cependant il peut être intéressant de comparer les 
résultats du mélange hybride avec les résultats fournis par un algorithme complètement 
différent. C’est l’algorithme présenté par Brown et Lowe [5] qui est sélectionné, pour sa 
performance, et pour sa facilité d’accès. En effet, les auteurs ont développé une applica­
tion disponible gratuitement : AutoStitch. Nous présentons ainsi dans la suite de cette 
section une comparaison entre les résultats fournis par le mélange hybride et ceux fournis 
par l’application AutoStitch.
5.3.1 Images découpées à intensité homogène
Comme précédemment, ces collections Pont et Dagstuhl sont issues de panoramas dé­
coupés en plusieurs images. De cette façon nous pouvons comparer les résultats aux 
panoramas originaux. Les conclusions pour ces deux collections sont les mêmes, à savoir 
que les deux algorithmes fournissent des résultats visuellement satisfaisants (figures 5.37 
et 5.36. Il est tout de même intéressant de noter que les panoramas produits par AutoS­
titch;, sont légèrement déformés. Cela se remarque par l’apparition de bandes noires sur 
les bords. L’application AutoStitch fournit donc des panoramas plus éloignés de l’original 
que les panoramas produits par l’algorithme hybride.
5.3.2 Images synthétiques à intensité homogène
Sur cette seconde série d’exemple où l’intensité ne varie pas suivant les images des collec­












Figure 5.37 -  Comparaison avec les résultats d ’AutoStitch pour la collection Quilt. 
sont observables suivant les collections.
Le résultat obtenu avec AutoStitch pour la collection Quilt est déformé de façon impor­
tante, comme le montre la figure 5.37(b). Un courbure visible sur le bord des images ainsi 
sur la texture du fond montre très bien cette déformation. En comparaison, le panorama 
présenté par l’algorithme hybride (figure 5.37(a)) ne présente pas cette courbure, mais 
en contrepartie la texture du fond a une moins bonne continuité.
Les résultats pour la collection Img (figure 5.41) présentent de la même façon une dé­
formation sur le panorama résultant à''AutoStitch, et l’absence de déformation sur celui 
produit par l’algorithme hybride. La déformation est, cette fois-ci, moins importante. De 
plus, l’absence de texture ne permet pas de valider ou d ’invalider l’intérêt de cette défor-
(a) Mélange hybride
(b) AutoStitch
Figure 5.38 -  Comparaison avec les résultats à.’AutoStitch pour la collection Img.
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mation. Il est tout de même intéressant de remarquer que des détails disparaissent sur le 
panorama issu d'AutoStitch. En effet, la sphère en haut à gauche sur les images présente 
une plus grande netteté sur le panorama produit par l’algorithme hybride que sur celui 
créé par AutoStitch.
5.3.3 Images à intensité hétérogène
Les conclusions pour la collection ImgModif sont exactement les mêmes que celles pour 
la collection Img. En effet, les deux méthodes, mélange hybride et AutoStitch, font abs­
traction des différences d ’intensités. Les résultats (figure 5.39) sont donc les mêmes, à ia 
seule différence provoquée par l’ajout de la différence d ’intensité.
Les deux panoramas obtenus pour la collection Extérieur sont visuellement bons. L’appli­
cation AutoStitch fournit tout de même un meilleur panorama que l’algorithme hybride. 
En effet, la déformation présente sur le résultat de l’algorithme de Brown et Lowe [5], 
permet une meilleure continuité de la scène. Cela se traduit par la ligne de démarcation 
entre l’herbe et les arbres du fond horizontale sur la figure 5.40(b), alors que ce n ’est pas 
le cas sur la figure 5.40(a). De plus la fenêtre de gauche de la cabane est meilleure sur le 
résultat à ’'AutoStitch. Par contre, il est à nouveau intéressant de remarquer que le résul­
ta t à'AutoStitch est moins détaillé que celui de l’algorithme hybride. Cela se remarque le 
plus sur la haie de gauche.
Sur cette collection Intérieur, le panorama produit par AutoStitchest de meilleure qua­
lité de façon incontestable. Là où l’algorithme hybride présente un panorama avec de 
nombreuses erreurs (figure 5.41(a)) dû la proximité de la scène par rapport à la caméra, 













Figure 5.41 -  Comparaison avec les résultats d ’AutoStitch pour la collection Intérieur.
5.3.4 Images à zone de recouvrement étroite
Sur la collection Québec la différence entre les deux algorithmes est très marquée. En effet, 
à cause de la zone de recouvrement très étroite, l’algorithme hybride fournit un panorama 
avec un positionnement légèrement erroné (figure 5.25(d)). Mais l’application AutoStitch 
ne parvient pas du tout à créer un panorama car elle ne trouve pas suffisamment de points 
de correspondances. L’application sort ainsi une erreur et ne produit pas de panorama.
En conclusion, l’application AutoStitch développée par Brown et Lowe [5] fournit le plus 
souvent des résultats comparables à ceux produits par l’algorithme hybride. Mais dans 
certains cas, l’application créer de meilleurs résultats que l’algorithme hybride, en parti­
culier lorsque la scène est proche de la caméra et que la parallaxe est importante. Et dans 
u'aulres cas, lorsque la züü6 uê recouvrement est étroite par exemple, c’est l’algorithme 
hybride qui fournit les meilleurs résultats.
5.4 Impact du nombre d ’étages des pyram ides sur le 
tem ps de calcul et les résultats
L’objectif derrière l’utilisation de la multirésolution dans l’algorithme est précisément de 
diminuer le temps d’exécution. Il est donc intéressant de vérifier la validité de ce choix. 
Le tableau 5.2 présente les temps d’obtention d ’un panorama en utilisant l’algorithme de 
reconstitution panoramique par flux optique agrémenté du mélange simple, sur plusieurs 
échantillons. Chaque colonne regroupe les temps d’acquisition en secondes pour une paire 
d ’images d’un panorama particulier. Par exemple la colonne "Extérieur 1+2" regroupe 
les temps nécessaires pour produire un panorama à partir des images 1 et 2 de la collection 
Extérieur.
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Nombre de niveaux Extérieur 1+2 Extérieur 2+3 Pont 2+3 Pont 3+4
1 155 264 154 456
2 99 112 185 129
3 86 102 135 186
Tableau 5.2 -  Tableau des temps d’exécution en secondes de l’algorithme en fonction du 
nombre d’étages des pyramides
Ce tableau indique, qu’en général, augmenter le nombre de niveaux diminue le temps 
d’exécution. Il faut tout de même remarquer que ce n ’est pas toujours vrai. En effet, si 
l’initialisation de la transformation est très proche de la transformation idéale et qu’elle 
a besoin de très peu de modifications par le flux optique, le flux n’aura besoin que de 
très peu d’itérations avant d’être jugé satisfaisant et dans ce cas, avoir moins de niveaux 
sera plus rapide. Le tableau ne présente pas les résultats pour un nombre de niveaux plus 
grand que 3. Nous avons constaté qu’augmenter de façon trop importante ce nombre peut 
faire perdre plus ou moins de précision à l’algorithme. La figure 5.42 présente des résultats 
avec cinq niveaux pour les pyramides. Suivant l’algorithme utilisé, les résultats sont de 
qualité différente, le mélange hautes fréquences présentant les plus mauvais résultats. Cela 
s’explique par le fait que cette solution calcule le flux uniquement sur les hautes fréquences 
et donc possède moins d’informations pour effectuer le calcul que les autres solutions. 
Ainsi la perte d’informations additionnelles liée aux cinq niveaux rend le mélange hautes 
fréquences inutilisable. Lorsque quatre niveaux sont utilisés pour les pyramides au lieu 
de cinq, les résultats s’améliorent, comme le montre la figure 5.43. Par contre, le mélange 
hautes fréquences continue de présenter une instabilité pour certains échantillons.
Ainsi, un nombre de niveaux trop élevé entraine une imprécision des calculs et un nombre 
trop faible provoque une augmentation du temps de calcul. Sachant cela, en étudiant les 
résultats des tests, il est possible de définir un nombre de niveaux idéal pour les pyramides 
d ’images. Dans nos conditions, à savoir en travaillant sur des images de tailles voisines 
à 320x240 pixels, il semble être adéquat de choisir d ’exécuter les algorithmes sur des
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pyramides à trois niveaux. Cela mériterait tout de même une étude plus approfondie afin 
de valider les résultats.
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(a) Panorama résultant du mélange hautes fréquences 
sur la collection Extérieur
(b) Panorama résultant du mélange simple sur la col­
lection Quilt
' " ““V n
(c) Panorama résultant du mélange hautes fréquences 
sur la collection Quilt
(d) Panorama résultant du mélange hybride sur la 
collection Quilt
Figure 5.42 -  Panoramas résultants des algorithmes utilisant des pyramides à cinq niveaux
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(a) Panorama résultant du mélange hautes fréquences 
sur la collection Extérieur
(b) Panorama résultant du mélange hautes fréquences 
sur la collection Quilt
(c) Panorama résultant du mélange hybride sur la 
collection Quilt





Dans ce mémoire nous nous sommes intéressés à la construction d ’images panoramiques 
à partir de collections d’images standards. Plus particulièrement nous avons intégré la 
méthode de mélange multibande de Brown et Lowe [5] à l’algorithme de construction 
panoramique par recalage à l’aide du flux optique présenté par Rebière [20] et Toffa [24]. 
En effet, l’exécution de cet algorithme demande le respect de la contrainte d’intensité, 
c’est-à-dire que l’intensité d’un pixel doit rester la même suivant les images. Afin de re­
laxer cette contrainte nous avons donc agrémenté l’algorithme d ’une nouvelle méthode 
de mélange, à savoir le mélange multibande. Plus précisément nous avons débuté par in­
tégrer ce mélange en toute fin d ’algorithme pour nous rendre compte que les différences 
d’intensité provoquaient des erreurs dans le calcul du flux optique. Cette première inté­
gration n ’améliore ainsi pas les résultats. Nous avons donc cherché à permettre au flux 
de se calculer correctement malgré la disparité des intensités. Pour ce faire nous avons 
développé une deuxième intégration du mélange multibande, en réalisant le calcul du flux 
non plus sur les images de la collection mais uniquement sur les hautes fréquences de ces 
images. Les tests nous ont permis de valider l’efficacité de cette nouvelle intégration dans 
la correction des erreurs de calcul de flux liées à une différence d ’intensité. Malheureu­
116
sement la perte d’informations liée au passage aux hautes fréquences rend le calcul du 
flux instable dans le cas où les zones de recouvrement sont petites et contiennent donc 
peu d’informations. Afin de corriger cette faiblesse, une troisième implémentation a été 
développée. Cette implémentation fonctionne comme la précédente à la différence que les 
premières itérations du calcul du flux se font à l’aide de l’ensemble des fréquences des 
images de la collection et ce n’est qu’après cette initialisation plus robuste que l’affinage 
du flux est effectué sur les hautes fréquences uniquement.
Les tests effectués avec divers collections d ’images, qu’elles soient synthétiques ou réelles, 
que la scène soit éloignée ou proche, montrent l’efficacité de la troisième implémentation 
dans la construction de panoramas.
Perspectives
Malgré l’amélioration apportée à l’algorithme de construction panoramique par recalage 
à l’aide du flux optique, il est intéressant de signaler les améliorations possibles. En effet, 
la troisième implémentation gère les zones de recouvrement étroites de façon bien plus 
satisfaisantes que ne le fait la deuxième implémentation, mais elle ne le fait malheureu­
sement tout de même pas de façon irréprochable, des erreurs de positionnement sont 
toujours présentes. Il serait donc intéressant de corriger cela.
De manière plus générale, l’algorithme développé demande une initialisation manuelle 
de la transformation qui relie les images. Il serait intéressant, afin de rendre l’exécution 
entièrement automatique, d ’intégrer des méthodes de détection des points importants 
telles que celles présentées par Lowe [13], Canny [6], ou Harris et Stephens [10].
Pour finir, il serait intéressant de réaliser une validation plus exhaustive et complète, 
entre autre lorsque la parallaxe est très importante.
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