This paper is aimed to prove the strong duality theorem for continuous-time linear programming problems in which the coefficients are assumed to be piecewise continuous functions. The previous paper proved the strong duality theorem for the case of piecewise continuous functions in which the discontinuities are the left-continuities. In this paper, we propose the completely different type of discretized primal and dual problems that can be used to prove the strong duality theorem for the general situation of discontinuities.
Introduction
In Wu [20, 21] , the coefficients appeared in the discretized primal and dual problems are the function values of the coefficient functions taken at the right-end points of the subdivided intervals. This simple type of formulation can just be used to prove the strong duality theorem for the case of piecewise continuous functions in which the discontinuities are the left-continuities. In this paper, we shall extend to prove the strong duality theorem for the general situation of discontinuities. We shall propose the completely different type of formulation for the discretized primal and dual problems. In this paper, the coefficients in the discretized primal and dual problems will consider the infimum and supremum of the coefficient functions on the subdivided intervals, which is more complicated than that of considering the function values of the coefficient functions taken at the right-end points of the subdivided intervals in Wu [20, 21] .
The theory of continuous-time linear programming problem has received considerable attention for a long time. Tyndall [17, 18] treated rigorously a continuous-time linear programming problem with constant matrices, which had originated from the "bottleneck problem" proposed by Bellman [4] . Levinson [6] generalized the results of Tyndall by considering time-dependent matrices in which the functions appearing in the objective and constraints were assumed to be continuous on the time interval [0, T ]. Meidan and Perold [7] , Papageorgiou [8] and Schechter [16] have also obtained some interesting results for the continuous-time linear programming problem. Anderson et al. [1, 2, 3] , Fleischer and Sethuraman [5] and Pullan [9, 10, 11, 12, 13] investigated a subclass of continuoustime linear programming problems, which is called separated continuous-time linear programming problem and can be used to model the job-shop scheduling problems. Weiss [19] proposed a simplexlike algorithm to solve the separated continuous-time linear programming problem. This paper is organized as follows. In Section 2, the problem formulation is presented, and the weak duality theorem is proved. In Section 3, in order to study the strong duality theorem, we propose a perturbed continuous-time linear programming problem. Many useful results that will be used to prove the strong duality theorem are derived. In Section 4, discretized problems are formulated in which the partition of the time interval [0, T ] is not taken as equally dividing [0, T ]. We also derive many useful results that will be used to prove the strong duality theorem. In Section 5, the strong duality theorem is proved.
Formulation
Let A be a matrix with entries denoted by a ij . We define A = i,j |a ij |. Let L 
We consider the following assumptions:
• a ∈ L Proof. According to the constrains of problems (CLP) and (DCLP), we have
and
By Fubini's theorem, we also have
Therefore, in the vectorial form, we obtain
This completes the proof.
In the sequel, we are going to prove the strong duality theorem between (CLP) and (DCLP) although these problems are considered in the sense of a.e. in [0, T ].
Perturbed Formulation
Given any ǫ ≥ 0, we consider the following perturbed problems:
Let
We say that the sequence {f k } ∞ k=1 is uniformly essentially bounded in [0, T ] if and only if there exists a positive constant
is a sequence of vector-valued functions, Then, we say that the sequence {f k } ∞ k=1 is uniformly essentially bounded if and only if there exists a positive constant C such that f ik ∞ ≤ C for each i and k, where f ik is the ith entry of
Then, the sequence {f k } ∞ k=1 of real-valued functions is uniformly bounded in [0, T ] with respect to · 2 if and only if there exists a positive constant C such that f k 2 ≤ C for each k. The concept of uniform boundedness of the sequence of vector-valued functions {f k } ∞ k=1 can be similarly defined. We also see that if the sequence {f k } ∞ k=1 is uniformly essentially bounded in [0, T ], then it is also uniformly bounded in [0, T ] with respect to · 2 .
We denote by Z ǫ and W ǫ the feasible sets of problems (CLP ǫ ) and (DCLP ǫ ), respectively. We say that the feasible set Z ǫ of (CLP ǫ ) is uniformly essentially bounded if and only if there exists a positive constant C such that each feasible solution of (CLP ǫ ) is essentially bounded by C. We are going to provide the sufficient conditions to guarantee that the feasible set Z ǫ of (CLP ǫ ) is uniformly essentially bounded. Gronwall's lemma was provided by Levinson [6] . We can similarly prove it in the sense of a.e. in [0, T ].
Lemma 3.1. (Gronwall's lemma) Suppose that the real-valued function g is integrable in [0, T ] and g(t) ≥ 0 a.e. in [0, T ] (resp. for all t ∈ [0, T ]). If there exist constants θ 1 ≥ 0 and θ 2 > 0 such that
Proof. We are going to prove the case of a.e. on [0, T ]. For t ∈ [0, T ], we define
Then, we see that G is continuous on [0, T ] and G ′ (t) = g(t) a.e. on [0, T ] by Royden [15] . From (9), we also have
Using (10), we also have
By taking integration, for t ∈ [0, T ], we have
for j = 1, · · · , q, where the constants ζ and φ are given in (5) and (6), respectively. In other words, the feasible set Z ǫ of (CLP ǫ ) is uniformly essentially bounded in [0, T ] when ǫ is fixed.
Proof. We are going to prove the case of a.e. in [0, T ]. Let z (ǫ) be a feasible solution of (CLP ǫ ). According to the constraints, we have
Therefore, we obtain
By Gronwall's Lemma 3.1, we obtain
The following lemmas are very useful. 
is uniformly bounded with respect to · 2 , then there exists a subsequence {f kr } ∞ r=1 which weakly converges to some 
(ii) Suppose that c(t) ≥ 0 for all t ∈ [0, T ], and that 
which weakly converges to some z
Using Lemma 3.3, we also have
Since ǫ kr → 0 as r → ∞ and B(t) ≥ 0 a.e. in [0, T ], from (19) and (20) , by taking the limit superior and using the weak convergence, we obtain
This shows that z (0) is a feasible solution of (CLP). Let N 0j = {t ∈ [0, T ] : z (21) is violated. We define N = N 0 ∪ N 1 . Then from (20) and (21), we see that the set N has measure zero. Now, we definē
Then, we see thatz
This shows thatz is a feasible solution of (CLP). To prove part (ii), under the assumptions of c(t) and K(t, s), it is obvious that the problem (CLP ǫ k ) is feasible for each ǫ k with the trivial feasible solution z(t) = 0 for all t ∈ [0, T ]. We considerz defined in (22). For t ∈ N , we have B(t)z(t) = 0. Since
By referring to (23) for t ∈ N , we see thatz(t) satisfies all the constraints of primal problem (CLP) for all t ∈ [0, T ]. This completes the proof. 
(ii) Suppose that c(t) ≥ 0 for all t ∈ [0, T ], and that
Given any uniformly essentially bounded sequence {z
of feasible solutions of (CLP ǫ ), there exists a subsequence {z (kr ) } ∞ r=1 which weakly converges to some feasible solution
Proof. To prove part (i), since the sequence {z
is uniformly essentially bounded in [0, T ], we see that this sequence is also uniformly bounded in [0, T ] with respect to · 2 . Using Lemma 3.2, there exists a subsequence of {z
we can construct a vector-valued subsequence {z
Since B(t) ≥ 0 a.e. in [0, T ], from (19) and (20), by taking the limit superior and using the weak convergence, we obtain
This shows that (20) and (21), we see that the set N has measure zero. Now, we definē
This shows thatz (ǫ) is a feasible solution of (CLP ǫ ). To prove part (ii), under the assumptions of c(t) and K(t, s), it is obvious that the problem (CLP ǫ ) is feasible with the trivial feasible solution z(t) = 0 for all t ∈ [0, T ]. We considerz
By referring to (23) for t ∈ N , we see thatz (ǫ) (t) satisfies all the constraints of primal problem (CLP ǫ ) for all t ∈ [0, T ]. This completes the proof. (i) Suppose that the problem (CLP ǫ ) is feasible, and that the feasible set Z ǫ of (CLP ǫ ) is uniformly essentially bounded. Then, there exists an optimal solutionz
and that the feasible set Z ǫ of (CLP ǫ ) is uniformly essentially bounded. Then, there exists a common optimal solutionz (ǫ) of (CLP ǫ ) and (CLP * ǫ ) such that both problems have the same optimal objective values.
Proof. To prove part (i), we define
Then, there exists a sequence {z
We are going to claim that the supremum M can be attained by some feasible solution of (CLP ǫ ). Since the sequence {z
is uniformly essentially bounded in [0, T ] by the assumption on the feasible set Z ǫ , using part (i) of Proposition 3.3, there exists a subsequence {z (kr ) } ∞ r=1 which weakly converges to some feasible solution
, and there exists another feasible
This shows thatz (ǫ) is an optimal solution of (CLP ǫ ). To prove part (ii), since c(t) ≥ 0 for all t ∈ [0, T ] and K(t 0 , s) ≥ 0 a.e. in [0, T ] for each fixed t 0 ∈ [0, T ], part (ii) of Proposition 3.3 says that we can takez (ǫ) as a feasible solution of (CLP * ǫ ). Since the feasible set of (CLP * ǫ ) is contained in the feasible set of (CLP ǫ ), it follows thatz (ǫ) is an optimal solution of problem (CLP Suppose that there exists a constant σ > 0 such that
and define ρ ǫ (t) as an p-dimensional vector-valued function with all entries ρ ǫ (t). In the sequel, we are going to study the existence of optimal solutions of (DCLP ǫ ). We first present the feasibility of dual problem.
Proposition 3.4. The following statements hold true.
(i) Suppose that there exists a constant σ > 0 such that
Then, the problem (DCLP ǫ ) is feasible with the feasible solution ρ ǫ .
(ii) Suppose that there exists a constant σ > 0 such that
and for each j = 1, · · · , q, and that the function p i=1 K ij is bounded by ν and the function a j is bounded by τ for each j = 1, · · · , q. Then, the problem (DCLP * ǫ ) is feasible with the feasible solution ρ ǫ .
Proof. To prove part (i), from (25), we see that
For each j = 1, · · · , q, using (26), we have
This shows that ρ ǫ is a feasible solution of (DCLP ǫ ). To prove part (ii), by applying the assumptions to (27), we obtain
Lemma 3.4. Let w (ǫ) be a feasible solution of problem (DCLP ǫ ). Then, the following statements hold true.
If we further assumed that there is a vector-valued function
and for each j = 1, · · · , q, and that the function p i=1 K ij is bounded by ν and the function a j is bounded by τ for each j = 1,
Proof. To prove part (i), we begin by observing that w (ǫ) (t) ≥ 0 a.e in [0, T ] and
Let N 1 be the subset of [0, T ] on which the inequality (29) is violated, and let N = N 0 ∪ N 1 . Then, we see that the set N has measure zero. Now, we definew
Then, we see thatw
This shows thatw (ǫ) is a feasible solution of the dual problem (DCLP ǫ ). Now, we assume that
Then, the setN has measure zero. Now, we definē
Then, we see that 0 ≤w
For t ∈N , we have t ∈ N . Using (30), it follows thatw (ǫ) is a feasible solution of the dual problem (DCLP ǫ ).
To prove part (ii), from (28), we can also obtain the following inequality
We takew (ǫ) (t) as defined in (31) by substituting v (ǫ) for ρ ǫ . Then, we see that 0 ≤w (ǫ) (t) ≤ ρ ǫ (t) for all t ∈ [0, T ]. For t ∈N , using (32), we obtain
For t ∈N , the argument of part (i) is still valid. This shows thatw (ǫ) satisfies the constraints of (DCLP ǫ ) for all t ∈ [0, T ], and the proof is complete. 
We are going to prove it by contradiction. Assume that µ(N K ) = 0. For each fixed t 0 ∈ N K , the following set
has measure zero, which also says that the following set
For the converse, let
Assume that (µ × µ)(N ) > 0. We are going to lead to a contradiction. It is well-know that the Lebesgue measure (µ × µ)(N ) is equal to the inner measure given by
where the union is a countable union, each R k is a rectangle of [0, T ] × [0, T ] and m(R k ) is the area of the rectangle R k . Of course, we have m(R k ) = (µ × µ)(R k ). In this case, there exists a rectangle
k0 , where R
k0 and R 
Lemma 3.6. Suppose that the following conditions are satisfied:
• there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following statement holds true a.e. in [0, T ]:
Consider the vector-valued function ρ ǫ defined in (25), and let w (ǫ) be a feasible solution of problem (DCLP ǫ ). Then, there exist a feasible solution w (ǫ) of (DCLP ǫ ) such that
Moreover, if w (ǫ) is an optimal solution of (DCLP ǫ ), then w (ǫ) is also an optimal solution of (DCLP ǫ ).
Proof. Under the assumption of B(t), it is easy to see that B(t) ≥ 0 a.e. in [0, T ] and 
Now, for t ∈ [0, T ], we define w
It is obvious that (34) and (35) are satisfied. On the other hand, from (36) we also obtain
where N K is defined in Lemma 3.5. ThenN has measure zero. Let N 0 and N 1 be the subsets of [0, T ] on which the inequalities (27) and (37) are violated, respectively. We take
Then, the set N has measure zero. For any fixed t ∈ [0, T ] \ N , we define the index sets I ≤ = {i : w 
Then, we have the following three cases.
• Suppose that I > = ∅ (i.e., the second sum is zero). Then, we see that w 
• Suppose that I > = ∅ and B ij (t) = 0 for all i ∈ I > . Then, by (37), we also have
• Suppose that I > = ∅, and that there exists i 0 ∈ I > with B i0j (t) = 0, i.e., B i0j (t) ≥ σ by the assumption on B(t) (since t ∈N 3 ). Since t ∈N 0 and t ∈N 2 , it follows that w 
Since the fixed t ∈ N K , it follows that K ij (s, t) ≥ 0 a.e. in [0, T ] by Lemma 3.5, Since t ∈ N 0 , using (27) and (38), we obtain
Therefore, we conclude that
This shows that w (ǫ) is a feasible solution of (DCLP ǫ ). Suppose that w (ǫ) is an optimal solution of (DCLP ǫ ). Since (DCLP ǫ ) is a minimization problem and w (ǫ) (t) ≤ w (ǫ) (t) for all t ∈ [0, T ], we have
which says that w (ǫ) is an optimal solution of (DCLP ǫ ). This completes the proof.
Remark 3.1. We see that if the assumption regarding the time-dependent matrix B(t) in Lemma 3.6 is satisfied, then ] . In other words, the conclusions of Proposition 3.1 are available when the assumption in Lemma 3.6 is satisfied.
Proposition 3.5. Suppose that the following conditions are satisfied:
Consider the sequence {ǫ k } ∞ k=1 with ǫ k → 0+ as k → ∞. For each ǫ k , let w (ǫ k ) be a feasible solution of problem (DCLP ǫ k ). Then, for each ǫ k , there exists a feasible solution w (ǫ k ) of problem (DCLP ǫ k ) such that the following properties hold true.
(iii) There exists a subsequence { w (ǫ kr ) } ∞ r=1 which weakly converges to some feasible solution
Moreover, there is also another feasible solutionw of problem (DCLP) such thatw(t) = w (0) (t) a.e. in [0, T ] and, for each i = 1, · · · , p,
We further assume that the conditions regarding the time-dependent matrix B(t) are satisfied for all t ∈ [0, T ], and that the function p i=1 K ij is bounded by ν and the function a j is bounded by τ for each j = 1, · · · , q. Thenw(t) can be taken as a feasible solution of (DCLP * ).
Proof. By Lemma 3.6, there exists a sequence { w
which says that the sequence { w
is uniformly bounded in [0, T ]. This proves parts (i) and (ii). Now, using Lemma 3.2, there exists a subsequence { w (ǫ kr ) } ∞ r=1 which weakly converges to some
Since { w (ǫ kr ) } ∞ r=1 are feasible solutions of problems (DCLP ǫ kr ), we have
By taking the limit inferior and using the weak convergence from (43), since B(t) ≥ 0 a.e. in [0, T ], using (42), we obtain
This shows that w (0) is a feasible solution of problem (DCLP). Using (42) and (41), we have
Using part (i) of Lemma 3.4 by taking ǫ = 0 withw i ≡w
we obtain the desired result. Finally, we further assume that the conditions regarding the time-dependent matrix B(t) are satisfied for all t ∈ [0, T ], and that the function p i=1 K ij is bounded by ν and the function a j is bounded by τ for each j = 1, · · · , q. Then, the desired result follows from part (ii) of Lemma 3.4 by taking ǫ = 0. This completes the proof. Theorem 3.2. Suppose that the following conditions are satisfied:
Then, the following results hold.
(i) The problem (DCLP ǫ ) has an optimal solutionw (ǫ) such that, for each i = 1, · · · , p,
(ii) We further assume that the conditions regarding the time-dependent matrix B(t) are satisfied for all t ∈ [0, T ], and that the function p i=1 K ij is bounded by ν and the function a j is bounded by τ for each j = 1, · · · , q. Then, there exists a common optimal solutionw (ǫ) of problems (DCLP ǫ ) and (DCLP * ǫ ) such that the inequalities (44) are satisfied and both problems have the same optimal objective values.
Proof. To prove part (i), using Proposition 3.4, we see that problem (DCLP ǫ ) is feasible, i.e., the feasible set W ǫ of problem (DCLP ǫ ) is nonempty. Therefore, if we define
Then, there exists a sequence {w
By Lemma 3.6, there exists a sequence { w
and 
By taking the limit inferior and using the weak convergence from (49), since B(t) ≥ 0 a.e. in [0, T ], using (48), we obtain
This shows that w (ǫ) is a feasible solution of problem (DCLP ǫ ). Using (48) and (47), we have
Using part (i) of Lemma 3.4 by taking
we obtainw (ǫ) (t) = w (ǫ) (t) a.e. in [0, T ] for some feasible solutionw (ǫ) of problem (DCLP ǫ ) satisfying (44). Therefore, using the weak convergence, we have
Since { w (kr) } ∞ r=1 are feasible solutions of the minimization problem (DCLP ǫ ), we have
This shows thatw (ǫ) is an optimal solution of problem (DCLP ǫ ) such that the inequalities (44) are satisfied.
To prove part (ii), under the further assumptions, using part (ii) of Lemma 3.4, we can see thatw (ǫ) is also a feasible solution of (DCLP * ǫ ). Since the feasible set of (DCLP * ǫ ) is contained in the feasible set of (DCLP ǫ ), we conclude thatw (ǫ) is also an optimal solution of (DCLP * ǫ ). This completes the proof. • the essential boundedness shown in (4)- (8);
Discretized Problems
• there exist real-valued functions λ i satisfying 0 ≤ λ i (t) ≤ 1 a.e. in Under the above assumptions, we can take the partition P such that all the discontinuities of a j , c i , B ij and K ij are contained in P. In this case, each a j , c i , B ij and K ij is continuous on the open subintervals (t u−1 , t u ) and open rectangles (
According to the above construction, we assume that the partition P satisfies the following conditions.
• The value P can be sufficiently small such that there is a fixed constant κ ≥ 1 satisfying
• All the constraints of (CLP) and (DCLP) are satisfied for all t ∈ P.
• All the assumptions regarding the functions a j , c i , B ij and K ij are satisfied for all t ∈ P.
• All the discontinuities of a j , c i , B ij and K ij are contained in P.
• Remark 4.1 is taken into account.
Given a partition P satisfying the above assumptions, since each entry of a and c is piecewise continuous on [0, T ], i.e., each entry of a and c is continuous on each open interval (t u−1 , t u ) for u = 1, · · · , N , we define
Then, by Remark 4.1, we see that
Now, we define the vectors a (u) and c (u) that are consisting of a B ij (t) < +∞ and K
Then, by (6), (7) and Remark 4.1, we see that
We also define the matrices B (u) and K (u,v) that are consisting of B (u) ij and K (u,v) ij for j = 1, · · · , q and i = 1, · · · , p, respectively.
Let z (u) and w (u) be the q-dimensional and p-dimensional vectors, respectively. We consider the following finite-dimensional linear programming problems:
Based on the following matrices
0 0
. . .
we see that (LP (N ) ) and (DLP ( * N ) ) are finite-dimensional primal and dual pair of linear programming problems. Now, let
Then, by dividing t u − t u−1 on both sides of the constraints of dual problem (DLP ( * N ) ), we obtain the following equivalent problem
In the sequel, we shall use this equivalent dual problem (DLP (N ) ). (ii) Suppose that
and that there exists a constant σ > 0 such that, for each i = 1, · · · , p and j = 1, · · · , q, the following statement holds true a.e. in [0, T ]:
Given a partition
We define the vector w (u) with all entries
) is a feasible solution of problem (DLP (N ) ); that is, the dual problem (DLP (N ) ) is feasible. In other words, the strong duality theorem holds true between problems (LP (N ) ) and (DLP (N ) ).
Proof. To prove part (i), since each entry of c is piecewise continuous on [0, T ], according to the construction of partition P, each entry c i is continuous on the open subinterval (t u−1 , t u ) for u = 1, · · · , N . Since c i (t) ≥ 0 a.e. on (t u−1 , t u ), it follows that c i (t) ≥ 0 for all t ∈ (t u−1 , t u ) by the continuity. From (51), we see that c (u) ≥ 0 for all u = 1, · · · , N . It is obvious that the primal problem (LP (N ) ) is feasible with the trivial feasible solution z (u) = 0 for u = 1, · · · , N . To prove part (ii), for each j = 1, · · · , q, since the measure of open interval (t u−1 , t u ) is not zero, using the assumption for B and referring to (53), there exists t
B ij (t * ) > 0 and the statement (57) is satisfied at t * . Therefore, there exists i j ∈ {1, 2, · · · , n} such that B ij j (t * ) > 0, which implies
Since B (u) ij ≥ 0 and w
Since
(by (54)), it follows that, for u = 1, · · · , N − 1,
Therefore, from (59) and (52), we obtain
Lemma 4.1. Suppose that the set {x 1 , · · · , x N } satisfies
Proof. We are going to prove it by induction. For u = 1, it is obviously true. Suppose that x u ≤ θ 1 (1 + θ 2 ) u−1 hold true for u = 2, · · · , N − 1. Then, we have
This completes the proof. 
for u = 2, · · · , N . In other words, the bound for the feasible solutions is independent of the partition P.
Proof. For u = 1, · · · , N , we define
and 0 ≤ λ ≥ 0 on both sides, we have
i .
From (53), (61) and (63), we have
Using (64), (65) and (52), we obtain
This shows that
From (55), for each u = 2, · · · , N and i = 1, · · · , p, since λ
Since 0 ≤ λ
(by (65))
(by (67), (7) and (53)).
Let θ 1 = nζ/σ and θ 2 = nν P /σ. We have z (1) ≤ θ 1 by (66) and
According to Lemma 4.1, we obtain
for u = 2, · · · , N . This completes the proof. 
) is a feasible solution of dual problem (DLP (N ) ), then there exists a feasible solution
for u = 1, · · · , N and i = 1, · · · , p, where the bound of feasible solutions is independent of the partition
is also an optimal solution of dual problem (DLP (N ) ).
Then, we have
From (69), for u = 1, · · · , N , we define
By taking t = t u in (70), since ρ is a decreasing function, we have
ρ v (by (54) and (52)).
According to constraint (56), for j = 1, · · · , q and u = 1, · · · , N − 1, we have
For u = 1, · · · , N , we define w
For each fixed u, we define the index sets
• Suppose that I > = ∅ (i.e., the second sum is zero). Then, we see that d
for all i. Therefore, from (73), we have
• Suppose that I > = ∅ and B (u) ij = 0 for all i ∈ I > . Then
(by (73)).
• Suppose that I > = ∅, and that there exists i * ∈ I > with B (u)
and B i * j is continuous on (t u−1 , t u ), we must have B i * j (t) ≥ 0 for all t ∈ (t u−1 , t u ). The facts of B i * j (t * ) = 0 and the continuity of B i * j on (t u−1 , t u ) imply that there exists a subset T u of (t u−1 , t u ) with nonzero measure such that B i * j (t) > 0 on T u . By the assumption of B, we also have
) is an optimal solution of problem (DLP (N ) ), then, considering the objective values, we have
which says that (w (1) , · · · , w (N ) ) is also an optimal solution of problem (DLP (N ) ). This completes the proof.
Strong Duality Theorem
q ) for u = 1, · · · , N be feasible solutions of primal problem (LP (N ) ) with the corresponding partition P = {0 = t 0 , t 1 , · · · , t N = T } of [0, T ]. We define the step function z(t) = ( z 1 (t), · · · , z q (t)) by
p ) for u = 1, · · · , N be feasible solutions of dual problem (DLP (N ) ). We similarly define the step function w(t) = ( w 1 (t), · · · , w p (t)) by
Next, we present some useful lemmas for further discussion.
Lemma 5.1. Suppose that each entry of a, c, B and K is piecewise continuous on [0, T ] and [0, T ] × [0, T ], respectively. Given any ǫ > 0, we can take a sufficiently small P with P = {t 0 , t 1 , · · · , t N } that satisfies (50) such that the following statements hold:
• a j (t) − a (u) j < ǫ for j = 1, · · · , q, t u−1 < t < t u and u = 1, · · · , N ;
• c i (t) − c (u) i < ǫ for i = 1, · · · , p, t u−1 < t < t u and u = 1, · · · , N ;
• B (u) ij − B ij (t) < ǫ for i = 1, · · · , p, j = 1, · · · , q, t u−1 < t < t u and u = 1, · · · , N ;
• for fixed t with t u−1 < t < t u and u = 1, · · · , N − 1, we have K ij (s, t) − K (v,u) ij < ǫ for i = 1, · · · , p, j = 1, · · · , q, t v−1 < s < t v and v = u + 1, · · · , N .
Proof. According to the construction of partition P, we see that a j is continuous on the open interval E u = (t u−1 , t u ). We define the compact interval
E um and E um1 ⊆ E um2 for m 2 > m 1
Since E um ⊂ E u , it follows that a j is continuous on each compact interval E um , which also means that a j is uniformly continuous on each compact interval E um . Therefore, given any ǫ > 0, there exists δ > 0 such that |t 1 − t 2 | < δ implies |a j (t 1 ) − a j (t 2 )| < ǫ for any t 1 , t 2 ∈ E um .
Since the length of E u is less than or equal to P ≤ κT /N by (50), we can consider a sufficiently large N 0 ∈ N such that κT /N 0 < δ. In this case, each length of E u for l = 1, · · · , p is less than δ. In other words, if N ≥ N 0 , then (77) is satisfied for any t 1 , t 2 ∈ E um . We consider the following cases.
• Suppose that the infimum a ∈ E um * . Now, given any t ∈ E u , we see that t ∈ E um0 for some m 0 . Let m = max{m 0 , m * }. From (76), it follows that t, t ( * )
u ∈ E um . Then, we have
since the length of E um is less than δ, where ǫ is independent of t because of the uniform continuity.
• Suppose that the infimum a is not attained at any point in E u . Since a j is continuous on the open interval E u , it follows that the infimum a (u) j is either the righthand limit or lefthand limit given by a which implies, by using (68) and (50), B ij (t) = 0 implies B ij (t) ≥ σ.
Then, there exist optimal solutions z * and w * of problems (CLP) and (DCLP), respectively, such that where z * (t) ≥ 0 and w * (t) ≥ 0 for all t ∈ [0, T ], and the inequalities in (87) and (88) are all satisfied. Moreover, the following results hold.
• If c(t) ≥ 0 for all t ∈ [0, T ] and, for each fixed t 0 ∈ [0, T ], K(t 0 , s) ≥ 0 a.e. in [0, T ], then there exists a common optimal solution z * of problems (CLP) and (CLP * ) such that both problems have the same optimal objective value.
• If we further assume that the conditions regarding the time-dependent matrix B(t) are satisfied for all t ∈ [0, T ], and that the function p i=1 K ij is bounded by ν and the function a j is bounded by τ for each j = 1, · · · , q, then there exists a common optimal solution w * of (DCLP) and (DCLP * ) such that both problems have the same optimal objective value and the inequalities (87) are satisfied for all t ∈ [0, T ].
Proof. Since the primal and dual pair of linear programming problems (LP (N ) ) and (DLP (N ) ) are feasible by Proposition 4.1, the strong duality theorem says that there exist optimal solutions (z (1) , · · · ,z (N ) ) and (d (1) , · · · ,d (N ) ) of problems (LP (N ) ) and (DLP (N ) ), respectively, such that
Since the integral does not be affected by the endpoints, from (74), it is not hard to obtain (t u − t u−1 )(a (u) ) ⊤z(u) .
Considering t ∈ [0, T ] \ P, since K(t, s) is continuous on the open rectangles (t u−1 , t u ) × (t v−1 , t v ) and K(t, s) ≥ 0 a.e. in (t u−1 , t u ) × (t v−1 , t v ) for u = 1, · · · , N and v = 1, · · · , N , it follows that K(t, s) ≥ 0 for all (t, s) ∈ (t u−1 , t u ) × (t v−1 , t v ) for u = 1, · · · , N and v = 1, · · · , N , which implies K 
