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Abstract
In this paper we generalize N-fold integer programs and two-stage integer programs with
N scenarios to N-fold 4-block decomposable integer programs. We show that for fixed blocks
but variable N , these integer programs are polynomial-time solvable for any linear objective.
Moreover, we present a polynomial-time computable optimality certificate for the case of
fixed blocks, variable N and any convex separable objective function. We conclude with two
sample applications, stochastic integer programs with second-order dominance constraints and
stochastic integer multi-commodity flows, which (for fixed blocks) can be solved in polynomial
time in the number of scenarios and commodities and in the binary encoding length of the
input data. In the proof of our main theorem we combine several non-trivial constructions
from the theory of Graver bases. We are confident that our approach paves the way for further
extensions.
1 Introduction
Let A ∈ Zd×n be a matrix. We associate with A a finite set G(A) of vectors with remarkable
properties. Consider the set ker(A)∩Zn. Then we put into G(A) all nonzero vectors v ∈ ker(A)∩Zn
that cannot be written as a sum v = v′+v′′ of nonzero vectors v′,v′′ ∈ ker(A)∩Zn that lie in the
same orthant (or equivalently, have the same sign pattern in {≥ 0,≤ 0}n) as v. The set G(A) has
been named the Graver basis of A, since Graver [6] introduced this set G(A) in 1975 and showed
that it constitutes an optimality certificate for a whole family of integer linear programs that share
the same problem matrix, A. By this we mean, that G(A) provides an augmenting vector/step to
any non-optimal feasible solution and hence allows the design of a simple augmentation algorithm
to solve the integer linear program.
In the last 10 years, a tremendous theoretical progress has been made in the theory of Graver bases.
It has been shown that G(A) constitutes an optimality certificate for a much wider class of integer
∗Supported by NSF Grant
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minimization problems, namely for those minimizing a concave or a separable convex objective
function over {z : Az = b, l ≤ z ≤ u, z ∈ Zn} [2, 11, 13]. Moreover, it has been shown that only
polynomially many Graver basis augmentation steps are needed to find a feasible solution and to
turn it into an optimal feasible solution [7, 8, 15]. Finally, based on the fundamental finiteness
results for certain highly structured matrices A (N -fold IPs and two- and multi-stage stochastic
IPs) [1, 9, 10, 14], it has been shown that concave and separable convex N -fold IPs and two- and
multi-stage stochastic IPs can be solved in polynomial time [3, 8] for fixed blocks.
In this paper, we will combine the two cases of N -fold IPs and of two-stage stochastic IPs by
considering problems with a problem matrix that is N -fold 4-block decomposable as follows:
( C DB A )
(N)
:=


C D D · · · D
B A 0 0
B 0 A 0
...
. . .
B 0 0 A


for some given N ∈ Z+ and N copies of A. We call ( C DB A )
(N)
an N -fold 4-block matrix. For B = 0
and C = 0 we recover the problem matrix of an N -fold IP and for C = 0 and D = 0 we recover
the problem matrix of a two-stage stochastic IP.
Note that N -fold 4-block decomposable matrices also arise in the context of combinatorial op-
timization [16, 17]. More precisely, for totally unimodular matrices C,A their 1-sum is totally
unimodular (B = 0, D = 0). Similarly, total unimodularity is preserved under the 2-sum and 3-
sum composition. Indeed, it can be verified that a repeated application of specialized 1-sum, 2-sum
and 3-sum compositions leads to a particular family of N -fold 4-block decomposable matrices with
structure regarding the matrices B and D.
Example. For matrices C and A, column vector a and row vector b⊺ of appropriate dimensions,
the 2-sum of (C a ) and
(
b⊺
A
)
gives
(
C ab⊺
0 A
)
. The 2-sum of
(
C ab⊺ a
0 A 0
)
and
(
b⊺
B
)
creates the matrix(
C ab⊺ ab⊺
0 A 0
0 0 A
)
, which is the 2-fold 4-block decomposable matrix
(
C ab⊺
0 A
)(2)
. 
Our main result is the following.
Theorem 1 Let A ∈ ZdA×nA , B ∈ ZdA×nB , C ∈ ZdC×nB , D ∈ ZdC×nA be fixed matrices. For
given N ∈ Z+ let l,u ∈ Z
nB+NnA , b ∈ ZdC+NdA, and let f : RnB+NnA → R be a separable
convex function and denote by fˆ the maximum of |f | over the feasible region of the convex integer
minimization problem
(IP)N,b,l,u,f : min
{
f(z) : ( C DB A )
(N)
z = b, l ≤ z ≤ u, z ∈ ZnB+NnA
}
.
We assume that f is given only by a comparison oracle that, when queried on z and z′ decides
whether f(z) < f(z′), f(z) = f(z′) or f(z) > f(z′). Then the following hold:
(a) There exists an algorithm that computes a feasible solution to (IP)N,b,l,u,f or decides that no
such solution exists and that runs in time polynomial in N , in the binary encoding lengths
〈l,u,b〉.
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(b) Given a feasible solution z0 to (IP)N,b,l,u,f , there exists an algorithm that decides whether z0
is optimal or finds a better feasible solution z1 to (IP)N,b,l,u,f with f(z1) < f(z0) and that
runs in time polynomial in N , in the binary encoding lengths 〈l,u,b, fˆ〉, and in the number
of calls to the evaluation oracle for f .
(c) If f is linear, there exists an algorithm that finds an optimal solution to (IP)N,b,l,u,f or
decides that (IP)N,b,l,u,f is infeasible or unbounded and that runs in time polynomial in N ,
in the binary encoding lengths 〈l,u,b, fˆ〉, and in the number of calls to the evaluation oracle
for f .
This theorem generalizes a similar statement for N -fold integer programming and for two-stage
stochastic integer programming. In these two special cases, one can even prove claim (c) of The-
orem 1 for all separable convex functions and for a certain class of separable convex functions,
respectively. It is a fundamental open question, whether one can construct not only some aug-
menting vector for a given separable convex objective function f in polynomially many steps but
a best-improvement (or greedy) augmentation step αv with α ∈ Z+ and v ∈ G
(
( C DB A )
(N)
)
. If this
can be done, part (c) of Theorem 1 can be extended from linear f to a class of separable convex
functions f by applying the main result from [8].
In fact, Theorem 1 will be a consequence of the following structural result about G
(
( C DB A )
(N)
)
.
Theorem 2 If A ∈ ZdA×nA , B ∈ ZdA×nB , C ∈ ZdC×nB , D ∈ ZdC×nA are fixed matrices, then
max
{
‖v‖1 : v ∈ G
(
( C DB A )
(N)
)}
is bounded by a polynomial in N .
In the next section, we present two applications of Theorem 1: stochastic integer programming
with second-order dominance constraints and stochastic integer multi-commodity flows. While the
first application has an N -fold 4-block matrix as problem matrix, the second application can be
modeled as an N -fold 4-block IP after a suitable transformation. To state the result, we introduce
the following type of matrices. For given N ∈ Z+ let
[ A BD C ]
(N)
:=


A B · · · B
. . .
...
...
A B · · · B
D · · · D C
...
...
. . .
D · · · D C


,
where we have N copies of A and of C. Then the following holds.
Corollary 3 Let A ∈ ZdA×nA , B ∈ ZdA×nB , C ∈ ZdC×nB , D ∈ ZdC×nA be fixed matrices. For
given N ∈ Z+ let l,u ∈ Z
N(nA+nB), b ∈ ZN(dA+dC), and let f : RN(nA+nB) → R be a separable
convex function and denote by fˆ the maximum of |f | over the feasible region of the convex integer
minimization problem
(IP)′N,b,l,u,f : min
{
f(z) : [ A BD C ]
(N)
z = b, l ≤ z ≤ u, z ∈ ZN(nA+nB)
}
.
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We assume that f is given only by a comparison oracle that, when queried on z and z′ decides
whether f(z) < f(z′), f(z) = f(z′) or f(z) > f(z′). Then the following hold:
(a) There exists an algorithm that computes a feasible solution to (IP)′N,b,l,u,f or decides that no
such solution exists and that runs in time polynomial in N , in the binary encoding lengths
〈l,u,b〉.
(b) Given a feasible solution z0 to (IP)
′
N,b,l,u,f , there exists an algorithm that decides whether z0
is optimal or finds a better feasible solution z1 to (IP)
′
N,b,l,u,f with f(z1) < f(z0) and that
runs in time polynomial in N , in the binary encoding lengths 〈l,u,b, fˆ〉, and in the number
of calls to the evaluation oracle for f .
(c) If f is linear, there exists an algorithm that finds an optimal solution to (IP)′N,b,l,u,f or
decides that (IP)′N,b,l,u,f is infeasible or unbounded and that runs in time polynomial in N ,
in the binary encoding lengths 〈l,u,b, fˆ〉, and in the number of calls to the evaluation oracle
for f .
We do now present problems to which Theorem 1 and its Corollary 3 apply. Thereafter, we prove
our claims. Our proof of Theorem 1 combines several non-trivial constructions from the theory of
Graver bases. We are confident that our approach paves the way for further extensions.
2 Applications
In this section we present two N -fold 4-block decomposable integer programming problems that
are polynomial-time solvable for given fixed blocks and variable N by Theorem 1 and its Corollary
3.
2.1 Stochastic integer multi-commodity flow
Let there be M integer (in contrast to continuous) commodities to be transported over a given
network. While we assume that supply and demands are deterministic, we assume that the upper
bounds for the capacities per edge are uncertain and given initially only via some probability
distribution. The problem setup is as follows: first, we have to decide how to transport the M
commodities over the given network without knowing the true capacities per edge. Then, after
observing the true capacities per edge, penalties have to be paid if the capacity is exceeded.
Assuming that we have knowledge about the probability distributions of the uncertain upper
bounds, we wish to minimize the costs for the integer multi-commodity flow plus the expected
penalties to be paid for exceeding capacities. To solve this problem, we discretize as usual the
probability distribution for the uncertain upper bounds into N scenarios. Doing so, we obtain a
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(typically large-scale) (two-stage stochastic) integer programming problem with problem matrix

A 0 0 · · · 0 0
. . .
...
...
...
...
A 0 0 · · · 0 0
I · · · I I −I
...
...
. . .
I · · · I I −I


.
Herein, A is the node-edge incidence matrix of the given network, I is an identity matrix of
appropriate size, and the columns containing −I correspond to the penalty variables. If the network
is kept fix, A, I, and −I are fix, too. As the problem matrix is simply
[
A 0
I ( I −I )
](N)
, we can apply
Corollary 3 and obtain the following.
Theorem 4 For given fixed network the two-stage stochastic integer linear multi-commodity flow
problem is solvable in polynomial time in the number M of commodities, in the number N of
scenarios, and in the encoding lengths of the input data.
Proof. The only issue that prevents us to apply Corollary 3 directly is the fact that M and N
are different. But by introducing additional commodities or scenarios, we can easily obtain an
equivalent (bigger) problem with M = N for which we can apply Corollary 3. If M < N , we
introduce additional commodities with zero flow and if M > N , we take one scenario, copy it
additional M −N times and choose for each of theseM −N +1 identical scenarios 1/(M −N +1)
times the original cost vector. So, in total, these M −N +1 scenarios are equivalent to the one we
started from. 
It should be noted that we can extend the problem and still get the same polynomiality result.
For example, we may assume that we are allowed to change the routing of the M commodities in
the second-stage decision. Penalties could be enforced for the amount of change of the first-stage
decision or only for the amount of additional flow on edges compared to the first-stage decision.
Writing down the constraints and introducing suitable additional variables with zero lower and
upper bounds, one obtains again a problem matrix that allows the application of Corollary 3.
2.2 Stochastic integer programs with second-order dominance constraints
Stochastic integer programs with second-order dominance constraints were introduced in [5]. Therein,
in Proposition 3.1, the following mixed-integer linear program was obtained as a deterministic
equivalent to solve the stochastic problem at hand. We refer the reader to [5] for the details.
(SIP) : min

g
⊺x :
c⊺x+ q⊺ylk − ak ≤ vlk ∀l∀k
Tx+Wylk = zl ∀l∀k∑L
l=1 pilvlk ≤ a¯k ∀k
x ∈ X,ylk ∈ Z
m¯
+ × R
m′
+ ,vlk ≥ 0 ∀l∀k


We assume now that all variables are integral and, for simplicity of exposition, we assume that the
inequalities of the polyhedron X are incorporated into the constraints Tx+Wylk = zl. Moreover,
we assume that all scenarios have the same probability, that is, pil = 1/L, l = 1, . . . , L.
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Theorem 5 For given fixed matrices T and W and for fixed number K, problem (SIP) is solvable
in polynomial time in the number L of (data) scenarios, and in the encoding lengths of the input
data.
Proof. We transform the problem in such a way that Theorem 1 can be applied. First, we include
the constraints c⊺x + q⊺ylk − ak ≤ vlk into the constraint Tx + Wylk = zl (by adding slack
variables to get an equation). Then, we set T¯ =
(
T
...
T
)
and W¯ =
(
W
. . .
W
)
, in which we use K
copies of T and W , respectively. As T , W , and K are assumed to be fixed, so are T¯ and W¯ . With
this, the problem matrix now becomes

0 I · · · I I
T¯ W¯ 0
...
. . .
...
T¯ W¯ 0

 .
Introducing suitable additional variables with zero lower and upper bounds, we obtain a problem
matrix of the form ( C DB A )
(l)
with A = ( W¯ 0 ), B = T¯ , C = 0, and D = ( I I ). Thus, we can apply
Theorem 1 and the result follows. 
3 Proof of main results
For a concise introduction to Graver bases (and to the results on N -fold IPs), including short
proofs to the main results, we refer the reader to the survey paper by Onn [12]. In this section,
we state and prove results on Graver bases needed for the proof of our main theorem in the next
section. Let us start by bounding the 1-norm of Graver basis elements of matrices with only one
row. This lemma is a straight-forward consequence of Theorem 2 in [4].
Lemma 6 Let A ∈ Z1×n be a matrix consisting of only one row and let M be an upper bound on
the absolute values of the entries of A. Then max{‖v‖1 : v ∈ G(A)} ≤ 2M − 1.
Let us now prove some more general degree bounds on Graver bases that we will use in the proof
of the main theorem below.
Lemma 7 Let A ∈ Zd×n and let B ∈ Zm×n. Moreover, put C := (AB ). Then we have
max{‖v‖1 : v ∈ G(C)} ≤ max{‖λ‖1 : λ ∈ G(B · G(A))} ·max{‖v‖1 : v ∈ G(A)}.
Proof. Let v ∈ G(C). Then v ∈ ker(A) implies that v can be written as a nonnegative integer linear
sign-compatible sum v =
∑
λigi using Graver basis vectors gi ∈ G(A). Adding zero components
if necessary, we can write v = G(A)λ. We now claim that v ∈ G(C) implies λ ∈ G(B · G(A)) and
the result follows.
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First, observe that v ∈ ker(B) implies Bv = B · (G(A)λ) = (B · G(A))λ = 0 and thus, λ ∈
ker(B · G(A)). If λ 6∈ G(B · G(A)), then it can be written as a sign-compatible sum λ = µ+ ν with
µ,ν ∈ ker(B · G(A)). But then
v = (G(A)µ) + (G(A)ν)
gives a sign-compatible decomposition of v into two vectors G(A)µ,G(A)ν ∈ ker(C), contradicting
the minimality property of v ∈ G(C). Hence, λ ∈ G(B · G(A)) and the result follows. 
We will employ the following simple corollary.
Corollary 8 Let A ∈ Zd×n and let a⊺ ∈ Zn be a row vector. Moreover, put C := (Aa ). Then we
have
max{‖v‖1 : v ∈ G(C)} ≤ (2 ·max {|a
⊺v| : v ∈ G(A)} − 1) ·max{‖v‖1 : v ∈ G(A)}.
In particular, if M := max{|a(i)| : i = 1, . . . , n} then
max{‖v‖1 : v ∈ G(C)} ≤ 2nM (max{‖v‖1 : v ∈ G(A)})
2 .
Proof. By Lemma 7, we already get
max{‖v‖1 : v ∈ G(C)} ≤ max{‖λ‖1 : λ ∈ G(a
⊺ · G(A))} ·max{‖v‖1 : v ∈ G(A)}.
Now, observe that a⊺ · G(A)) is a 1× |G(A)|-matrix. Thus, the degree bound of primitive partition
identities, Lemma 6, applies, which gives
max{‖λ‖1 : λ ∈ G(a · G(A))} ≤ 2 ·max {|a
⊺v‖ : v ∈ G(A)} − 1,
and thus, the first claim is proved. The second claim is a trivial consequence of the first. 
Let us now extend this corollary to a form that we need to prove Theorem 1.
Corollary 9 Let A ∈ Zd×n and let B ∈ Zm×n. Let the entries of B be bounded by M in absolute
value. Moreover, put C := ( AB ). Then we have
max{‖v‖1 : v ∈ G(C)} ≤ (2nM)
2m−1 (max{‖v‖1 : v ∈ G(A)})
2m
.
Proof. This claim follows by simple induction, adding one row of B at a time, and by using the
second inequality of Corollary 8 to bound the sizes of the intermediate Graver bases in comparison
to the Graver basis of the matrix with one row of B less. 
We are now ready to prove Theorem 1. We start out by considering the submatrix ( 0 0B A )
(N)
. A
main result from [9] is the following.
Lemma 10 Let A ∈ ZdA×nA and B ∈ ZdA×nB . There exists a number g ∈ Z+ depending only
on A and B but not on N such that for every N ∈ Z+ and for every v ∈ G
(
( 0 0B A )
(N)
)
, the
components of v are bounded by g in absolute value. In particular, ‖v‖1 ≤ (nB + NnA)g for all
v ∈ G
(
( 0 0B A )
(N)
)
.
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Combining this result with Corollary 9, we get a bound for the 1-norms of the Graver basis elements
of ( C DB A )
(N)
.
Corollary 11 Let A ∈ ZdA×nA , B ∈ ZdA×nB , C ∈ ZdC×nB , D ∈ ZdC×nA be given matrices.
Moreover, let M be a bound on the absolute values of the entries in C and D, and let g ∈ Z+ be
the number from Lemma 10. Then for any N ∈ Z+ we have
max
{
‖v‖1 : v ∈ G
(
( 0 0B A )
(N)
)}
≤ (2(nB +NnA)M)
2dC−1
(
max
{
‖v‖1 : v ∈ G
(
( 0 0B A )
(N)
)})2dC
≤ (2(nB +NnA)M)
2dC−1 ((nB +NnA)g)
2dC .
If A, B, C, D are fixed matrices, then max
{
‖v‖1 : v ∈ G
(
( C DB A )
(N)
)}
is bounded by a polynomial
in N .
Proof. While the first claim is a direct consequence of Lemma 10 and Corollary 9, the polyno-
mial bound for fixed matrices A, B, C, D and varying N follows immediately by observing that
nA, nB, dC ,M, g are constants as they depend only on the fixed matrices A, B, C, D. 
Note that the second claim of Corollary 11 is exactly Theorem 2. Now we are ready to prove our
main theorem.
Proof of Theorem 1. Let N ∈ Z+, l,u ∈ Z
nB+NnA , b ∈ ZdC+NdA , and a separable convex
function f : RnB+NnA → R be given. To prove claim (a), observe that one can turn any integer
solution to ( C DB A )
(N)
z = b (which can be found in polynomial time using for example the Hermite
normal form of (C DB A )
(N)
) into a feasible solution (that in addition fulfills l ≤ z ≤ u) by a sequence
of linear integer programs (with the same problem matrix ( C DB A )
(N)
) that “move” the components
of z into the direction of the given bounds, see [7]. This step is similar to phase I of the Simplex
Method in linear programming. In order to solve these linear integer programs, it suffices (by
the result of [15]) to find Graver basis augmentation vectors from G
(
( C DB A )
(N)
)
for a directed
augmentation oracle. So, claim (b) will imply both claim (a) and claim (c).
Let us now assume that we are given a feasible solution z0 = (x,y1, . . . ,yN ) and that we wish to
decide whether there exists another feasible solution z1 with f(z1) < f(z0). By the main result
in [11], it suffices to decide whether there exists some vector v = (xˆ, yˆ1, . . . , yˆN ) in the Graver
basis of (C DB A )
(N)
such that z0 + v is feasible and f(z0 + v) < f(z0). By Corollary 11 and by the
fact that nB is constant, there is only a polynomial number of candidates for the xˆ-part of v. For
each such candidate xˆ, we can find a best possible choice for yˆ1, . . . , yˆN by solving the following
separable convex N -fold IP:
min

f



 x+xˆy1+yˆ1...
yN+yˆN



 : ( C DB A )(N)

 x+xˆy1+yˆ1...
yN+yˆN

 = b, l ≤

 x+xˆy1+yˆ1...
yN+yˆN

 ≤ u,y1, . . . ,yN ∈ ZnA

 ,
for given z0 = (x,y1, . . . ,yN ) and xˆ. Observe that the problem (IP)N,b,l,u,f does indeed simplify
to a separable convex N -fold IP with problem matrix ( 0 D0 A )
(N)
because z0 = (x,y1, . . . ,yN ) and
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xˆ are fixed. For fixed matrices A and D, however, each such N -fold IP is solvable in polynomial
time [8]. If the N -fold IP is feasible and if for the resulting optimal vector v := (xˆ, yˆ1, . . . , yˆN ) we
have f(z0+v) ≥ f(z0), then no augmenting vector can be constructed using this particular choice
of xˆ. If on the other hand we have f(z0+v) < f(z0), then v is a desired augmenting vector for z0
and we can stop. As we solve polynomially many polynomially solvable N -fold IPs, claim (b) and
thus also claims (a) and (c) follow. 
Proof of Corollary 3. To prove Corollary 3, observe that after introducing additional variables,
problem (IP)′N,b,l,u,f can be modeled as an N -fold 4-block IP and is thus polynomial-time solvable
by Theorem 1. First, write the constraint [ A BD C ]
(N)
z = b in (IP)′N,b,l,u,f as follows:

A B · · · B
. . .
...
...
A B · · · B
D · · · D C
...
...
. . .
D · · · D C




x1
...
xN
y1
...
yN

 =


b1
...
bN
bN+1
...
b2N

 .
Now introduce variables wx =
∑N
i=1 xi and wy =
∑N
i=1 yi. Then we get the new constraints

−I I I · · · I
−I I I · · · I
D C
B A
D C
B A
...
. . .
D C
B A




wx
wy
x1
y1
...
xN
yN

 =


0
0
b1
...
bN
bN+1
...
b2N


.
Hence, (IP)′N,b,l,u,f can be modeled as an N -fold 4-block decomposable IP and thus, Corollary 3
follows by applying Theorem 1 to this transformed integer program. 
Acknowledgments. We wish to thank Ru¨diger Schultz for valuable comments on Section 2 and
for pointing us to [5].
References
[1] M. Aschenbrenner and R. Hemmecke. Finiteness theorems in stochastic integer programming.
Foundations of Computational Mathematics 7 (2007), 183–227.
[2] J. A. De Loera, R. Hemmecke, S. Onn, U. Rothblum, and R. Weismantel. Convex integer
maximization via Graver bases. Journal of Pure and Applied Algebra 213 (2009), 1569–1577.
[3] J. A. De Loera, R. Hemmecke, S. Onn, and R. Weismantel. N-fold integer programming.
Discrete Optimization 5 (2008), 231–241.
9
[4] P. Diaconis, R. Graham, and B. Sturmfels. Primitive partition identities. In Combinatorics,
Paul Erdos is Eighty, eds. D. Miklo´s, V. T. So´s, T. Szonyi, Janos Bolyai Mathematical Society,
Budapest, Hungary, 1996, 173–192.
[5] R. Gollmer, U. Gotzes, and R. Schultz. A note on second-order stochastic dominance
constraints induced by mixed-integer linear recourse. Mathematical Programming, DOI:
10.1007/s10107-009-0270-0, to appear, 2009.
[6] J. E. Graver. On the foundation of linear and integer programming I. Mathematical Program-
ming 9 (1975), 207–226.
[7] R. Hemmecke. On the positive sum property and the computation of Graver test sets. Math-
ematical Programming 96:247–269 (2003).
[8] R. Hemmecke, S. Onn, and R. Weismantel. A polynomial oracle-time algorithm for convex
integer minimization. Mathematical Programming, Series A, doi:10.1007/s10107-009-0276-7,
in press.
[9] R. Hemmecke and R. Schultz. Decomposition of test sets in stochastic integer programming.
Mathematical Programming, 94 (2003), 323–341.
[10] S. Hos¸ten and S. Sullivant. Finiteness theorems for Markov bases of hierarchical models.
Journal of Combinatorial Theory, Series A 114(2) (2007), 311–321.
[11] K. Murota, H. Saito, and R. Weismantel. Optimality criterion for a class of nonlinear integer
programs. Operations Research Letters 32 (2004), 468–472.
[12] S. Onn. Theory and Applications of N -fold Integer Programming. In Proc. of the IMA Hot
Topic Workshop on MINLP (Nov 17-21, 2008), proceedings in preparation.
[13] S. Onn and U. Rothblum. Convex combinatorial optimization. Discrete Computational Ge-
ometry 32 (2004), 549–566.
[14] F. Santos and B. Sturmfels. Higher Lawrence configurations. J. Comb. Theory Ser. A 103
(2003), 151–164.
[15] A. S. Schulz and R. Weismantel. A polynomial time augmentation algorithm for integer pro-
gramming. In Proc. of the 10th ACM-SIAM Symposium on Discrete Algorithms, Baltimore,
1999.
[16] A. Schrijver. Theory of linear and integer programming. Wiley, 1986.
[17] P. D. Seymour. Decomposition of regular matroids. J. Comb. Theory Ser. B 28 (1980), 305–
359.
10
