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RÉSUMÉ
L'analyse des systèmes de grande taille est confrontée à des diﬃcultés d'ordre
syntaxique et sémantique : comment observer un million d'entités distribuées
et asynchrones ? Comment interpréter le désordre résultant de l'observation
microscopique de ces entités ? Comment produire et manipuler des abstrac-
tions pertinentes pour l'analyse macroscopique des systèmes ? Face à l'échec
de l'approche analytique, le concept d'émergence épistémique  relatif à la
nature de la connaissance  nous permet de déﬁnir une stratégie d'analyse
alternative, motivée par le constat suivant : l'activité scientiﬁque repose sur
des processus d'abstraction fournissant des éléments de description macro-
scopique pour aborder la complexité des systèmes.
Cette thèse s'intéresse plus particulièrement à la production d'abstrac-
tions spatiales et temporelles par agrégation de données. Aﬁn d'engendrer
des représentations exploitables lors du passage à l'échelle, il apparaît né-
cessaire de contrôler deux aspects essentiels du processus d'abstraction. Pre-
mièrement, la complexité et le contenu informationnel des représentations
macroscopiques doivent être conjointement optimisés aﬁn de préserver les
détails pertinents pour l'observateur, tout en minimisant le coût de l'ana-
lyse. Nous proposons des mesures de qualité (critères internes) permettant
d'évaluer, de comparer et de sélectionner les représentations en fonction du
contexte et des objectifs de l'analyse. Deuxièmement, aﬁn de conserver leur
pouvoir explicatif, les abstractions engendrées doivent être cohérentes avec
les connaissances mobilisées par l'observateur lors de l'analyse. Nous propo-
sons d'utiliser les propriétés organisationnelles, structurelles et topologiques
du système (critères externes) pour contraindre le processus d'agrégation et
pour engendrer des représentations viables sur les plans syntaxique et séman-
tique. Par conséquent, l'automatisation du processus d'agrégation nécessite
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de résoudre un problème d'optimisation sous contraintes. Nous proposons
dans cette thèse un algorithme de résolution générique, s'adaptant aux cri-
tères formulés par l'observateur. De plus, nous montrons que la complexité
de ce problème d'optimisation dépend directement de ces critères.
L'approche macroscopique défendue dans cette thèse est évaluée sur deux
classes de systèmes. Premièrement, le processus d'agrégation est appliqué à la
visualisation d'applications parallèles de grande taille pour l'analyse de per-
formance. Il permet de détecter les anomalies présentes à plusieurs niveaux
de granularité dans les traces d'exécution et d'expliquer ces anomalies à par-
tir des propriétés syntaxiques du système. Deuxièmement, le processus est
appliqué à l'agrégation de données médiatiques pour l'analyse des relations
internationales. L'agrégation géographique et temporelle de l'attention mé-
diatique permet de déﬁnir des évènements macroscopiques pertinents sur le
plan sémantique pour l'analyse du système international. Pour autant, nous
pensons que l'approche et les outils présentés dans cette thèse peuvent être
généralisés à de nombreux autres domaines d'application.
ABSTRACT
The analysis of large-scale systems faces syntactic and semantic diﬃculties:
How to observe millions of distributed and asynchronous entities? How to
interpret the disorder that results from the microscopic observation of such
entities? How to produce and handle relevant abstractions for the systems'
macroscopic analysis? Faced with the failure of the analytic approach, the
concept of epistemic emergence  related to the nature of knowledge  allows
us to deﬁne an alternative strategy. This strategy is motivated by the ob-
servation that scientiﬁc activity relies on abstraction processes that provide
macroscopic descriptions to broach the systems' complexity.
This thesis is more speciﬁcally interested in the production of spatial and
temporal abstractions through data aggregation. In order to generate scal-
able representations, the control of two essential aspects of the aggregation
process is necessary. Firstly, the complexity and the information content of
macroscopic representations should be jointly optimized in order to preserve
the relevant details for the observer, while minimizing the cost of the anal-
ysis. We propose several measures of quality (internal criteria) to evaluate,
compare and select the representations depending on the context and the
objectives of the analysis. Secondly, in order to preserve their explanatory
power, the generated abstractions should be consistent with the background
knowledge exploited by the observer for the analysis. We propose to exploit
the systems' organisational, structural and topological properties (external
criteria) to constrain the aggregation process and to generate syntactically
and semantically consistent representations. Consequently, the automation
of the aggregation process requires solving a constrained optimization prob-
lem. We propose a generic algorithm that adapts to the criteria expressed by
the observer. Furthermore, we show that the complexity of this optimization
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problem directly depend on these criteria.
The macroscopic approach supported by this thesis is evaluated on two
classes of systems. Firstly, the aggregation process is applied to the visualisa-
tion of large-scale distributed applications for performance analysis. It allows
the detection of anomalies at several scales in the execution traces and the
explanation of these anomalies according to the system syntactic properties.
Secondly, the process is applied to the aggregation of news for the analysis of
international relations. The geographical and temporal aggregation of media
attention allows the deﬁnition of semantically consistent macroscopic events
for the analysis of the international system. Furthermore, we believe that the
approach and the tools presented in this thesis can be extended to a wider
class of application domains.
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CHAPITRE 1
De la nécessité de
l'approche macroscopique
 Aujourd'hui, nous sommes confrontés à un autre inﬁni :
l'inﬁniment complexe. Mais cette fois, plus d'instrument. 
Joël de Rosnay, Le macroscope
Expliquer le fonctionnement des sociétés humaines ; comprendre celui
d'un organisme aux parties complexes, de par leur structure, de par leurs
fonctions ou de par leurs interactions ; analyser le comportement de systèmes
de calcul gigantesques, faisant intervenir des millions de processus distribués
et exécutant chacun, de manière asynchrone, des millions d'instructions par
seconde. Les sciences modernes se doivent de répondre à un problème épisté-
mologique majeur : comment aborder les systèmes qui nous entourent et qui
nous constituent ?
1.1 Diﬃcultés et enjeux
Les systèmes sociaux, biologiques et physiques, qui font l'objet des sciences
en général, sont extrêmement complexes sur le plan structurel ou sur le plan
fonctionnel. À ces systèmes s'ajoutent ceux, construits par l'homme, destinés
à produire, à manipuler et à transmettre de grandes quantités d'informa-
tion. La notion de système désigne donc, de manière transversale, l'ensemble
des objets que les sciences modernes abordent aujourd'hui comme des as-
semblages d'entités organisées et interagissantes, et qui présentent dès lors
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une grande complexité. L'analyse de tels systèmes désigne  au sens large 
l'activité scientiﬁque visant à leur compréhension : il s'agit d'identiﬁer leur
structure et leur organisation, de caractériser le rôle et la fonction de cha-
cune des entités qui les composent, de décrire leurs comportements, leurs
interactions avec l'environnement et d'expliquer les phénomènes observés en
rendant explicites leurs causes et leurs eﬀets. La connaissance des chaînes
causales ÷uvrant au sein des systèmes débouche, enﬁn, sur des perspectives
pragmatiques. Pour les systèmes artiﬁciels, il s'agit de contrôler l'activité et
d'améliorer les performances. Pour les systèmes naturels, la compréhension
et l'explication des phénomènes visent à améliorer notre condition biologique
et sociale.
Force est de constater que, dans le cas de systèmes de grande taille, com-
prenant plusieurs milliards d'entités et dont les  chaînes causales  font
intervenir autant d'évènements, la méthode analytique, consistant  au sens
strict  à étudier un système à partir de ses constituants, échoue à satisfaire
ces objectifs. Tout d'abord, aﬁn d'aborder chacune de ces parties, l'approche
analytique nécessite des outils d'observation égaux en taille aux systèmes ob-
servés. De tels instruments doivent en eﬀet décrire le comportement de cha-
cune de ces entités, potentiellement distribuées dans l'espace, et de chacune
de leurs interactions, constituant la temporalité du système. De plus, une
analyse des systèmes reposant sur le résultat d'une telle observation micro-
scopique est elle-même extrêmement complexe. Le scientiﬁque est rapidement
dépassé par la quantité de paramètres à prendre en compte et la quantité des
phénomènes à expliquer. Dans le cas de simulations informatiques ou de pro-
cédures d'analyse automatisées, la représentation microscopique est coûteuse
à manipuler et compromet ainsi le  passage à l'échelle .
L'analyse des dynamiques microscopiques ne permet donc pas, en pra-
tique, la compréhension des grands systèmes. Il est dès lors nécessaire de
trouver une alternative à l'approche analytique. Le  macroscope  est un
outil symbolique imaginé par Joël de Rosnay pour appréhender la complexité
des systèmes [dR75]. Il participe notamment à l'approche systémique, consis-
tant à étudier un système  comme un tout . La première mission du  ma-
croscope  est de distinguer ce qui est important de ce qui est de l'ordre
du détail. Plus généralement, cette approche vise à fournir aux experts (en
sciences sociales, en sciences du vivant et en sciences informatiques) un point
de vue macroscopique sur les systèmes qu'ils étudient. C'est ce que nous
appelons l'analyse macroscopique des grands systèmes.
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1.2 Problématique et contributions
Cette thèse propose des outils conceptuels et méthodologiques pour l'édi-
ﬁcation d'un tel point de vue macroscopique. Elle vise ainsi à favoriser le
passage à l'échelle des techniques d'analyse. La méthode proposée repose sur
l'hypothèse suivante : nous disposons de moyens d'observation microscopique,
c'est-à-dire d'instruments d'observation capables de représenter le comporte-
ment et les interactions des entités constituant le système. Le problème est
alors le suivant : comment mettre en évidence les phénomènes macroscopiques
à partir des résultats de l'observation microscopique ? Nous nous intéressons
donc à la conception d'un  macroscope  à partir de  microscopes . Le
relâchement de cette hypothèse sera abordé en perspective de cette thèse.
Vis-à-vis de la problématique exposée ci-dessus, cette thèse défend que :
1. Les phénomènes macroscopiques sont le résultat d'un processus d'abs-
traction. Ils correspondent ainsi à des descriptions macroscopiques du
système, réductibles en principe au niveau de description microsco-
pique, mais nécessaires en pratique à l'analyse des grands systèmes. En
particulier, les abstractions spatio-temporelles peuvent être engendrées
par des techniques d'agrégation.
2. Les processus d'abstraction reposent sur des mécaniques épistémiques
complexes, au sein desquelles l'observateur a une place prépondérante.
Lors de l'édiﬁcation du point de vue macroscopique, il est notamment
essentiel de prendre en compte le contexte de l'analyse et les connais-
sances mobilisées par les experts pour comprendre, interpréter et ex-
pliquer les phénomènes.
3. Les processus d'abstraction sont alors capables d'engendrer, en pra-
tique, des phénomènes pertinents pour l'analyse macroscopique d'une
large classe de systèmes. Ils permettent ainsi de relever  au moins en
partie  les déﬁs du  macroscope .
1.3 Organisation du manuscrit
Les trois parties de cette thèse sont chacune consacrée à l'un des trois points
exposés ci-dessus. La première partie présente la notion d'abstraction et
le processus d'agrégation.
Le chapitre 2 expose plus en détail les diﬃcultés, d'ordre syntaxique et
sémantique, liées à l'analyse des grands systèmes, à travers deux exemples :
l'analyse des systèmes de calculs, développés en informatique, et l'analyse
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des systèmes sociaux. Aﬁn de dépasser ces diﬃcultés, il apparaît nécessaire
de préciser la notion de phénomène macroscopique. Le concept d'émergence
épistémique, issu de la philosophie de la connaissance, permet de déﬁnir un
cadre méthodologique adéquat : les phénomènes macroscopiques sont le ré-
sultat d'un processus d'abstraction subjectif (ils sont  dans l'÷il de l'ob-
servateur ) et pragmatique (ils dépendent du contexte et des objectifs de
l'analyse) visant à réduire la complexité des systèmes observés.
Parmi les techniques d'abstraction développées en informatique, le cha-
pitre 3 identiﬁe et formalise une technique cohérente avec la position émer-
gentiste. Cette technique repose sur l'agrégation des objets issus de l'observa-
tion microscopique dans le but d'engendrer une représentation macroscopique
du système. Le processus d'abstraction proposé consiste en trois étapes :
(1) partitionnement des objets microscopiques, (2) agrégation des objets, vi-
sant à l'édiﬁcation d'une sémantique macroscopique, et (3) interprétation des
résultats par l'observateur.
Ces trois étapes de l'agrégation, au sein desquels l'observateur à une place
prépondérante, induisent des problématiques de recherche particulières. La
deuxième partie est consacrée à ces problématiques et constitue la contri-
bution théorique de la thèse.
Le chapitre 4 s'intéresse à l'exploitation des représentations macrosco-
piques pour l'analyse des grands systèmes. Il apparaît nécessaire, lors de
l'agrégation, de contrôler la complexité des représentations, aﬁn de réduire le
coût de l'analyse lors du passage à l'échelle, et leur contenu informationnel,
aﬁn de s'assurer que l'observateur interprète correctement les abstractions
engendrées et que celles-ci ne suppriment pas d'informations signiﬁcatives
pour l'analyse. Nous proposons des mesures de qualité permettant d'évaluer,
de comparer et de sélectionner les représentations macroscopiques en fonction
de ces critères et du contexte de l'analyse (approche pragmatiste).
Le chapitre 5 se concentre sur la notion de sémantique macroscopique :
les abstractions doivent être dotées d'une signiﬁcation pour l'observateur et,
notamment, être cohérentes avec les connaissances et les modèles experts
mobilisés lors de l'analyse (approche subjectiviste). Nous proposons de for-
maliser ces critères externes  reposant sur des connaissances préliminaires
à l'observation  en contraignant l'ensemble des représentations admissibles
par l'observateur. Nous donnons deux exemples de contraintes, liées à l'or-
ganisation topologique des systèmes observés : les hiérarchies constitutives et
les relations d'ordre, respectivement utilisées pour engendrer des abstractions
spatiales et temporelles cohérentes avec les attentes de l'observateur.
Le chapitre 6 résout un problème d'optimisation pour automatiser le
processus d'agrégation : étant donnés une mesure de qualité (critère interne)
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et un ensemble de représentations admissibles (critère externe), quelles sont
les  meilleures  représentations pour l'observateur ? Nous proposons un al-
gorithme de résolution eﬃcace (en temps de calcul et en espace mémoire) re-
posant sur deux hypothèses concernant les propriétés algébriques des critères
à optimiser : (1) les mesures à optimiser sont additivement décomposables et
(2) les contraintes d'admissibilité  simpliﬁent  l'espace de recherche. L'al-
gorithme proposé a alors une complexité temporelle linéaire, dans le cas de
contraintes hiérarchiques, et quadratique, dans le cas d'une relation d'ordre.
La troisième partie propose une évaluation expérimentale du processus
d'agrégation. Elle montre qu'il permet d'engendrer en pratique des représen-
tations macroscopiques pertinentes pour l'analyse des grands systèmes.
Le chapitre 7 propose d'appliquer le processus d'abstraction à la visua-
lisation d'applications distribuées de grande taille pour l'analyse de perfor-
mance. Nous constatons que les techniques de visualisation utilisées dans ce
domaine passent diﬃcilement à l'échelle. L'algorithme d'agrégation est utilisé
pour réduire la complexité des représentations spatiales de l'exécution, tout
en conservant le maximum d'information sur le niveau microscopique (niveau
des processus). Les abstractions engendrées permettent ainsi de détecter  à
moindre coût  des anomalies dans les traces d'exécution et de les expliquer
à partir des propriétés topologiques de la plate-forme. En outre, nous mon-
trons que le processus d'abstraction passe à l'échelle en agrégeant un million
de processus.
Le chapitre 8 s'intéresse à un deuxième domaine d'application : l'analyse
des relations internationales. Les marqueurs géographiques contenus dans les
ﬂux d'information médiatique (radio, presse, télévision) permettent de don-
ner une représentation microscopique des relations économiques, culturelles
et politiques entre les pays du monde à travers la notion d'évènement média-
tique. Pour les géographes, ces évènements peuvent être abordés à plusieurs
granularités spatiales et temporelles. L'agrégation permet alors d'engendrer
des abstractions cohérentes avec les connaissances mobilisées par les experts,
aﬁn d'analyser le système international à diﬀérents niveaux de représentation.
Le chapitre 9 conclut ce manuscrit par un bilan du travail accompli et
quelques perspectives de recherche. En particulier, nous y abordons la ques-
tion de l'observation macroscopique. Elle consiste à fournir une représentation
macroscopique du système sans passer par l'observation complète et détaillée
des entités qui le constituent. Cette perspective vise à dépasser le second pro-
blème de l'approche analytique en intégrant les techniques d'agrégation au
sein même du système. Ainsi, le processus d'abstraction devient lui-même un
phénomène émergent.

 [Le macroscope sert] à observer ce qui est
à la fois trop grand, trop lent et trop
complexe pour nos yeux. 
Joël de Rosnay, Le macroscope
Première partie
Représentation macroscopique
des systèmes
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CHAPITRE 2
Enjeux méthodologiques liés à
l'analyse des grands systèmes
Cette thèse participe à l'approche systémique pour au moins deux raisons.
La première est qu'elle vise à l'édiﬁcation d'une  théorie générale des sys-
tèmes  [vB69], c'est-à-dire une approche adaptée à la compréhension de tous
types de systèmes, indépendamment du domaine scientiﬁque de référence.
Ainsi, elle embrasse à la fois  et parmi d'autres  les systèmes physiques
(e.g., systèmes gazeux, systèmes planétaires), les systèmes biologiques (e.g.,
cellules, organes, organismes) et les systèmes sociaux (e.g., intelligence col-
lective, interactions sociales et sociétés humaines). La notion de système sert
donc d'abstraction pour identiﬁer des problématiques transversales et pour
développer des méthodes de résolutions génériques. La section 2.1 présente
de telles problématiques selon deux axes, liés à la syntaxe et à la sémantique
des systèmes observés.
Le second point de rencontre entre cette thèse et l'approche systémique
concerne le rejet de la démarche analytique (cf. chapitre précédent). Nous
pensons en eﬀet que la compréhension d'un système ne peut être le résultat
d'un examen séparé des parties qui le constituent. S'oppose à cette démarche
réductionniste une approche globale, parfois nommée holisme, qui consiste à
aborder les systèmes comme des ensembles indivisibles, comme des  touts 
cohérents dont une analyse parcellaire ne peut expliquer les dynamiques.
Les sections 2.2 et 2.3 précisent cette approche que nous empruntons pour
pallier les limites de la démarche analytique et pour répondre aux diﬃcultés
mises en évidence dans la section 2.1. Cette approche est fondée sur la notion
d'émergence épistémique.
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2.1 Diﬃcultés syntaxiques et diﬃcultés
sémantiques
Parmi les diﬃcultés relatives à l'analyse des grands systèmes, nous distin-
guons deux catégories : les diﬃcultés liées à la syntaxe du système et celles
liées à sa sémantique. Nous utilisons les termes  syntaxe  et  sémantique 
sur la base d'une analogie avec la distinction linguistique classique entre la
 forme  et le  fond . La syntaxe est la branche de la linguistique chargée
de l'étude des relations formelles entre les mots constituant un énoncé. La
sémantique s'intéresse à la signiﬁcation de l'énoncé, c'est-à-dire à la manière
dont il est interprété.
Déﬁnition 2.1. Dans le cas de l'analyse des systèmes, les diﬃcultés
syntaxiques sont liées à la structure physique du système observé :
agencement des entités, relations qu'elles entretiennent et structure
globale de l'édiﬁce.
Les diﬃcultés sémantiques sont liées à la signiﬁcation de ces entités et de
ces relations pour l'observateur, c'est-à-dire à leur interprétation au sein
d'un cadre d'expertise particulier.
Un système est complexe sur le plan syntaxique lorsque la compréhension
de sa structure, et des relations entre les entités, nécessite un eﬀort  plus ou
moins important  de la part de l'observateur. Un système est complexe sur le
plan sémantique lorsque les entités et les relations ont une signiﬁcation non-
triviale vis-à-vis d'un contexte épistémique donné. Pour reprendre l'analogie
linguistique, la complexité syntaxique d'un énoncé dépend de l'agencement
des mots et sa complexité sémantique du sens qu'ils véhiculent, l'une et l'autre
pouvant être éventuellement corrélées. Quoi qu'il en soit, ces diﬃcultés sont
abordables pour des systèmes de petite taille. Un énoncé de vingt-six mots
 prenez celui-ci  ne résistera jamais longtemps à l'analyse linguistique,
quelque complexes que soient sa syntaxe ou sa sémantique. En revanche, il
est extrêmement diﬃcile d'analyser un énoncé de mille mots lorsque leur
agencement ou leur signiﬁcation n'est pas triviale. L'objectif de ce chapitre
consiste à déﬁnir une approche adaptée à l'analyse des systèmes à la fois
complexes et de grande taille. Le critère de réussite est donc la réduction des
diﬃcultés syntaxiques et sémantiques de l'analyse.
La plupart des systèmes sont à la fois complexes sur le plan syntaxique
et sur le plan sémantique. Pour un organisme vivant, par exemple, le jeu
des interactions chimiques entre les organes et leur interprétation en termes
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fonctionnels par la biologie sont extrêmement complexes. Cependant, aﬁn
d'illustrer notre propos, nous nous intéressons à deux classes de systèmes
dont les diﬃcultés relèvent plutôt de l'une ou de l'autre de ces deux catégo-
ries : les systèmes de calcul et les systèmes sociaux. Ils participeront, dans la
troisième partie, à l'évaluation de notre approche en montrant qu'elle par-
vient à résoudre certaines des diﬃcultés syntaxiques et sémantiques liées à
l'analyse des grands systèmes. Nous nous intéresserons en particulier à la
détection des irrégularités au sein de ces systèmes et à leur explication à
partir de leurs propriétés syntaxiques et sémantiques. Nous reviendrons en
conclusion (chapitre 9) sur la possibilité de généraliser cette approche à une
classe plus large de systèmes.
Diﬃcultés syntaxiques liées à l'analyse des systèmes de calcul. Les
systèmes informatiques développés ces dernières années mettent en présence
une quantité inégalée de ressources de calcul. Le supercalculateur en tête
de la liste Top500 de juin 2013 coordonne par exemple plus de trois mil-
lions de c÷urs 1. Le projet de calcul distribué Folding@home a exploité
5 780 000 processeurs diﬀérents depuis sa création, répartis sur les machines
de plusieurs millions de participants 2. Le protocole de transfert de données
pair-à-pair BitTorrent met en réseau plus de 150 millions d'utilisateurs
partageant chaque jour d'énormes quantités de données 3.
La complexité de tels systèmes est moins liée à l'interprétation de l'exé-
cution  relativement bien formalisée par le domaine  qu'à leur structure
distribuée. Premièrement, la décentralisation des processus de calcul rend
diﬃcile tout aperçu de l'état global du système [CL85, Mat89]. De plus,
l'asynchronisme des comportements rend la représentation du temps extrê-
mement délicate [CMV01]. En pratique, la représentation du système se li-
mite donc à une description des exécutions locales, pour chaque ressource,
c'est-à-dire une représentation microscopique du système. Le grand nombre
de ressources, d'évènements et d'interactions fait qu'une telle représentation
microscopique est extrêmement coûteuse à visualiser et a fortiori à analy-
ser. Aﬁn de passer à l'échelle, les techniques d'analyse doivent donc résoudre
les diﬃcultés syntaxiques suivantes : comment observer l'activité de plu-
sieurs millions d'entités distribuées et asynchrones ? Comment représenter
les données issues de l'observation de manière à visualiser l'exécution tout
1Supercalculateur Tianhe-2 Milkyway construit par la National University of De-
fense Technology de Changsha, en Chine, voir http://www.top500.org/lists/2013/06/.
2Voir http://fah-web.stanford.edu/cgi-bin/main.py?qtype=osstats2
(consulté le 26 juin 2013).
3 Selon la société BitTorrent Inc. elle-même, le 9 juin 2012.
Voir http://www.bittorrent.com/intl/fr/company/about/ces_2012_150m_users.
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en représentant la structure globale du système ? Comment procéder, enﬁn,
à l'analyse détaillée d'une telle exécution ?
Diﬃcultés sémantiques liées à l'analyse des systèmes sociaux. Nous
entendons par  système social  tout ensemble d'individus interdépendants
(humains ou non) qui interagissent et s'organisent à partir de normes ou de
rôles [BB04]. Une ville, par exemple, est un système social constitué d'ha-
bitants, d'institutions, d'entreprises, de services publics, etc. [PRT06] Une
colonie de fourmis [DF94], un réseau social sur Internet, une famille, le mar-
ché de l'éducation [BB04], en sont d'autres exemples. Même s'ils ne sont
pas toujours formalisés de manière explicite, ni même déﬁnis sans ambiguïté,
les termes introduits ici (individus, communautés, normes, institutions, etc.)
constituent la base conceptuelle des sciences sociales [BB04]. L'analyse des
systèmes sociaux consiste donc à exploiter ce vocabulaire pour décrire et
expliquer les phénomènes qui y sont observés.
Une diﬃculté sémantique majeure concernant l'utilisation de ce vocabu-
laire réside dans le fait que les entités, les comportements et les relations ainsi
désignés sont de natures diﬀérentes et, dès lors, s'inscrivent chacun dans un
domaine spécialisé de la sociologie. Par exemple, le comportement d'un indi-
vidu au sein d'une famille, d'une entreprise au sein d'une ville ou d'un État
au sein du système international, sera respectivement expliqué par la socio-
logie de la famille, par la sociologie urbaine ou par le domaine des Relations
internationales (de même qu'une conversation entre un père et une ﬁlle, un
contrat de vente entre deux entreprises et des négociations diplomatiques
entre deux États). L'analyse macroscopique doit donc aborder les diﬃcultés
sémantiques suivantes : comment observer ces entités de nature et de granu-
larité diﬀérentes ? Comment rendre compte des relations sociologiques entre
les entités de deux domaines spécialisés ? Comment expliquer l'organisation
globale du système social à partir de ses parties hétérogènes ?
2.2 L'émergence épistémique comme modèle
philosophique
Cette section vise à déﬁnir un cadre d'analyse pertinent pour pallier les dif-
ﬁcultés syntaxiques et sémantiques présentées ci-dessus. Pour ce faire, elle
montre que le concept d'émergence épistémique est adéquat. Celui-ci consiste
à décrire les phénomènes macroscopiques comme des abstractions, réductibles
en principe aux phénomènes microscopiques, mais néanmoins nécessaires en
pratique pour aborder la complexité des grands systèmes.
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L'argumentation consiste en deux temps. Nous exposons d'abord les ori-
gines philosophiques de la position émergentiste (2.2.1). Dans un second
temps, nous en tirons des conséquences méthodologiques (2.2.2). Ainsi, nous
ne prétendons pas argumenter en faveur ou en défaveur des diﬀérentes posi-
tions philosophiques abordées dans cette section. Notre objectif est de tirer
de ce débat philosophique des principes méthodologiques pour l'analyse des
grands systèmes4. Il ne s'agit pas de formuler des objections catégoriques à
l'encontre de méthodes d'analyse, mais de donner des directions envisageables
pour résoudre les problèmes qui nous intéressent. Les critères de validation
du cadre d'analyse proposé sont donc d'ordre strictement méthodologique.
2.2.1 Les enjeux philosophiques de l'émergentisme
Il existe de nombreux travaux recensant les diﬀérentes acceptions de la no-
tion d'émergence, aussi bien en philosophie [Ste99, OW06, Kis07] qu'en In-
telligence Artiﬁcielle [BPMG05, DMD06, DFP08]. Nous nous intéressons ici
à celle qui a été développée par la philosophie britannique, au tournant du
XIXe siècle, dans le but de donner un cadre épistémique adéquat à l'étude
des phénomènes macroscopiques. Dans ce contexte, la notion d'émergence
n'est pas interprétée comme une propriété du système (cf. notions d' adap-
tation  et d' auto-organisation  [Pic04]), mais comme une propriété de
l'observateur. La discussion repose donc sur la distinction suivante :
Déﬁnition 2.2. L'ontologie d'un système désigne tout ce qui est relatif
au système lui-même, indépendamment de toute connaissance empirique.
L'épistémie5 d'un système désigne tout ce qui est relatif à la connaissance
que nous en avons. Elle dépend notamment d'un procédé d'observation.
Historiquement, un débat oppose deux positions philosophiques concer-
nant l'explication des phénomènes biologiques [Kim99, OW06]. La science
doit en eﬀet rendre compte d'objets très diﬀérents sur le plan empirique :
la matière inanimée et les êtres vivants. La question est de savoir si la vie
4 Cette démarche participe ainsi à un travail plus général concernant les apports pos-
sibles entre la philosophie et l'Intelligence Artiﬁcielle [LP12].
5 Dans cette thèse, le terme  épistémologie  désigne la branche de la philosophie
chargée de l'étude des modes de connaissance du réel. Cette acception est à ce titre plus
proche du terme anglais  epistemology  que du terme français désignant également, par
extension, la philosophie des sciences. Nous utilisons donc le terme  épistémie  pour
désigner ce qui est en rapport à la connaissance des systèmes, et non nécessairement à
leur étude scientiﬁque.
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est une propriété propre aux êtres vivants (position vitaliste) ou si elle est
simplement le résultat d'un agencement particulier de la matière inanimée
(position mécaniste). En d'autres termes, il s'agit de savoir si cette propriété
macroscopique a une existence en soi ou si elle est réductible à des propriétés
microscopiques de la matière. La question de la réduction des phénomènes
correspond à une discussion bien plus générale en philosophie [Kis07]. Elle
oppose, de manière très schématique, deux positions concernant la structure
de la réalité et la nature de la connaissance : le dualisme et le monisme.
Le coût ontologique du dualisme. La position dualiste fait l'hypothèse
de plusieurs principes indépendants pour expliquer la diversité des phéno-
mènes observés. Dans le cas particulier du vitalisme, les êtres vivants ré-
pondent à un principe de  force vitale  qui ne peut pas être entièrement ex-
pliqué par les principes gouvernant la matière inanimée. En d'autres termes,
l'analyse des phénomènes macroscopiques (lois du vivant) ne peut être réduite
à l'analyse de phénomènes microscopiques (lois physico-chimiques).
Dès lors, la réalité est constituées de plusieurs  couches  qui nécessitent
le concours de sciences spéciales indépendantes (physique, chimie, biologie,
sociologie, etc.). De ce fait, le dualisme met en cause l'unité de la science chère
aux philosophes [Kis07]. On dit alors que le dualisme est coûteux sur le plan
ontologique : il donne une explication ad hoc des phénomènes macroscopiques
en multipliant les niveaux de réalité. Le principe de parcimonie, aussi connu
sous le nom de  rasoir d'Ockham , invite au contraire à choisir une théorie
explicative uniﬁée lorsque cela est possible.
La limite épistémique du monisme. La position moniste aﬃrme que
l'ensemble des phénomènes peut être expliqué à partir d'un seul niveau de
réalité. Dans le cas particulier du mécanisme, par exemple, les phénomènes du
vivant sont simplement le résultat des principes physiques sous-jacents. Dès
lors, les sciences spéciales sont toutes réductibles à une science fondamentale
(par exemple, la physique des particules).
Un reproche fréquemment adressé à l'encontre du monisme est qu'il conduit
irrémédiablement à l'élimination des sciences spéciales [vdV97, Kis07]. En ef-
fet, dès lors que les lois de la biologie sont réductibles à celles de la physique,
la biologie est démise de ses responsabilités épistémiques. À terme, tous les
phénomènes doivent être expliqués par la science fondamentale. On dit alors
que le monisme est limité sur le plan épistémique : il rend compte de tous les
phénomènes selon un unique cadre épistémique qui ne parvient pas à mettre
en évidence les diﬀérences fondamentales observées en pratique. Au contraire,
de nombreux auteurs [Bed97, vdV97, Cha06] s'opposent au monisme élimi-
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nativiste et considèrent que les phénomènes macroscopiques ont besoin d'un
statut explicatif propre, notamment lorsqu' une certaine batterie explicative
s'est montrée sans eﬃcacité véritable.  [vdV97]
Le recours au dualisme n'est pas une approche satisfaisante sur le plan
explicatif dans la mesure où il ne rend pas compte des fondements microsco-
piques de ces phénomènes. Il est donc nécessaire de défendre une position à
la fois économe sur le plan ontologique et eﬃcace sur le plan épistémique. En
d'autres termes, il est nécessaire de fonder un monisme non-éliminativiste6.
La voie intermédiaire de l'émergentisme. Historiquement, la position
émergentiste a été défendue pour trouver un compromis entre vitalisme et mé-
canisme [OW06] et, plus généralement, entre dualisme et monisme. L'émer-
gentisme consiste à dissocier clairement la nature d'un phénomène (ontologie)
et le cadre scientiﬁque qui en fait l'analyse (épistémologie). Ainsi, les sciences
spéciales fournissent des abstractions utiles à l'analyse des phénomènes ma-
croscopiques, mais elles ne constituent en aucun cas un engagement quant à
la structure de la réalité. En pratique, lorsque le scientiﬁque est confronté à
des phénomènes trop complexes pour en expliciter les causes microscopiques,
il a recours à ces abstractions pour décrire et expliquer ces phénomènes à un
niveau épistémique adéquat. Ainsi, sur le plan ontologique, les êtres vivants
sont uniquement constitués de matière inanimée (étudiée par la physique),
mais, sur le plan épistémique, ils peuvent être étudiés à un niveau de des-
cription plus adéquat (par la biologie). Dès lors, la distinction entre matière
inanimée et êtres vivants n'est pas une diﬀérence objective. Elle est  dans
l'÷il du scientiﬁque. 
On parle alors d'émergence épistémique. Il existe de nombreuses autres ac-
ceptions de l'émergence en philosophie, notamment l'émergence ontologique,
défendue par certains philosophes britanniques (e.g., Mill et Broad) et selon
laquelle les phénomènes émergents sont irréductibles en principe [OW06].
Nous avons une approche plus contemporaine de l'émergence, notamment
issue du philosophe Alexander, selon qui ces phénomènes sont seulement ir-
réductible en pratique (voir [JC97, OW06, Kis07, Bed08] pour plus de détails
concernant la distinction entre émergence épistémique et ontologique).
6 Voir également les caractéristiques paradoxales de l'émergence énoncées par Be-
dau [Bed97, Bed08], selon qui les phénomènes émergents sont à la fois  engendrés par
les processus sous-jacents  et  autonomes vis-à-vis de ces processus . Dans notre cas,
l'autonomie des phénomènes émergents est interprétée comme une autonomie épistémique,
c'est-à-dire une autonomie de la batterie explicative employée pour leur analyse.
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2.2.2 Conséquences méthodologiques de l'émergentisme
Aﬁn de tirer des conséquences méthodologiques relatives à la modélisation
des phénomènes macroscopiques en informatique, les termes du débat philo-
sophique présenté ci-dessus sont adaptés sur la base d'analogies.
Application du dualisme et du monisme aux systèmes de calcul.
Déﬁnition 2.3. L'ontologie d'un système de calcul désigne tout ce qui
est relatif à sa conception, c'est-à-dire en amont de son exécution : e.g.,
spéciﬁcations, code, implémentation, plate-forme d'exécution.
L'épistémie d'un système de calcul désigne tout ce qui est relatif à son
analyse : données recueillies au cours de l'exécution, traitement, visuali-
sation et analyse de ces données7.
Par analogie, une approche dualiste suppose que les systèmes de calcul
comprennent au moins deux niveaux de conception. Ceci consiste par exemple
à supposer l'existence de ressources macroscopiques chargées de centraliser,
de synchroniser et d'agréger les informations produites localement par les
processus de calcul8. L'objectif de l'approche dualiste est de donner ainsi un
support physique aux phénomènes macroscopiques et de les exploiter pour
réduire la complexité syntaxique du système. Cependant, la décentralisation
et l'asynchronisme des ressources microscopiques (cf. section précédente) est
incompatible avec l'intégration de telles ressources macroscopiques. La mé-
thode dualiste ne peut donc être appliquée aux systèmes qui nous intéressent.
Du fait de la décentralisation et de l'asynchronisme, l'exécution a lieu
uniquement au niveau microscopique. Cette constatation du moniste métho-
dologique ne doit pas, cependant, inciter aux mêmes travers que son ana-
logue philosophique. Ainsi, l'analyse des phénomènes ne doit pas se limiter
au niveau microscopique9. En eﬀet, du fait de la taille et de la complexité
syntaxique des systèmes, l'analyse complète et détaillée des ressources n'est
pas envisageable en pratique. Il est donc nécessaire d'avoir recours à une
7 Les raisons de cette analogie sont données plus en détail dans [LP12]. Elle repose
essentiellement sur la distinction entre la notion d'algorithme vue comme un objet mathé-
matique (ontologie) ou vue comme un processus physique (épistémie).
8 Les  systèmes à tableaux noirs  font par exemple intervenir des espaces de mémoire
partagée [Saw01]. Les modèles  multi-niveaux , dans le domaine de la simulation à base
d'agents, maintiennent et synchronisent plusieurs niveaux d'exécution aﬁn de modéliser le
système à diﬀérentes échelles [GQLH12].
9 C'est par exemple le cas des approches défendues dans [Dar94, Bed08], déﬁnissant
les phénomènes émergents comme des propriétés globales du système, calculées à partir de
la description complète des dynamiques microscopiques. Voir [LP12] pour plus de détails.
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 science spéciale , c'est-à-dire un niveau de description plus abstrait pour
expliquer les comportements. Selon l'approche émergentiste, les phénomènes
macroscopiques apparaissent donc lors de l'étape d'analyse.
Application du dualisme et du monisme aux systèmes sociaux.
Déﬁnition 2.4. L'ontologie d'un système social désigne tout ce qui
compose l'activité sociale (les entités, leurs comportements, leurs inter-
actions) indépendamment de toute description ou analyse sociologique.
L'épistémie d'un système social désigne le résultat d'enquêtes sociolo-
giques, les données démographiques et les modèles utilisés par les socio-
logues pour décrire et expliquer les phénomènes sociaux.
Une approche dualiste consiste à aﬃrmer que les systèmes sociaux sont
constitués d'entités de natures diﬀérentes, répondant à des lois hétérogènes :
individus, entreprises, institutions, États, gouvernements, etc.10 Dès lors, les
phénomènes macroscopiques (e.g., la crise économique mondiale de 2008)
sont le fait d'entités de haut-niveau (marchés ﬁnanciers, associations d'États,
institutions internationales) dont le comportement ne peut pas être réduit
au comportement des entités de plus bas niveau (les nations elles-mêmes,
leurs institutions ou leurs populations). La complexité sémantique est di-
rectement expliquée par cette composition hétérogène des systèmes sociaux.
Outre les problèmes ontologiques qu'elle soulève, l'hypothèse dualiste induit
des problèmes d'ordre méthodologique. Il est notamment nécessaire de dis-
poser d'outils d'observation et de méthodes d'analyse ad hoc pour chaque
catégorie d'entités. Plus grave encore, les liens de causalité entre les phéno-
mènes observés à diﬀérents niveaux du système sont diﬃcilement explicités
dans la mesure où chaque phénomène est régit par ses propres lois causales.
Aﬁn de rendre compte du soubassement microscopique des phénomènes
macroscopiques, il est nécessaire de déﬁnir un niveau de référence à partir
duquel expliquer causalement les phénomènes observés11. Par exemple, dans
10 C'est par exemple le cas de l'holisme méthodologique, largement exploité par la socio-
logie.  Dans cette perspective macroscopique, [...] chacun de ces touts est censé dépasser
la seule somme de ses parties constituantes : au niveau d'organisation supérieur qui est le
sien, il présente en eﬀet des propriétés nouvelles irréductibles à celles de ces dernières et
plus riches qu'elles en performances.  [Lau94], pages 12 et 13.
11 Pour l'individualisme méthodologique, antagoniste de l'holisme, les phénomènes so-
ciaux doivent être décrits et expliqués à partir des actions et des interactions des individus.
Ce paradigme des sciences sociales est assez bien résumé par les principes énoncés par John
Stuart Mill selon lesquels  les hommes ne se changent pas, quand ils sont rassemblés, en
une autre espèce de substance douée de propriétés diﬀérentes. [...] Dans les phénomènes so-
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le chapitre 8, nous choisirons le niveau des États comme niveau de référence
pour l'analyse des phénomènes internationaux12. Pour autant, ce niveau de
référence  préconisé par le monisme méthodologique  n'est pas suﬃsant
pour rendre compte de la complexité sémantique des systèmes observés. Le
recours aux abstractions  préconisé par l'émergentisme  est alors nécessaire,
notamment dans le cas de grands systèmes. Il est cependant primordial de
se souvenir que les entités et les relations macroscopiques ainsi déﬁnies n'en
sont pas moins causalement liées au niveau de référence.
2.3 Bilan de l'approche macroscopique
En conclusion des discussions philosophiques et méthodologiques présentées
dans ce chapitre, nous formulons deux principes résumant l'approche émer-
gentiste pour l'analyse macroscopique des systèmes.
Monisme. Les systèmes doivent être abordés à partir d'un niveau de
référence, composé d'entités de même nature et causalement responsables
de l'ensemble des phénomènes que l'on souhaite analyser.
Non-éliminativisme. Dans le cas de grands systèmes, l'analyse ne doit
pas se limiter au niveau de référence, mais proposer des abstractions
adaptées à la complexité syntaxique et sémantique du niveau de référence.
Ces deux principes méthodologiques permettent de caractériser la notion
de phénomène macroscopique dont voici les propriétés les plus importantes.
Épiphénoménisme. La notion d'émergence est parfois caractérisée par
l'existence de causalités descendantes au sein des systèmes. Dans ce cas,
les entités macroscopiques ont un pouvoir causal sur les entités microsco-
piques [Saw01, DMD06]. Une telle conception de l'émergence n'est pas com-
patible avec le monisme méthodologique que nous préconisons. De ce point
de vue, les phénomènes macroscopiques sont des épiphénomènes : ils sont en-
gendrés par les dynamiques microscopiques du système, mais n'ont en retour
ciaux, la composition des causes est la loi universelle.  (Système de logique, 1843) Citation
extraite de [Lau94], page 29.
12 Cette approche, donnant au concept d' État  la primauté méthodologique pour
l'étude des relations internationales, peut être qualiﬁée de réaliste, par opposition aux
approches idéalistes, qui proposent de gérer et d'expliquer les relations internationales à
partir de principes plus généraux (valeurs morales universelles, droit international, droits
de l'homme, etc.) [Bat09].
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aucun pouvoir causal sur le niveau microscopique. En ce sens, les phénomènes
macroscopiques sont bien des abstractions, c'est-à-dire des aspects particu-
liers du niveau microscopique et non des entités réelles.
Approche ascendante. La  clôture causale  du niveau microscopique
invite à une véritable approche ascendante. Sur le plan méthodologique,
l'analyse doit reposer sur des données relatives au niveau de référence, aﬁn
de rendre compte des phénomènes dans leur intégralité, c'est-à-dire depuis
leurs fondements microscopiques. Dans le chapitre suivant, nous présentons
la notion d'agrégation permettant d'engendrer des abstractions à partir de la
représentation microscopique du système, constituant le niveau de référence.
Subjectivisme. Les phénomènes macroscopiques dépendent d'un procédé
d'observation et d'un cadre épistémique de référence (cf. notion de science
spéciale). Par conséquent, le processus d'abstraction n'est pas neutre. Il est
 dans l'÷il de l'observateur.  En particulier, la sémantique des phénomènes
macroscopiques doit être en adéquation avec les connaissances mobilisées par
l'observateur pour analyser et expliquer ces phénomènes. Cet aspect subjectif
des abstractions sera abordé plus en détail dans le chapitre 5.
Pragmatisme. L'activité du scientiﬁque ne repose pas sur l'observation
de phénomènes macroscopiques préexistants, mais sur un processus créatif
d'abstraction. Le scientiﬁque fait-émerger [VTR92] les phénomènes utiles à
la compréhension macroscopique du système. Ainsi, il n'y a pas de  bonne 
abstraction per se. Les phénomènes macroscopiques doivent donc être sélec-
tionnés en fonction du contexte et des objectifs de l'analyse. Cette approche
pragmatiste des abstractions sera abordée dans le chapitre 4.
Passage à l'échelle. L'objectif du processus d'abstraction est de donner
une vue synthétique du système malgré sa complexité. Sur ce point, nous re-
joignons l'acception de Bonabeau et Dessalles, identiﬁant l'émergence à une
réduction de complexité réalisée par l'intermédiaire d'outils d'observation ou
de description adéquats [BD97]13. La notion de complexité est donc ici liée à
la représentation du système, et non au système lui-même. Les phénomènes
macroscopiques visent donc à réduire la complexité de la représentation mi-
croscopique dans le but de  passer à l'échelle , c'est-à-dire de pouvoir ana-
lyser de grands systèmes à partir de représentations simples, mais adéquates.
Cette notion sera formalisée dans le chapitre 4.
13 Voir [LPDV11a] pour plus de détails concernant les liens entre l'émergence épisté-
mique et la déﬁnition de Bonabeau et Dessales.

CHAPITRE 3
L'agrégation de données
comme processus d'abstraction
Selon la position émergentiste, les phénomènes macroscopiques sont des abs-
tractions. En ce sens, il s'agit de représentations réductibles au niveau de
description microscopique, mais néanmoins nécessaires pour aborder la com-
plexité syntaxique et sémantique des grands systèmes. L'objectif de cette
thèse consiste à mettre en place des processus d'abstraction automatisés ré-
pondant aux enjeux énoncés dans le chapitre précédent : engendrer un point
de vue macroscopique à partir de données microscopiques. Ce chapitre pré-
sente et discute les diﬀérentes techniques d'abstraction développées en infor-
matique. Parmi elles, l'agrégation satisfait pleinement les critères énoncés.
La section 3.1 déﬁnit l'agrégation comme un processus d'abstraction vi-
sant à la constitution d'objets macroscopiques en trois temps : (1) une étape
préliminaire de partitionnement, (2) une étape d'agrégation et (3) une étape
d'interprétation des résultats. Du fait des points (2) et (3), visant à une
réelle sémantique macroscopique, l'agrégation consiste notamment à enrichir
les techniques de partitionnement classiques. Elle induit donc des critères de
partitionnement (internes et externes) particuliers. La section 3.2 formalise
le processus d'agrégation : celui-ci consiste à modéliser une distribution de
probabilité, déﬁnie sur un ensemble d'individus, à partir (1) d'une partition
de ces individus, (2) d'un opérateur d'agrégation et (3) d'une hypothèse de
redistribution permettant d'interpréter les résultats. Le processus d'agréga-
tion consiste donc à trouver dans l'ensemble des partitions possibles celles qui
optimisent les critères de partitionnement exposés dans les chapitres suivants.
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3.1 État de l'art des techniques d'abstraction
Dans cette section, nous utilisons une décomposition classique des techniques
d'abstraction [SS77] : celles qui visent à la déﬁnition de concepts macro-
scopiques, regroupant les objets microscopiques par catégories sémantiques
en fonction des propriétés qu'ils partagent (3.1.1), et celles qui visent à la
déﬁnition d'objets macroscopiques, par composition d'objets microscopiques
(3.1.2). Selon [SS77], la première catégorie, s'intéressant à la notion de géné-
ralisation, est amplement développée en Intelligence Artiﬁcielle, et la seconde
catégorie, s'intéressant à la notion d'agrégation, appartient plus au domaine
des bases de données. Bien qu'il puisse également exister des techniques d'abs-
traction hybrides, mêlant objets et concepts, cette thèse s'intéresse principa-
lement à la création d'objets, particulièrement adaptée à l'analyse spatiale
et temporelle des grands systèmes.
Nous aﬃrmons cependant que les techniques d'agrégation visent, tout
comme les techniques de généralisation, à l'édiﬁcation d'une sémantique ma-
croscopique. Elles constituent par conséquent un sujet de recherche légitime
pour l'Intelligence Artiﬁcielle. Cette sémantique, relative aux objets engen-
drés et non aux propriétés partagées, repose sur un processus en trois temps :
partitionnement des objets microscopiques, agrégation de ces objets et inter-
prétation des résultats par l'observateur (3.1.3).
3.1.1 Abstraction par déﬁnition de concepts
En apprentissage automatique, les techniques de généralisation, de classi-
ﬁcation ou de catégorisation consistent à organiser les connaissances rela-
tives à un domaine particulier, sous la forme par exemple de  hiérarchies de
concepts  [SS77, GW99, Wil05]. Les objets du domaine sont alors regroupés
en classes (ou en catégories) en fonction des propriétés qu'ils partagent.
Exemple. Les taxonomies développées en biologie constituent un exemple
canonique de généralisation : les chiens et les chats appartiennent à la
classe des mammifères, qui peut être déﬁnie par un ensemble de proprié-
tés telles que  avoir une température corporelle constante ,  posséder des
poils ,  allaiter ses petits , etc. Les mammifères forment à leur tour,
avec les reptiles et les oiseaux, le clade des amniotes. En programma-
tion orientée objet, il s'agit de la notion d'héritage : les chiens  héritent 
des propriétés communes à tous les mammifères et, également, de celles
partagées par les amniotes.
Ces techniques d'abstraction consistent à déﬁnir des concepts à partir des
objets observés. En analyse formelle de concepts [GW99, DP02, Wil05], la
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déﬁnition intensive d'un concept (ensemble des propriétés partagées par les
objets d'une classe) est donnée à partir de sa déﬁnition extensive (ensemble
des objets appartenant à cette classe). Ici, l'objectif n'est pas de travailler
sur la granularité des objets, mais sur la généralité de leurs propriétés : le
terme  mammifère  ne désigne pas un objet macroscopique, formé de tous
les mammifères, mais un ensemble de propriétés générales, partagées par
les mammifères.
Cette thèse poursuit un objectif relativement diﬀérent. Comme il a été
discuté dans le chapitre précédent, l'analyse des grands systèmes nécessite
d'avoir recours à des objets de granularités spatiales et temporelles variées,
aﬁn de représenter le système et d'aborder sa complexité syntaxique et sé-
mantique. Nous nous concentrons donc sur la notion d'objet macroscopique.
Nous reviendrons sur la possibilité d'exploiter la technique d'abstraction pro-
posée dans cette thèse à la déﬁnition de concepts macroscopiques en perspec-
tive de ces travaux (cf. section 9.2).
3.1.2 Abstraction par déﬁnition d'objets
Les techniques d'agrégation visent à construire des objets composites par le
regroupement des objets qui les constituent [SS77]1.
Exemple. En programmation orientée objet, cela consiste à déﬁnir un
objet à partir de ses composants. Par exemple, un ensemble de chiens
composent une meute. Dans ce contexte, on ne dira pas qu'un chien est
un type de meutes, ou qu'il hérite des propriétés de cette meute, mais
qu'il en est, plus simplement, un élément constitutif.
Les techniques d'agrégation se distinguent donc des techniques de gé-
néralisation par le fait que les abstractions déﬁnies sont des objets, et non
des concepts. Cela n'empêche pas de s'intéresser aux propriétés de l'objet
macroscopique ainsi déﬁni (une meute a un comportement, une taille, une
localisation, etc.). Cependant, ces propriétés sont relatives à l'ensemble des
objets agrégés, et non des propriétés partagées par ces objets.
Les techniques de partitionnement (clustering) [HBV01, LMO04, Moc09]
sont des techniques d'apprentissage non-supervisé visant à  partitionner
un ensemble ﬁni de points d'un espace multidimensionnel en classes telles
que (1) les points appartenant à la même classe sont similaires et (2) les
points appartenant à des classes diﬀérentes sont dissimilaires.  [LMO04]
1 L'agrégation de données doit être distinguée de la fusion de données consistant à
intégrer plusieurs sources d'information concernant un objet donné pour procéder à son
analyse. L'agrégation peut, au contraire, être appliquée à une seule source d'information.
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Le partitionnement est donc une étape préliminaire aux processus d'abstrac-
tion, aussi bien dans le cas de concepts que d'objets macroscopiques. En
eﬀet, une fois les classes constituées, il est possible de déterminer les pro-
priétés partagées par les membres de la classe (généralisation) ou de déﬁnir
un nouvel objet à partir de ses membres (agrégation). Le partitionnement a
donc un objectif général de réduction : en termes de données, il vise à  la
compression de l'information contenue [par celles-ci]  [HBV01], page 109.
Le partitionnement dépend néanmoins d'un objectif d'abstraction plus large
(généralisation ou agrégation des objets partitionnés) et doit, par conséquent,
être déﬁni en fonction de cet objectif.
De plus, l'agrégation ne peut être dissociée d'une étape conclusive visant
à l'interprétation des objets agrégés. En eﬀet, dans la mesure où ils per-
mettent de décrire le système, les agrégats  sont porteurs d'un sens pour
l'observateur  [EF10]. Premièrement, ils sont utilisés pour décrire et expli-
quer les phénomènes de manière macroscopique. Ils doivent, par conséquent,
être cohérents avec les batteries explicatives utilisées par les experts du do-
maine [DB07]. Deuxièmement, les agrégats peuvent être traduits en termes
microscopiques aﬁn d'obtenir une représentation approximative des objets
qu'ils contiennent. Il s'agit notamment de savoir si les abstractions engen-
drées représentent adéquatement les objets sous-jacents [Cui07] et sont, à
ce titre, correctement interprétées par l'observateur. Cette étape d'interpré-
tation, responsable de la sémantique macroscopique et de la justesse des
abstractions, doit donc être prise en compte lors du processus d'agrégation.
3.1.3 Partitionnement, agrégation et interprétation
L'agrégation utilise la notion de partitionnement comme point de départ du
processus d'abstraction. Cependant, puisqu'elle vise la constitution d'objets
macroscopiques, l'agrégation consiste à enrichir le partitionnement par l'in-
troduction d'une sémantique macroscopique. Elle doit donc être distinguée
des techniques de partitionnement classiques sur les points suivants.
Critères de partitionnement. Les algorithmes de partitionnement sont
chargés de résoudre un problème d'optimisation : quelles partitions des ob-
jets microscopiques optimisent un critère donné ? Dans le cas de l'agréga-
tion, le critère retenu doit prendre en compte l'objectif ﬁnal du processus
d'abstraction, c'est-à-dire la constitution d'un objet macroscopique correcte-
ment interprété par l'observateur. Nous souhaitons donc mesurer la qualité
de l'objet engendré vis-à-vis du niveau de référence à partir duquel il a été
construit. Dans ce contexte, les critères de partitionnement reposant uni-
quement sur l'analyse des propriétés microscopiques objets ou des classes
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ne sont pas satisfaisants : e.g., densité, connectivité, distance intra-classe et
extra-classe [HBV01].
Nous nous orientons donc vers les techniques de partitionnement reposant
sur la comparaison entre les objets microscopiques et les structures macro-
scopiques induites par leur agrégation. Le partitionnement par barycentres
(centroid-based clustering [JMF99]) consiste par exemple à déﬁnir des ob-
jets centraux pour représenter les classes. Leur qualité dépend donc de la
centralité de ces objets. Cependant, ils sont toujours interprétés comme des
objets microscopiques et ne parviennent donc pas à rendre compte de la visée
macroscopique de l'agrégation. En revanche, le partitionnement par distribu-
tions (distribution-based clustering [JMF99, Bis06]) permet de donner une
véritable sémantique macroscopique aux classes engendrées. Celles-ci sont
équivalentes à des distributions de probabilité, donnant un modèle de répar-
tition des objets sous-jacents et permettant d'interpréter les abstractions au
niveau microscopique2. La qualité des classes dépend alors de l'ajustement
(goodness-of-ﬁt) entre le modèle et les données, souvent optimisé par des tech-
niques d'estimation du maximum de vraisemblance [Aka73, FJ02, Bis06]. De
manière générale, les critères de partitionnement que nous considérons cor-
respondent donc à des mesures de similarité entre les distributions, et non
entre les objets.
Cette notion de  modèle de distribution , particulièrement adaptée à la
déﬁnition d'objets macroscopiques, est formalisée dans la section suivante.
Le chapitre 4 présente des mesures issues de la théorie de l'information pour
évaluer la qualité de ces modèles et ainsi constituer des critères de partition-
nement adaptés à la juste interprétation des objets macroscopiques.
Partitionnement contraint. L'étape cruciale du processus d'agrégation
consiste à donner un sens aux abstractions engendrées. En complément des
techniques de partitionnement utilisées en amont, l'agrégation dote les ob-
jets d'une sémantique macroscopique. Celle-ci doit notamment reposer sur des
connaissances externes, c'est-à-dire indépendantes des données partitionnées
et issues du domaine d'expertise chargé de l'analyse du système (cf. sec-
tion 2.3). En termes de partitionnement, il s'agit d'introduire un biais ex-
terne [TB99], c'est-à-dire un critère de sélection des partitions pertinentes in-
dépendant du critère de partitionnement interne (cf. paragraphe précédent).
L'objectif est d'accroître ainsi la compréhensibilité des abstractions, c'est-à-
dire leur adéquation avec  les connaissances a priori des experts  [TB99],
page 213. L'agrégation nécessite donc un partitionnement supervisé, réalisé
2 On parle plus généralement de modèles de mélange [JMF99, FJ02] et [Bis06], cha-
pitre 9 Mixture Models and EM , pages 423-459.
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par exemple à partir de contraintes logiques sur les objets à partitionner. Ces
contraintes permettent de formaliser les connaissances externes nécessaires à
la compréhension des abstractions [TB99, WC00, DB07].
De ce point de vue, les classes engendrées par le partitionnement sont en
partie expliquées par les connaissances externes : on fait l'hypothèse d'une
correspondance entre le critère de partitionnement interne et les critères ex-
ternes formulés par les experts. Ainsi, ce n'est pas seulement la similarité
intra-classe qui est évaluée, mais la similarité vis-à-vis d'un modèle externe
du système. Si les classes engendrées ne correspondent pas aux contraintes
formulées, deux conclusions sont possibles : (1) les données sous-jacentes ré-
vèlent un comportement inattendu du système constituant potentiellement
un point crucial de l'analyse (détection d'anomalies) ; (2) le modèle externe
n'est pas adapté à l'analyse des données. La validation du biais consiste ainsi
à valider ou à invalider le modèle utilisé par les experts [TB99] et participe,
plus largement, à la validation externe du partitionnement, au cours duquel
les classes engendrées sont confrontées aux abstractions du domaine [HBV01].
Le chapitre 5 présente une méthode pour la formalisation de ces modèles
externes à partir de contraintes sur l'espace de recherche (ensemble des par-
titions admissibles).
Partitionnement optimal. L'objectif du partitionnement consiste à trou-
ver les classes qui optimisent une mesure de qualité donnée (critère interne).
Nous supposons donc qu'il existe un ordre total sur l'ensemble des partitions
permettant de les comparer et de sélectionner les meilleures. Dans la suite de
cette thèse, nous appellerons ce problème d'optimisation le problème des par-
titions optimales (formalisé dans la sous-section 4.2.1). Dans son acception
la plus générale, il se distingue des problèmes de partitionnement classiques
(clustering problem [JMF99, HBV01]) dans la mesure où aucune métrique
n'est a priori déﬁnie sur l'ensemble des objets à partitionner. Dans le cas
général, le nombre des partitions possibles d'un ensemble à n éléments est
donné par le ne nombre de Bell [Rot64]. Cette série a une croissance exponen-
tielle. Elle ne permet donc pas en pratique un examen exhaustif de l'espace
de recherche.
Les algorithmes de partitionnement sont donc des heuristiques utilisant
un biais interne (i.e., relatif aux données elles-mêmes) pour calculer des op-
tima locaux (voir [HBV01] pour un état de l'art concernant les techniques
de partitionnement classiques et leur complexité). La validation interne des
algorithmes consiste alors à comparer les résultats engendrés par diﬀérentes
techniques pour déterminer celles qui calculent les meilleures partitions vis-
à-vis du critère interne [HBV01]. Cependant, l'introduction d'un biais ex-
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terne permet d'orienter le processus d'optimisation [TB99]. Les partitions
compréhensibles par les experts constituent un sous-ensemble des partitions
possibles. Dans ce contexte, nous sommes alors intéressés par le calcul des
optima globaux sur les espaces de recherche ainsi réduits. Le chapitre 6 pré-
sente un algorithme calculant ces optima globaux en un temps polynomial
(pour des contraintes de type ordonnées ou hiérarchiques).
3.2 Formaliser le processus d'agrégation
Cette section donne un cadre formel à la notion d'agrégation. Elle déﬁnit en
premier lieu le niveau de représentation microscopique du système comme
une population (ensemble d'individus) et un attribut donnant la distribution
microscopique des unités atomiques observées (3.2.1). L'agrégation utilise
une partition de la population pour résumer l'attribut à l'aide d'un opéra-
teur d'agrégation et donner ainsi la distribution macroscopique des unités
atomiques (3.2.2). L'interprétation consiste à donner un modèle de la dis-
tribution microscopique à partir de la distribution macroscopique et d'une
hypothèse de redistribution (3.2.3). L'ensemble de toutes les partitions est
l'objet mathématique au centre du processus d'agrégation. Nous explicitons
certaines de ses propriétés algébriques (3.2.4).
Notations. Cette section fait intervenir plusieurs types d'objets mathé-
matiques. Nous utilisons un système de casses cohérent pour bien les
distinguer :
• les individus sont notés par des lettres minuscules : x, y, z ;
• les parties (ensembles d'individus) par des majuscules : X, Y , Z ;
• les partitions (ensembles de parties) par des calligraphiques : X , Y , Z ;
• les ensembles de partitions par des gothiques. Nous utilisons notam-
ment le  C , le  P  et le  R  gothiques : C, P, R.
De manière générale, la table en page xvii donne un aperçu des notations
utilisées dans cette thèse.
3.2.1 Représentation microscopique
L'agrégation a pour point de départ une représentation microscopique du
système, discrétisant une dimension de l'analyse (espace, temps, entités, etc.)
en objets microscopiques (portions d'espace, périodes de temps, membres du
système, etc.). Nous parlons, plus généralement, d'individus et de populations
pour désigner ces objets et ces dimensions.
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Déﬁnition 3.1. Une population Ω est un ensemble d'individus
tx1, . . . , xnu discrétisant une dimension du système. On note |Ω| la taille
de la population (nombre d'individus).
Exemple. Prenons Alice, Bob, Carole, Denise, Élodie et Fernand, six
voisins habitant dans le même immeuble et composant la population
Ω  ta, b, c, d, e, fu de taille |Ω|  6.
Déﬁnition 3.2. Un attribut v est une application de Ω dans un ensemble
de valeurs V qui associe à chaque individu x P Ω une valeur vpxq P V . Ces
valeurs constituent les données de l'analyse. Elles peuvent représenter
divers aspects des individus (e.g., états, qualités, quantités) supposés
utiles à la compréhension du système.
Exemple. Le nom, l'âge, le sexe et la taille des six voisins sont autant
d'attributs qui peuvent servir à l'analyse du système qu'ils composent.
Dans cette thèse, les attributs que nous considérons sont interprétés comme
des distributions d'unités atomiques (observations, évènements, ressources)
réparties selon la dimension choisie. Nous nous intéressons donc aux attributs
exprimant un dénombrement. En ce sens, la représentation microscopique est
le résultat d'une agrégation préliminaire, réalisée par l'instrument d'observa-
tion et donnant le niveau de discrétisation de référence pour l'analyse. Les
valeurs observées correspondent donc à des quantités d'unités et l'agrégation
des individus implique toujours l'agrégation des unités atomiques.
Déﬁnition 3.3. Un attribut de dénombrement est un attribut à valeurs
entières positives (V  N ) interprétées comme les quantités d'unités
atomiques associées aux individus par l'instrument d'observation. Un tel
attribut exprime également la probabilité d'apparition d'un individu lors-
qu'on choisit une unité au hasard, de manière uniforme, parmi toutes les
unités observées : @x P Ω, ppxq  vpxq
vpΩq
.
Exemple. Supposons que les six voisins sont tous amateurs de musique.
Nous souhaitons analyser leurs collections de disques vinyle en mesurant,
pour chaque individu x, le nombre vpxq de disques qu'il possède dans ses
étagères. Dans cet exemple, les unités observées sont donc des disques vi-
nyle, répartis au niveau microscopique selon la dimension des locataires de
l'immeuble, et l'attribut analysé selon cette dimension correspond à des
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quantités de disque : vpaq  40 disques, vpbq  41 disques, vpcq  27
disques, vpdq  25 disques, vpeq  2 disques et vpfq  45 disques.
L'immeuble contient donc vpΩq  180 disques (ensemble des unités
observées). Imaginons que nous en choisissions un au hasard, de manière
uniforme : ppxq  vpxq
vpΩq
est la probabilité qu'il appartienne à l'individu x.
Déﬁnition 3.4. On note PKpΩq  ttx1u, . . . , txnuu la partition micro-
scopique de Ω ou plus simplement PK, quand cela n'est pas ambigu. La
représentation microscopique de l'attribut v, notée vpPKq, est le n-uplet
des valeurs prises par tous les individus :
vpPKq  pvpx1q, . . . , vpxnqq
De même, la distribution de probabilité microscopique des unités est :
ppPKq  vpPKq
vpΩq
 pppx1q, . . . , ppxnqq
Exemple. Dans notre cas, nous avons PKpΩq  ttau, tbu, tcu, tdu, teu, tfuu
et la représentation microscopique de la collection de disques des locataires
est donnée par le 6-uplet vpPKq  p40, 41, 27, 25, 2, 45q (cf. ﬁgure 3.1a). La
distribution de probabilité associée est ppPKq 
 
40
180
, 41
180
, 27
180
, 25
180
, 2
180
, 45
180

.
3.2.2 Partitionnement et agrégation de données
Un agrégat est un objet macroscopique qui représente les objets qu'il contient.
Il donne à ce titre un point de vue synthétique de l'attribut selon la dimen-
sion représentée. Formellement, un agrégat est une partie de la population
sur laquelle les valeurs microscopiques sont agrégées en fonction d'un opéra-
teur d'agrégation. Cet opérateur est responsable de la réduction des données
et il donne la manière dont est construite la sémantique de l'attribut associé
à l'objet macroscopique. On parle alors de valeur agrégée.
Déﬁnition 3.5. Étant donnée une population Ω, on note :
• PpΩq l'ensemble des parties de Ω, correspondant à l'ensemble des
agrégats possibles ;
• X P PpΩq une partie quelconque de la population et |X| la taille
de cette partie (nombre d'individus).
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Exemple. Supposons que l'immeuble où vivent nos protagonistes soit
agencé en trois appartements. On note AB  ta, bu, CDE  tc, d, eu et
F  tfu les trois parties de Ω représentant la répartition des individus
au sein de ces appartements. Leurs tailles sont donc |AB|  2 locataires,
|CDE|  3 locataires et |F |  1 locataire.
Déﬁnition 3.6. Un attribut v déﬁni sur la population Ω peut être étendu
à l'ensemble PpΩq des parties de la population en fonction d'un opérateur
*-aire dans V , nommé opérateur d'agrégation :
@X P PpΩq, vpXq  op
xPX
vpxq
La valeur agrégée vpXq résume ainsi les valeurs prises par les individus
de la partie X.
Dans la mesure où nous nous intéressons à des attributs de dénombre-
ment, la somme des valeurs mesure la quantité d'unités associées aux agré-
gats. Nous prenons donc op 
°
. Cependant, en perspective de cette thèse,
nous pourrons généraliser l'agrégation à d'autres opérateurs permettant de
résumer les valeurs microscopiques (produit, extrema, quantiles, etc.).
Exemple. Dans le cas du dénombrement de disques vinyle, la somme est
un opérateur d'agrégation adéquat. Étant donné un appartement X, la
valeur agrégée vpXq représente ainsi la quantité de disques possédés par
tous les locataires de l'appartement. En particulier : vpABq  81 disques,
vpCDEq  54 disques, vpDq  45 disques et vpΩq  180 disques
(quantité de disques dans tout l'immeuble).
L'agrégation consiste à combiner plusieurs agrégats pour engendrer une
représentation macroscopique de l'attribut. Dans cette thèse, nous nous limi-
tons aux agrégats disjoints (un individu n'appartient jamais à deux agrégats
diﬀérents) et recouvrants (tous les individus appartiennent au moins à un
agrégat). Une telle agrégation correspond à une partition de la population
représentée. Comme nous le verrons dans les chapitres suivants, les parti-
tions d'une population permettent déjà d'engendrer de nombreuses repré-
sentations pertinentes pour l'analyse macroscopique. L'utilisation d'agrégats
non-disjoints ou non-recouvrants sera abordée en perspective de cette thèse
(section 9.2).
3.2. FORMALISER LE PROCESSUS D'AGRÉGATION 31
Déﬁnition 3.7. Étant donnée une population Ω, on note :
• PpΩq l'ensemble des partitions de Ω, correspondant à l'ensemble
des représentations macroscopiques possibles ;
• X P PpΩq une partition quelconque de la population et |X | la taille
de cette partition (nombre de parties) ;
• PKpΩq  ttx1u, . . . , txnuu la partition microscopique de Ω ;
• PJpΩq  ttx1, . . . , xnuu  tΩu la partition macroscopique3 de Ω.
Déﬁnition 3.8. Étant donnée une partition X  tX1, . . . , Xmu P PpΩq
de taille m, la représentation agrégée de l'attribut v selon la partition X ,
notée vpX q, est lem-uplet des valeurs agrégées sur les parties appartenant
à X :
vpX q  pvpX1q, . . . , vpXmqq
De même, la distribution de probabilité agrégée des unités est :
ppX q  pppX1q, . . . , ppXmqq
Exemple. Nous décidons de représenter les collections de disques au
niveau des appartements. L'agrégation repose donc sur la partition
X  tAB,CDE,F u  tta, bu, tc, d, eu, tfuu de taille |X |  3 apparte-
ments. La représentation résultante est le triplet vpX q  p81, 54, 45q cor-
respondant aux quantités de disques dans les appartements AB, CDE
et F (cf. ﬁgure 3.1). La distribution de probabilité des unités au niveau
des appartements est donc ppX q    81
180
, 54
180
, 45
180

.
3.2.3 Interprétation des données agrégées
Les représentations agrégées oﬀrent une vue synthétique du niveau micro-
scopique. Cependant, en vue de donner une explication microscopique des
phénomènes macroscopiques, il est nécessaire d'interpréter les valeurs agré-
gées vis-à-vis des individus sous-jacents. Un observateur ne disposant que des
données agrégées doit nécessairement, pour ce faire, formuler une hypothèse
concernant la distribution eﬀective des unités atomiques au sein des agrégats
qu'il observe. En ce sens, il s'agit pour lui de redistribuer les unités au niveau
3 Les notations PK et PJ correspondent aux notions d'élément minimum K et
d'élément maximum J d'un ensemble partiellement ordonné [DP02]. La sous-section 3.2.4
montre en eﬀet que l'ensemble des partitions PpΩq est un ensemble partiellement ordonné
dont les partitions microscopique et macroscopique sont les extrema.
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microscopique. Cette hypothèse de redistribution exprime la manière dont les
données agrégées sont interprétées par l'observateur (cf. ﬁgure 3.1).
Déﬁnition 3.9. Une représentation agrégée vpX q peut être interprétée
comme une représentation microscopique vX pPKq à partir d'une hypo-
thèse de redistribution. Il s'agit d'une application vX qui associe à chaque
individu x P Ω, une valeur redistribuée vX pxq P V .
Par exemple, l'hypothèse de redistribution uniforme donne vX pxq 
vpXq
|X|
lorsque x P X. La représentation vX pPKq est alors la représentation redis-
tribuée au niveau microscopique. Elle exprime la manière dont les valeurs
agrégées sont interprétées par l'observateur.
Exemple. Supposons que nous ne disposions que de la représentation agré-
gée au niveau des appartements, mais que nous aimerions avoir une idée
des collections de disques de chaque locataire. En première approxima-
tion, nous pouvons supposer que la répartition des disques vinyles entre les
locataires d'un même appartement est uniforme. Il s'agit là d'une interpré-
tation possible  parmi d'autres  des valeurs agrégées. Nous avons alors :
vX paq  vX pbq  40, 5 disques, vX pcq  vX pdq  vX peq  18 disques et
vX pfq  45 disques. Le 6-uplet vX pPKq  p40.5, 40.5, 18, 18, 18, 45q donne la
représentation uniformément redistribuée des collections de disques (cf. ﬁ-
gure 3.1c). Elle indique la manière dont l'observateur interprète la repré-
sentation agrégée (ﬁgure 3.1b) à partir de la distribution uniforme.
Partitionnement ÝÝÝÝÝÑ Agrégation ÝÝÝÝÝÝÝÑ Interprétation
40 41
AB
27
25
2
CDE
45
F
(a) Représentation
microscopique
AB
81
CDE
54
F
45
(b) Représentation
agrégée
40, 5
40, 5
AB
18
18
18
CDE
45
F
(c) Représentation
redistribuée
Figure 3.1  Partitionnement, agrégation et interprétation d'une population
de 6 individus (valeurs sommées et uniformément redistribuées)
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Déﬁnition 3.10. Dans le cas général, supposons que l'on dispose d'une
distribution de probabilité p1, déﬁnie au niveau des individus et utilisée
pour interpréter les données agrégées (c'est-à-dire pour les redistribuer).
L'hypothèse de redistribution correspondante, pour x P X, est :
vX pxq  p1px|Xq vpXq 
p1pxq
p1pXq
vpXq
Exemple. Supposons que nous disposions d'informations externes sur les
locataires pouvant être corrélées à la possession de disques (salaire, nombre
d'achats mensuels, place réservée dans les étagères de l'appartement), de
telles informations peuvent être utilisées pour déﬁnir une distribution de
probabilité servant à interpréter les données agrégées de manière plus ﬁne.
3.2.4 Structure algébrique de l'ensemble des partitions
L'agrégation consiste à chercher, à évaluer et à comparer des partitions pour
sélectionner les  meilleures  représentations possibles. L'objet mathéma-
tique au centre du processus d'abstraction est donc l'ensemble des parti-
tions PpΩq. Cette sous-section caractérise cet objet et en explicite certaines
propriétés algébriques.
L'ensemble des partitions est notamment un treillis, c'est-à-dire un en-
semble partiellement ordonné dont chaque couple d'éléments admet une borne
inférieure et une borne supérieure. Intuitivement, la relation d'ordre est dé-
ﬁnie de la manière suivante : une partition X est  plus petite  qu'une
partition Y si et seulement si la représentation vpX q contient  plus de dé-
tails  que la représentation vpYq. On dit alors que X  raﬃne  Y .
Déﬁnition 3.11. Une partition X P PpΩq raﬃne une partition
Y P PpΩq si et seulement si chaque partie appartenant à X est incluse
dans une partie appartenant à Y . On note alors X   Y .
Formellement : X   Y ô p@X P X , DY P Y , X  Y q
Étant donnée une partition X P PpΩq, on note RpX q l'ensemble des
partitions raﬃnant X . En particulier, la partition microscopique raﬃne
toutes les partitions et toutes les partitions raﬃnent la partition macro-
scopique : @X P PpΩq, PK P RpX q et X P RpPJq
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Déﬁnition 3.12. Une partition X P PpΩq est couverte par une partition
Y P PpΩq si et seulement si X raﬃne Y et il n'existe pas de  raﬃnement
intermédiaire  entre X et Y . On note alors X  Y .
Formellement : X  Y ô pX   Y et EZ, X   Z   Yq
Étant donnée une partition X P PpΩq, on note CpX q l'ensemble des
partitions couvertes par X . Notons qu'une partition couverte est toujours
raﬃnante : @X P PpΩq, CpX q  RpX q
La relation de raﬃnement représente les partitions que l'on peut atteindre
en agrégeant ou en désagrégeant une partition donnée. La relation de couver-
ture représente les désagrégations atomiques que l'on peut appliquer à une
partition donnée, c'est-à-dire les diﬀérentes façons de scinder une partition
 de manière minimale 4.
Exemple. La ﬁgure 3.2 donne le diagramme de Hasse  utilisé pour re-
présenter un ensemble partiellement ordonné [DP02]  de l'ensemble des
partitions Ppta, b, c, duq. Les 15 partitions possibles sont représentées. Les
ﬂèches représentent la relation de couverture ( X est couverte par Y  est
représenté par une ﬂèche allant de Y vers X ). La relation de raﬃnement est
représentée par des séquences de ﬂèches ( X raﬃne Y  est représenté par
une séquence de ﬂèches allant de Y à X ). On remarque en particulier que
la partition microscopique ttau, tbu, tcu, tduu, située en bas du diagramme,
peut être atteinte depuis toutes les partitions et que la partition macrosco-
pique tta, b, c, duu, située en haut du diagramme, permet d'atteindre toutes
les partitions.
La relation de couverture peut également être déﬁnie de manière construc-
tive : pour tout couple de partition X et Y dans PpΩq, nous avons X P CpYq
si et seulement si X P RpYq et |X |  |Y |   1. La construction des partitions
couvertes repose donc sur la notion de cardinalité. Nous verrons cependant
dans le chapitre 6 que, lorsqu'on s'intéresse à un sous-ensemble de PpΩq, les
partitions couvertes sont construites de manière diﬀérente.
4 Notons que la relation de raﬃnement détermine  et est déterminée par  la re-
lation de couverture [DP02] : X raﬃne Y si et seulement si  il existe une séquence de
désagrégations atomiques de la partition Y qui aboutit à la partition X . 
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Figure 3.2  Diagramme de Hasse de l'ensemble des partitions possibles de
la population ta, b, c, du ordonné selon la relation de couverture

 Le macroscope ﬁltre les détails, ampliﬁe ce
qui relie, fait ressortir ce qui rapproche. 
Joël de Rosnay, Le macroscope
Deuxième partie
Le rôle de l'observateur
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CHAPITRE 4
Évaluer et contrôler
le processus d'agrégation
Dans la mesure où ils sous-tendent et orientent la compréhension des sys-
tèmes, les processus d'abstraction ne sont pas neutres vis-à-vis de l'ana-
lyse. Dès lors, la caractérisation, l'évaluation et le contrôle du processus sont
des conditions cruciales pour la mise en place d'un outil scientiﬁque perfor-
mant. En particulier, parmi l'ensemble des représentations macroscopiques
possibles d'un même système, il est nécessaire de déterminer celles qui sont
les plus pertinentes pour l'observateur. Celui-ci doit donc disposer de mé-
thodes pour estimer la qualité des représentations qu'il utilise [Cui07]. Selon
l'approche pragmatiste (cf. section 2.3), la mesure et la sélection des repré-
sentations dépend du contexte d'analyse (objectifs à réaliser et ressources
disponibles). Ainsi, l'évaluation du processus d'agrégation doit être ancrée
dans ce contexte.
La section 4.1 présente les enjeux essentiels du processus d'agrégation vis-
à-vis de l'analyse. Il s'agit de produire des représentations passant à l'échelle
tout en garantissant une juste interprétation des données macroscopiques.
Nous explicitons donc des critères d'évaluation selon deux axes : réduire la
complexité des représentations et contrôler leur contenu informationnel. Dans
la section 4.2, nous proposons de formaliser ces critères à partir de mesures
de qualité déﬁnies sur les partitions de la population à agréger. La section 4.3
propose des mesures pour formaliser les critères propres au processus d'agré-
gation : la taille des représentations comme mesure de complexité, la diver-
gence de Kullback-Liebler comme perte d'information et un compromis de
qualité pour exprimer les enjeux contradictoires de l'agrégation.
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4.1 Passage à l'échelle et interprétation des
données agrégées
Pour [Cui07], le processus d'abstraction consiste à  cacher certains détails
tout en préservant les caractéristiques essentielles des données. 1 L'objectif
de l'agrégation est donc double. Premièrement, la suppression des détails per-
met de garantir l'exploitabilité des représentations lors du passage à l'échelle.
Deuxièmement, la mise en évidence des caractéristiques essentielles permet
de procéder néanmoins à une analyse informée du système. L'agrégation vise
donc à résoudre deux problèmes contradictoires (passage à l'échelle et inter-
prétation des données) aﬁn d'engendrer des représentations exploitables et
pertinentes pour l'analyse des grands systèmes.
Cette section discute plus en détail ces objectifs et déﬁnit, à partir de
ceux-là, les critères d'évaluation du processus d'agrégation. Nous proposons
de les articuler selon deux principes fondamentaux : la réduction de com-
plexité et la perte d'information causées par l'agrégation des données. Le
reste du chapitre formalise ces critères.
Exemple. L'ensemble du chapitre sera illustré par l'exemple introduit dans
le chapitre précédent. Six amateurs de musique vivent dans le même im-
meuble et possèdent chacun une collection plus ou moins importante de
disques vinyle. La ﬁgure 4.1 présente les résultats de l'agrégation, réalisée
selon trois partitions A, B et C, engendrant chacune une représentation
particulière de l'attribut vp.q (quantités de disques). L'objectif de ce cha-
pitre est de déterminer laquelle de ces représentations est la plus adaptée
à l'analyse des collections de disques des diﬀérents locataires.
4.1.1 Réduire la complexité pour passer à l'échelle
Comme il a été discuté dans la section 2.3, l'objectif premier du processus
d'abstraction consiste à réduire la complexité des systèmes aﬁn de procéder à
leur analyse. Nous empruntons la déﬁnition de Bonabeau et Dessalles [BD97]
selon laquelle la complexité dépend à la fois de la tâche à accomplir (analyse
du système) et des outils de description disponibles pour réaliser cette tâche
(dans notre cas, la représentation utilisée pour l'analyse). Dans ce contexte, la
complexité dépend des abstractions dont dispose un observateur pour aborder
le système : plus une représentation est abstraite, plus l'analyse est  facile .
Nous précisons cette déﬁnition à partir de la notion de  coût de l'analyse .
1 We deﬁne data abstraction as the process of hiding details of data while maintaining
the essential characteristics of data.  [Cui07], page 1.
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Figure 4.1  Agrégation d'une population de 6 individus selon 3 partitions
A, B et C (valeurs sommées et uniformément redistribuées)
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Déﬁnition 4.1. La complexité d'une représentation désigne la diﬃculté
qu'a un observateur à analyser le système à partir de cette représentation.
La complexité est alors caractérisée par le  coût  d'une telle analyse,
c'est-à-dire la quantité de ressources nécessaires2 à l'exploitation de la
représentation.
Dans le cas de grands systèmes, une analyse reposant sur la représenta-
tion microscopique est extrêmement coûteuse, voire irréalisable en pratique.
Pour passer à l'échelle, il est nécessaire de simpliﬁer la représentation micro-
scopique, c'est-à-dire de travailler à partir d'une représentation qui demande
moins de ressources. L'agrégation vise donc à réduire la complexité de la
représentation microscopique aﬁn de diminuer le coût de l'analyse reposant
sur cette représentation et, ainsi, de passer à l'échelle. La sous-section 4.3.1
présente une mesure de qualité permettant d'évaluer les représentations en
fonction de ce premier critère.
Exemple. L'agrégation selon la partition A conserve la plupart des détails
microscopiques (cf. ﬁgure 4.1). Dans le cas de grands systèmes, une telle
représentation est extrêmement coûteuse à manipuler, à visualiser et à
interpréter3. À ce titre, les partitions B et C lui sont préférables, en termes
de complexité, dans la mesure où elles oﬀrent un véritable point de vue
macroscopique sur le système.
4.1.2 Contrôler la perte d'information pour
interpréter les données
Parce qu'elles contiennent moins de détails que les données microscopiques,
les données agrégées fournissent nécessairement moins d'information concer-
nant l'état du système. Cependant, la notion d'information doit clairement
être distinguée de la notion de données. Telles que déﬁnies dans le chapitre
précédent, les données désignent les valeurs contenues dans une représenta-
tion, indépendamment de toute interprétation. C'est notamment à partir de
la taille des données que peut être déﬁnie la complexité d'une représentation
2 Il s'agit par exemple (1) des ressources informatiques nécessaires à l'encodage de la
représentation (espace mémoire) ou à la production d'indicateurs statistiques (temps de
calcul), (2) des ressources graphiques (taille d'écran, nombre de pixels) nécessaires à sa
visualisation ou encore (3) des  ressources cognitives  nécessaires à sa compréhension.
3 Lorsqu'il s'agit de représenter 6 individus, bien évidemment, l'analyse de la repré-
sentation microscopique ne demande jamais beaucoup de ressources. Ainsi, la réduction
de complexité n'a d'intérêt que lors du passage à l'échelle.
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(cf. sous-section 4.3.1). L'information est, au contraire, le résultat d'une in-
terprétation des données en vue de l'analyse du système. Une information est
donc un fait signiﬁcatif servant à décrire et à expliquer l'état ou la dynamique
du système (e.g., un évènement, une perturbation, une transition). Lorsque
beaucoup de données fournissent peu d'information, on parle de données re-
dondantes. L'agrégation vise alors à supprimer ces données aﬁn de réduire la
complexité de la représentation. Lorsqu'au contraire l'agrégation supprime
des données non-redondantes, on parle de perte d'information. Il en résulte
la suppression d'un fait important pour l'analyse du système.
La perte d'information est un point critique du processus d'abstraction
dans la mesure où elle peut introduire un biais dans l'analyse (déformation
de la représentation microscopique, perte d'éléments signiﬁcatifs, homogénéi-
sation des données, etc.). Il est donc primordial de mesurer et de contrôler
cette perte aﬁn de garantir que les données représentées sont correctement
interprétée par l'observateur. Ainsi, l'agrégation, en plus de réduire la com-
plexité des représentations, vise à en extraire le maximum d'information. La
sous-section 4.3.2 présente une mesure de qualité permettant d'évaluer les
représentations en fonction de ce second critère.
Exemple. Dans la ﬁgure 4.1, les partitions B et C donnent moins d'in-
dications que la partition A sur la distribution microscopique des disques
vinyle. Pour ces deux partitions, lors de l'étape d'interprétation, les données
sont homogénéisées et les variations microscopiques disparaissent. Dans le
cas de la partition C, on distingue l'homogénéisation de la partie C1, où
l'agrégation de données redondantes ne cause pas une grande perte d'in-
formation, et l'homogénéisation de la partie C2, provoquant la suppression
d'un fait important : un des trois individus de l'agrégat possède beaucoup
moins de disques que les deux autres (2 contre 25 et 27). La représentation
agrégée ne donne aucune information sur cet état particulier de l'attribut,
ce qui peut nuire à l'analyse des collections de disques.
4.1.3 Réaliser un compromis entre réduction de
complexité et perte d'information
Le coût de l'analyse ne peut être réduit sans perdre un peu d'information.
En d'autres termes, on ne peut passer à l'échelle sans supprimer un certain
nombre de faits, plus ou moins signiﬁcatifs pour l'analyse. Lorsqu'elle en-
gendre une représentation macroscopique, l'agrégation réalise donc un com-
promis entre la complexité de cette représentation et la quantité d'informa-
tion qu'elle contient. La qualité d'une représentation dépend du contexte
d'analyse : une bonne représentation pour l'analyse détaillée du système
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contient beaucoup d'information, mais elle est alors très coûteuse ; une bonne
représentation pour passer à l'échelle est peu complexe, mais elle ne permet
pas d'analyser en détail l'ensemble des variations microscopiques. Dans la
plupart des cas, il s'agit de trouver un équilibre entre réduction de com-
plexité et perte d'information en fonction de la quantité de détails attendus
par l'observateur et des ressources dont il dispose pour procéder à l'analyse
du système. Cette description du processus d'agrégation est cohérente avec
l'acception pragmatiste de l'émergence (cf. section 2.3) selon laquelle une
abstraction doit être évaluée en fonction du contexte épistémique au sein du-
quel elle est élaborée. La sous-section 4.3.3 présente une mesure de qualité
combinant les mesures présentées dans les sous-sections 4.3.1 et 4.3.2 aﬁn
d'évaluer les représentations en fonction des deux critères énoncés.
Exemple. Dans la ﬁgure 4.1, la partition B est meilleure que la partition A
en termes de complexité et elle est meilleure que la partition C en termes
d'information. Ainsi, la représentation agrégée vpBq est correctement in-
terprétée par l'observateur et reste exploitable à moindre coût. On dira
qu'elle réalise un  bon compromis  pour l'analyse du système.
4.2 Déﬁnition générique des mesures de qualité
Une  bonne  représentation est une représentation satisfaisant un certain
nombre de critères attestant de sa qualité pour l'analyse. Dans la section
précédente, nous avons mis en évidence deux critères importants : (1) les
représentations doivent être le moins complexe possible, aﬁn de pouvoir être
exploitées lors du passage à l'échelle et (2) elles doivent contenir le maximum
d'information, aﬁn d'être correctement interprétées. Cette section donne un
cadre générique pour la mesure et l'optimisation de tels critères.
4.2.1 Problème des partitions optimales
La première étape consiste à associer aux critères d'évaluation des mesures
permettant de quantiﬁer et de comparer la qualité des représentations. Nous
parlons donc, de manière générique, de mesures de qualité.
Déﬁnition 4.2. Une mesure de qualité m est une application qui associe
à toute partition X P PpΩq une valeur dans R exprimant sa qualité vis-
à-vis d'un critère particulier. On parlera indiﬀéremment de la qualité de
la partition X ou de la qualité de la représentation agrégée vpX q.
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Déﬁnition 4.3. Une mesure de qualité positive est une mesure que l'on
cherche à maximiser (e.g., la réduction de complexité). Une partition
X est alors meilleure qu'une partition Y si et seulement si elle a une
qualité supérieure : mpX q ¡ mpYq. Réciproquement, une mesure de qua-
lité négative est une mesure que l'on cherche à minimiser (e.g., la perte
d'information). X est meilleure que Y si et seulement si mpX q   mpYq.
Le problème des partitions optimales est un problème d'optimisation consis-
tant à trouver les partitions qui maximisent ou qui minimisent une mesure
de qualité donnée (selon qu'il s'agisse d'une mesure positive ou négative).
Résoudre ce problème revient à trouver les meilleures représentations pour
l'analyse du système. Nous parlons donc des partitions optimales4.
Déﬁnition 4.4. Étant donnée une mesure de qualité positive m,
l'ensemble des partitions optimales selon m, noté PmpΩq, est le sous-
ensemble de PpΩq contenant les partitions qui maximisent m :
PmpΩq  arg max
XPPpΩq
mpX q
Réciproquement, pour une mesure de qualité négative, nous avons :
PmpΩq  arg min
XPPpΩq
mpX q
Trouver PmpΩq consiste à résoudre le problème des partitions optimales.
La complexité du problème des partitions optimales est, dans le cas géné-
ral, exponentielle (cf. section 3.1.3). Le chapitre 6 discute plus en détail cette
complexité et donne un algorithme de résolution eﬃcace.
4.2.2 Mesures de qualité monotones
La monotonie vise à assurer que les mesures de qualité utilisées sont cohé-
rentes, en termes de variation, avec le processus d'agrégation. Intuitivement,
pour une mesure de qualité positive et croissante ou négative et décroissante,
plus une représentation est agrégée, meilleure elle est. Pour une mesure posi-
tive et décroissante ou négative et croissante, c'est l'inverse. Ainsi, lorsqu'on
4 Notons que, bien que cela soit rare en pratique, plusieurs partitions peuvent être
simultanément optimales selon une mesure de qualité donnée. Nous parlons donc bien du
problème des partitions optimales.
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parcourt le treillis des partitions (cf. sous-section 3.2.4), depuis la partition
microscopique PK jusqu'à la partition macroscopique PJ, la qualité des re-
présentations ne fait qu'augmenter (ou elle ne fait que diminuer).
Déﬁnition 4.5. Une mesure de qualité m est croissante lorsque, pour
tout couple de partitions X et Y , nous avons X   Y Ñ mpX q   mpYq.
La qualité minimale est alors atteinte par la partition microscopique et
la qualité maximale par la partition macroscopique :
min
XPPpΩq
mpX q  mpPKq et maxXPPpΩqmpX q  mpPJq
Respectivement, une mesurem est décroissante lorsque, pour tout couple
de partitions X et Y , nous avons X   Y Ñ mpX q ¡ mpYq.
La sous-section 4.3.1 présente une mesure de qualité positive et croissante
pour quantiﬁer la réduction de complexité et la sous-section 4.3.2 une mesure
de qualité négative et croissante pour quantiﬁer la perte d'information. Lors-
qu'on cherche à optimiser ces mesures monotones, le problème des partitions
optimales n'admet que des solutions triviales :
Mesure positive Mesure négative
Mesure croissante PmpΩq  tPJu PmpΩq  tPKu
Mesure décroissante PmpΩq  tPKu PmpΩq  tPJu
Cependant, la sous-section 4.3.3 présente une mesure de qualité positive et
non-monotone, combinant les deux mesures introduites précédemment. Dès
lors, le problème des partitions optimales n'admet pas de solution simple. Un
algorithme de résolution est proposé dans le chapitre 6.
4.2.3 Mesures de qualité décomposables
Intuitivement, une mesure de qualité est décomposable si et seulement si la
qualité d'une partition est entièrement déterminée par la qualité de ses par-
ties. La décomposabilité suppose donc (1) que la notion de qualité peut être
étendue aux parties de la population et (2) que la qualité d'une partie ne
dépend pas du reste de la partition. Il est ainsi possible d'évaluer, de com-
parer et de sélectionner les agrégats, indépendamment des représentations
auxquelles ils appartiennent. De plus, le problème des partitions optimales
est alors décomposable et peut être eﬃcacement résolu selon une stratégie
diviser pour régner (cf. section 6.2).
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Déﬁnition 4.6. Une mesure de qualité m, déﬁnie sur l'ensemble des
partitions PpΩq, est décomposable si et seulement si elle est l'extension
d'une mesure de qualité déﬁnie sur l'ensemble des parties PpΩq. Il existe
alors un opérateur *-aire op tel que :
@X P PpΩq, mpX q  op
XPX
mpXq
En particulier, m est additivement décomposable [Csi08], ou plus simple-
ment additive [JSB 05], si et seulement si :
@X P PpΩq, mpX q 
¸
XPX
mpXq
4.3 Déﬁnition de mesures de qualité spéciﬁques
Cette section présente des mesures de qualité adaptées aux critères d'évalua-
tion internes présentés dans la section 4.1.
4.3.1 La taille des représentations comme mesure de
complexité
Dans la section 4.1, nous avons déﬁni la complexité d'une représentation à
partir de la quantité de ressources nécessaires à son exploitation (encodage,
traitement, visualisation, etc.). L'agrégation vise donc à réduire le coût de
l'analyse aﬁn de passer à l'échelle. Cependant, de telles ressources peuvent
être déﬁnies et quantiﬁées de nombreuses manières. Avant de préciser celle
qui satisfait au mieux à notre contexte d'analyse, nous donnons une forma-
lisation générique de la notion de complexité.
Déﬁnition 4.7. Une mesure de complexité C est une mesure de qualité
estimant le coût de l'analyse en termes de ressources. Elle est :
• négative (une partition est  bonne  lorsque l'exploitation de la
représentation associée nécessite peu de ressources) ;
• décroissante (plus une représentation est agrégée, moins son exploi-
tation est coûteuse).
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Le processus d'agrégation induit une réduction de complexité. Il s'agit de
la quantité de ressources  économisées  par l'exploitation d'une représen-
tation agrégées au lieu de la représentation microscopique. La réduction de
complexité est donc une diﬀérence5 entre deux complexités.
Déﬁnition 4.8. Étant donnée une partition X P PpΩq, la réduction de
complexité ∆C est la diﬀérence entre la complexité de X et celle de la
partition microscopique : ∆CpX q  CpPKq  CpX q
∆C est une mesure de qualité :
• positive (une partition est  bonne  lorsqu'elle réduit la quantité
de ressources nécessaires à l'exploitation de la représentation asso-
ciée) ;
• croissante (plus une partition est agrégée, plus elle réduit le coût
de l'analyse).
Dans cette thèse, nous utilisons une mesure de complexité relativement
simple : la taille de la représentation6, c'est-à-dire le nombre de valeurs repré-
sentées. En termes de ressources, cette mesure est cohérente avec plusieurs
contextes d'analyse :
1. La taille d'une représentation est proportionnelle à la quantité d'espace
mémoire nécessaire à son encodage (en supposant que chaque valeur
nécessite le même espace mémoire). L'agrégation est alors interprétée
comme un processus de compression de données visant à l'encodage ef-
ﬁcace des représentations lors du passage à l'échelle. Dans ce contexte,
d'autres mesures, telle que la complexité de Kolmogorov [Kol65] (théo-
rie algorithmique de l'information) ou l'entropie de Shannon [Sha48]
(théorie probabiliste de l'information), pourraient être utilisées pour
estimer l'espace mémoire nécessaire à l'encodage. Ces mesures consti-
5 Le rapport de deux complexités n'indique pas la quantité de ressources eﬀectivement
économisées :  10 fois moins de ressources  ne désigne pas la même chose lorsqu'on parle
d'un million de ressources ou de cent ressources. Aﬁn de comparer entre eux les processus
d'agrégation et d'exprimer les échelles auxquelles ils appartiennent, nous mesurons donc
la diﬀérence entre les deux complexités : dans ce cas, 900 000 ou 90 ressources.
6 La taille ﬁgure dans la liste des mesures de complexité dressée par Edmonds
(cf. [Edm99], page 157). Bien qu'il précise que  la taille ne semble pas être une condition
suﬃsante pour la complexité,  nous nous plaçons dans un tout autre contexte : nous ne
cherchons pas à mesurer la complexité d'un système, mais la complexité d'une représen-
tation. Or, un système simple peut être représenté de manière complexe, ce qui explique
pourquoi la complexité d'une représentation n'implique pas la complexité du système.
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tuent d'intéressantes perspectives de recherche. Cette thèse se concentre
néanmoins sur la taille des représentations, plus simple à interpréter.
2. La taille d'une représentation est proportionnelle au temps de calcul
nécessaire pour parcourir les données qu'elle contient. Plus générale-
ment, elle est proportionnelle au temps de calcul nécessaire pour réaliser
tout autre processus de traitement à complexité algorithmique linéaire
(en particulier, la plupart des techniques de visualisation classiques).
Si l'analyse fait intervenir des traitements à complexité algorithmique
polynomiale, la mesure de complexité doit être adaptée en fonction7.
3. La taille d'une représentation correspond au nombre de paramètres du
modèle statistique associé [Aka74]. On considère alors que la représen-
tation agrégée modélise la distribution des unités atomiques au sein
de la population. Or, lors de la sélection de modèles statistiques, le
nombre de paramètres est une mesure classique que l'on cherche à mi-
nimiser pour favoriser la sélection de modèles simples (cf. par exemple
le critère AIC [Aka73, Aka74]).
Déﬁnition 4.9. La taille T pX q d'une représentation vpX q est le nombre
de valeurs qu'elle contient. Elle correspond à la taille de la partition X :
T pX q  |X |
Déﬁnition 4.10. La réduction de taille ∆T pX q induite par l'agrégation
d'une partition X est :
∆T pX q  |Ω|  |X |
Elle caractérise (entre autre) le nombre de paramètres  économisés 
lors de l'analyse de la représentation agrégée vpX q au lieu de l'analyse
de la représentation microscopique vpPKq.
Notons que ∆T est additivement décomposable (cf. sous-section 4.2.3) :
∆T pX q 
¸
XPX
p|X|  1q
7 Notons cependant que les polynômes de la taille des représentations |X |k ne sont pas
décomposables (cf. section 4.2). De telles mesures de complexité ne peuvent donc pas être
optimisées par l'algorithme présenté dans le chapitre 6.
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Exemple. Dans la ﬁgure 4.1, les représentations agrégées modélisent la
distribution microscopique des unités atomiques. La partition A permet
de passer de T pPKq  6 paramètres à T pAq  5 paramètres. L'agrégation
induit donc la suppression de ∆T pAq  1 paramètre, signiﬁant qu'il y a une
valeur de moins à encoder, à visualiser et à traiter lors de l'analyse. Dans
le cas de la partition B, nous avons ∆T pBq  4 paramètres supprimés. La
partition B est donc meilleure que la partition A pour réduire le coût de
l'analyse : elle passe mieux à l'échelle dans le cas de grands systèmes.
De manière générale, la taille de la représentation déﬁnit assez simple-
ment sa granularité. Dans les chapitres applicatifs constituant la troisième
partie de cette thèse, nous montrons que cette mesure de complexité est no-
tamment cohérente avec les techniques de visualisation développées dans le
domaine des systèmes de calcul (représentations treemap, cf. chapitre 7) et
en sciences sociales (représentations cartographiques, cf. chapitre 8). Cepen-
dant, en perspective, l'approche pourra être généralisée à d'autres mesures
de complexité selon le contexte d'analyse.
4.3.2 La divergence comme perte d'information
La réduction de complexité engendre, en contrepartie, une perte d'informa-
tion (cf. section 4.1). Lorsque les données agrégées sont interprétées par
l'observateur, la représentation microscopique vpPKq est approchée par la
représentation redistribuée vX pPKq. Elles constituent donc respectivement
la source du processus d'agrégation et le modèle qui en résulte. La notion
d'information désigne les indications fournies par le modèle à propos de la
source. La perte d'information est la quantité d'information qui n'est plus
disponible par l'observateur suite au processus d'agrégation.
Déﬁnition 4.11. Une mesure de perte d'information L est une mesure
de qualité exprimant la quantité d'information perdue lors de l'agrégation
des données. Elle permet d'évaluer le contenu informationnel d'une repré-
sentation redistribuée vX pPKq (modèle) par rapport à la représentation
microscopique vpPKq (source). Une telle mesure est :
• négative (une partition est  bonne  lorsqu'il y a peu de pertes
entre la source et le modèle) ;
• croissante (plus une représentation est agrégée, plus il y a de
pertes).
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La divergence de Kullback-Leibler est une mesure classique utilisée par la
théorie de l'information pour comparer des distributions de probabilité [KL51].
Elle a plusieurs interprétations cohérentes avec le processus d'agrégation, jus-
tiﬁant son utilisation pour quantiﬁer la perte d'information :
1. La divergence est tout d'abord une mesure de dissimilarité8 asymé-
trique entre deux distributions de probabilité (la source et le modèle).
Elle mesure donc la ressemblance des représentations et permet de s'as-
surer que les données interprétées sont proches des données initiales.
D'autres mesures de dissimilarité communément utilisées sont déﬁnies
par la somme de distances entre les valeurs des distributions (e.g., dis-
tance de Manhattan [WF94b, Cui07], distance euclidienne [Cui07], autres
distances de Minkowski, distance du χ2 [WF94b] et autres adaptations
de tests statistiques). Cependant, il est diﬃcile de leur donner une
sémantique cohérente vis-à-vis du processus d'agrégation dans la me-
sure où elles ne traitent pas les valeurs comme des dénombrements
d'unités atomiques, mais comme des points dans un espace euclidien
quelconque. La divergence a l'avantage d'exprimer la dissimilarité en
termes d'information relative au dénombrement des unités.
2. Plus précisément, la divergence de Kullback-Leibler mesure la quan-
tité d'information  gaspillée  lorsqu'on utilise un modèle de distribu-
tion pour déterminer la valeur d'une variable aléatoire [KL51]. Dans
notre cas, il s'agit du nombre de bits supplémentaires nécessaires en
moyenne pour trouver l'individu associé à une unité (choisie de ma-
nière uniforme) lorsqu'on utilise la représentation redistribuée au lieu
de la représentation microscopique. La divergence est à ce titre inter-
prétée comme une perte d'information. Il existe cependant d'autres
manières de quantiﬁer l'information manipulée par le processus d'agré-
gation : l'entropie conditionnelle [ASZA11] mesure la quantité d'in-
formation microscopique qui n'est pas transmise lors de l'agrégation ;
l'information de désagrégation [LPVD12] mesure la quantité d'infor-
mation nécessaire pour renverser le processus ; dans ce contexte, la di-
vergence mesure alors l'irréversibilité du processus, c'est-à-dire le sup-
plément d'information nécessaire pour renverser le processus lorsqu'on
dispose du modèle et de l'information non-transmise (pour plus de dé-
tails concernant ces mesures et leurs interprétations, cf. annexe A).
8 Notons que la notion de dissimilarité est ici diﬀérente de celle communément utilisée
pour le partitionnement de données dans la mesure où nous sommes intéressés par la
dissimilarité entre l'objet macroscopique (modèle) et les objets microscopiques (source),
et non par la dissimilarité des objets microscopiques entre eux (cf. sous-section 3.1.3).
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3. La divergence peut également être interprétée comme une diminution
de la vraisemblance (likelihood) des représentations [LPVD12]. L'agré-
gation réduit la probabilité de retrouver la représentation microsco-
pique en associant aléatoirement les unités aux individus, en fonction de
la distribution agrégée et de l'hypothèse de redistribution : plus les don-
nées sont agrégées, plus on choisit les individus de manière uniforme,
moins on a de chance de retrouver les détails du niveau microscopique.
Dans l'annexe A, nous montrons que la divergence de Kullback-Leibler
mesure cette diminution de probabilité. Ce principe est également ex-
ploité pour la sélection de modèles statistiques par les techniques de
maximum de vraisemblance [Aka73, Aka74, FJ02, Bis06].
Déﬁnition 4.12. Étant données une partition X P PpΩq et une hypo-
thèse de redistribution, la divergence (en bits/unité) engendrée par X est
donnée par la formule de Kullback-Leibler [KL51] :
DpX q 
¸
XPX
¸
xPX
ppxq log2

ppxq
pX pxq


Notons que D est additivement décomposable.
Déﬁnition 4.13. Dans le cas de l'hypothèse de redistribution uniforme,
pour tout x P Ω, nous avons pX pxq 
ppXq
|X|
où X est la partie à laquelle
appartient l'individu x dans la partition X . La divergence est donc donnée
par la formule suivante :
DpX q 
¸
XPX
¸
xPX
ppxq log2

ppxq |X|
ppXq


Dans le cas général, supposons que l'on dispose d'une distribution de
probabilité p1 utilisée pour interpréter les données  c'est-à-dire pour les
redistribuer, nous avons pX pxq 
p1pxq ppXq
p1pXq
(cf. section 3.2.2). La diver-
gence est donc donnée par la formule suivante :
DpX q 
¸
XPX
¸
xPX
ppxq log2

ppxq p1pXq
ppXq p1pxq
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Exemple. Dans les trois exemples de la ﬁgure 4.1, les données agrégées sont
interprétées en fonction de l'hypothèse de redistribution uniforme. Nous
avons alors DpAq  2, 6104 bits/unité, DpBq  1, 2103 bits/unité
et DpCq  1, 0  101 bit/unité. Ainsi, l'agrégation des partitions A et B
induit une perte d'information bien inférieure à celle provoquée par l'agré-
gation de la partition C (respectivement 390 fois et 87 fois moins de perte).
Pour donner un ordre de grandeur, la perte d'information maximale est de
DpPJq  2, 8 101 bits/unité. Ces valeurs permettent à l'observateur de
s'assurer que son interprétation des données est cohérente avec le niveau
microscopique. Il est notamment averti que la partition C, responsable de
37% de la perte d'information maximale, supprime des irrégularités micro-
scopiques signiﬁcatives. Plus de 99% de cette perte d'information est liée
à l'agrégation de la partie C2, au sein de laquelle les individus sont hétéro-
gènes. L'abstraction correspondante est de piètre qualité informationnelle
dans la mesure où son contenu peut être mal interprété par l'observateur.
4.3.3 Réaliser un compromis entre réduction de
complexité et perte d'information
Dans la section 4.1, le processus d'agrégation a été décrit comme réalisant
un compromis entre le coût de l'analyse et le niveau de détails. L'objectif de
cette section est de formaliser cette notion à partir des mesures de qualité
déﬁnies précédemment et d'exploiter ce compromis pour sélectionner les par-
titions optimales en fonction des attentes de l'observateur.
Déﬁnition 4.14. Étant données une mesure de réduction de com-
plexité ∆C et une mesure de perte d'information L, un compromis de
qualité CQ est une mesure de qualité combinant ces deux mesures :
CQpX q  fp∆CpX q, LpX qq
La correspondance linéaire constitue une première façon, simple et cohé-
rente, de mettre en relation les deux mesures. Dans cette thèse, nous pro-
posons donc d'exprimer le compromis par une combinaison linéaire de la
réduction de complexité et de la perte d'information. Pour généraliser la
méthode, d'autres correspondances pourront néanmoins être envisagées en
perspective de recherche (rapport des deux mesures, polynôme, fonctions
plus complexes).
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Aﬁn de pouvoir combiner les mesures de manière linéaire, il est d'abord
nécessaire de les normaliser à partir des valeurs maximales ∆CpPJq et LpPJq :
• Le rapport ∆CpX q
∆CpPJq exprime la proportion des ressources économisées
par X parmi toutes celles qui peuvent l'être. On dira par exemple que
la partition X  réalise 10% de la réduction de complexité maximale .
• Le rapport LpX q
LpPJq exprime la proportion d'information eﬀectivement per-
due par rapport à la perte maximale. On dira par exemple que la par-
tition X  réalise 10% de la perte d'information maximale .
Déﬁnition 4.15. Le compromis de qualité linéaire CQLα est donné par
la formule suivante :
CQLαpX q  α ∆CpX q
∆CpPJq  p1 αq
LpX q
LpPJq
où α P r0, 1s est le coeﬃcient de compromis permettant d'ajuster la
mesure de qualité en pondérant les termes de la combinaison linéaire.
Notons que si ∆C et L sont additivement décomposables, alors CQLα
l'est également.
Comme ∆C est une mesure de qualité positive et L une mesure de qualité
négative, CQLα est une mesure de qualité positive : maximiser le compromis
revient à (1) maximiser la réduction de complexité et (2) minimiser la perte
d'information. Le coeﬃcient de compromis α permet de donner plus ou moins
de poids à l'un ou l'autre de ces deux objectifs. Il exprime donc les priorités
de l'observateur concernant l'évaluation des représentations. L'observateur
peut ainsi adapter le processus d'abstraction en fonction des ressources dont
il dispose et du niveau de détail qu'il souhaite pour l'analyse.
• Pour α  0, nous avons CQL0   LpX qLpPJq : maximiser le compromis
revient à minimiser la perte d'information. Dans ce cas, l'observateur
veut disposer du plus de détails possibles. La partition optimale est
donc la partition microscopique : PCQL0pΩq  tPKu
• Pour α  1, nous avons CQL1  ∆CpX q∆CpPJq : maximiser le compromis
revient à maximiser la réduction de complexité. Dans ce cas, l'obser-
vateur veut manipuler la représentation la plus simple. La partition
optimale est donc la partition macroscopique : PCQL1pΩq  tPJu
• Pour α P s0, 1r, le compromis de qualité linéaire est maximisé par une
ou plusieurs partitions situées entre ces deux extrema.
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Exemple.
Parmi les trois partitions de la ﬁgure 4.1, laquelle est la meilleure ?
1. Évaluation des partitions. La ﬁgure 4.2 donne, pour chacune
des trois partitions A, B et C, ainsi que pour la partition micro-
scopique PK et pour la partition macroscopique PJ, la réduction de
complexité normalisée (taille T ) et la perte d'information norma-
lisée (divergence D) induites par l'agrégation. Dans la mesure où
PK   A   B   C   PJ, les qualités croissent dans cet ordre.
2. Comparaison des partitions. La ﬁgure 4.3 donne le compromis
de qualité linéaire CQLα pour chacune de ces partitions en fonction
du coeﬃcient de compromis α choisi par l'observateur. Nous remar-
quons que les partitions optimisant le compromis dépendent de ce
coeﬃcient. Les lignes verticales en pointillés indiquent les valeurs de
α pour lesquelles deux partitions sont simultanément optimales (elles
réalisent alors le même compromis).
3. Sélection des partitions. La ﬁgure 4.4 donne les mesures de qualité
normalisées des partitions optimisant le compromis CQLα en fonction
du coeﬃcient α. Voici ce que nous pouvons en déduire sur le processus
d'abstraction :
• Pour α  0, la partition microscopique PK est optimale. Elle
n'induit ni réduction de complexité, ni perte d'information.
• La partition B permet de réduire considérablement la com-
plexité de la représentation microscopique (60%) sans perdre
beaucoup d'information (0,4%). Ainsi, pour α P r0.008, 0.644s,
la partition B constitue un bon compromis représentant les don-
nées selon trois agrégats relativement homogènes, mettant en
évidence les variations signiﬁcatives de l'attribut (cf. ﬁgure 4.1).
X ∆T pX q
∆T pPJq
DpX q
DpPJq
PK 0% 0%
A 20% 0,1%
B 60% 0,4%
C 80% 37%
PJ 100% 100%
Figure 4.2  Évaluation des partitions A, B et C : tableau des qualités
normalisées
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• Si l'on souhaite réduire un peu plus la taille de la représentation
(grâce à la partition C), il faut être prêt à perdre 36% de l'infor-
mation microscopique. Malgré cette perte importante, ce compromis
révèle tout de même une caractéristique intéressante des données : la
partition C révèle une variation signiﬁcative entre les deux agrégats
constitués, de granularité supérieure aux variations mises en évidence
par la partition B. L'observateur travaille alors avec un niveau d'abs-
traction plus élevé.
• Pour α ¡ 0.760, la partition macroscopique PJ est optimale. Elle
donne seulement la valeur de l'attribut pour l'ensemble du système.
• Notons que la partition A n'est optimale que sur une plage très ré-
duite du coeﬃcient α (entre 0.005 et 0.008, à peine visible dans la
ﬁgure 4.4). En eﬀet, puisque cette partition n'induit pas beaucoup
plus de perte d'information que la partition B, mais qu'elle réduit
nettement moins la complexité de la représentation, on préfèrera B
à A dans la majorité des cas.
Pour conclure, l'observateur peut, à l'aide de ces diﬀérents outils, choisir
la représentation qui convient le mieux aux objectifs de l'analyse et contrô-
ler ainsi le processus d'abstraction. Notons que, dans cet exemple, seules
cinq partitions sont évaluées et comparées. Pour une population de 6 in-
dividus, il existe en vérité 203 partitions possibles. L'expérience pourrait
être reproduite pour sélectionner, parmi elles, les partitions optimales.
4.4 Bilan et perspectives
Les processus d'abstraction ne sont pas des processus triviaux. Au c÷ur de
l'activité scientiﬁque, à la fois nécessaires à l'analyse des grands systèmes et
critiques en ce qui concerne interprétation des données, il est crucial de bien
comprendre leur fonctionnement et de disposer d'outils de contrôle adap-
tés. L'objectif de ce chapitre est de fournir une méthode pour (1) évaluer
les abstractions engendrées par le processus d'agrégation, (2) comparer ces
abstractions et (3) choisir celles qui satisfont au mieux les attentes de l'ob-
servateur. Pour ce faire, il est nécessaire de déﬁnir des critères  internes
au processus de partitionnement  exprimant la qualité des représentations
macroscopiques pour l'analyse des systèmes.
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Dans ce chapitre, nous avons formalisé la qualité des représentations selon
deux axes, traduisant chacun un objectif propre à l'agrégation.
1. La complexité d'une représentation mesure le coût de l'analyse (cf. sec-
tion 4.1). Aﬁn d'appréhender les grands systèmes et de mettre en place
des techniques d'analyse passant à l'échelle, l'agrégation vise à réduire
la complexité des représentations. Dans les applications présentées dans
la troisième partie de cette thèse, nous utilisons simplement la taille des
représentations comme mesure de complexité (i.e., le nombre d'agré-
gats représentés). En d'autres termes, une partition est d'autant plus
utile qu'elle contient peu de données.
2. Le contenu informationnel d'une représentation mesure la quantité de
détails qu'elle contient vis-à-vis du niveau microscopique. En particu-
lier, la perte d'information peut nuire à l'analyse dans la mesure où
l'agrégation homogénéise les comportements et supprime les variations
signiﬁcatives de l'attribut. Dans cette thèse, nous mesurons la perte
d'information par la divergence de Kullback-Leibler [KL51] entre la
représentation microscopique, d'une part, et la manière dont sont in-
terprétées les données agrégées, d'autre part. En d'autres termes, une
partition est d'autant plus utile qu'elle contient beaucoup d'information.
Cependant, nous prétendons développer ici une méthode d'évaluation gé-
nérique. Premièrement, les notions de complexité et d'information ne se li-
mitent pas aux processus d'agrégation. Elles peuvent également servir aux
méthodes d'abstractions en général, telle que l'analyse formelle de
concepts [DP02] et d'autres techniques d'apprentissage. Deuxièmement, la
méthode d'évaluation que nous proposons peut être adaptée à l'ensemble
des critères de qualité mesurables (et décomposables, cf. section 4.2). La dé-
marche générale défendue dans ce chapitre consiste à exprimer un compromis
entre plusieurs axes d'évaluation, aﬁn de donner des indications complémen-
taires à l'observateur pour qu'il sélectionne les représentations optimales en
fonction du contexte d'analyse. Ce compromis dépend notamment de para-
mètres d'ajustement, permettant de spéciﬁer les pondérations relatives aux
diﬀérents critères d'évaluation en présence. Cette démarche est ainsi cohé-
rente avec l'acception pragmatiste des phénomènes macroscopiques, selon
laquelle la qualité d'une abstraction dépend du contexte de l'analyse et des
attentes de l'observateur (cf. section 2.3).
4.4. BILAN ET PERSPECTIVES 59
Lister les mesures de qualité et leur contexte d'analyse. Les mesures
de qualité déﬁnies dans ce chapitre traduisent des objectifs d'analyse parti-
culiers (détection de comportements hétérogènes et passage à l'échelle des
méthodes d'analyse, mis en pratique dans les chapitres 7 et 8). Cependant,
d'autres mesures peuvent être exploitées en fonction des tâches à réaliser.
L'annexe A donne à ce titre des pistes de recherche pour la mise en place
d'une batterie de mesures permettant de quantiﬁer l'information manipulée
durant les diﬀérentes étapes du processus d'agrégation. En perspective de ce
travail, il apparaît donc nécessaire de dresser une liste exhaustive des mesures
de complexité et d'information cohérentes avec le processus d'agrégation et
de préciser les contextes d'analyse au sein desquels elles s'inscrivent.
Caractériser le comportement du système vis-à-vis du processus
d'abstraction. Une autre piste de recherche concerne la caractérisation
des jeux de données en fonction de la manière dont ceux-ci sont abstraits.
Par exemple, le graphe de qualité de la ﬁgure 4.4 donne le proﬁl du processus
d'agrégation appliqué à l'exemple illustrant ce chapitre (cf. ﬁgure 4.1). Dans
ce graphe, les qualités des représentations optimales sont représentées en
fonction du coeﬃcient de compromis spéciﬁé par l'observateur. L'étude de
tels graphes permet d'identiﬁer plusieurs classes de systèmes :
• ceux dont on peut facilement réduire la complexité sans perdre beau-
coup d'information (e.g., distribution homogène, cf. ﬁgure 4.5a) ;
• ceux dont la complexité ne peut être réduite sans perdre beaucoup
d'information (e.g., distribution hétérogène, cf. ﬁgure 4.5b) ;
• ceux qui  résistent par paliers  à l'agrégation, témoignant d'irrégulari-
tés discrètes dans le jeu de données (e.g., pics au sein de la distribution,
cf. ﬁgure 4.5c) ;
• ceux qui  résistent progressivement  à l'agrégation, témoignant d'irré-
gularités continues dans le jeu de données (e.g., distribution gaussienne,
cf. ﬁgure 4.5d).
L'objet résultant de l'agrégation n'est pas une représentation unique du
système, mais un ensemble de représentations ordonnées et distanciées en
fonction du coeﬃcient de compromis. Nous pensons que l'étude d'un tel objet
permet de donner des indications extrêmement utiles sur le système observé.
Il ne s'agit pas seulement d'engendrer une représentation macroscopique per-
tinente du système, mais de comprendre comment celui-ci se comporte vis-
à-vis du processus d'abstraction et d'adapter la démarche scientiﬁque en
fonction.
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Figure 4.5  Caractériser une distribution à partir du graphe de qualité
associé à son agrégation (population de 50 individus ordonnés, cf. section 5.3)
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CHAPITRE 5
Des abstractions cohérentes avec
les connaissances externes
Le contrôle du contenu informationnel des représentations macroscopiques
ne garantit pas à lui seul leur exploitation pour l'analyse. En eﬀet, la com-
préhension des systèmes est un processus épistémique complexe qui repose
également sur un large éventail de connaissances préliminaires à l'analyse.
Les experts ont notamment recours aux modèles, aux connaissances et aux
représentations classiques de leur domaine pour interpréter et expliquer les
données propres à un cas d'étude particulier. Ainsi, pour qu'il puisse être
exploité par les experts, le résultat du processus d'agrégation doit être en
adéquation avec l'ensemble de ces outils épistémiques. Il est donc nécessaire,
en plus de conserver l'information contenue dans un jeu de données parti-
culier, de conserver ses propriétés syntaxiques et sémantiques. Ce chapitre
discute donc d'un second point crucial concernant la création d'abstractions
pertinentes pour l'analyse des grands systèmes, à savoir leur adéquation avec
le domaine d'expertise (cf. approche subjectiviste, section 2.3).
La section 5.1 présente les enjeux liés à l'incorporation de connaissances
externes dans le processus d'agrégation. L'approche proposée consiste à dé-
ﬁnir un ensemble des partitions admissibles par l'observateur et servant à
expliquer les phénomènes observés. Les sections 5.2, 5.3 et 5.4 présentent
des ensembles de partitions admissibles exprimant deux propriétés topolo-
giques des populations agrégées : organisations hiérarchiques, notamment
pour l'agrégation spatiale, et relations d'ordre, pour l'agrégation temporelle.
Ces contraintes seront appliquées à l'agrégation de systèmes de calcul et du
système international dans la troisième partie de cette thèse.
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5.1 Prendre en compte les connaissances
externes lors de l'agrégation
Les connaissances externes désignent l'ensemble des connaissances mobili-
sées par un expert pour interpréter un jeu de données, mais qui ne sont pas
explicitement contenues dans ces données. Elles peuvent être relatives à la
syntaxe du système, par exemple dans le cas d'un système informatique or-
ganisé selon un réseau de communication, ou à la sémantique associée par
le domaine d'expertise aux entités observées. Par exemple, un géographe
étudiant certaines variables démographiques (e.g., population, taux de mor-
talité, âge médian) procède à partir d'un espace géographique bien connu
(e.g., entités territoriales, représentations cartographiques). Cet espace oﬀre
un cadre de référence pour importer les connaissances géographiques, poli-
tiques, économiques et culturelles nécessaires à la description et l'explication
des variables analysées. Une représentation des données ne s'inscrivant pas
dans un tel cadre est souvent inexploitable : incohérences avec les schémas
explicatifs classiques, diﬃculté de lier les variables analysées aux connais-
sances externes, visualisation incompatible avec les modes de représentation
classiques. Ainsi, lorsque les données sont partitionnées uniquement en fonc-
tion de critères internes, les abstractions engendrées, bien qu'optimales en
termes de contenu informationnel, sont inutilisables. Il est donc nécessaire
d'introduire un biais externe dans le processus de partitionnement (cf. sous-
section 3.1.3).
Contraindre l'ensemble des partitions admissibles. Le partitionne-
ment contraint (constrained clustering) est une technique d'apprentissage
semi-supervisé permettant la mise en place de biais externes. Elle consiste à
interdire ou à favoriser certains regroupements en fonction de règles logiques
formalisées par les experts et exprimant leur connaissance a priori du sys-
tème [DB07]. Cependant, la plupart des travaux du domaine déﬁnissent les
contraintes au niveau des individus (instance-level constrained clustering) :
à partir de contraintes de type must-link et cannot-link [WC00, DB07] ou de
règles propositionnelles [TB99] obligeant ou interdisant le regroupement de
plusieurs individus. Ces techniques centrées individu ne permettent d'expri-
mer que des propriétés relativement simples au niveau des agrégats : e.g., dia-
mètre minimal des agrégats, distance minimale entre agrégats [DB07].
Aﬁn d'exprimer des connaissances complexes, nous proposons de tra-
vailler directement au niveau des parties PpΩq ou des partitions PpΩq. Les
contraintes que nous déﬁnissons s'appliquent donc à ces ensembles et en ex-
traient des sous-ensembles de parties ou de partitions admissibles.
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Déﬁnition 5.1. Un ensemble de partitions admissibles PapΩq est un
sous-ensemble de PpΩq contenant les partitions en adéquation avec la
syntaxe et la sémantique de la population Ω. Ces partitions sont donc
organisées en fonction de la connaissance des experts. Les partitions non-
admissibles sont, au contraire, incompatibles avec le cadre d'analyse et,
de ce fait, engendrent des représentations inexploitables.
Déﬁnition 5.2. Dans certains cas, PapΩq est engendré à partir d'un
ensemble de parties admissibles PapΩq, c'est-à-dire d'un sous-ensemble
de PpΩq contenant les parties en adéquation avec la syntaxe et la séman-
tique de Ω. Ces parties admissibles constituent les  briques  à partir
desquelles sont construites les partitions admissibles.
Formellement : @X P PpΩq, X P PapΩq ô @X P X , X P PapΩq
Expliquer les données à partir des connaissances externes. Les ex-
perts mobilisent en permanence des connaissances externes pour interpréter
et analyser les données. Ces connaissances constituent une batterie explica-
tive permettant de mettre en évidence les causes des phénomènes observés.
Par exemple, on peut supposer en géographie que les relations de voisinage
entre les pays, leurs échanges économiques et leurs échanges démographiques,
peuvent expliquer les relations politiques, sociales et culturelles de ces pays.
Dans ce cas, les propriétés géographiques du système sont utilisées pour
rendre compte de phénomènes sociaux.
Cette stratégie épistémique fait l'hypothèse que les partitions admissibles
 déﬁnies par des critères externes  sont également pertinentes sur le plan
informationnel  cf. critères internes présentés dans le chapitre précédent.
Cela signiﬁe notamment que les partitions admissibles ne suppriment pas
de détails microscopiques importants : on suppose que les données sont ho-
mogènes au sein des partitions admissibles (cf. section 4.1). Par exemple,
l'homogénéité d'une variable démographique (fait interne) est expliquée par
la proximité géographique des pays concernés (fait externe). L'hétérogénéité
est au contraire le symptôme d'un comportement imprévu, d'une anoma-
lie vis-à-vis des connaissances mobilisées. Elle met en évidence les points
cruciaux de l'analyse, lorsque les connaissances externes ne suﬃsent pas à
expliquer les données. De plus, lorsque ces connaissances n'engendrent au-
cune représentation pertinente sur le plan informationnel, elles doivent être
considérées comme inadéquates pour l'analyse. La validation du biais consiste
ainsi à évaluer les connaissances en fonction des données analysées [TB99].
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Exploiter les connaissances externes pour optimiser les critères in-
ternes. Comme il a été discuté dans la sous-section 3.1.3, l'introduction
d'un biais externe permet de guider le calcul des partitions optimales [TB99,
DB07]. En eﬀet, l'espace de recherche étant réduit à l'ensemble des partitions
admissibles, les algorithmes d'optimisation procèdent à moins d'évaluations.
Comme dans la sous-section précédente, on fait alors l'hypothèse que les
critères externes sont en adéquation avec les critères internes. En d'autres
termes, on suppose que les partitions pertinentes sur le plan informationnel
appartiennent bien à l'ensemble des partitions admissibles déﬁnies par les
experts. Dans ce cas, le partitionnement contraint permet de calculer rapide-
ment des représentations pertinentes en utilisant les connaissances externes.
Le chapitre suivant montre plus en détail comment ces contraintes aﬀectent
la complexité algorithmique du problème des partitions optimales.
La suite de ce chapitre présente deux ensembles de partitions admissibles
déﬁnis à partir de propriétés topologiques des populations agrégées, c'est-à-
dire de propriétés spatiales essentielles. La section 5.2 présente des contraintes
liées à l'organisation hiérarchique des individus. Elles sont notamment uti-
lisées pour l'agrégation d'individus spatialisés. La section 5.3 présente des
contraintes liées à la conservation d'un ordre entre les individus. Elles sont
notamment utilisées pour l'agrégation temporelle. La section 5.4, enﬁn, pré-
sente l'agrégation simultanée de plusieurs populations par le produit cartésien
des partitions admissibles.
5.2 Organisation hiérarchique des systèmes
La notion de hiérarchie est couramment utilisée pour formaliser l'organi-
sation multi-niveau des systèmes. Comme nous l'avons vu dans la sous-
section 3.1.1, les hiérarchies de concepts servent notamment à l'organisation
des connaissances (taxinomies biologiques, hiérarchies de classes en program-
mation orientée objet et systèmes de classiﬁcation bibliographique). Selon
ces démarches, les entités des niveaux supérieurs sont des concepts macro-
scopiques généralisant les propriétés des niveaux inférieurs. En vue d'un pro-
cessus d'abstraction par déﬁnition d'objets (cf. sous-section 3.1.2), nous nous
intéressons plutôt aux hiérarchies constitutives [GQLH12], c'est-à-dire aux
hiérarchies dont les entités des niveaux supérieurs sont des objets macrosco-
piques composés d'objets appartenant aux niveaux inférieurs1.
1 Contrairement aux hiérarchies exclusives, exprimant des relations de catégories
(e.g., hiérarchie de concepts), et aux hiérarchies inclusives, où les niveaux supérieurs sont
occupés par des objets microscopiques (e.g., hiérarchie d'une entreprise) [GQLH12].
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5.2.1 Exemples d'organisations hiérarchiques
En géographie, l'espace est parfois hiérarchisé pour construire des statis-
tiques multi-niveaux à propos des diﬀérentes parties du globe : régions, pays,
groupes de pays, continents, etc. C'est par exemple l'objectif des hiérarchies
WUTS [GD07] (cf. annexe C) et UNEP [Uni07], qui partitionnent l'espace
géographique en régions imbriquées, du niveau national au niveau mondial.
Ces hiérarchies sont construites dans le respect de propriétés topologiques
élémentaires. Elles conservent notamment la relation de voisinage entre les
unités territoriales : par exemple, dans le cas de WUTS et de UNEP, les
agrégats sont composés de pays connexes. Cependant, ces hiérarchies ex-
priment également des relations non-spatiales, propres aux sciences sociales,
pour engendrer une organisation territoriale cohérente avec les connaissances
externes du domaine : relations politiques, économiques, culturelles et his-
toriques existant entre les unités territoriales. Ainsi, les agrégats sont des
groupes territoriaux cohérents sur le plan sémantique et respectant les pro-
priétés syntaxiques élémentaires du système (organisation spatiale des unités
territoriales).
La structure physique et logicielle de certains systèmes informatiques est
également organisée de manière hiérarchique. C'est le cas par exemple de la
grille de calcul Grid'5000 [BCC 06] : le réseau de communication reliant les
ressources de calcul (processus) est alors constitué de machines, regroupées
en clusters, eux-mêmes regroupés en sites de calcul. Cette organisation hié-
rarchique peut également être induite par l'application parallèle exécutée sur
de telles plates-formes : distribution hiérarchique des tâches de calcul, réseau
d'utilisateurs dans les systèmes pair-à-pair, etc.
Lorsque de telles hiérarchies sont utilisées pour interpréter et expliquer
les données en fonction de propriétés syntaxiques et sémantiques du système
observé, on suppose que le comportement des individus est régi par une telle
organisation. En particulier, on suppose que les individus appartenant aux
mêmes branches de la hiérarchie ont de fortes chances d'être similaires. Les
hiérarchies déﬁnissent donc des ensembles imbriqués d'individus homogènes.
La hiérarchie WUTS a par exemple été construite dans cette optique : les
pays sont regroupés en fonction de leur proximité géographique et des outils
sémantiques du domaine (e.g., politique, économie, histoire, cf. annexe C).
L'objectif est alors de déﬁnir des agrégats cohérents avec les connaissances
externes des experts [GD07].
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5.2.2 Parties admissibles selon une hiérarchie
Formellement, les hiérarchies constitutives [GQLH12] déﬁnissent un ensemble
de parties imbriquées représentant les agrégats cohérents vis-à-vis de la syn-
taxe et de la sémantique de la population représentée.
Déﬁnition 5.3. Une hiérarchie T pΩq organisant une population Ω est
un ensemble de parties disjointes ou incluses les unes dans les autres. Ces
parties déﬁnissent les  briques  à partir desquelles sont construites les
partitions admissibles. T pΩq est donc l'ensemble des parties admissibles.
Formellement :
@pX1, X2q P T pΩq2, X1 XX2  H ou X1  X2 ou X1  X2
Une hiérarchie peut également être modélisée par un arbre2. La ﬁgure 5.1
présente donc deux représentations équivalentes (sous forme de  boîtes im-
briquées  et sous forme d'arbre) d'une hiérarchie à 3 niveaux organisant une
population de 5 individus.
tau tbu tcu tdu teu
A  ta, bu B  tc, d, eu
Ω  ta, b, c, d, eu
(a) Boîtes imbriquées
tau tbu tcu tdu teu
A  ta, bu B  tc, d, eu
Ω  ta, b, c, d, eu
(b) Arbre
Figure 5.1  Hiérarchie à 3 niveaux : niveau des individus (tau, tbu, tcu, tdu
et teu), niveau des parties (A et B) et ensemble de tous les individus (Ω)
L'organisation hiérarchique oblige à agréger la population par branches
entières. Il est notamment interdit d'agréger deux individus sans agréger
également tous les individus appartenant à la plus petite partie commune
dans T pΩq. Par exemple, dans la ﬁgure 5.1, si on agrège les individus b et c,
il faut également agréger tous les individus des parties A et B. La ﬁgure 5.2
donne d'autres exemples de parties admissibles et non-admissibles.
2 Il faut pour cela que la hiérarchie ait une  racine , c'est-à-dire que l'union de toutes
les parties admissibles soit elle-même une partie admissible. Si les parties admissibles n'ont
pas de racine commune, la hiérarchie est modélisée par une forêt.
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tau tbu tcu tdu teu
ta, bu tc, d, eu
ta, b, c, d, eu
(a) Parties non-admissibles
tau tbu tcu tdu teu
ta, bu tc, d, eu
ta, b, c, d, eu
(b) Parties admissibles
Figure 5.2  Arbre représentant une hiérarchie à 3 niveaux : les parties
superposées sur deux branches et celles qui ne s'étendent pas complètement
sur une branche ne sont pas admissibles (zones rouges à gauche)
A  ttau, tbu, tc, d, euu
tau tbu tcu tdu teu
ta, bu tc, d, eu
ta, b, c, d, eu
B  tta, bu, tc, d, euu
tau tbu tcu tdu teu
ta, bu tc, d, eu
ta, b, c, d, eu
C  tta, b, c, d, euu
tau tbu tcu tdu teu
ta, bu tc, d, eu
ta, b, c, d, eu
ta, b, c, d, eu
ta, bu
tc, d, eutau tbu
ta, b, c, d, eu
ta, bu tc, d, eu ta, b, c, d, eu
Figure 5.3  Trois partitions hiérarchiques A, B et C représentées par des
 coupes  dans un arbre et par des  boîtes disjointes 
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5.2.3 Partitions admissibles selon une hiérarchie
Formellement, une partition est admissible lorsqu'elle est uniquement consti-
tuée de parties admissibles.
Déﬁnition 5.4. Étant donnée une hiérarchie T pΩq, l'ensemble des par-
titions admissibles PT pΩq est le sous-ensemble de PpΩq contenant toutes
les partitions construites à partir des parties appartenant à T pΩq.
Formellement : @X P PpΩq, X P PT pΩq ô p@X P X , X P T pΩqq
Une partition admissible correspond à une coupe dans l'arbre modélisant
la hiérarchie, c'est-à-dire un ensemble de n÷uds tels que chaque feuille de
l'arbre descend d'un et d'un seul de ces n÷uds (cf. ﬁgure 5.3). Remarquons
qu'une telle coupe peut traverser l'arbre à diﬀérents niveaux, engendrant ainsi
une partition multi-niveaux. Il est ainsi possible d'utiliser une organisation
hiérarchique pour construire des représentations multirésolution, détaillées
sur certaines branches importantes pour l'analyse et agrégées sur les branches
nécessitant moins de détail.
La ﬁgure 5.4a donne la structure algébrique de l'ensemble des partitions
hiérarchiques induite par la relation de couverture (cf. sous-section 3.2.4).
Ce diagramme montre que, dans le cas d'une organisation hiérarchique, une
 désagrégation atomique  consiste à descendre un n÷ud de la partition
d'un niveau dans la hiérarchie.
a b c d e
a b c d ea b c d e
a b c d e
a b c d e
(a) Population hiérarchique
1 2 3 4
1 2 3 4 1 2 3 4 1 2 3 4
1 2 3 4 1 2 3 4 1 2 3 4
1 2 3 4
(b) Population ordonnée
Figure 5.4  Diagramme de Hasse de l'ensemble des partitions admissibles
ordonné selon la relation de couverture
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5.3 Organisation ordonnée des systèmes
Les populations modélisant les dimensions temporelles ou causales du sys-
tème sont naturellement ordonnées. La notion de  proximité temporelle 
constitue alors un facteur explicatif reposant sur l'hypothèse que des indivi-
dus proches dans le temps ont de grandes chances d'être similaires L'homo-
généité est alors la marque de périodes stables du système et l'hétérogénéité
témoigne de ruptures potentiellement importantes pour l'analyse.
5.3.1 Parties admissibles selon un ordre total
Lorsqu'on agrège des dates, des évènements ou des individus temporellement
localisés, la relation d'ordre doit être conservée. Cela consiste à partitionner
la population en intervalles d'individus.
Déﬁnition 5.5. Étant donné un ordre total   sur la population Ω,
l'ensemble des parties admissibles P pΩq contient tous les intervalles d'in-
dividus rx, ys déﬁnis dans Ω à partir de la relation d'ordre. Ces parties
déﬁnissent les  briques  à partir desquelles sont construites les parti-
tions admissibles. Formellement :
@X P PpΩq, X P P pΩq ô p@px, yq P X2, @z P Ω, x   z   y Ñ z P Xq
5.3.2 Partitions admissibles selon un ordre total
Déﬁnition 5.6. L'ensemble des partitions admissibles P pΩq selon la
relation d'ordre   est le sous-ensemble de PpΩq contenant toutes les
partitions construites à partir des intervalles de Ω. Formellement :
@X P PpΩq, p@X P X , X P P pΩq Ñ X P P pΩqq
La ﬁgure 5.5 représente l'ensemble des parties admissibles d'une popula-
tion ordonnée de 5 individus sous la forme d'une  pyramide d'intervalles .
Chaque niveau de la pyramide donne l'ensemble des intervalles d'une taille
donnée. Leurs descendants, c'est-à-dire les intervalles agrégés dans les ni-
veaux inférieurs, sont indiqués par des ﬂèches descendant la pyramide. Une
partition admissible est un ensemble de  n÷uds  de cette pyramide tel
que chaque  feuille  descend d'un et d'un seul de ces n÷uds. Deux parti-
tions A et B, engendrant des représentations multi-niveaux, sont présentées
dans cette ﬁgure.
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La ﬁgure 5.4b donne la structure algébrique de l'ensemble des partitions
ordonnées induite par la relation de couverture. Dans ce cas, une  désagré-
gation atomique  consiste à couper une partie de la partition en un endroit.
A  tt1, 2u, t3u, t4, 5uu
t1u t2u t3u t4u t5u
t1,2u t2, 3u t3, 4u t4,5u
t1, 2, 3u t2, 3, 4u t3, 4, 5u
t1, 2, 3, 4u t2, 3, 4, 5u
t1, 2, 3, 4, 5u
B  tt1, 2u, t3, 4, 5uu
t1u t2u t3u t4u t5u
t1,2u t2, 3u t3,4u t4,5u
t1, 2, 3u t3,4,5ut2, 3, 4u
t1, 2, 3, 4u t2, 3, 4, 5u
t1, 2, 3, 4, 5u
Figure 5.5  Deux partitions ordonnées A et B représentées par des  py-
ramides d'intervalles 
5.4 Agrégation multidimensionnelle
La notion d'agrégation, déﬁnie jusqu'à présent sur une seule population, peut
être étendue à des représentations multidimensionnelles. Par exemple, les in-
teractions peuvent être représentées par des couples d'individus (émetteur
et récepteur) ; l'espace physique, par le croisement de trois dimensions spa-
tiales ; les évènements, par des points de l'espace-temps (une date et un lieu).
Pour agréger de tels objets, il est possible de se ramener au cas connu en dé-
ﬁnissant une population multidimensionnelle à partir du produit cartésien
des populations concernées.
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Déﬁnition 5.7. Étant données k populations Ω1, . . . ,Ωk, servant à re-
présenter le système selon plusieurs dimensions, la population multidi-
mensionnelle résultante est donnée par le produit cartésien :
Ω  Ω1  . . . Ωk
Un individu multidimensionnel x P Ω est donc un k-uplet d'individus
px1, . . . , xkq P Ω1  . . . Ωk
L'ensemble des parties (resp. des partitions) de cette population multi-
dimensionnelle est également déﬁni par le produit cartésien des ensembles
des parties (resp. des partitions) des k populations. Une partie multidimen-
sionnelle est donc un k-uplet de parties et une partition multidimensionnelle
un k-uplet de partitions :
X P PpΩq  pX1, . . . , Xkq P PpΩ1q  . . . PpΩkq
X P PpΩq  pX1, . . . ,Xkq P PpΩ1q  . . . PpΩkq
Dans le cas d'une agrégation bi-dimensionnelle, la population Ω est une
matrice ; les parties PpΩq sont des sous-matrices ; les partitionsPpΩq sont des
ensembles de sous-matrices disjointes dont l'union est la matrice complète.
De plus, chaque dimension peut avoir des propriétés syntaxiques et séman-
tiques diﬀérentes. On dispose alors de k ensembles de partitions admissibles
PapΩ1q, . . . ,PapΩkq dont les partitions multidimensionnelles admissibles sont
des k-uplets :
X P PapΩq  pX1, . . . ,Xkq P PapΩ1q  . . . PapΩkq
La ﬁgure 5.6 donne un exemple d'agrégation bi-dimensionnelle couplant
une population hiérarchique Ω1  ta, b, c, d, eu et une population ordonnée
Ω2  t1, 2, 3, 4u. La population des individus multidimensionnels, donnée
par le produit cartésien Ω  ta, b, c, d, eu  t1, 2, 3, 4u, est représentée par
une matrice. La ﬁgure 5.6a donne la représentation microscopique de cette
matrice : chaque couple appartenant à Ω est détaillé. La ﬁgure 5.6b donne
une représentation agrégée, admissible selon la hiérarchie déﬁnie sur Ω1 et
selon la relation d'ordre déﬁnie sur Ω2. Il en résulte un partitionnement de
la matrice en sous-matrices disjointes de diﬀérentes tailles.
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ta, b, c, d, eu
ta, bu tc, d, eu
tau tbu tcu tdu teu
t1u
t2u
t3u
t4u
pa, 1q pb, 1q pc, 1q pd, 1q pe, 1q
pa, 2q pb, 2q pc, 2q pd, 2q pe, 2q
pa, 3q pb, 3q pc, 3q pd, 3q pe, 3q
pa, 4q pb, 4q pc, 4q pd, 4q pe, 4q
(a) Représentation microscopique
ta, b, c, d, eu
ta, bu
tc, d, eutau tbu
t1u
t2,3,4u
pa, 1q pb, 1q ptc, d, eu , t1uq
pta
u
,
t2,3,4
uq
ptbu
,
t2,3
,4
uq
ptc, d, eu , t2, 3, 4uq
(b) Représentation agrégée
Figure 5.6  Agrégation d'une population bi-dimensionnelle composée d'une
population hiérarchique ta, b, c, d, eu et d'une population ordonnée t1, 2, 3, 4u
5.5 Bilan et perspectives
Aﬁn d'engendrer des abstractions exploitables par les experts, le processus
d'agrégation doit être en adéquation avec le domaine scientiﬁque au sein
duquel il s'insère. En particulier, les propriétés syntaxiques (structure du
système) et sémantiques (interprétation du système) déﬁnies par le domaine
servent à expliquer les phénomènes observés. Ces propriétés doivent donc être
prises en compte lors de l'agrégation, sous peine de produire des abstractions
dénuées de tout pouvoir explicatif. Ce chapitre propose de formaliser ces
connaissances externes à partir de contraintes sur l'ensemble des partitions
admissibles. Une partition est admissible lorsqu'elle peut être utilisée pour
l'analyse. Elle constitue dès lors un candidat pour la représentation macro-
scopique du système.
Ce chapitre se concentre sur les propriétés topologiques élémentaires des
dimensions de l'analyse. Deux classes de partitions admissibles sont présen-
tées, formalisant les connaissances associées à deux types d'organisation des
populations : organisation hiérarchique (de par la structure physique du sys-
tème ou de par les connaissances externes associées aux individus) et relation
d'ordre (dans le cas de l'analyse temporelle). Les propriétés topologiques de
ces organisations, telles que la relation de voisinage, servent à contraindre
le processus d'agrégation et à engendrer ainsi des représentations cohérentes
avec l'organisation syntaxique et sémantique du système.
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Bien que l'agrégation de populations hiérarchiques ou ordonnés est exploi-
table pour l'analyse spatiale et temporelle de nombreux systèmes3, l'approche
présentée dans ce chapitre vise à la généricité. Le reste de cette section pré-
sente d'autres ensembles de partitions admissibles permettant d'exprimer des
connaissances plus ﬁnes sur la topologie des dimensions agrégées.
Partitions admissibles selon un ordre partiel. Les diagrammes d'évè-
nements, notamment utilisés dans le domaine du calcul distribué [Mat89],
servent à représenter la dynamique des processus, leurs changements d'état
et leurs communications (cf. ﬁgure 5.7). Ils mettent en évidence des relations
de causalité complexes entre les évènements du système : transition entre
deux états, émissions ou réceptions de messages, chaînes causales. Lorsqu'on
agrège ces évènements, il est important de conserver l'ordre partiel induit
(a) Parties non-admissibles
(b) Parties admissibles
Figure 5.7  Diagramme d'évènements (extrait de [Mat89]) : les parties
qui excluent des évènements causalement liés ne sont pas admissibles (zones
rouges du premier diagramme) ; ces évènements y sont ajoutés pour les rendre
admissibles (zones vertes du second diagramme)
3 Elle sera notamment appliquée à l'agrégation de systèmes de calcul et de systèmes
géographiques dans la troisième partie de cette thèse.
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par la relation de causalité [LPDV11a]. Les parties admissibles sont, comme
dans le cas d'un ordre total, des intervalles d'évènements. Cependant, plu-
sieurs intervalles peuvent être déﬁnis de manière parallèle, s'ils ne sont pas
liés causalement (cf. ﬁgure 5.7). Les contraintes correspondantes permettent
ainsi de formaliser une dimension temporelle non-linéaire.
Partitions admissibles selon un graphe. Plus généralement, les popu-
lations peuvent être organisées selon un graphe, représentant une relation
quelconque entre les individus : relation de causalité entre deux évènements
(ordre partiel), relation de voisinage entre deux individus, réseau de com-
munication, etc. Le fait que le graphe soit orienté ou non n'inﬂuence pas
la nature des parties admissibles. Celles-ci doivent former des ensembles de
n÷uds connexes (cf. ﬁgure 5.8). L'agrégation selon un ordre total est alors un
cas particulier d'agrégation selon un graphe ﬁliforme ( chaîne de n÷uds ).
(a) Parties non-admissibles (b) Parties admissibles
Figure 5.8  Graphe de voisinage déﬁni sur une population de 13 individus :
les parties non-connexes ne sont pas admissibles (zones rouges du graphe de
gauche) ; des n÷uds y sont ajoutés pour les rendre admissibles (zones vertes
du graphe de droite)
Partitions admissibles selon un graphe pondéré. Une formalisation
plus large permet de généraliser la notion de graphe et de hiérarchie. Il s'agit
d'agréger les n÷uds d'un graphe dont les arêtes sont pondérées, en faisant
en sorte que les poids des arêtes sortant d'un agrégat soient tous supérieurs
aux poids des arêtes à l'intérieur de l'agrégat. Les relations d'ordre total et
d'ordre partiel sont des cas particuliers pour lesquels les arêtes ont toutes le
même poids. Cependant, il est également possible de déﬁnir l'ensemble des
partitions admissibles selon une hiérarchie à partir d'un tel graphe pondéré.
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La ﬁgure 5.9 donne le graphe équivalent de la hiérarchie présentée dans la
ﬁgure 5.1. De nombreuses autres propriétés peuvent être ainsi exprimées, élar-
gissant le champ des connaissances topologiques que l'on souhaite conserver
lors de l'agrégation.
(a) Parties non-admissibles (b) Parties admissibles
Figure 5.9  Graphe pondéré déﬁni sur une population de 5 individus (équi-
valent à la hiérarchie de la ﬁgure 5.1) : les parties dont un des poids vers
l'extérieur est inférieur ou égal à un poids intérieur ne sont pas admissibles
(zones rouges du graphe de gauche)

CHAPITRE 6
Calculer et choisir
les meilleures représentations
Les deux chapitres précédents proposent des critères internes et externes
aﬁn de garantir que les représentations engendrées lors de l'agrégation sont
(1) correctement interprétées par l'observateur, (2) exploitables lors du pas-
sage à l'échelle et (3) cohérentes avec les connaissances mobilisées par les
experts. Dans ce chapitre, nous abordons la question de la calculabilité de
telles représentations : étant donnés une mesure de qualité à optimiser (critère
interne) et un ensemble de partitions admissibles (critère externe), comment
calculer en un temps raisonnable les partitions admissibles et optimales ?
Nous nommons ce problème le problème des partitions admissibles op-
timales. La section 6.1 montre que, dans le cas général, la complexité al-
gorithmique de ce problème est exponentielle relativement à la taille des
populations analysées. La section 6.2 propose néanmoins un algorithme de
résolution eﬃcace reposant sur deux hypothèses : (1) les mesures de qualité
à optimiser satisfont le principe d'optimalité, permettant de décomposer le
calcul des partitions optimales, et (2) la relation de couverture déﬁnie sur
l'ensemble des partitions admissibles permet de simpliﬁer le calcul. La sec-
tion 6.3 montre que la complexité de l'algorithme dépend directement de la
structure induite par la relation de couverture : plus l'ensemble des parti-
tions admissibles est contraint, plus la résolution du problème est  facile 
sur le plan algorithmique. La complexité de l'algorithme devient par exemple
linéaire (en temps et en espace) dans le cas de populations hiérarchiques et
quadratique dans le cas de populations ordonnées.
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6.1 Le problème des partitions admissibles
optimales
Dans le chapitre 4, nous avons abordé un problème de partitionnement clas-
sique, lié à la production d'abstractions exploitables pour l'analyse : quelles
partitions optimisent une mesure de qualité donnée (critère interne) ? Dans
le chapitre 5, nous avons introduit un second problème, lié à la production
d'abstractions compréhensibles par les experts : quelles partitions sont ad-
missibles pour l'analyse (critère externe) ? L'objectif de ce chapitre consiste
à résoudre ces deux problèmes de manière simultanée : quelles partitions sont
à la fois admissibles et optimales ?
Déﬁnition 6.1. Étant donnée une mesure de qualité m et un ensemble
de partitions admissibles PapΩq, l'ensemble des partitions admissibles op-
timales Pma pΩq est le sous-ensemble dePapΩq contenant les partitions qui
optimisent m. Dans le cas où m est une mesure de qualité positive,
Pma pΩq  arg max
XPPapΩq
mpX q
TrouverPma pΩq consiste à résoudre le problème des
1 partitions admissibles
optimales.
La résolution du problème des partitions admissibles optimales néces-
site d'évaluer et de comparer entre elles les partitions admissibles. La
complexité algorithmique de ce problème dépend donc de la structure de
l'ensemble des partitions admissibles (critère externe) et des propriétés
algébriques de la mesure de qualité à optimiser (critère interne).
Cette section s'intéresse à la complexité algorithmique du problème dans
le cas général, c'est-à-dire sans faire de supposition concernant les propriétés
algébriques de la mesure de qualité à optimiser. Chaque partition admissible
doit alors être évaluée indépendamment pour résoudre le problème. Dans la
section suivante, nous verrons que, dans le cas de mesures de qualité addi-
tivement décomposables (cf. sous-section 4.2.3), il est cependant possible de
résoudre le problème de manière plus eﬃcace sur le plan algorithmique.
1Notons que, dans la plupart des cas, une seule partition appartenant àPapΩq optimise
m. Dans ce cas, Pma pΩq est un singleton. Cependant, en théorie, plusieurs optima peuvent
exister. On parle donc bien du problème des partitions admissibles optimales.
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Déﬁnition 6.2. Étant donnés une population Ω et un critère externe
déﬁnissant la notion d'admissibilité, le nombre de partitions admissibles
|Papnq| dépend de la taille n de la population.
De plus, nous notons Empnq la complexité de l'évaluation par la mesure
m d'une partition quelconque2. La complexité algorithmique du problème
des partitions admissibles optimales est donc en Θp|Papnq| Empnqq.
Dans la suite de cette section, nous calculons |Papnq| pour les diﬀérents
ensembles de partitions admissibles présentés dans le chapitre précédent, aﬁn
de donner une idée de la complexité algorithmique du problème dans chacun
de ces cas.
Nombre de partitions dans le cas non-contraint. Étant donnée une
population de taille n pour laquelle toute partition est admissible
(PapΩq  PpΩq, aucune syntaxe ou sémantique particulière n'est conser-
vée lors de l'agrégation), le nombre de partitions à évaluer est donné par le
ne nombre de Bell [Rot64] :
|Ppnq|  Bn 
n1¸
k0

n 1
k


Bk
Il a été montré que la suite pBnqnPN est asymptotiquement bornée par la
suite exponentielle suivante [BT10] :
|Ppnq|  Θ

0, 792n
lnpn  1q

n

 Θ
 
en logn

Le nombre total de partitions d'une population dépend plus qu'expo-
nentiellement de la taille de cette population.
Nombre de partitions admissibles selon une hiérarchie. Dans le cas
d'une hiérarchie T pΩq (cf. section 5.2), le nombre de partitions admissibles
|PT pnq| dépend du nombre de niveaux et du nombre de branches dans la
hiérarchie. Celui-ci peut être calculé de manière récursive : dans l'arbre re-
présentant la hiérarchie T pΩq, les partitions d'une partie X P T pΩq  repré-
sentée par un n÷ud de l'arbre  sont (1) la partition macroscopique tXu ou
2 Dans le cas de la divergence de Kullback-Leibler D (cf. sous-section 4.3.2), l'évaluation
dépend linéairement de la taille de la population. Dans le cas de la réduction de taille ∆T
(cf. sous-section 4.3.1), l'évaluation est réalisée en temps constant.
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(2) l'union de partitions des sous-parties de X  représentées par les ﬁls du
n÷ud. Le nombre de partitions admissibles est donc donné par la formule
récursive suivante :
|PT pXq|  1 
¹
Y PfilspXq
|PT pY q|
où filspXq est l'ensemble des ﬁls de X dans l'arbre représentant la hiérarchie.
Le nombre maximal de partitions est atteint lorsque l'arbre représentant
la hiérarchie est un arbre binaire complet. À chaque n÷ud, le nombre de
partitions est multiplié par deux. Supposons que n  2k, où k est la hauteur
de l'arbre, nous avons alors :
|PT p2kq|  Uk  1  pUk1q2 avec U0  1
La suite pUkqkPN est dominée par3 :
|PT pnq|  Opcnq avec c  1, 226
Notons qu'on trouve des résultats similaires pour des arbres ternaires com-
plets4 (c  1, 084), pour des arbres quaternaires complets, etc. Ainsi, pour
une taille bornée des agrégats constituant la hiérarchie, la classe de com-
plexité reste la même que dans le cas d'un arbre binaire.
Même si le nombre de partitions admissibles dans le cas d'une population
hiérarchique est inférieur au nombre total de partitions, il dépend néanmoins
exponentiellement de la taille de la population.
Nombre de partitions admissibles selon un ordre total. Dans le
cas d'une population ordonnée de n individus (cf. section 5.3), réaliser une
partition de taille k consiste à couper la population en k  1 endroits et de
former ainsi k intervalles. Le nombre de partitions de taille k est donc
 
n1
k1

et le nombre total de partitions admissibles selon l'ordre total est :
|P pnq| 
n1¸
k0

n 1
k


 2n1
Dans le cas d'une population ordonnée également, le nombre de partitions
admissibles dépend exponentiellement de la taille de la population.
3 Voir la formule présentée sur le site Integer Sequences : http://oeis.org/A003095
(formule de Benoit Cloitre, 27 novembre 2002).
4Voir : http://oeis.org/A135361.
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Passage à l'échelle de l'algorithme. Un simple parcours de l'ensemble
PapΩq n'est pas exploitable en pratique dans le cas de grands systèmes. En
eﬀet, du fait de cette complexité exponentielle, un algorithme évaluant
une-à-une les partitions admissibles, et renvoyant celles qui optimisent la
mesure de qualité, ne passe pas à l'échelle. Pour résoudre le problème des
partitions admissibles optimales en un temps raisonnable, il est nécessaire
d'établir une stratégie de résolution non-triviale. La section suivante propose
un algorithme reposant sur la décomposabilité des mesures pour calculer les
partitions optimales avec une complexité linéaire, dans le cas des popula-
tions hiérarchiques, ou quadratique, dans le cas des populations ordonnées.
6.2 Un algorithme de résolution eﬃcace
L'algorithme décrit dans cette section utilise une stratégie de type
diviser pour régner aﬁn de résoudre le problème des partitions admissibles
optimales. Cette stratégie consiste (1) à décomposer le problème en sous-
problèmes plus simples et (2) à exécuter récursivement l'algorithme sur ces
sous-problèmes, jusqu'à l'obtention de problèmes triviaux (calculs des par-
titions optimales d'une population de taille 1). Dans l'algorithme que nous
proposons, l'étape (1) utilise la relation de couverture pour décomposer le
problème (cf. sous-section 3.2.4) et l'étape (2) la décomposabilité des me-
sures de qualité présentées dans le chapitre 4 pour appliquer l'algorithme
aux sous-problèmes (cf. sous-section 4.2.3).
6.2.1 Décomposition par la relation de couverture
Déﬁnition 6.3. Une décomposition de l'espace de recherche PapΩq
consiste à déﬁnir des sous-ensembles P1, . . . ,Pk tels que :
PapΩq  P1 Y . . .YPk
Une fois calculées les partitions optimales Pm1 , . . . ,P
m
k au sein de ces
sous-ensembles, nous avons :
Pma pΩq  arg maxX PPm1 Y ...YPmk
mpX q (6.1)
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La relation de couverture introduite dans la sous-section 3.2.4 représente
les désagrégations atomiques que l'on peut appliquer à une partition donnée,
c'est-à-dire les diﬀérentes façons de scinder une partition  de manière mi-
nimale . La ﬁgure 6.1 donne des exemples de désagrégations atomiques de
la partition macroscopique PJpΩq en fonction de l'ensemble des partitions
admissibles déﬁnies sur la population Ω :
• dans le cas non-contraint, il s'agit de partitionner la population en deux
parties quelconques (ﬁgure 6.1a) ;
• dans le cas d'une population ordonnée, il s'agit de scinder la partition
en un endroit pour former deux intervalles (ﬁgure 6.1b) ;
• dans le cas d'une population hiérarchique, il s'agit de descendre d'un
niveau dans la hiérarchie (ﬁgure 6.1c).
a b
c d
a b
c d
a b
c d
a b
c d
a b
c d
a b
c d
a b
c d
a b
c d
(a) Population non-contrainte
1 2 3 4 1 2 3 4 1 2 3 4
1 2 3 4
(b) Population ordonnée
a r b r e
a r b r e
(c) Population hiérarchique
Figure 6.1  Décomposition de l'espace de recherche en fonction des par-
titions couvertes par la partition macroscopique (les ﬂèches épaisses repré-
sentent la relation de couverture)
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De cette manière, la structure induite par la relation de couverture peut
être exploitée pour décomposer l'espace de recherche. Notons tout d'abord
que toute partition appartenant à PapΩq raﬃne la partition macroscopique
PJ. Nous avons donc :
PapΩq  RapPJq (6.2)
où RapPJq est l'ensemble des partitions admissibles raﬃnant PJ. La no-
tion de couverture peut ensuite être utilisée pour décomposer cet ensemble :
étant donnée une partition X , une partition raﬃnant X est soit la parti-
tion X elle-même, soit une partition raﬃnant une partition couverte par X .
Formellement :
RpX q  tX u Y

 ¤
Y PCpX q
RpYq

 (6.3)
L'espace de recherche peut donc être décomposé de la manière suivante5
(cf. équations 6.2 et 6.3 ci-dessus) :
PapΩq  tPJu Y

 ¤
Y PCapPJq
RapYq

 (6.4)
Supposons que nous disposions d'une méthode pour calculer Rma pYq, l'en-
semble des partitions admissibles optimales parmi celles raﬃnant la partition
Y . Nous avons alors (cf. équations 6.1 et 6.4) :
Pma pΩq  arg max
X P tPJuY


¤
Y PCpPJq
Rma pYq


mpX q (6.5)
Le calcul des partitions admissibles optimales se ramène donc au calcul des
partitions admissibles optimales raﬃnant les partitions couvertes par la par-
tition macroscopique. La section suivante présente une méthode pour calculer
ces ensembles pRma pYqqY PCpPJq de manière récursive.
5 On suppose ici que la partition macroscopique est admissible : PJ P PapΩq. Dans le
cas contraire, il suﬃt d'enlever le terme tPJu de la décomposition.
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6.2.2 Principe d'optimalité et calcul récursif
Le principe d'optimalité [JSB 05] est une propriété algébrique de la mesure
à optimiser. Intuitivement, une mesure a cette propriété lorsque la notion
d'optimalité est  récursive  : une partition optimale X raﬃnant une parti-
tion Y  tY1, . . . , Yku est l'union de partitions optimales X1, . . . ,Xk déﬁnies
sur les parties Y1, . . . , Yk, et réciproquement. Notons que le principe d'opti-
malité énoncé dans [JSB 05] ne comprend que la première partie de cette
proposition, et non sa réciproque. Ainsi, il s'énonce plus facilement : si une
partition X est optimale sur Ω, alors les partitions X1, . . . ,Xk sont optimales
sur Y1, . . . , Yk. Cependant, cette déﬁnition ne permet pas de mettre en place
une méthode de résolution récursive, dans la mesure où, selon cette seule
condition suﬃsante, l'union de partitions optimales sur Y1, . . . , Yk n'est pas
nécessairement optimale sur Ω. C'est pourquoi nous adjoignons au principe
d'optimalité la condition nécessaire suivante : si les partitions X1, . . . ,Xk
sont optimales sur Y1, . . . , Yk, alors leur union X est optimale parmi les par-
titions raﬃnant Y  tY1, . . . , Yku. Dans l'encadré suivant, nous donnons une
formalisation plus simple  mais équivalente  de cette propriété, pour k  2.
Déﬁnition 6.4. Une mesure de qualité m satisfait le principe d'optima-
lité si et seulement si, pour tout couple de parties Y1 et Y2 partition-
nant Ω (formellement : Y1 X Y2  H et Y1 Y Y2  Ω) et pour tout couple
de partitions X1 et X2 respectivement déﬁnies Y1 et Y2 (X1 P PpY1q et
X2 P PpY2q), l'union X1 Y X2 est optimale parmi les partitions raﬃnant
tY1, Y2u si et seulement si X1 et X2 sont optimales sur Y1 et Y2.
Formellement, m satisfait le principe d'optimalité si et seulement si, pour
tout Y1, Y2, X1 et X2 déﬁnis tel que précédemment, nous avons :
X1YX2 P RmptY1, Y2uq ô X1 P PmpY1q et X2 P PmpY2q (6.6)
Si le principe d'optimalité est vériﬁé pour toute partition de Ω en deux
parties Y1 et Y2, il est facile de montrer qu'il est également vériﬁé pour toute
partition Y  tY1, . . . , Yku P PpΩq. Pour tout k-uplet de partitions X1, . . . ,Xk
déﬁnies sur Y1, . . . , Yk, nous avons alors :
X1 Y . . .Y Xk P RmptY1, . . . , Ykuq ô @i P t1, . . . , ku, Xi P PmpYiq
Le calcul des partitions optimales peut ainsi être réalisé de manière ré-
cursive : si nous connaissons les partitions optimales sur des parties de la
population, nous pouvons facilement en déduire les partitions optimales raf-
ﬁnant la population. Il suﬃt pour cela de prendre le produit cartésien des
ensembles de partitions.
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Étant données une mesure de qualité m qui satisfait le principe d'opti-
malité et une partition Y  tY1, . . . , Yku de la population Ω, l'ensemble
des partitions optimales raﬃnant Y est donné par le produit cartésien
des ensembles de partitions optimales sur les parties Y1, . . . , Yk :
RmpYq  PmpY1q
¡
. . .
¡
PmpYkq (6.7)
Théorème. Une mesure de qualité additivement décomposable (cf. sous-
section 4.2.3) satisfait le principe d'optimalité.
Preuve. Soient m une mesure de qualité additivement décomposable,
tY1, Y2u une partition de Ω et X1 et X2 des partitions de Y1 et Y2. Montrons
que la proposition 6.6 est vériﬁée. La preuve repose sur le fait que :
mpX1 Y X2q  mpX1q  mpX2q
Condition suﬃsante. Supposons que X1YX2 P RmptY1, Y2uq. Pour toute
partition X 11YX 12 P RptY1, Y2uq, nous avons doncmpX1YX2q ¥ mpX 11YX 12q.
Raisonnons par l'absurde et supposons que X1 R PmpY1q. Il existe donc
une partition X 11 P PpY1q telle que mpX 11q ¡ mpX1q. Nous avons donc
mpX 11 Y X2q  mpX 11q   mpX2q ¡ mpX1q   mpX2q  mpX1 Y X2q.
Or, X 11 Y X2 P RptY1, Y2uq. Contradiction. De même si on suppose que
X2 R PmpY2q. Nous avons donc X1 P PmpY1q et X2 P PmpY2q. 
Condition nécessaire. Supposons que X1 P PmpY1q et X2 P PmpY1q.
Pour toutes partitions X 11 P PpY1q et X 12 P PpY2q, nous avons donc
mpX1q ¥ mpX 11q et mpX2q ¥ mpX 12q. Soit une partition X 1 P RptY1, Y2uq.
Notons X 11 et X 12 les partitions de Y1 et Y2 telles que X 11 Y X 12  X 1. Nous
avons mpX1 Y X2q  mpX1q   mpX2q ¥ mpX 11q   mpX 12q  mpX 1q.
Donc X1 Y X2 P RmptY1, Y2uq. 
Notons que le même raisonnement est valable pour toute mesure dont
l'opérateur de décomposition op (cf. sous-section 4.2.3) est croissant
(x ¡ x1 Ñ oppx, yq ¡ oppx1, yq). Ainsi, une mesure décomposable par
un opérateur croissant satisfait le principe d'optimalité. C'est notamment le
cas des mesures présentées dans la section 4.3 : la taille des partitions et la
divergence de Kullback-Leibler.
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6.2.3 Algorithme des partitions admissibles optimales
La méthode de décomposition (équation 6.4) et la méthode de récursion
(équation 6.7) permettent de déﬁnir un algorithme de type diviser pour ré-
gner. Celui-ci repose sur la formule récursive suivante :
Pma pΩq  arg max
X P tPJuY


¤
tY1,...,Yku PCapPJq
Pma pY1q
¡
. . .
¡
Pma pYkq


mpX q
Ainsi, pour calculer les partitions admissibles optimales Pma pΩq, il faut :
• calculer les partitions admissibles couvertes CapPJq ;
• calculer les ensembles de partitions admissibles optimales Pma pYiq sur
les parties Yi des partitions Y P CapPJq ;
• calculer le produit cartésien de ces ensembles de partitions ;
• évaluer les partitions résultantes et la partition macroscopique PJ ;
• garder celles qui optimisent la mesure de qualité m.
Algorithme des partitions admissibles optimales
Entrée : une population Ω, un ensemble de partition admissibles PapΩq
et une mesure de qualité positive m satisfaisant le principe d'optimalité
Sortie : l'ensemble des partitions admissibles optimales Pma pΩq
1. Initialisation : Pma pΩq Ð tPJu, avec PJ  tΩu
2. Calculer l'ensemble CapPJq des partitions couvertes par PJ
3. Pour chaque partition couverte Y P CapPJq :
3.1. Pour chaque partie Y P Y :
3.1.1. Appliquer l'algorithme à Y pour calculer Pma pY q
3.2. En déduire l'ensembleRma pYq des partitions admissibles optimales
raﬃnant Y à l'aide du principe d'optimalité (cf. équation 6.6) :
Rma pYq 
¡
Y PY
Pma pY q
3.3. Si les partitions appartenant à Rma pYq ont une qualité supérieure
aux partitions appartenant à Pma pΩq, alors P
m
a pΩq Ð R
m
a pYq
4. Renvoyer Pma pΩq
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Exemple. Aﬁn d'illustrer cet algorithme, la ﬁgure 6.2 donne un exemple
d'exécution dans le cas d'une population ordonnée de taille 4. La ﬁgure se
lit de haut en bas et de gauche à droite. Le point de départ est la parti-
tion macroscopique 1 2 3 4 . Les ﬂèches épaisses (numérotées) indiquent
l'ordre d'exécution de l'algorithme, correspondant à la décomposition se-
lon la relation de couverture (cf. étape 3 de l'algorithme). Chacune de
ces ﬂèches correspond donc à un certain nombre d'appels récursifs (3.1),
à un produit cartésien (3.2) et à une comparaison (3.3). Chaque ﬂèche en
pointillées (non-numérotée) correspond à un appel récursif (3.1.1). Dans
la sous-section suivante, nous montrons que la complexité temporelle de
l'algorithme peut être réduite en évitant certains de ces appels.
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Figure 6.2  Trace d'exécution de l'algorithme des partitions admissibles
optimales dans le cas d'une population ordonnée de taille 4
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6.2.4 Optimisation de l'algorithme
L'algorithme proposé dans la sous-section précédente résout le problème des
partitions admissible optimales. Cependant, il n'est pas optimal en termes
de temps de calcul. Dans cette sous-section, nous mettons en évidence les
redondances de l'algorithme et nous proposons deux optimisations pour ré-
duire sa complexité temporelle : stocker les résultats intermédiaires et éviter
les évaluations redondantes. Notons que ces optimisations nécessitent un es-
pace mémoire plus important. Ainsi, elles réduisent la complexité temporelle
de l'algorithme, mais accroissent sa complexité spatiale. La section 6.3 quan-
tiﬁe et discute ces deux aspects.
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Figure 6.3  Trace d'exécution de l'algorithme stockant les résultats inter-
médiaires pour éviter des appels récursifs (croix en rouge)
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Stocker les résultats intermédiaires. Dans le cas d'une mesure de qua-
lité décomposable, la qualité d'une partie ne dépend pas de la partition au
sein de laquelle elle s'insère (cf. sous-section 4.2.3). Il est donc possible de gar-
der en mémoire l'ensemble des partitions admissibles optimales Pma pY q pour
chaque partie Y P PapΩq et de réutiliser ces résultats. Ainsi, l'algorithme
n'est exécuté qu'une seule fois par partie admissible. Les appels récursifs ne
sont réalisés que si le résultat intermédiaire n'a pas déjà été calculé.
Exemple. Dans la ﬁgure 6.2, l'algorithme est appliqué deux fois aux parties
1 2 , 2 3 et 3 4 . En stockant le résultat lors du premier appel, on
peut économiser les appels suivants. La ﬁgure 6.3 représente l'exécution
résultant de cette optimisation. Les croix en rouge indiquent les appels
ainsi évités.
Éviter les évaluations redondantes. Selon l'ensemble des partitions
admissibles considéré, la décomposition de l'espace de recherche peut être
redondante : PapΩq  P1 Y . . .YPk et il existe i et j tels que PiXPj  H.
Dans le cas de la décomposition que nous proposons (équation 6.4), il existe
par exemple deux partitions Y1 et Y2 couvertes par la partition macrosco-
pique (Y1 P CapPJq et Y2 P CapPJq) telles que RapY1q XRapY2q  H. Dans
ce cas de ﬁgure, les partitions appartenant à l'ensemble RapY1q X RapY2q
sont évaluées plusieurs fois lors de l'exécution de l'algorithme : une fois en
tant que raﬃnement de Y1 et une fois en tant que raﬃnement de Y2.
Exemple. Dans la ﬁgure 6.3, la ﬂèche 3 correspond à l'évaluation et à la
comparaison des partitions 3 4 et 3 4 . Les ﬂèches 2 + 3 correspondent
donc à l'évaluation des partitions 2 3 4 , 2 3 4 et 2 3 4 . Ensuite,
les ﬂèches 4 + 5 correspondent à l'évaluation des partitions 2 3 4 et
2 3 4 . Ainsi, la partition 2 3 4 est évaluée deux fois : une fois avec
2 + 3 et une fois avec 4 + 5 . Par conséquent, la comparaison 5 n'est
pas nécessaire, 2 + 3 + 4 suﬃsent à évaluer et à comparer les quatre
partitions 2 3 4 , 2 3 4 , 2 3 4 et 2 3 4 .
Ces évaluations redondantes peuvent être évitées aﬁn d'améliorer les per-
formances de l'algorithme en temps de calcul. Il suﬃt pour cela de trans-
mettre, lors des appels récursifs, l'ensemble des partitions couvertes Y1, . . . ,Yk
qui ont été évaluées et comparées lors des appels  supérieurs  (étapes 3.1,
3.2 et 3.3). Ainsi, au sein des appels  inférieurs , lorsqu'une partition cou-
verte Y 1 est évaluée (étape 3), on vériﬁe d'abord que celle-ci ne raﬃne aucune
des partitions Y1, . . . ,Yk précédemment évaluées. S'il existe une partition Yi
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telle que Y 1 P RapYiq, alors on passe directement à la partition suivante (sans
exécuter les étapes 3.1, 3.2 et 3.3). Ainsi, ne sont évaluées que les partitions
couvertes qui n'ont pas déjà été évaluées6. La ﬁgure 6.4 représente l'exécution
résultant de cette optimisation. Les croix en bleu indiquent les évaluations
évitées.
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Figure 6.4  Trace d'exécution de l'algorithme stockant les partitions éva-
luées pour éviter les évaluations redondantes (croix en bleu)
6 Cette méthode doit être implémentée avec le plus grand soin, sous peine d'être
extrêmement coûteuse en temps de calcul. Dans les implémentations spécialisées présentées
en section 6.3, le critère d'admissibilité est ﬁxé. On connaît alors la structure induite par
la relation de couverture et la méthode peut être implémentée de manière implicite en ne
calculant, lors de l'étape 3, que les partitions couvertes qu'il est nécessaire d'évaluer. La
méthode de suppression des évaluations redondantes a alors un coût linéaire.
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Voici la version optimisée de l'algorithme des partitions admissibles opti-
males. Les ajouts sont mis en évidence : en rouge, pour les ajouts concernant
le stockage des résultats intermédiaire, et en bleu, pour ceux concernant la
surpression des évaluations redondantes.
Dans la section suivante, nous précisons l'implémentation de cet algo-
rithme dans le cas de populations hiérarchiques et de populations ordonnées.
Nous donnons également la complexité algorithmique (spatiale et temporelle)
de ces implémentations.
Algorithme des partitions admissibles optimales
(version optimisée)
Entrée : une population Ω, un ensemble de partitions admissiblesPapΩq,
une mesure de qualité positive m satisfaisant le principe d'optimalité et
l'ensemble des partitions E dont les raﬃnements ont été évalués
Sortie : l'ensemble des partitions admissibles optimales Pma pΩq
Variable globale : l'ensemble des partitions admissibles opti-
males Pma pY q pour chaque partie Y P PapΩq déjà évaluée
0. Si Pma pΩq a déjà été calculé, renvoyer P
m
a pΩq
1. Initialisation : Pma pΩq Ð tPJu, avec PJ  tΩu, et E1 Ð E
2. Calculer l'ensemble CapPJq des partitions couvertes par PJ
3. Pour chaque partition couverte Y P CapPJq,
si Y ne raﬃne aucune partition de E :
3.1. Pour chaque partie Y P Y :
3.1.1. Appliquer l'algorithme à Y avec E1 pour calculer Pma pY q
3.2. En déduire l'ensembleRma pYq des partitions admissibles optimales
raﬃnant Y , à l'aide du principe d'optimalité (cf. équation 6.6) :
Rma pYq 
¡
Y PY
Pma pY q
3.3. Si les partitions appartenant à Rma pYq ont une qualité supérieure
aux partitions appartenant à Pma pΩq, alors P
m
a pΩq Ð R
m
a pYq
3.4. Ajouter Y à E1
4. Renvoyer Pma pΩq et enregistrer le résultat
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6.3 Implémentations spécialisées de l'algorithme
L'algorithme proposé dans la section précédente est un algorithme générique
au sens où il peut être appliqué à tout ensemble de partitions admissibles
PapΩq  PpΩq. Cependant, en termes d'implémentation, il est préférable de
spécialiser l'algorithme pour les diﬀérentes structures qui nous intéressent. En
eﬀet, la manière de représenter les individus, les parties admissibles, les par-
titions admissibles, la manière de calculer les partitions couvertes, d'évaluer
la qualité des partitions et d'éviter les évaluations redondantes, dépendent de
l'espace de recherche parcouru. Les structures de données utilisées dans les
implémentations spécialisées de l'algorithme sont donc adaptées aux struc-
tures algébriques de l'ensemble des partitions admissibles. Bien qu'il soit
possible de donner une implémentation générique de l'algorithme, celle-ci ne
serait pas aussi performante, en temps de calcul et en espace mémoire, qu'une
implémentation spécialisée.
Exemple. Une technique d'encodage générique des parties admissibles
consiste par exemple à lister les identiﬁants des individus qu'elles
contiennent. Dans ce cas, l'espace mémoire nécessaire à l'encodage d'une
partie dépend linéairement de sa taille (en supposant que chaque identi-
ﬁant nécessite un espace mémoire constant). Dans le cas d'une population
hiérarchique, une partie admissible peut simplement être représentée par
l'identiﬁant du n÷ud correspondant dans la hiérarchie et, dans le cas d'une
population ordonnée, par les identiﬁants des premiers et derniers individus
de l'intervalle correspondant. Dans ces deux cas, les techniques d'encodage
spécialisées nécessitent un espace mémoire constant et sont donc plus
performantes.
L'algorithme des partitions optimales doit donc être considéré comme
un point de départ pour l'implémentation d'algorithmes spécialisés. Cela
consiste à analyser l'exécution de l'algorithme, dans le cas général, pour
en déduire un algorithme performant, dans un cas particulier.
Cette section explicite ce processus de spécialisation dans le cas de popu-
lations hiérarchiques (sous-section 6.3.1) et de populations ordonnées (sous-
section 6.3.2). Le pseudo-code des deux algorithmes spécialisés résultants est
fourni en annexe B. Cette section donne également la complexité spatiale
et temporelle de ces deux algorithmes, c'est-à-dire le comportement asymp-
totique de l'espace mémoire et du nombre d'instructions nécessaires à leur
exécution.
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6.3.1 Algorithme des partitions hiérarchiques optimales
Exécution de l'algorithme générique. Étant données une population Ω
de taille n et une hiérarchie T pΩq, pour chaque partie admissible Y P T pΩq,
la partition macroscopique correspondante tY u ne couvre qu'une seule par-
tition : il s'agit de l'ensemble des ﬁls tY1, . . . , Yku du n÷ud Y dans l'arbre
représentant la hiérarchie. Ainsi, dans le cas d'une population hiérarchique,
la décomposition de l'espace de recherche n'est pas redondante (cf. équa-
tion 6.4) :
P pY q  tY u YR ptY1, . . . , Ykuq
où tY1, . . . , Yku est la partition couverte par tY u.
Dans ce cas, l'algorithme des partitions admissibles optimales consiste
simplement à s'exécuter récursivement sur les parties Y1, . . . , Yk (étape 3.1),
à constituer les partitions résultantes P pY1q . . .P pYkq (étape 3.2) et à
comparer leur qualité à celle de la partition macroscopique tY u (étape 3.3).
La ﬁgure 6.5 donne un exemple d'exécution d'un tel algorithme.
Implémentation spécialisée de l'algorithme. La section B.1 de l'an-
nexe B donne le pseudo-code de l'algorithme des partitions hiérarchiques op-
timales issue de cette spécialisation. Cet algorithme consiste à réaliser diﬀé-
rents parcours en profondeur de l'arbre représentant la hiérarchie : pour me-
surer la qualité des partitions admissibles (procédure computeQuality),
a r b r e
a r b r e
a r b r e
a r b r e
1
2 3
Figure 6.5  Trace d'exécution de l'algorithme des partitions admissibles
optimales dans le cas d'une population hiérarchique de taille 5
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pour normaliser ces qualités (procédure normalizeQuality) et pour trou-
ver une partition optimale (procédure computeOptimalPartition). Cet
algorithme a été implémenté en C++ au sein du logiciel de visualisation
Viva7 pour l'agrégation de traces d'exécution de systèmes distribués (cf. cha-
pitre 7), également en C++ au sein du module Ocelotl8 de la plate-forme
FrameSoC, pour l'agrégation de traces d'exécution de systèmes embarqués
(cf. perspectives du chapitre 7), et sous la forme d'un script PHP, dans le
cadre du projet ANR CORPUS GEOMEDIA, pour l'agrégation de systèmes
géographiques (cf. chapitre 8).
Notons que l'implémentation proposée renvoie une seule partition opti-
male. Dans le cas où plusieurs partitions sont optimales (elles ont la même
qualité), l'algorithme renvoie toujours la moins agrégée. Dans la majorité des
cas rencontrés en pratique, il n'y a qu'une seule partition optimale (Pma est
un singleton) et cela ne pose pas de problème. Il faudrait cependant, en pers-
pective de cette implémentation, donner une preuve empirique de ce résultat.
Complexité spatiale de l'algorithme. La complexité spatiale de l'al-
gorithme des partitions hiérarchiques optimales est déterminée par la taille
de l'arbre représentant la hiérarchie. En eﬀet, pour chaque n÷ud, diﬀérentes
étiquettes sont créées et manipulées par l'algorithme aﬁn de représenter : la
valeur de l'attribut, la taille de l'agrégat, la réduction de complexité et la
perte d'information associées à l'agrégat, ainsi que la coupe de l'arbre aﬁn de
représenter la partition optimale. Toutes ces étiquettes nécessitent un espace
mémoire constant. De plus, l'arbre contient au maximum 2n1 n÷uds (dans
le cas d'un arbre binaire complet), où n est la taille de la population.
Complexité temporelle de l'algorithme. L'ensemble des opérations
exécutées pour créer et manipuler les étiquettes (aﬀectations, sommes, pro-
duits, comparaisons, etc.) sont réalisées en temps constant. La complexité
temporelle de l'algorithme est donc celle d'un simple parcours en profondeur
de l'arbre représentant la hiérarchie (cf. annexe B pour une évaluation em-
pirique du temps d'exécution).
L'algorithme des partitions hiérarchiques optimales a donc une complexité
spatiale et temporelle linéaire par rapport à la taille de la population.
7 Implémentation réalisée par Lucas M. Schnorr, concepteur du logiciel Viva.
Cf. fonctions computeGainDivergence et findBestAggregation dans
https://github.com/schnorr/pajeng/blob/entropy/src/libpaje/PajeContainer.cc
et dans https://github.com/schnorr/pajeng/blob/entropy/src/libpaje/PajeEntropy.cc.
8 Implémentation réalisée par Damien Dosimont, concepteur de Ocelotl.
Cf. https://github.com/dosimont/lpaggreg.
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6.3.2 Algorithme des partitions ordonnées optimales
Exécution de l'algorithme générique. Étant donnée une population Ω
constituée de n individus tx1, . . . , xnu ordonnés selon la relation suivante :
xi   xj si et seulement si i   j, l'ensemble des parties admissibles P pΩq
est l'ensemble des intervalles Yi,j  txi, . . . , xju avec 1 ¤ i ¤ j ¤ n. Pour
chacun de ces intervalles, les partitions admissibles couvertes par la partition
macroscopique tYi,ju sont des couples de sous-intervalles
Yi,k,j  tYi,k, Yk 1,ju  ttxi, . . . , xku, txk 1, . . . , xjuu avec i ¤ k   j.
Nous avons donc la décomposition suivante : C ptYi,juq  tYi,i,j, . . . ,Yi,j1,ju.
Supposons que l'algorithme des partitions admissibles optimales est ap-
pliqué à la population Ω  Y1,n et que les partitions couvertes sont évaluées
(étape 3) dans l'ordre suivant : Y1,1,n, . . . ,Y1,n1,n (cf. ﬁgure 6.4 pour n  4).
1. Première évaluation : la partition Y1,1,n  ttx1u, tx2, . . . , xnuu est
évaluée en premier. L'algorithme est alors appelé récursivement
(étape 3.1.1) sur la partie Y2,n  tx2, . . . , xnu, puis sur la partie
Y3,n  tx3, . . . , xnu, etc. Après cette première évaluation, l'algorithme a
donc été appliqué à l'ensemble des parties Y2,n, . . . , Yn,n et les résultats
intermédiaires ont été stockés en mémoire (étape 4).
2. Évaluations suivantes : supposons que l'algorithme en soit à la
ke évaluation, avec 1   k ¤ n. Les partitions Y1,1,n, . . . ,Y1,k1,n ont
déjà été évaluées, ainsi que l'ensemble des partitions qu'elles raﬃnent
(étape 3.4), et l'algorithme est maintenant chargé d'évaluer la partition
Y1,k,n  tY1,k, Yk 1,nu. Il est donc appliqué récursivement (étape 3.1.1)
aux deux parties Y1,k et Yk 1,n :
• La partie Y1,k est décomposée (étape 2) de la manière suivante :
C ptY1,kuq  tY1,1,k, . . . ,Y1,k1,ku. Or, pour tout i P J1, k  1K, la
partition Y1,i,k raﬃne la partition Y1,i,n. Cette dernière ayant déjà
été évaluée lors des étapes précédentes, elle n'a pas besoin de l'être à
nouveau. Par conséquent, aucune des partitions couvertes par tY1,ku
n'est évaluée (suppression des étapes 3.1, 3.2, 3.3 et 3.4). La partition
retenue est donc la partition macroscopique tY1,ku (étape 1).
• L'algorithme a déjà été appliqué à la partie Yk 1,n  txk 1, . . . , xnu
lors de la première évaluation. On récupère donc le résultat stocké
en mémoire (étape 0).
Pour résumer, pour calculer Pm  pY1,nq, l'algorithme générique :
• calcule récursivement les partitions optimales Pm  pY2,nq, . . . ,Pm  pYn,nq
pour les n 1 parties Y2,n, . . . , Yn,n ;
• utilise les résultats pour comparer les partitions couvertes par tY1,nu, à
savoir (cf. équation 6.7) : tY1,1u Pm  pY2,nq, . . . , tY1,n1u P
m
  pYn,nq.
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Implémentation spécialisée de l'algorithme. La section B.2 de l'an-
nexe B donne le pseudo-code de l'algorithme des partitions ordonnées opti-
males. Il s'agit d'une version non-récursive de l'exécution décrite précédem-
ment : les diﬀérentes évaluations sont réalisées de manière itérative. Une
première itération permet de mesurer la qualité des parties admissibles (pro-
cédure computeQuality), une autre de les normaliser (procédure norma-
lizeQuality). Une troisième itération (procédure computeOptimalPar-
tition) est chargée de calculer les partitions optimales de la partie Yn1,n,
puis d'utiliser le résultat pour calculer les partitions optimales de la par-
tie Yn2,n, et ainsi de suite, jusqu'à calculer les partitions optimales de la
population Ω  Y1,n.
Cet algorithme a également été implémenté en C++ au sein du module
Ocelotl (cf. perspectives du chapitre 7) et sous la forme d'un script PHP
pour le projet ANR CORPUS GEOMEDIA (cf. chapitre 8).
Notons que cet algorithme est similaire à celui proposé dans [JSB 05]. À
cet égard, notre contribution principale est de montrer que l'algorithme
présenté dans l'article de Jackson et al. est un cas particulier d'algorithme
des partitions optimales. Ce chapitre a bien une visée générique.
Complexité spatiale de l'algorithme. L'algorithme des partitions or-
données optimales nécessite de stocker, pour chaque partie Y1,n, . . . , Yn,n, la
partition optimale associée. Dans l'implémentation proposée en annexe B,
nous utilisons le principe d'optimalité pour encoder les partitions optimales
de manière eﬃcace. Pour chaque partie Yi,n  txi, . . . , xnu, avec 1 ¤ i ¤ n,
nous ne stockons que l'indice k, avec i   k, de la seconde partie de la parti-
tion optimale, signiﬁant que Yi,k1  txi, . . . , xk1u est agrégé et que le reste
de la partition est déterminé par la partition optimale de Yk,n  txk, . . . , xnu
(k  n   1 indique que l'intégralité de la partie Yi,n  txi, . . . , xnu est agré-
gée). Pour connaître la partition optimale de Yi,n, il nous faut regarder celle
de Yk,n, et ainsi de suite. Ainsi, un simple vecteur d'entiers permet de stocker
tous les résultats intermédiaires de l'algorithme.
La complexité spatiale de l'algorithme pourrait donc être linéaire. Ce-
pendant, dans l'implémentation proposée, les qualités des parties admis-
sibles Yi,j, avec 1 ¤ i ¤ j ¤ n, sont calculées de manière itérative, grâce à la
décomposabilité des mesures de qualité (cf. sous-section 4.2.3), en construi-
sant une matrice de taille n  n (procédure computeQuality). Dans ce
cas la complexité spatiale est donc quadratique. Dans le cas d'un calcul des
qualités  à la volée , c'est-à-dire sans allouer d'espace mémoire pour leur
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calcul. Dans ce cas, l'évaluation d'une partie dépend linéairement de la taille
de celle-ci. Or, l'algorithme nécessite de mesurer la qualité de chaque partie.
Dans ce cas, la complexité temporelle serait alors cubique. Nous préférons
éviter cela en allouant de l'espace mémoire pour la mesure des qualités des
parties admissibles.
Complexité temporelle de l'algorithme. Pour chaque partie Yi,n, avec
1 ¤ i ¤ n, l'algorithme doit eﬀectuer i  1 comparaisons pour identiﬁer les
partitions optimales parmi tYi,iu  Pm  pYi 1,nq, . . . , tYi,n1u  P
m
  pYn,nq. En
tout, npn1q
2
comparaisons sont eﬀectuées par l'algorithme (cf. annexe B pour
une évaluation empirique du temps d'exécution).
L'algorithme des partitions ordonnées optimales a donc :
• une complexité spatiale linéaire et temporelle cubique
• ou une complexité spatiale et temporelle quadratique.
6.4 Bilan et perspectives
Le problème des partitions admissibles optimales est diﬃcile sur le plan algo-
rithmique dans la mesure où, dans les cas présentés dans cette thèse (cas non-
contraint, populations hiérarchiques et populations ordonnées), le nombre
de partitions admissibles dépend exponentiellement de la taille de la po-
pulation analysée. Ce chapitre propose un algorithme de résolution eﬃcace
reposant sur deux hypothèses :
1. La mesure de qualité à optimiser satisfait le principe d'optimalité (ce
qui est le cas des mesures additivement décomposables présentées dans
le chapitre 4).
2. La structure induite par la relation de couverture permet de décomposer
l'espace de recherche aﬁn de limiter le nombre de partitions à évaluer.
Un résultat important réside donc dans le fait que la complexité du pro-
blème des partitions admissibles optimales dépend de la structure de l'en-
semble des partitions admissibles : plus les partitions sont contraintes, moins
de désagrégations atomiques sont autorisées, plus la résolution du problème
est facile sur le plan algorithmique. Ainsi, nous parvenons à résoudre le pro-
blème en un temps polynomial (linéaire dans le cas des populations hiérar-
chiques et quadratique dans le cas des populations ordonnées).
Ce chapitre propose un algorithme générique, applicable à tout critère
externe déﬁnissant un ensemble de partitions admissibles. Il permet ainsi de
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mettre en place des algorithmes spécialisés en fonction du contexte d'analyse.
En perspective de ce chapitre, il apparaît donc important d'appliquer cet al-
gorithme à d'autres critères externes, tels que ceux présentés en perspective
du chapitre précédent (partitions admissibles selon un ordre partiel, selon
un graphe et selon un graphe pondéré). Pour chacun de ces critères, il est
nécessaire de donner une implémentation particulière de l'algorithme et de
préciser la complexité spatiale et temporelle associée à cette implémentation.
Dans le cas des partitions admissibles selon un graphe, cette complexité dé-
pend notamment de la densité de celui-ci : exponentielle dans le cas d'un
graphe complet et quadratique dans le cas d'un graphe ﬁliforme (équivalent
à une relation d'ordre). Une étude empirique permettrait donc de déterminer
l'eﬃcacité de l'algorithme en fonction de paramètres tels que la centralité, la
connectivité et la densité du graphe.
 Le macroscope [...] est un instrument
symbolique, fait d'un ensemble de méthodes
et de techniques empruntées à des
disciplines très diﬀérentes. 
Joël de Rosnay, Le macroscope
Troisième partie
Agrégation et analyse
de grands systèmes
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CHAPITRE 7
Agrégation de traces pour la
visualisation de performance
Les applications haute performance (High Performance Computing) s'exé-
cutent sur des systèmes possédant aujourd'hui plusieurs milliers, voire plu-
sieurs millions de c÷urs. Les machines développées par l'exa-informatique
(exascale computing), visant à atteindre 1018 opérations par seconde, pour-
raient atteindre l'échelle du milliard de c÷urs au cours des prochaines an-
nées. Les applications exécutées sur ces plates-formes font intervenir autant
de processus, engendrant une concurrence extrême entre les tâches de calcul.
Comprendre et expliquer le comportement de ces applications, aﬁn d'en op-
timiser les performances, constitue un déﬁ majeur pour l'informatique : des
déﬁs syntaxiques, relatifs à l'observation, au traçage et à la visualisation de
millions de processus décentralisés et asynchrones (cf. section 2.1), et des dé-
ﬁs sémantiques, relatifs à l'extraction d'informations pertinentes à diﬀérentes
échelles de temps (de la nanoseconde au millier de secondes) et diﬀérentes
échelles d'espace (du processus à l'ensemble du système).
Ce chapitre s'intéresse plus particulièrement à la visualisation de per-
formance. La section 7.1 montre que les outils couramment utilisés dans le
domaine manquent de techniques de réduction de données adéquates. La sec-
tion 7.2 propose alors d'appliquer la méthode d'agrégation présentée dans la
partie précédente aﬁn d'engendrer des représentations macroscopiques per-
tinentes pour l'analyse spatiale et temporelle des applications haute perfor-
mance. La section 7.3 présente deux cas d'étude montrant que l'algorithme
des partitions optimales permet de détecter  à moindre coût  les anomalies
présentes dans les traces d'exécution. L'agrégation fournit ainsi des pistes
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techniques pour l'optimisation des applications analysées. La section 7.4
montre que la méthode passe à l'échelle, en agrégeant la trace (artiﬁcielle)
d'un million de processus. L'agrégation relève ainsi les déﬁs syntaxiques et
sémantiques du calcul haute performance.
7.1 Enjeux de l'agrégation pour la visualisation
de performance
Les recherches en visualisation de performance consistent à développer des
techniques de représentation graphique pour l'analyse exploratoire des sys-
tèmes de calcul [GZR 11] : grilles, réseaux pair-à-pair, supercalculateurs,
informatique en nuage (cloud computing), etc. Elle vise notamment l'opti-
misation des applications exécutées via la détection de comportements ir-
réguliers. Les outils de visualisation couramment utilisés dans le domaine
(e.g., Jumpshot-4, Pajé, Paraver, Triva, Vampir, Vite, Viva) pro-
posent habituellement une analyse post-mortem de l'application : des traces
d'activité sont collectées lors de l'exécution, puis visualisées à partir de re-
présentions classiques de l'espace et du temps, telles que les diagrammes de
Gantt [Wil03], ou de représentations moins classiques, telles que les graphes
de ressources [SLV13] ou les treemaps1 [Shn92]. Les ﬁgures 7.1 et 7.3 donnent
des exemples de visualisation reposant sur ces représentations alternatives.
(a) 2170 machines (b) 25 clusters (c) 9 sites
Figure 7.1  Graphe des ressources de la plate-forme Grid'5000 visualisée
au niveau des machines (hosts), des clusters et des sites (extrait de [SLV13])
1 Plusieurs traductions de ce terme ont été proposées dans la littérature :  diagrammes
de répartition ,  diagrammes d'occupation , ou encore  arborescences . Nous préférons
conserver dans la suite de ce chapitre le terme original  treemaps , au féminin, qui
exprime mieux le fait qu'il s'agisse de représenter des arbres ou des hiérarchies.
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Ces techniques de visualisation, cependant, souﬀrent de limitations syn-
taxiques et sémantiques. En eﬀet, le rendu détaillé du niveau microscopique,
en plus d'être très coûteux, est extrêmement diﬃcile à analyser [SL12]. Plus
grave encore, le désordre qui résulte de l'observation microscopique compro-
met la bonne interprétation de l'exécution. Les outils de visualisation doivent
donc intégrer des techniques d'abstraction pour visualiser les données aux
échelles qui intéressent l'utilisateur, tout en préservant l'interprétabilité des
données et la sémantique du système. Certains outils ont recours à une agré-
gation graphique, lors du rendu de la visualisation (par exemple au niveau
des pixels, pour Paraver [LGM 05]), ou à une agrégation de données (par
exemple au niveau des évènements, pour Viva [SL12] et Vampir [BHJR10]).
Ce processus de réduction est inévitable dans le cas de grandes traces, dans
la mesure où les quantités d'information qu'elles contiennent sont supé-
rieures à la quantité d'information qui peut être aﬃchée à l'écran [SL12] :
les données brutes sont alors transformées par un opérateur d'agrégation
(moyenne, somme, médiane, etc. [EF10]) en s'appuyant sur la structure du
système [SHN09]. L'agrégation vise ainsi à réduire la taille des données pour
produire une représentation macroscopique cohérente des états et de la dy-
namique du système.
Figure 7.2  Visualisation de la disponibilité d'un client BOINC au cours du
temps (extrait de [SLV12]) : agrégation de données sur 12 jours et agrégation
graphique selon deux logiciels de visualisation (Acroread et Evince)
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Cependant, l'agrégation n'est pas un procédé anodin. Elle peut notam-
ment engendrer une perte d'information dangereuse pour l'interprétation des
données visualisées, en particulier lorsque les données agrégées sont fortement
hétérogènes. Si elle n'est pas contrôlée, une telle transformation peut n'ap-
porter aucune information pertinente, voire induire l'utilisateur en erreur.
Les frises temporelles de la ﬁgure 7.2 [SLV12] indiquent les périodes de
disponibilité d'un client de la plate-forme de calcul distribué BOINC2 (en
gris, les périodes où le client est disponible, en blanc, les périodes où il ne
l'est pas). Parce qu'il n'y a pas assez de place sur l'écran pour représenter
toute l'information contenue dans une trace de 8 mois, une agrégation de
données est nécessaire. La 1re et la 3e frise, respectivement réalisées avec les
logiciels de visualisation de ﬁchiers Acroread et Evince, présentent de
telles agrégations temporelles. En examinant les détails sur une période de
12 jours (dans le cas d'Acroread, 2e frise), nous remarquons que le com-
portement microscopique est bien plus complexe que ce qui est eﬀectivement
visualisé. Pourtant, l'utilisateur ne dispose d'aucun moyen pour détecter et
quantiﬁer cette perte d'information. Plus grave encore, le logiciel de visualisa-
tion procède également à une agrégation graphique pour aﬃcher les données
très proches, notamment lorsque plusieurs informations sont superposées au
niveau du pixel. Ainsi, le rendu diﬀère d'un outil à l'autre, en fonction des
techniques de rendu implémentées (cf. 1re et 3e frises). L'interprétation des
données dépend donc de l'outil utilisé pour la visualisation, ce qui compro-
met l'objectivité de la représentation.
Nous soutenons que, dans le domaine du calcul haute performance, le
contrôle du procédé d'agrégation est un point crucial pour garantir l'inter-
prétabilité des visualisations à grande échelle. Cependant, dans des travaux
précédents, nous avons montré que les outils couramment utilisés pour la
visualisation de performance (Jumpshot-4, Pajé, Paraver, Triva, Vam-
pir, Vite et Viva), bien qu'ils implémentent des techniques d'agrégation
sophistiquées, ne permettent pas de distinguer les agrégations utiles (surpres-
sion d'informations redondantes) des agrégations dangereuses pour l'analyse
(perte d'informations importantes) [LPSVD12]. Aﬁn de fournir des représen-
tations macroscopiques proprement interprétables, nous proposons de doter
ces outils de méthodes formelles et pratiques pour évaluer et contrôler la
qualité des visualisations engendrées.
2 Berkeley Open Infrastructure for Network Computing, une infrastructure permet-
tant le partage de ressources de calcul, fondée sur la participation bénévole de machines
connectées via Internet, pour la réalisation de projets de recherche divers et variés :
http://boinc.berkeley.edu/.
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7.2 Agrégation hiérarchique des traces
d'exécution
Face aux limitations sémantiques des outils de visualisation de performance,
ce chapitre applique la technique d'agrégation présentée dans la deuxième
partie de cette thèse. L'objectif visé est la production de représentations
macroscopiques pertinentes sur le plan syntaxique et sémantique pour l'ana-
lyse des applications parallèles. En particulier, nous cherchons à détecter les
anomalies présentes à diﬀérents niveaux dans les traces d'exécution. Nous
procédons pour cela à l'agrégation spatiale des traces et à leur visualisation
via des treemaps multirésolution. L'approche est validée sur trois cas d'étude.
Les deux premiers sont issus de traces d'exécution réelles (section 7.3). Le
troisième, destiné à montrer l'eﬃcacité de l'approche à grande échelle, s'in-
téresse à une trace engendrée de manière artiﬁcielle (section 7.4).
7.2.1 Applications et traces analysées
Les deux cas d'étude présentés dans la section suivante s'intéressent aux per-
formances d'une application parallèle composées de tâches de calcul. Celles-
ci sont réparties et exécutées sur la plate-forme Grid'5000, infrastructure
d'expérimentation destinée à la recherche en informatique distribuée3. Cette
plate-forme de calcul réunit actuellement plus de 2 200 processeurs, totali-
sant près de 7 900 c÷urs, reliés par un réseau haute performance distribué
géographiquement sur 9 sites en France et 2 sites à l'étranger. La répartition
des tâches de calcul sur une plate-forme de cette envergure nécessite l'utilisa-
tion d'algorithmes de synchronisation distribués et dynamiques, chargés de
contrôler la concurrence et d'optimiser la performance du système en équi-
librant les charges de travail entre les processus. L'étude de ces algorithmes
non-déterministes constitue un champ de recherche à part entière, reposant
notamment sur l'analyse empirique de leurs résultats.
Déﬁnition 7.1. Nous notons Ωp l'ensemble des processus exécutés sur
la plate-forme pour une application donnée. Il s'agit du niveau micro-
scopique de l'analyse spatiale, détaillant l'exécution de chacune des res-
sources de calcul.
3 Voir le Wiki dédié https://www.grid5000.fr/ et l'article présentant la plate-forme
en détail [BCC 06].
106 CHAPITRE 7. VISUALISATION DE PERFORMANCE
L'algorithme de répartition analysé dans la suite de ce chapitre repose
sur KAAPI4, une librairie pour la synchronisation des tâches et des ﬂux de
données dans les systèmes distribués. L'algorithme est d'abord chargé de dis-
tribuer les tâches de calcul entre les processus, puis d'équilibrer les charges
de travail de manière dynamique lors de l'exécution. Pour procéder à l'éva-
luation de cet algorithme, nous récupérons des traces d'exécution contenant,
pour chaque processus, le temps consacré au calcul lui-même (état Run) et
le temps durant lequel le processus, devenu inactif, tente de décharger les
autres processus par le biais de requêtes de vol de travail (état Steal).
Les temps passés par les processus dans chacun des deux états Run et
Steal constituent les attributs du niveau de représentation microscopique.
Ils sont co-dépendants dans la mesure où, sur la période analysée, les proces-
sus sont toujours dans un état ou dans l'autre. Ainsi, pour chaque processus,
la somme de Run et de Steal est égale au temps d'exécution total du pro-
cessus. Le cas d'exécution idéal correspond à une faible valeur de l'attribut
Steal pour tous les processus, indiquant que la grande majorité du temps
d'exécution est dédiée au calcul. Nous sommes donc plus particulièrement
intéressés par la visualisation de l'attribut Steal.
Déﬁnition 7.2. Nous notons vSteal l'application de Ωp dans R  indi-
quant le temps passé par chaque processus dans l'état Steal5. Il s'agit
de l'attribut soumis à l'analyse.
7.2.2 Organisation hiérarchique de la plate-forme
La topologie du réseau de communication liant entre elles les ressources de
la plate-forme Grid'5000 aﬀecte l'exécution des applications. En eﬀet, du
fait de la distribution matérielle et géographique du système, les ressources
de calcul sont plus ou moins proches en temps de communication : deux
processus auront plus de facilité à communiquer s'ils appartiennent, dans
l'ordre, à la même machine, deux machines au même cluster, à deux clusters
du même site, etc. Ces propriétés du réseau sont donc liées à l'organisation
hiérarchique de la plate-forme, étagée en niveaux de ressources : le niveau des
4 Kernel for Adaptative, Asynchronous Parallel and Interactive programming, voir
le site dédié http://kaapi.gforge.inria.fr/ et l'article présentant la libraire en dé-
tail [GBP07].
5 En terme de dénombrement (cf. sous-section 3.2.1), l'attribut vSteal peut être in-
terprété comme la quantité de cycles d'horloge consacrés au vol de travail. Ces unités
atomiques étant de l'ordre de la nanoseconde, nous préférons une interprétation continue
de ce dénombrement (V  R ).
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processus, où les tâches sont eﬀectivement exécutées, le niveau des machines,
coordonnant plusieurs processus, le niveau des clusters, regroupant plusieurs
machines, le niveau des sites, etc.
L'algorithme de répartition doit prendre en compte la topologie du réseau
pour optimiser les performances du système. Nous faisons donc l'hypothèse
que cette topologie permet d'expliquer  au moins en partie  le comporte-
ment des processus. En ce sens, deux processus relativement proches dans le
réseau de communication sont supposés avoir une exécution similaire vis-à-vis
de l'algorithme de répartition. En eﬀet, dans la mesure où ils appartiennent
au même contexte d'exécution, ils devraient avoir à peu près la même charge
de travail. Les comportements hétérogènes témoignent alors d'une mauvaise
répartition des charges, révélant ainsi d'éventuelles imperfections de l'algo-
rithme. L'organisation hiérarchique sert donc de base sémantique pour l'agré-
gation de données (cf. section 5.2). Les agrégats représentent des groupes de
ressources cohérentes vis-à-vis de la disposition syntaxique du système.
Déﬁnition 7.3. Nous notons T pΩpq l'ensemble des parties de Ωp corres-
pondant aux processus regroupés par niveaux de ressources. X P T pΩpq
peut désigner un processus (singleton), l'ensemble des processus coor-
donnés par une machine, l'ensemble des processus présents au sein d'un
cluster, etc. Ces ensembles respectent la structure syntaxique du système
et leur comportement est en partie expliqué par la nature du réseau. Ils
constituent donc les parties admissibles de l'agrégation spatiale.
Nous notons PT pΩpq l'ensemble des partitions admissibles selon cette
organisation hiérarchique. Il s'agit des représentations macroscopiques
pertinentes pour l'analyse spatiale de l'algorithme de répartition.
7.2.3 Outils de visualisation et représentations treemap
Nous utilisons les outils open-source PajéNG6 et Viva7, au sein desquels
nous avons implémenté les mesures de qualité et l'algorithme des partitions
optimales. Ces outils ont été choisis pour leur implémentation des représen-
tations treemap, permettant de visualiser les traces qui nous intéressent.
Les treemaps sont particulièrement bien adaptées à la visualisation des
6 Outil d'analyse implémentant des techniques de visualisation classiques. Voir
https://github.com/schnorr/pajeng/ et l'article sur l'outil de visualisation Pajé dont
PajéNG est une ré-implémentation en C++ [CSB00].
7 Outil d'analyse reposant sur PajéNG et implémentant des techniques de visualisa-
tion alternatives telles que les treemaps [JS91, SHN12] et les graphes de répartition des
ressources de calcul. Voir https://github.com/schnorr/viva/ et [SLV13].
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(a) 188 machines (b) 9 clusters
(c) 5 sites (d) Agrégation totale
Figure 7.3  Représentation treemap d'une application exécutée sur la plate-
forme Grid'5000 au niveau des machines (hosts), des clusters et des sites
(extrait de [SHN12])
hiérarchies [Shn92]. Comme le montre la ﬁgure 7.3, les diﬀérents agrégats y
sont représentés par des  boîtes imbriquées . La treemap 7.3a permet de
visualiser l'exécution au niveau microscopique : chaque rectangle représente
un processus x P Ωp et les couleurs à l'intérieur des rectangles représentent
les attributs des processus. Ici, il s'agit du temps passé dans l'état Run
(vRunpxq en vert) et du temps passé dans l'état Steal (vStealpxq en rouge).
Ainsi, plus un processus est rouge, plus il a été en situation de vol de travail
lors de l'exécution. Les trois autres treemaps sont engendrées par agrégation
de la treemap microscopique à diﬀérents niveaux de la hiérarchie. Les sur-
faces correspondent à des ensembles de processus X P T pΩpq. Les valeurs
microscopiques des attributs y sont additionnées, indiquant la somme du
temps passé dans chacun des états par les processus sous-jacents (vRunpXq
et vStealpXq). La treemap 7.3d représente une seule valeur des attributs : la
somme du temps passé par tous les processus dans chacun des états (vRunpΩpq
et vStealpΩpq).
Viva autorise deux procédures d'agrégation diﬀérentes : (1) une agré-
gation par niveau, comme illustré dans la ﬁgure 7.3 et (2) une agrégation
manuelle, où les temps d'exécution sont agrégés sur demande de l'utilisateur
pour chaque élément de la visualisation. Ainsi, il est possible de produire
des représentations multirésolution en choisissant  à la main  les machines,
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les clusters ou les sites à agréger. Aﬁn de contrôler et d'automatiser cette
procédure d'agrégation, nous avons implémenté les mesures de qualité et
l'algorithme des partitions optimales (cf. chapitres 4 et 6) au sein du logiciel.
Ainsi, Viva fournit maintenant des indications sur la qualité des agrégats
constitués. L'utilisateur peut alors distinguer les agrégats utiles à l'analyse
(suppression d'information redondante) et ceux qui peuvent lui nuire (perte
d'information). De plus, Viva propose à l'utilisateur une nouvelle procédure
d'agrégation automatisée, fournissant des représentations multirésolution en
fonction du coeﬃcient de compromis spéciﬁé en entrée (cf. sous-section 4.3.3).
7.2.4 Mesures de qualité
À chaque partition de l'ensemble des processus X P PT pΩpq, admissible selon
l'organisation hiérarchique de la plate-forme, correspond une et une seule
treemap. Aﬁn de quantiﬁer la perte d'information vis-à-vis de la treemap
microscopique, et d'ainsi mesurer l'hétérogénéité des agrégats, nous utilisons
la divergence de Kullback-Leibler DpX q (cf. sous-section 4.3.2).
Il est également nécessaire de quantiﬁer la complexité d'une représen-
tation treemap pour appliquer l'algorithme des partitions hiérarchiques op-
timales. Dans le contexte de la visualisation de traces, nous devons trou-
ver un critère graphique pour exprimer cette complexité. La granularité
des treemaps peut être simplement déﬁnie par le nombre d'agrégats qui y
sont visualisés. En eﬀet, le calcul d'une treemap et son rendu graphique
dépendent linéairement du nombre de rectangles représentés [Shn92]. Nous
utilisons donc la taille de la représentation T pX q pour quantiﬁer la com-
plexité (cf. sous-section 4.3.1). L'utilisation d'autres mesures de complexité,
telles que l'entropie de Shannon (cf. annexe A), n'est pas adaptée aux re-
présentations treemap dans la mesure où nous ne visualisons pas les unités
atomiques sous-jacentes (cycles d'horloge dédiés au vol de travail), mais une
agrégation préliminaire de ces unités (temps passé dans l'état Steal).
Ainsi, la mesure de qualité combinée que l'on cherche à optimiser pour
donner les  meilleures  représentations treemap des traces d'exécution ana-
lysées est la suivante (cf. sous-section 4.3.3) :
CQLαpX q  α ∆QpX q
∆QpPJpΩpqq  p1 αq
DpX q
DpPJpΩpqq
où α P r0, 1s est le coeﬃcient de compromis spéciﬁé par l'utilisateur en
fonction de la quantité de détails attendus.
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Dans les sections suivantes, nous montrons que les représentations engen-
drées par notre méthode d'agrégation permettent de détecter à moindre coût
les comportements irréguliers au sein de l'exécution et de les rapporter à la
disposition syntaxique du système observé (section 7.3). L'approche répond
alors aux déﬁs de la visualisation de performance en passant à l'échelle du
million de processus (section 7.4).
7.3 Détection d'anomalies dans les traces
d'exécution
Cette section présente l'analyse spatiale de deux exécutions réelles de l'al-
gorithme de répartition KAAPI. L'objectif est de détecter des anomalies
en observant le temps passé par les processus dans l'état Steal (en rouge
dans les ﬁgures) et de les contextualiser vis-à-vis de la syntaxe du système
(i.e., l'organisation hiérarchique de Grid'5000). Nous montrons que l'algo-
rithme des partitions optimales permet de détecter à moindre coût de telles
anomalies.
7.3.1 Engorgement dans le réseau de communication
La trace analysée dans ce premier cas d'étude provient d'une application de
188 processus, chacun alloué à une machine de la plate-forme Grid'5000.
Les 188 machines ainsi dédiées au calcul sont répartis sur 5 sites : Porto
Alegre (13 machines), Bordeaux (25 machines), Toulouse, Rennes et Nancy
(50 machines chacun).
Site homogène
(Rennes)
Site hétérogène
(Porto Alegre)
Figure 7.4  Treemap microscopique (188 processus visualisés)
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L'analyse de la treemap microscopique (ﬁgure 7.4) nous apprend que la
grande majorité des processus a passé très peu de temps dans l'état Steal, ce
qui indique une bonne répartition des charges de travail. Cependant, certains
processus du site de Porto Alegre (en bas à droite) ont passé beaucoup plus
de temps que les autres à voler du travail, ce qui indique un éventuel problème
dans l'algorithme de répartition. Cette anomalie peut être expliquée par une
analyse technique plus approfondie : le site de Porto Alegre est connecté à
la plate-forme par un réseau privé virtuel (VPN ) maintenu via Internet. Du
fait de ce statut particulier, la latence du réseau entre le site de Porto Alegre
et les sites français est bien plus grande que dans le reste du réseau. Or,
l'algorithme classique de répartition proposé par KAAPI ne prend pas en
compte ce genre de propriétés locales : les processus envoient leurs requêtes
pour le vol de travail de manière aléatoire, indépendamment des performances
techniques du réseau de communication. Dans le cas d'un réseau hétérogène,
comme celui de Grid'5000, il résulte des temps de vols de travail plus longs
au niveau de la connexion VPN du site de Porto Alegre ; on parle alors
d'engorgement8.
La treemap microscopique n'est pas optimale dans la mesure où beaucoup
d'information redondante y est représentée au sein des sites homogènes (par
exemple le site de Rennes). L'analyse détaillée de tous les processus peut
diﬃcilement être généralisée à de très grands systèmes, faisant par exemple
intervenir les 7 900 processeurs de la plate-forme Grid'5000. L'utilisateur
peut alors visualiser la trace à un niveau d'abstraction supérieur pour sim-
pliﬁer l'analyse.
Figure 7.5  Treemap entièrement agrégée (1 valeur visualisée)
8 Pour plus de détails concernant l'analyse technique de ce cas d'étude, voir [SHN12].
Ici, l'objectif des représentations treemaps n'est pas d'expliquer directement le compor-
tement des processus, mais de repérer des irrégularités aﬁn d'informer l'utilisateur de la
présence de zones problématiques au sein de l'exécution.
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L'anomalie décrite précédemment ne peut bien évidemment pas être dé-
tectée à partir de la treemap entièrement agrégée (ﬁgure 7.5) dans la mesure
où les diﬀérences de comportement entre les sites ne sont pas visualisées. La
treemap agrégée au niveau des sites (ﬁgure 7.6) pourrait en revanche don-
ner quelques indications. En eﬀet, l'utilisateur remarque alors que le site de
Porto Alegre a globalement passé plus de temps à voler du travail que les
autres sites. Cependant, une telle représentation peut être mal interprétée.
En particulier, l'utilisateur peut supposer que tous les processus du site de
Porto Alegre ont volé du travail de manière inattendue. Il s'agit de l'hypothèse
de redistribution uniforme (cf. interprétation 1 ﬁgure 7.7). L'utilisateur peut
également penser que seulement trois ou quatre processus ont été entièrement
inactifs (cf. interprétation 2). Dans les deux cas, il s'agit d'interprétations er-
ronées qui peuvent nuire à l'analyse de l'application. En vérité, 7 processus
ont eu un comportement similaire au reste de la plate-forme et 6 ont eu un
comportement inattendu (cf. interprétation 3). Même si l'utilisateur fait ce
genre d'hypothèse, il est impossible de déterminer quels sont les processus
problématiques à partir de la donnée agrégée. La représentation ne fournit
donc pas toute l'information pertinente pour décrire et expliquer l'anomalie
détectée.
Figure 7.6  Treemap au niveau des sites (5 sites visualisés)
Cluster agrégé
Ñ
Interprétations possibles
(1) erronée (2) erronée (3) correcte
Figure 7.7  Trois interprétations possibles d'une valeur agrégée au niveau
d'un site
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L'algorithme des partitions hiérarchiques optimales permet de supprimer
l'information redondante tout en maximisant la quantité d'information rela-
tive à la représentation microscopique. Il constitue pour cela des treemaps
multirésolution.
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Figure 7.8  Graphe de qualité des treemaps optimales en fonction du
coeﬃcient de compromis α
Site homogène
(Rennes)
Site hétérogène
(Porto Alegre)
Figure 7.9  Treemap optimale préservant au moins 99% de l'information
microscopique
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Le graphe des qualités optimales (ﬁgure 7.8) indique la réduction de com-
plexité (en bleu) et la perte d'information (en rouge) associées aux treemaps
optimales engendrées par l'algorithme en fonction du coeﬃcient de compro-
mis α spéciﬁé par l'utilisateur (cf. sous-section 4.3.3). Il apparaît que la tree-
map microscopique peut être aisément simpliﬁée sans perdre beaucoup d'in-
formation (la réduction de complexité augmente considérablement pour de
faibles valeurs de α, alors que la perte d'information reste très faible). Ainsi,
lorsque α est inférieur à 0.88, la treemap optimale (ﬁgure 7.9) conserve 99%
de l'information contenue dans la treemap microscopique et atteint 91% de la
réduction de complexité maximale. Elle contient deux niveaux de représen-
tation : l'exécution des sites homogènes est agrégée, alors que l'exécution du
site de Porto Alegre est représentée au niveau des processus. Contrairement
à la treemap agrégée au niveau des sites (ﬁgure 7.6), l'algorithme garantit
à l'observateur que les sites agrégés sont eﬀectivement homogènes. Celui-ci
peut faire les bonnes hypothèses concernant le comportement des processus
sous-jacents, sans procéder à une analyse plus détaillée de ces parties de la
visualisation.
En supposant que l'organisation du système explique le comportement
des individus et que l'hétérogénéité est ainsi l'indice de potentielles ano-
malies, les partitions optimales attirent l'attention sur les zones problé-
matiques de l'exécution sans représenter celle-ci dans son intégralité.
bordemer bordeplage bordereau
Figure 7.10  Treemap microscopique (434 processus visualisés)
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7.3.2 Détection d'anomalies multi-niveau
Ce deuxième cas d'étude présente une application de 434 processus exécutés
sur 50 machines du site de Bordeaux. Celles-ci sont réparties en 3 clusters :
5 machines dans le cluster bordereau, 22 dans le cluster bordeplage et 23 dans
le cluster bordemer. La treemap 7.10 représente l'ensemble des processus et
le temps passé dans l'état Run (en vert) et dans l'état Steal (en rouge).
Comme dans le cas d'étude précédent, on suppose que l'hétérogénéité des
comportements révèle des anomalies au sein de l'exécution. Dans la treemap
présentée dans la ﬁgure 7.11 (rapport α inférieur à 0.76), les processus ayant
un comportement homogène, au sein d'une même machine, sont agrégés avec
une perte d'information négligeable. Ne sont détaillées que les machines dont
au moins un des processus a passé plus de temps que la moyenne dans l'état
Steal. Ces machines problématiques méritent une attention particulière lors
de l'analyse. De plus, le cluster bordereau est entièrement agrégé, indiquant
qu'aucune irrégularité n'est détectée au sein des processus.
Cette représentation permet donc d'identiﬁer au moins deux catégories
d'objets : (1) les processus ayant passé beaucoup de temps à voler du travail
(et les machines auxquelles ils appartiennent) ; (2) les clusters dont aucune
machine n'a rencontré de telles diﬃcultés. Une analyse plus approfondie du
site de Bordeaux révèle que les machines du cluster bordereau ont quatre
processeurs, tandis que celles des clusters bordeplage et bordemer n'en ont
que deux [SHN12]. Il est fort possible que les anomalies soient expliquées par
cette propriété syntaxique de la plate-forme.
Machine hétérogène
Cluster homogène
(bordereau)
Figure 7.11  Treemap optimale préservant au moins 99% de l'information
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Les représentations optimales permettent de détecter les anomalies, de les
interpréter à diﬀérentes échelles spatiales (processus, machines, clusters),
de les situer au sein du système et de les mettre en correspondance avec
les propriétés syntaxiques de la plate-forme.
7.4 Visualiser un million de processus
Ce troisième cas d'étude vise à montrer que l'algorithme des partitions op-
timales peut être appliqué à des systèmes de très grande taille. Mieux, il
montre que l'agrégation est inévitable pour le passage à l'échelle. L'approche
présentée dans cette thèse permet donc de visualiser des phénomènes qui ne
pourraient être détectés par une méthode d'analyse classique.
Nous cherchons à visualiser une trace décrivant l'exécution d'un million
de processus. Aﬁn d'illustrer au mieux la méthode d'agrégation, nous tra-
vaillons sur une trace produite de manière artiﬁcielle. Le système décrit est
organisé selon une hiérarchie comprenant 5 niveaux : 1 000 000 processus,
10 000 machines, 1 000 clusters, 100 super-clusters et 10 sites. Les processus
connaissent deux états lors de l'exécution : VS0 et VS1 (respectivement re-
présentés en jaune et en bleu dans les treemaps de cette section). Tous les
processus ont un comportement plus ou moins similaire (VS0 varie unifor-
mément entre 0.65 et 0.75 et nous avons VS0   VS1  1), sauf un certain
nombre dont le comportement diverge de la moyenne (VS0 est tiré aléatoi-
Site hétérogène
Super-cluster hétérogène
Figure 7.12  Treemap au niveau des machines (10 000 machines visualisées)
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rement entre 0 et 1). Pour souligner l'intérêt de notre approche, nous avons
introduit ces comportements hétérogènes à chaque niveau de la hiérarchie. Il
y a ainsi :
• une machine dont les 100 processus sont hétérogènes ;
• un cluster dont les 10 machines sont hétérogènes (mais les processus
au sein de chacune de ces machines sont homogènes) ;
• un super-cluster dont les 10 clusters sont hétérogènes, etc.
Une treemap contenant un million d'éléments, en plus d'être extrême-
ment coûteuse à visualiser, ne peut simplement pas être représentée sur la
surface d'une feuille A4 ou sur celle d'un écran d'ordinateur. La représenta-
tion microscopique étant impossible à visualiser, la treemap de la ﬁgure 7.12
représente la trace agrégée au niveau des 10 000 machines. Nous pouvons déjà
observer deux zones hétérogènes de tailles diﬀérentes : un site contenant des
super-clusters hétérogènes et un super-cluster contenant des clusters hété-
rogènes. De plus, s'il procède à une analyse minutieuse, l'utilisateur pourra
trouver, noyé dans la complexité de la visualisation, un cluster contenant des
machines hétérogènes. Pour le reste, et puisque nous travaillons ici au niveau
des machines, il est strictement impossible de trouver la machine contenant
des processus hétérogènes.
Site hétérogène
Super-cluster hétérogène
Cluster
hétérogène
Machine
hétérogène
Figure 7.13  Treemap optimale préservant au moins 95% de l'information
microscopique
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La treemap représentée dans la ﬁgure 7.13 est obtenue pour un coeﬃ-
cient de compromis α inférieur à 0.84. Elle contient 95% de l'information
microscopique, mais atteint 99,98% de la réduction de complexité maximale.
Ainsi, on ne gagne pas beaucoup à agréger plus, mais on dispose quand même
de la majeure partie de l'information nécessaire à l'analyse. Ceci est dû au
fait que l'information redondante relative aux 6 sites homogènes est agrégée,
rendant la treemap beaucoup plus lisible. Le cluster contenant des machines
hétérogènes  extrêmement diﬃcile à repérer dans la ﬁgure 7.12  est ici
immédiatement détecté. En outre, la treemap agrégée est beaucoup moins
coûteuse à manipuler. Au format vectoriel PDF, elle nécessite 50 fois moins
d'espace mémoire que la treemap au niveau des machines : 446 000 octets
pour stocker 10 000 éléments contre 8 900 octets pour stocker 190 éléments,
ce qui correspond à la taille de la représentation T (linéaire par rapport au
nombre d'agrégats représentés). Ceci constitue un gain considérable en res-
sources nécessaires à l'encodage et à la manipulation de ces représentations.
De plus, l'algorithme des partitions hiérarchiques optimales permet de
conserver les détails microscopiques pour la machine contenant des proces-
sus hétérogènes (cf. ﬁgure 7.13). Il était strictement impossible de détec-
ter cette anomalie à partir de la treemap agrégée au niveau des machines
(cf. ﬁgure 7.12) dans la mesure où cette information avait été supprimée
par l'agrégation de données. Ici, l'information est conservée et disponible
pour l'analyse. Notons cependant que l'agrégation graphique empêche tou-
jours de visualiser certains détails (cf. machine hétérogène de la ﬁgure 7.13).
Le contrôle de l'agrégation permet néanmoins la détection de ces anomalies
microscopiques, pouvant entraîner par la suite un zoom graphique de la part
de l'utilisateur. L'agrégation doit donc être considérée comme un processus
d'abstraction interactif entre l'information fournie par l'algorithme et l'ob-
servateur.
Une visualisation de l'ensemble des processus aurait peut-être permis de
détecter l'anomalie, mais au prix d'une analyse extrêmement coûteuse : en
particulier, la treemap microscopique nécessite 5 000 fois plus d'espace mé-
moire que la treemap multirésolution, mais elle ne fournit pas beaucoup plus
d'information.
La représentation microscopique ne passant pas à l'échelle, l'algorithme
des partitions optimales permet donc de visualiser des phénomènes qui
ne pourraient être détectés en pratique à partir de la représentation mi-
croscopique ou de la représentation d'un seul niveau d'abstraction.
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Cette section montre que la méthode de détection des anomalies passe
à l'échelle. Cependant, la trace analysée ne correspond pas à un cas d'exé-
cution réelle. Elle ne permet donc pas d'évaluer le passage à l'échelle de la
méthode d'explication des anomalies (abordée dans la section précédente). En
eﬀet, l'hétérogénéité a été explicitement introduite en fonction de la structure
(dans une machine, dans un cluster, etc.). Par conséquent, les anomalies sont
trivialement expliquées par cette structure. Il apparaît donc nécessaire, en
perspective de ce cas d'étude, de procéder à l'analyse d'une trace qui soit à
la fois réelle et de grande taille, aﬁn de montrer que la méthode de détection
et la méthode d'explication des anomalies passent toutes les deux à l'échelle.
7.5 Bilan et perspectives
Au regard de la taille des applications développées par le calcul haute perfor-
mance, l'agrégation de données semble inévitable pour le passage à l'échelle
des techniques d'analyse. L'approche présentée dans cette thèse permet de
garder le contrôle sur le procédé d'agrégation, aﬁn de fournir à l'utilisateur
le maximum d'information sur le système analysé, tout en réduisant le coût
de la visualisation.
Contributions syntaxiques. En représentant les traces d'exécution selon
le réseau de communication, l'organisation du système est prise en compte
par le processus d'agrégation. Les relations syntaxiques, liées à la synchro-
nisation des ressources de calcul, sont donc agrégées de manière cohérente
et servent à expliquer les comportements observés. Le passage à l'échelle des
techniques de visualisation est alors rendu possible par l'algorithme des par-
titions optimales. Il permet notamment de concentrer les ressources dédiées
à la visualisation sur les zones cruciales de l'analyse, lorsque les relations syn-
taxiques ne sont pas homogènes (zones asynchrones indiquant de potentielles
anomalies).
Les expériences présentées dans ce chapitre proposent ainsi de réduire
le coût de la visualisation. Cependant, les diﬃcultés syntaxiques limitent
également l'étape de collecte des données, antérieure à l'étape de visualisa-
tion. En eﬀet, les techniques présentées supposent l'enregistrement de traces
d'exécution pour chacune des ressources du système. Or, le traçage de pro-
cessus distribués et asynchrones induit de nombreuses diﬃcultés techniques
(collecte d'informations non-centralisées, datation d'évènements sans horloge
globale [CMV01]). Bien que l'agrégation de traces microscopiques permette
de simpliﬁer la syntaxe du système lors de la visualisation, l'analyse de per-
formance est néanmoins limitée par la collecte des données. La conclusion
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de cette thèse (section 9.2) propose des pistes de recherche pour appliquer
les techniques d'agrégation en amont, lors du processus de traçage, aﬁn de
réduire également le coût de l'étape de collecte.
Contributions sémantiques. Les apports de l'algorithme ne sont pas
seulement d'ordre syntaxique. Même s'il a été possible en pratique de visua-
liser en détail un million de processus distribués et asynchrones, cela n'aurait
que très peu de sens pour l'analyse. En proposant des abstractions spatiales
pertinentes sur le plan informationnel, l'algorithme permet de procéder à
une analyse multi-échelle de l'exécution. Les anomalies sont décrites à des
granularités diﬀérentes : engorgement au niveau d'un cluster (7.3.1), diﬃcul-
tés d'ordonnancement au niveau des machines (7.3.2), détails de l'activité
des processus, répondant ainsi aux diﬃcultés sémantiques soulevées dans la
section 2.1. De plus, la méthode met en évidence des phénomènes qui, en pra-
tique, n'auraient pu être analysés à partir d'une sémantique microscopique
(section 7.4).
Le reste de cette section présente des perspectives de recherche concer-
nant la généralisation de la méthode d'agrégation pour la visualisation de
performance.
Hiérarchies non-spatiales. Dans ce chapitre, nous avons utilisé l'organi-
sation hiérarchique de la plate-forme Grid'5000 pour visualiser et analyser
les traces d'exécution. Dans le cas de systèmes décentralisés (e.g., systèmes
pair-à-pair) ou dont la hiérarchie ne contient que très peu de niveaux (hié-
rarchies  plates ), la visualisation peut néanmoins reposer sur d'autres pro-
priétés syntaxiques du système.
Une hiérarchie peut notamment être construite par partitionnement hié-
rarchique (hierarchical clustering [SZG 96, MRS08, EF10]). Les ressources
de calcul sont alors associées deux-à-deux, en fonction d'un critère de simila-
rité, jusqu'à l'obtention d'un arbre binaire donnant la hiérarchie du système.
Le critère de similarité fait intervenir certains attributs des ressources, traités
comme des données externes (e.g., puissance, disponibilité, réseau de com-
munication, propriétaire de la ressource). Les attributs analysés (données
internes) sont alors visualisés à partir de la hiérarchie engendrée à l'aide de
ce critère. Dans ce cas, les abstractions ne sont pas spatiales ou topologiques,
mais reposent sur les attributs externes utilisés pour le partitionnement. Ils
servent donc à expliquer les attributs internes, supposés homogènes vis-à-vis
de la hiérarchie. L'hétérogénéité révèle ainsi des comportements inattendus
vis-à-vis des critères externes.
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Organisations non-hiérarchiques. Comme indiqué en perspective du
chapitre 5, l'agrégation peut s'appuyer sur une large classe d'organisations
non-hiérarchiques. En particulier, l'agrégation selon un graphe (cf. section 5.5)
permet de construire des abstractions cohérentes avec le réseau de commu-
nication de la plate-forme lorsque celui-ci n'est pas hiérarchisé. Ainsi, il est
possible d'adapter la méthode d'agrégation aux systèmes pair-à-pair et aux
grilles de calcul décentralisées. Notons cependant que, contrairement aux or-
ganisations hiérarchiques, l'algorithme d'agrégation selon un graphe n'a pas
une complexité linéaire. Pire, la complexité dépend de la connectivité du ré-
seau de communication : plus les ressources sont connectées, moins le procédé
d'agrégation est contraint, plus le calcul des partitions optimales est coûteux.
Analyse de plusieurs attributs. Dans certains cas, plusieurs attributs
doivent être examinés simultanément pour décrire l'exécution. Par exemple,
supposons que les processus peuvent être dans k états possibles. Nous dis-
posons alors de k attributs et de leurs représentations microscopiques res-
pectives. Les treemaps permettent de visualiser ces représentations à l'aide
d'un seul graphique (cf. ﬁgure 7.14). Cependant, lors de l'agrégation, une
partition de Ωp est nécessairement appliquée à tous les attributs. L'agré-
gation d'un attribut implique donc nécessairement l'agrégation des autres.
Nous envisageons trois manières de procéder :
1. L'agrégation des k représentations microscopiques est réalisée séparé-
ment, engendrant k partitions diﬀérentes9. Les techniques de visualisa-
tion doivent alors être adaptées aﬁn de  superposer  ces représenta-
tions agrégées disparates. Cela paraît diﬃcile dans le cas des treemaps.
(a) Treemap microscopique
(32 processus et 4 attributs)
Running
MPI_Init
MPI_Barrier
MPI_AllReduce
(b) Treemap macroscopique
(valeurs totales des 4 attributs)
Figure 7.14  Treemaps donnant les valeurs de 4 attributs (extrait
de [SHN12])
9 Cette approche est similaire à celle proposée par [WF94a] pour la production de
blockmodels : l'agrégation y est réalisée séparément pour chacun des attributs.
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2. Il est également possible de traiter les attributs comme un vecteur
de taille k. Les mesures de qualité présentées dans cette thèse étant
additives [Csi08], il est facile d'adapter les mesures de qualité en faisant
la somme des mesures  éventuellement pondérée  pour chacune des k
valeurs. L'algorithme engendre ainsi une seule partition optimale  en
moyenne  pour les k attributs.
3. L'ensemble des attributs est considéré comme une dimension de l'ana-
lyse, constituée de k individus. Les attributs sont alors agrégés lorsqu'ils
sont homogènes entre eux, réduisant ainsi le nombre de représentations
microscopiques à visualiser10
Analyse temporelle des traces d'exécution. Les représentations ma-
nipulées dans ce chapitre sont entièrement agrégées dans le temps. Les traces
d'exécution sont donc analysées selon leur seule dimension spatiale. Cepen-
dant, les outils de visualisation de performance proposent également de re-
présenter la temporalité des systèmes, notamment à l'aide de diagrammes de
Gantt [Wil03]. Selon cette dimension également, l'agrégation est nécessaire
pour visualiser les dynamiques à diﬀérentes échelles (de la nanoseconde au
millier de secondes). Viva propose par exemple d'agréger l'activité des pro-
cessus sur des tranches de temps microscopiques. La ﬁgure 7.15 donne des
exemples de représentations temporelles multirésolution que l'on pourrait
obtenir avec notre méthode d'agrégation.
Microscopique
Agrégée
temps
(a) Dynamique homogène
Microscopique
Agrégée
temps
(b) Perturbation de l'exécution
Figure 7.15  Agrégation temporelle de la trace d'exécution d'un processus
10 Cette approche est similaire aux techniques de statistique multivariée qui visent à
réduire le nombre de variables explicatives (e.g., analyse en composantes principales).
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Cette approche temporelle peut donc être appliquée à la détection de
perturbations dans les traces d'exécution. Parmi les millions d'évènements
engendrés en quelques secondes, l'utilisateur aimerait repérer les périodes
problématiques (e.g., baisse de l'activité des processus) et expliciter les causes
de ces anomalies. L'algorithme des partitions ordonnées optimales (cf. sec-
tion 6.3) a par exemple été implémenté au sein du module Ocelotl11 de la
plate-forme d'analyse FrameSoC [PMM12] (cf. ﬁgure 7.16). Les membres
de ce projet évaluent actuellement son eﬃcacité pour la détection de pé-
riodes d'exécution stables et de perturbations dans les traces d'applications
multimédia [PDH 13].
Phase d'initialisation Perturbation
Phase stable Phase stable
Coefficient de compromis
Partition temporelle optimale
Réduction de complexité
Graphe des qualités
Perte d'information
Figure 7.16  Implémentation de l'algorithme des partitions ordonnées op-
timales au sein de l'outil Ocelotl
11 https://github.com/dosimont/ocelotl

CHAPITRE 8
Agrégation de données
médiatiques pour l'analyse des
relations internationales
Dans le chapitre précédent, nous avons montré que l'algorithme des partitions
optimales pouvait aider à la détection d'anomalies dans les traces d'exécu-
tion d'applications parallèles. Les systèmes étudiés dans ce domaine sont
clairement déﬁnis, leur sémantique entièrement déterminée par la structure
physique du réseau de communication et les phénomènes observés sont, pour
la plupart, décrits de manière formelle et non-ambiguë par les experts. Ce
second chapitre applicatif vise à montrer que notre approche peut être appli-
quée à des systèmes plus complexes sur le plan sémantique (cf. section 2.1).
Nous nous orientons pour ce faire vers les sciences sociales et, plus particu-
lièrement, vers les sciences politiques. L'objectif de l'application est l'analyse
géographique et temporelle du système international via l'agrégation de don-
nées médiatiques.
La section 8.1 présente les problématiques scientiﬁques liées à l'analyse
des données véhiculées par les ﬂux d'information médiatique pour représen-
ter les relations internationales. Nous montrons qu'il est nécessaire d'avoir
recours à diﬀérents niveaux de représentation pour aborder la complexité
sémantique du système. La section 8.2 propose d'appliquer notre méthode
d'agrégation à la détection d'évènements de granularités variées au sein des
ﬂux d'information. La notion d'évènement est ainsi au c÷ur du processus
d'abstraction. La section 8.3 présente deux cas d'étude consacrés à l'analyse
géographique et temporelle d'évènements médiatiques. Nous montrons que
l'approche satisfait les enjeux sémantiques de l'agrégation en engendrant des
abstractions pertinentes pour l'analyse du système international.
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8.1 Exploiter les ﬂux d'information médiatique
pour l'analyse du système international
Dans cette section, nous présentons la notion de  système international 
et nous montrons que (1) un tel système peut être décrit et analysé à partir
de la notion d'évènement médiatique et (2) une telle analyse nécessite de
travailler à plusieurs niveaux de représentation aﬁn de mettre en évidence
des évènements de granularités diﬀérentes.
8.1.1 Analyse médiatique des relations internationales
Le système international désigne l'ensemble des entités politiques agissant
et interagissant au niveau des nations : États, organisations internationales
(OI), organisations non gouvernementales (ONG), entreprises multinatio-
nales, etc. Le domaine des Relations internationales est la branche des sciences
politiques chargée des grandes questions relatives à ce système : quel est le
rôle des entités internationales ? Comment rendre compte de l'organisation du
système ? Quelles sont, en particulier, ses sources de stabilité et d'instabilité ?
Comment décrire et expliquer les relations de pouvoir entre les nations ? Ce
champ disciplinaire s'intéresse donc, en particulier, à la notion de  relations
internationales , désignant l'ensemble des relations politiques, économiques,
culturelles, géographiques, historiques, etc. qu'entretiennent les entités du
système. Du fait de la disparité des entités et des relations considérées, les
Relations internationales constituent un champ disciplinaire extrêmement
complexe sur le plan sémantique (cf. section 2.1). À ce titre, de nombreuses
disciplines des sciences sociales y participent : la géographie, la géopolitique,
l'histoire, la sociologie, l'anthropologie, etc.
Dans cette thèse, nous nous intéressons à une méthode d'analyse parti-
culière, fondée sur l'observation des ﬂux d'information médiatique. Un ﬂux
est ici déﬁni par la somme des informations produites par un média (presse,
radio, télévision) et donnant une représentation particulière de l'actualité.
Une hypothèse forte consiste à aﬃrmer que les ﬂux médiatiques permettent
d'observer et de représenter le système international. Pour les géographes, un
article 1 est à ce titre un  connecteur géographique élémentaire qui instaure
une liaison entre le lieu de publication de l'article et le ou les lieux dont
il est question dans l'article.  [G 11] Ainsi, un article publié par un ﬂux
médiatique appartenant à un pays A et relatant des évènements ayant eu
1 Par analogie avec la presse écrite, nous parlons d'article pour désigner un ensemble
d'informations juxtaposées transmises par un ﬂux médiatique et visant à décrire une partie
de l'actualité.
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lieu dans un pays B est un indicateur de l'attention médiatique portée par A
sur B [KV11]. Les ﬂux témoignent ainsi des relations entre A et B selon
l'hypothèse que les médias parlent des pays avec lesquels leur pays d'origine
entretient de fortes relations [GR65, KV11]2.
À titre d'exemple, la ﬁgure 8.1 donne la part des articles parlant des
diﬀérents pays du monde parmi tous ceux qui ont été publiés par deux jour-
naux, de nationalités diﬀérentes : Le Pays, quotidien burkinabé (en bleu), et
Le journal de Montréal, quotidien canadien (en orange). Cette carte donne
ainsi des indications concernant la distribution spatiale de l'attention mé-
diatique du Burkina Faso et du Canada. Elle permet notamment de mettre
en évidence  des diﬀérences considérables dans la géographie des ﬂux mé-
diatiques  [G 11], révélant ainsi les positions très diﬀérentes des deux pays
au sein du système international : par exemple, le journal burkinabé parle
beaucoup plus des pays africains que le journal canadien, présumant ainsi de
relations internationales privilégiées entre ces pays.
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Figure 8.1  Proportion des articles publiés par un journal burkinabé (en
bleu) et un journal canadien (en orange) parlant des diﬀérents pays du monde
(extrait de [G 11])
2 Dans ces travaux, les facteurs expliquant une forte attention médiatique sont liés
aux propriétés des évènements relatés (e.g., intensité, fréquence, surprise) et aux relations
entre le média et le pays où a lieu l'évènement (e.g., distance géographique et culturelle,
diﬀérences économiques entre les deux pays).
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8.1.2 La notion d'évènement médiatique
Un évènement médiatique correspond à évènement réel fortement relaté par
un ﬂux d'information. Il témoigne ainsi de relations fortes entre deux pays
du fait d'une situation particulière du système international. La détection
de tels évènements constitue donc un aspect majeur de l'analyse médiatique
des relations internationales. L'objectif est de mettre en évidence les points
cruciaux pour l'analyse du système.
Figure 8.2  Quantité d'articles parlant de l'Islande au cours du temps (base
Factiva, extrait de [GGS11])
Un évènement médiatique peut être assimilé à un élément saillant du
ﬂux d'information. Formellement, il correspond donc à une valeur inatten-
due de l'attention médiatique [G 11]. Au niveau de l'analyse temporelle, il
s'agit d'un brusque accroissement de l'intérêt porté sur un pays donné. La
ﬁgure 8.2 donne par exemple le nombre d'articles mentionnant l'Islande, pour
chaque mois de la période allant de janvier 2006 à juillet 2011, parmi l'en-
semble des articles enregistrés dans la base de données Factiva3. Trois pics
d'intérêt sont aisément détectés. Ils correspondent à des évènements ayant
reçu une attention médiatique particulière (les deux éruptions volcaniques et
la crise ﬁnancière survenues durant la période d'observation [GGS11]). No-
tons, cependant, que ces accroissements de l'attention médiatique peuvent
être détectés à diﬀérentes échelles temporelles :
• à l'échelle des jours : catastrophes climatiques sans répercussions hu-
manitaires, discours de personnalités politiques, scrutins lors d'élections
nationales, rencontres sportives ;
• à l'échelle des semaines ou des mois : soulèvements, aﬀaires judiciaires
de grande ampleur, campagnes présidentielles, tournois sportifs ;
• à l'échelle des années : crise de l'euro, conﬂits armés, printemps arabe.
3https://global.factiva.com
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Ces accroissements concernent également plusieurs échelles géographiques :
échelle nationale dans le cas d'une campagne présidentielle, échelle interna-
tionale dans le cas de conﬂits armés, échelle mondiale dans le cas de crises
économiques touchant l'ensemble du système international. Pour les cher-
cheurs en Relations internationales, tout comme dans les sciences sociales
en général, l'utilisation de ces diﬀérents niveaux de description est monnaie
courante. Ils constituent des abstractions pour l'analyse macroscopique des
dynamiques sociales (cf. section 2.1).
Les évènements médiatiques sont de bons indicateurs pour la représen-
tation du système international. Cependant, il est nécessaire de donner une
déﬁnition multi-échelle de ces évènements, aﬁn de fournir une sémantique
pertinente pour l'analyse macroscopique du système. À ce titre, la méthode
d'agrégation présentée dans la deuxième partie de cette thèse oﬀre des outils
d'abstraction adéquats.
8.2 Agrégation spatio-temporelle de l'attention
médiatique
Cette section montre comment appliquer notre méthode d'agrégation à la dé-
tection d'évènements médiatiques macroscopiques. Au niveau microscopique,
l'attention médiatique est modélisée par des quantités de citations (8.2.1) et
un évènement médiatique par une valeur inattendue (8.2.2). Nous montrons
comment utiliser la divergence de Kullback-Leibler pour détecter de telles
valeurs (8.2.3) et nous explicitons la sémantique macroscopique qui leur est
associée (8.2.4).
8.2.1 Représentation microscopique de l'attention
médiatique
La représentation médiatique du système international repose sur l'extrac-
tion des informations contenues dans les articles publiés par un ﬂux média-
tique. Cette sous-section vise à formaliser le niveau de représentation mi-
croscopique à partir de trois dimensions d'analyse. Chacune dépend du type
d'information extraite et est discrétisée pour former une population (cf. sous-
section 3.2.1).
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Dimension médiatique. La dimension médiatique est l'ensemble des ﬂux
d'information médiatique observés, correspondant aux diﬀérentes sources de
l'information. Ils sont associés à plusieurs attributs : nationalité, localisation,
langue, type de média, audience, fréquence, etc.
Déﬁnition 8.1. Nous notons Ωf l'ensemble des ﬂux d'information mé-
diatique observés. Chaque article est associé à un unique ﬂux f P Ωf .
Dimension géographique. La dimension géographique est l'ensemble des
unités territoriales retenues pour l'analyse spatiale de l'actualité. Cette di-
mension correspond à une discrétisation de l'espace géographique permettant
de localiser les évènements relatés dans les articles.
Déﬁnition 8.2. Nous notons Ωu l'ensemble des unités territoriales rete-
nues pour la représentation géographique du système international. Un
article est éventuellement associé à une (ou plusieurs) unité u P Ωu en
fonction de son contenu.
Comme annoncé dans la section 2.2, nous prenons l'État comme niveau
territorial de référence4. Ainsi, Ωu désigne l'ensemble des 193 États Membres
des Nations Unies5. Dans une perspective géographique, nous parlerons plu-
tôt de  pays  aﬁn d'insister sur la dimension spatiale de ces entités.
Dimension temporelle. La dimension temporelle correspond à une dis-
crétisation du temps en périodes d'observation microscopiques. La datation
des articles permet ainsi de préciser la temporalité des informations extraites.
Déﬁnition 8.3. Nous notons Ωt l'ensemble des périodes d'observation
servant à la représentation temporelle du système international. Chaque
article est associé à une période t P Ωt selon sa date de publication.
Plusieurs granularités peuvent être envisagées pour discrétiser la dimen-
sion temporelle (heures, jours, semaines, mois, années). Dans les expériences
qui suivent, nous choisissons le niveau des semaines aﬁn de supprimer les
variations liées aux cycles hebdomadaires et de nous concentrer sur des va-
riations plus signiﬁcatives, liées aux évènements médiatiques eux-mêmes.
4 Nous soutenons ainsi une approche réaliste du système international [Bat09], selon
laquelle les États sont les unités d'analyses privilégiées en Relations internationales.
5http://www.un.org/fr/members/
8.2. AGRÉGATION DE L'ATTENTION MÉDIATIQUE 131
Notons que de nombreuses autres dimensions seraient utiles à l'analyse
du système international. Il est par exemple intéressant de regrouper les
articles en catégories thématiques à partir de leur contenu, aﬁn de préciser le
type d'évènement relaté :  politique ,  économie ,  conﬂit armé ,  aide
humanitaire ,  sport , etc. Il est également possible d'introduire la notion
d'acteur de l'actualité à partir de l'ensemble des protagonistes, physiques
ou moraux, participant aux évènements relatés. Ce chapitre se concentre
cependant sur les trois dimensions présentées ci-dessus. Elles fournissent déjà,
à elles seules, une représentation microscopique complexe du système analysé.
Analyse tridimensionnelle. Les dimensions structurent la représenta-
tion microscopique de l'attention médiatique en trois axes d'analyse. For-
mellement, l'attention médiatique d'un ﬂux donné pour un territoire donné
durant une période donnée est mesurée par une quantité de citations. Les
citations extraites des articles constituent donc les unités atomiques du pro-
cessus d'observation (cf. section 3.2.1). Elles sont agrégées aﬁn de constituer
la représentation microscopique de référence, prenant la forme d'un cube de
données tridimensionnel Ωf  Ωu  Ωt.
Déﬁnition 8.4. Pour chaque triplet pf, u, tq désignant un ﬂux mé-
diatique, une unité territoriale et une période d'observation, la valeur
vpf, u, tq correspond à la quantité de citations émises par le ﬂux f , re-
latives au territoire u et situées pendant la période t. L'attribut v est
interprété comme une mesure de l'attention médiatique.
Les données de la base GEOMEDIA6. Les expériences présentées dans
ce chapitre exploitent l'instrument d'observation développé par le projet
ANR CORPUS GEOMEDIA. Il s'agit d'un ensemble de capteurs média-
tiques distribués géographiquement et collectant les articles de quotidiens en
ligne grâce à la technologie RSS. Au 10 juin 2013, cette base de données
contient 1 588 000 produits RSS7 correspondant à des articles de presses
publiés entre le 3 mai 2011 et le 10 juin 2013 par 131 journaux, de langue
française ou anglaise, répartis dans 41 pays du monde. Les expériences pré-
sentées dans cette thèse exploitent principalement le ﬂux RSS du Guardian
consacré à l'actualité internationale8. Il a émis 59 234 produits RSS sur la pé-
6 Observatoire des ﬂux géomédiatiques internationaux (ANR-GUI-AAP-04), voir le
blog dédié http://geomediatic.net/ et la proposition de projet [G 11].
7 Ressource XML produite par un ﬂux RSS. Dans le cas d'articles de presse, il contient
diverses informations : titre, résumé, date de publication, auteur, etc. [G 11]
132 CHAPITRE 8. RELATIONS INTERNATIONALES
riode d'observation, soit une moyenne de 94 articles par jour. Chaque article
est associé au pays u P Ωu lorsque celui-ci est cité dans le titre, le résumé ou
le corps de l'article9. Dans le cas du Guardian, 77% des articles contiennent
au moins une référence à l'un des 193 pays. En tout, 138 811 citations ont été
extraites à partir du dictionnaire mis en place par les géographes [LPDV13].
Pour résumer, le niveau de représentation microscopique fait état de |Ωf |
= 131 ﬂux médiatiques (quotidiens en ligne), |Ωu| = 193 unités territoriales
(pays membres des Nations Unies) et |Ωt| = 90 périodes d'observation (se-
maines allant du 4 mai 2011 au 20 janvier 2013). Le cube de données contient
donc |Ωf |  |Ωu|  |Ωt|  2 280 000 cellules. Dans ce chapitre, nous nous
concentrons sur les 138 811 citations extraites des articles du Guardian, agré-
gées en une matrice de données contenant |Ωu|  |Ωt|  17 370 cellules, dont
74% sont non-nulles.
8.2.2 Détection d'évènements médiatiques
Les vecteurs du cube de données peuvent être spatialement ou temporelle-
ment visualisés aﬁn de mettre en évidence les valeurs inattendues de l'at-
tention médiatique. Il est alors nécessaire de déterminer quelles sont  à
proprement parler  les valeurs attendues.
Nous faisons l'hypothèse que les ﬂux médiatiques sont homogènes dans
le temps : on s'attend donc à ce que les quantités de citations soient
constantes au cours du temps ou au moins proches d'une attention mé-
diatique globale.
Variation temporelle de l'attention médiatique. Les ﬂux observés
n'ont pas nécessairement une activité constante. En particulier, la quantité
d'articles publiés peut varier d'un jour à l'autre. L'hypothèse d'homogénéité
concerne donc l'attention médiatique relativement à l'activité globale du ﬂux.
Nous parlons donc d'attention géographique relative pour désigner le rapport,
sur une période de temps donnée, entre la quantité de citations d'une unité
territoriale et la quantité de citations de toutes les unités territoriales.
8 Quotidien britannique de la  presse de qualité . Cf. la page consacrée au ﬂux
d'actualité internationale : http://www.guardian.co.uk/world.
9 Il peut s'agir du nom du pays, des gentilés et adjectifs relatifs à ce pays, de sa capitale
ou de ses villes principales, de ses principaux décideurs politiques, etc. L'analyse textuelle
des produits RSS et l'extraction de l'information n'est pas la préoccupation de cette thèse.
En particulier, la liste des mots-clés servant à l'extraction d'informations spatiales est sous
la responsabilité scientiﬁque des géographes et des spécialistes des média.
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Déﬁnition 8.5. L'attention géographique globale du ﬂux f pendant la
période t, notée vpf, tq, est la quantité totale de citations sur cette pé-
riode. L'attention géographique relative de l'unité territoriale u, notée
vrpf, u, t|f, tq10, est le rapport entre l'attention médiatique concernant u
et l'attention géographique globale :
vrpf, u, t|f, tq 
vpf, u, tq
vpf, tq
Exemple. L'attention médiatique du Guardian concernant les États-Unis
était de 112 citations la semaine du 17 octobre 2011 et de 132 citations
la semaine du 29 novembre 2012  soit 1,2 fois plus. Cependant, il est
important de préciser que le Guardian a eﬀectué en tout 2 204 citations
la semaine du 17 octobre 2011 et seulement 1 249 citations la semaine du
29 novembre 2012. Ainsi, l'attention géographique relative concernant les
États-Unis était respectivement de 5,1% et 10,6% des citations sur les
deux semaines observées  soit 2 fois plus pour la semaine du 29 novembre
2012, durant laquelle a eu lieu l'élection présidentielle américaine.
Étant donnés un ﬂux f et une unité territoriale u, le vecteur
pvrpf, u, t|f, tqqtPΩt peut être visualisé par une série temporelle donnant la va-
riation de l'attention géographique relative au cours du temps (cf. ﬁgure 8.3
pour le cas de la Grèce). Du fait de l'hypothèse d'homogénéité temporelle
des ﬂux, ces valeurs sont comparées à l'attention géographique relative sur
l'intégralité de la dimension temporelle : vrpf, u,Ωt|f,Ωtq. Il s'agit de la pro-
portion des citations concernant u parmi l'intégralité des citations émises
par f (2,5% dans le cas de la Grèce, cf. ligne en pointillés ﬁgure 8.3). Cette
représentation permet de repérer des ruptures dans l'attention médiatique
du Guardian et de mettre ainsi en évidence les évènements importants de
l'actualité grecque selon le journal britannique.
Variation géographique de l'attention médiatique. Dans le cas d'une
analyse géographique des évènements, nous parlons d'attention temporelle
relative pour désigner le rapport entre la quantité de citations d'une unité
territoriale pendant une période donnée et la quantité de citations de cette
unité territoriale sur l'intégralité de la période d'observation. Selon l'hypo-
thèse d'homogénéité temporelle des ﬂux, l'attention temporelle relative de-
vrait être proportionnelle à la taille de la période d'observation.
10 Cette notation est à rapprocher de la notion de conditionnement en probabilité :
vrpX|Y q est  l'attention médiatique de X sachant l'attention médiatique de Y .
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Figure 8.3  Variation temporelle de l'attention géographique relative du
Guardian concernant la Grèce (niveau hebdomadaire)
Déﬁnition 8.6. L'attention temporelle globale du ﬂux f concernant
l'unité territoriale u, notée vpf, uq, est la quantité totale de citations
de cette unité territoriale. L'attention temporelle relative pendant la pé-
riode t est le rapport entre l'attention médiatique pendant cette période
et l'attention temporelle globale :
vrpf, u, t|f, uq 
vpf, u, tq
vpf, uq
Exemple. Toujours dans le cas du Guardian, l'attention médiatique concer-
nant la Libye était de 111 citations la semaine du 17 octobre 2011  soit
quasiment identique aux 112 citations des États-Unis. Il est cependant
important de noter que les États-Unis sont en général beaucoup plus cités
que la Libye (10 365 citations contre 2 785 citations sur l'intégralité
de la période d'observation). Ainsi, l'attention temporelle relative était de
1,1% des citations dans le cas des États-Unis et de 4,0% des citations
dans le cas de la Libye. Étant donné qu'une semaine représente 1/90e de
la période d'observation totale, les valeurs attendues sont de l'ordre de
1,1%. L'attention concernant la Libye est donc 3,6 fois plus élevée que la
moyenne, ce qui est expliqué par la mort du président libyen Mouammar
Kadhaﬁ le 20 octobre 2011.
Étant donnés un ﬂux f et une période t, le vecteur pvrpf, u, t|f, uqquPΩu
peut être visualisé par une carte de citations. Celle présentée dans la ﬁ-
gure 8.4 correspond à l'actualité du Guardian pendant le mois de juillet
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2011. Comme cela correspond à 1/21e de la période d'observation totale, les
valeurs devraient être proches de 4,7%. Les valeurs supérieures sont mises en
évidence par la couleur rouge.
Un examen minutieux de cette carte permet d'identiﬁer les régions qui
ont bénéﬁcié d'une attention médiatique inattendue durant le mois de juillet
2011 : au niveau de pays isolés (e.g., attention de 6,3% en Thaïlande et de
15% au Guinée-Bissau) et au niveau de régions plus étendues (e.g., attention
médiatique des pays au nord de l'Amérique Centrale globalement forte  de
5,8% à 8,5% pour le Guatemala, Cuba, le Belize et le Nicaragua).
 20%
 12%
 4,7% (valeur attendue)
Attention médiatique
Figure 8.4  Variation géographique de l'attention temporelle relative du
Guardian pendant le mois de juillet 2011 (cf. zooms des ﬁgures 8.6 et 8.5
pour une meilleure lisibilité)
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Cependant, la quantité d'information visualisée rend la lecture de la carte
extrêmement diﬃcile, en particulier pour les régions denses où l'attention mé-
diatiques est particulièrement forte (e.g. Europe, Proche-Orient, Amérique
centrale). Les ﬁgures 8.5 et 8.6 proposent des zooms sur les pays d'Afrique et
d'Europe aﬁn d'obtenir une meilleure lisibilité. Mais cette astuce ne permet
pas d'avoir une vision globale de l'attention médiatique et le géographe doit
alors procéder à une analyse parcellaire des données. Pourtant, la ﬁgure 8.4
contient énormément d'information redondante là où l'attention médiatique
est homogène (e.g., Asie, Amérique du nord, Amérique latine). Dans la sec-
tion suivante, nous montrons que l'agrégation spatiale  représentant les évè-
nements médiatiques à diﬀérentes échelles  améliore la lisibilité des cartes
de citations tout en représentant le maximum d'information.
 20%
 12%
 4,7% (valeur attendue)
Attention médiatique
Figure 8.5  Zoom sur l'attention temporelle relative du Guardian concer-
nant les pays africains
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Figure 8.6  Zoom sur l'attention temporelle relative du Guardian concer-
nant les pays européens
Dans la section suivante, nous nous intéressons plus particulièrement à
deux évènements de granularités diﬀérentes :
1. L'attention temporelle relative concernant la Norvège est de 18% (soit
presque quatre fois la valeur attendue, cf. ﬁgure 8.6). Ceci est expliqué
par les attentats survenus dans le pays le 22 juillet 2011 11. Il s'agit
d'un évènement localisé au niveau national, c'est-à-dire d'un évènement
microscopique selon la dimension géographique de référence.
2. L'attention temporelle relative concernant les pays de la Corne de
l'Afrique (Rwanda, Soudan, Somalie, Éthiopie et Djibouti) varie de
9% à 16% (soit de deux à trois fois la valeur attendue, cf. ﬁgure 8.5).
Ceci est expliqué par la crise alimentaire déclarée au début du mois de
juillet 2011 dans cette région du monde12. Il s'agit donc d'un évène-
ment étendu selon la dimension géographique, qui concerne une région
du monde plus vaste que le seul niveau national.
11http://fr.wikipedia.org/wiki/Attentats_de_2011_en_Norv%C3%A8ge
12http://fr.wikipedia.org/wiki/Crise_alimentaire_de_2011_dans_la_Corne_de_l%27Afrique
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8.2.3 Hypothèse de répartition non-uniforme
Contrairement au chapitre précédent, puisque l'attribut visualisé correspond
à des quantités relatives d'unités atomiques, l'opérateur d'agrégation n'est
pas ici une simple somme. En eﬀet, l'attention (géographique ou temporelle)
relative d'un agrégat n'est pas la somme des attentions relatives de ses indi-
vidus. Étant donné un ensemble d'unités territoriales U  Ωu, les attentions
temporelles non-relatives sont bel et bien sommées lors de l'agrégation :
Attention locale Attention temporelle globale
vpf, U, tq 
¸
uPU
vpf, u, tq vpf, Uq 
¸
uPU
vpf, uq
En revanche, l'attention temporelle relative n'est pas sommée :
Attention temporelle relative
vrpf, U, t|f, Uq 
vpf, U, tq
vpf, Uq

¸
uPU
vrpf, u, t|f, uq
Il est possible de travailler à partir des quantités non-relatives, en utilisant
une hypothèse de redistribution non-uniforme des unités (cf. section 3.2.3).
Lors de l'interprétation des données agrégées, l'attention temporelle globale
est utilisée pour redistribuer les citations (au lieu de la distribution uni-
forme) :
@u P U, p1puq 
vpf, uq
vpf, Uq
a` la place de p1puq 
1
|U |
Pour tout u P U , l'attention redistribuée selon la partie U est donc :
vUpf, u, tq 
vpf, uq
vpf, Uq
vpf, U, tq
Exemple. Voici l'attention médiatique du Guardian (f) concernant le
Canada (can), le Mexique (mex) et les États-Unis (usa) durant la semaine
du 23 avril 2012 (t) :
Attention locale Attention temporelle globale
vpf, can, tq  11 citations vpf, canq  1 768 citations
vpf,mex, tq  19 citations vpf,mexq  1 666 citations
vpf, usa, tq  91 citations vpf, usaq  10 365 citations
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Notons W111 l'ensemble des trois pays tcan,mex, usau13. Lors de
l'agrégation, nous avons une attention locale de vpf,W111, tq  121 cita-
tions. Selon l'hypothèse de redistribution uniforme, cette valeur agrégée
est interprétée en supposant que les trois pays ont été cités environ
40 fois chacun (ce qui est loin d'être exact). En prenant en compte les
attentions temporelles globales, nous remarquons que, sur la totalité de la
période d'observation, le Canada capte en moyenne 13% des citations, le
Mexique 12% et les États-Unis 75%. Une interprétation plus juste consiste
donc à supposer que :
Attention redistribuée
vW111pf, can, tq  121 13%  16 citations
vW111pf,mex, tq  121 12%  14 citations
vW111pf, usa, tq  121 75%  91 citations
Cette interprétation est beaucoup plus proche des véritables attentions
locales. La connaissance des attentions médiatiques globales permet donc
de mieux interpréter les valeurs agrégées.
Déﬁnition 8.7. Par conséquent, étant donnés un ﬂux f , une semaine t
et une partition des pays X , la divergence de Kullback-Leibler est donnée
par la formule suivante (cf. sous-section 4.3.2) :
DpX q 
¸
UPX
¸
uPU
vpf, u, tq log2

vpf, u, tq
vpf, U, tq

vpf, Uq
vpf, uq


Il en va de même pour une partition Y de l'ensemble des semaines :
DpYq 
¸
SPY
¸
tPS
vpf, u, tq log2

vpf, u, tq
vpf, u, Sq

vpf, Sq
vpf, tq


13 L'identiﬁant W111 est emprunté à la hiérarchie WUTS (cf. annexe C). Il désigne
l'abstraction  Amérique du Nord , utilisée par les géographes pour parler conjointement
des États-Unis, du Canada et du Mexique.
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8.2.4 Sémantique des abstractions engendrées
Dimension géographique. Aﬁn de constituer des agrégats de pays qui
ont un sens pour l'analyse géographique du système international, nous sou-
haitons conserver certaines propriétés topologiques élémentaires de la popu-
lation Ωu telles que la relation de voisinage. Deux pays sont voisins lorsqu'ils
partagent une frontière ou, éventuellement, lorsqu'ils disposent de voies mari-
times directes. Un agrégat respectant cette propriété est une partie du graphe
de voisinage constituée de n÷uds connexes (cf. partitions admissibles selon
un graphe, section 5.5).
Cependant, l'analyse des évènements et des relations internationales n'a
pas uniquement recours à des explications d'ordre géographique. Le domaine
des Relations internationales fait également intervenir des explications poli-
tiques, économiques, culturelles, historiques, etc. L'objectif est de modéliser
également ces propriétés non-géographiques. Pour cela, nous exploitons la
hiérarchie WUTS regroupant les pays du monde selon 5 niveaux d'analyse
(cf. annexe C page 197). Cet outil d'abstraction géographique sert à pro-
duire des statistiques globales concernant les diﬀérentes régions du monde.
La hiérarchie WUTS respecte la relation de voisinage (les agrégats sont des
ensembles de n÷uds connexes), mais s'appuie également sur des proprié-
tés non-géographiques pour déﬁnir l'ensemble des parties admissibles. Les
agrégats correspondent alors à des groupes de pays voisins partageant des
caractéristiques politiques et culturelles [GD07].
Déﬁnition 8.8. Nous notons WpΩuq l'ensemble des parties admissibles
déﬁnies par la hiérarchieWUTS (cf. annexe C) etPWpΩuq l'ensemble des
partitions admissibles de la dimension géographique selon cette hiérarchie
(cf. section 5.2).
Dimension temporelle. L'agrégation d'une série temporelle nécessite éga-
lement de conserver des propriétés élémentaires de Ωt, notamment la relation
d'ordre sur les périodes d'observation microscopiques.
Déﬁnition 8.9. Nous notons   la relation d'ordre déﬁnie sur la popu-
lation Ωt. Les parties admissibles selon cet ordre sont constituées de pé-
riodes d'observations successives. Nous notonsP pΩtq l'ensemble des par-
titions admissibles de la dimension temporelle selon cette relation d'ordre
(cf. section 5.3).
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8.3 Détection d'évènements médiatiques par
agrégation
Cette section valide la méthode d'agrégation à partir de deux cas d'étude :
le premier exploite les abstractions géographiques déﬁnies par la hiérarchie
WUTS pour donner une représentation macroscopique des évènements mé-
diatiques (8.3.1) ; le second exploite des abstractions temporelles (8.3.2).
Dans les deux cas, nous montrons que l'algorithme des partitions optimales
permet (1) de représenter de manière synthétique les données analysées,
(2) d'attirer l'attention des valeurs remarquables et (3) de représenter ainsi
le système international selon diﬀérents niveaux d'abstractions.
8.3.1 Agrégation et abstractions géographiques
Ce premier cas d'étude s'intéresse à l'actualité décrite par le Guardian durant
le mois de juillet 2011. La ﬁgure 8.4 (page 135) donne la représentation
microscopique de l'attention temporelle relative du ﬂux d'information sous la
forme d'une carte de citations. Nous y appliquons l'algorithme des partitions
optimales en respectant la hiérarchie WUTS (cf. section précédente).
Le graphe des qualités présenté dans la ﬁgure 8.7 donne la réduction de
complexité (en bleu) et la perte d'information (en rouge) associées aux par-
titions optimales engendrées par l'algorithme en fonction du coeﬃcient de
compromis spéciﬁé par l'observateur. Pour α  0, nous obtenons la représen-
tation microscopique (cf. ﬁgure 8.4). Celle-ci déﬁnit le niveau de représen-
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Figure 8.7  Graphe de qualité correspondant à l'agrégation de la carte de
citations de la ﬁgure 8.4
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tation de référence et contient donc 100% de l'information disponible pour
l'analyse. Cependant, elle est extrêmement diﬃcile à lire dans la mesure où
trop de données y sont représentées. Lorsque le coeﬃcient α augmente, des
agrégats géographiques sont choisis dans la hiérarchieWUTS pour simpliﬁer
la représentation de l'attention médiatique. Ainsi, l'observateur peut adap-
ter la granularité des abstractions engendrées en fonction du niveau de détail
désiré. Les ﬁgures 8.8 et 8.9 présentent deux partitions optimales choisies
en fonction de la quantité d'information qu'elles contiennent. La carte de la
ﬁgure 8.8 correspond à la partition la plus agrégée contenant au moins 50%
de l'information microscopique (α inférieur à 0.85, cf. ﬁgure 8.7) et celle de la
ﬁgure 8.9 au moins 70% de l'information microscopique (α inférieur à 0.42).
 20%
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Attention médiatique
Figure 8.8  Partition géographique optimale préservant au moins 50% de
l'information microscopique (coeﬃcient de compromis α P r0.52, 0.85s)
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La carte de la ﬁgure 8.8 représente l'attention médiatique du Guardian
concernant 17 agrégats géographiques. Deux d'entre eux (les Amériques et
l'Asie-Paciﬁque), de très haut-niveau, ont une valeur proche de celle atten-
due selon l'hypothèse d'homogénéité temporelle des ﬂux : aucun évènement
de grande intensité n'a été relaté par le Guardian concernant cette région
du monde. En revanche, deux évènements médiatiques sont immédiatement
mis en évidence en Europe et en Afrique. Ils correspondent aux valeurs les
plus inattendues et dont l'agrégation induirait une forte perte d'information
(cf. accroissement de la perte pour α ¡ 0.85, ﬁgure 8.7).
1. La carte donne des détails concernant les pays d'Europe du Nord. Parmi
eux, l'attention médiatique concernant la Norvège est très forte (18%,
soit presque quatre fois l'attention médiatique attendue). L'observa-
teur est donc immédiatement informé de l'occurrence d'un évènement
de grande intensité au niveau national (les attentats du 22 juillet en
Norvège, cf. page 137).
2. La carte donne également plus de détails concernant l'Afrique subsa-
harienne, mais à un niveau intermédiaire : les attentions médiatiques
représentées concernent 4 régions mésoscopiques. L'observateur repère
alors que l'attention médiatique concernant la Corne de l'Afrique est
relativement élevée (8,6%, soit presque deux fois plus que la valeur
attendue). Comme les détails du niveau national ne sont pas repré-
sentés pour cet agrégat, l'observateur considère que la valeur agrégée
constitue, au moins en première analyse, une bonne approximation des
valeurs sous-jacentes : l'attention médiatique est uniformément élevée
dans la Corne de l'Afrique. Cet agrégat témoigne donc d'un évènement
touchant une région géographique plus étendue que seul le niveau na-
tional. Il s'agit de la crise alimentaire déclarée en juillet 2011 dans les
pays de la Corne de l'Afrique (cf. page 137).
L'algorithme des partitions hiérarchiques optimales permet donc de re-
présenter les évènements médiatiques importants à diﬀérentes échelles
géographiques.
La carte de la ﬁgure 8.9 est un peu plus détaillée que la carte précédente,
notamment au niveau des pays d'Asie-Paciﬁque et des pays du Nord-Ouest de
l'Afrique. D'autres évènements, d'intensité moindre, sont alors représentés :
3. Les violentes inondations qui ont débuté en Thaïlande vers la ﬁn du
mois de juillet 201114 (attention médiatique de 6,3%).
14 http://fr.wikipedia.org/wiki/Inondations_de_2011_en_Tha%C3%AFlande#cite_note-TDG1-1
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4. Le projet de coopération au développement qui a été engagé le 16 juillet
entre l'Union européenne et la République de Guinée-Bissau (attention
médiatique de 15%).
En revanche, la Corne de l'Afrique est toujours agrégée. Ce n'est que
lorsqu'on souhaite représenter au moins 83% de l'information microscopique
(α inférieure à 0.39) qu'on obtient les détails au niveau national de l'attention
médiatique concernant cette région du monde.
L'algorithme des partitions optimales engendre des abstractions en fonc-
tion du contexte d'analyse. Les évènements représentés et leur granularité
dépendent donc des préférences de l'observateur.
 20%
 12%
 4,7% (valeur attendue)
Attention médiatique
Figure 8.9  Partition géographique optimale préservant au moins 70% de
l'information microscopique (coeﬃcient de compromis α P r0.40, 0.42s)
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8.3.2 Agrégation ordonnée et abstractions temporelles
La même approche peut être appliquée à la dimension temporelle. Les évè-
nements médiatiques ne sont plus identiﬁés en fonction de régions géogra-
phiques de forte attention médiatique, mais en fonction de périodes d'ob-
servation durant lesquelles l'attention prend des valeurs inattendues. Ces
périodes, en rupture avec un état stable de l'attention médiatique, peuvent
également être déﬁnies à plusieurs échelles (semaines, mois, années). L'algo-
rithme des partitions optimales permet alors d'engendrer des représentations
multirésolution pour l'analyse temporelle de l'actualité.
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Figure 8.10  Graphe de qualité correspondant à l'agrégation de la série de
citations de la ﬁgure 8.11
Le graphe des qualités présenté dans la ﬁgure 8.10 permet de choisir le
niveau de détail en contrôlant la réduction de complexité et la perte d'in-
formation de la partition engendrée. La série temporelle de la ﬁgure 8.11
donne la variation au cours du temps de l'attention géographique relative du
Guardian concernant la Grèce. Elle déﬁnit donc l'information disponible au
niveau de référence (niveau de représentation hebdomadaire). Les séries des
ﬁgures 8.12 et 8.13 correspondent aux représentations les plus agrégées conte-
nant respectivement au moins 80% et 50% de cette information microscopique
(coeﬃcient alpha respectivement inférieur à 0.44 et à 0.86, cf. ﬁgure 8.10).
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Figure 8.11  Représentation microscopique de l'attention géographique
relative du Guardian concernant la Grèce
La série temporelle présentée dans la ﬁgure 8.11 permet déjà de détecter
des évènements importants dans l'actualité de la Grèce. La ligne horizon-
tale en pointillés donne l'attention géographique relative sur l'intégralité de
la période d'observation. Il s'agit du rapport entre les citations de la Grèce
et toutes les citations émises par le Guardian entre le 4 mai 2011 et le 20
janvier 2013. Les pics d'attention dépassant cette valeur moyenne sont ainsi
considérés comme la marque d'évènements médiatiques notables. Les pé-
riodes d'observation associées sont donc potentiellement importantes pour
l'analyse. Nous nous concentrons sur trois évènements :
1. Le pic apparaissant au début du mois de novembre 2011 est expliqué par
l'annonce, le 31 octobre, d'un référendum concernant la mise en place
du plan d'austérité visant à réduire la dette publique grecque. Cette
annonce provoque la surprise générale et est largement commentée par
les média. Le 4 novembre, le ministre des Finances annonce l'abandon
du référendum et le Premier ministre Georges Papandréou organise un
vote de conﬁance du Parlement le soir même.
2. Le pic apparaissant au milieu du mois de mai 2012 est expliqué par
l'échec des élections législatives du 6 mai, conclues le 16 mai par la
mise en place d'un gouvernement intérimaire jusqu'à l'organisation de
nouvelles élections.
3. Le pic apparaissant à la ﬁn du mois de juin 2012 est expliqué par la
tenue, le 17 juin, de ces nouvelles élections législatives15.
15 Voir la page Wikipédia dédiée à la crise de la dette publique grecque pour plus de
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Figure 8.12  Partition temporelle optimale préservant au moins 80% de
l'information microscopique
La série temporelle de la ﬁgure 8.12 simpliﬁe la série initiale en agrégeant
des périodes d'observation consécutives (semaines) au sein desquelles l'at-
tention médiatique est relativement homogène. Ne sont aﬃchées que les at-
tentions géographiques relatives des périodes agrégées. Comme elle contient
moins de données, une telle représentation est beaucoup plus facile à ma-
nipuler, à visualiser et à interpréter. Elle contient cependant suﬃsamment
d'information pour procéder à l'analyse de l'actualité grecque. En particulier,
les trois évènements répertoriés précédemment sont toujours visibles. Ils sont
même mis en évidence et aisément détectés par l'observateur. De plus, les
variations entre les pics sont représentées de manière globale (e.g., décrois-
sance de l'attention médiatique après le troisième pic, en juillet et août 2012).
Cette représentation permet donc de décrire l'actualité à partir de périodes
de temps macroscopiques.
La série temporelle de la ﬁgure 8.13 donne une représentation encore plus
synthétique des données. Seuls les pics les plus intenses sont représentés,
correspondant aux évènements majeurs de l'actualité grecque.
1. Le premier pic, correspondant à l'annonce du référendum le 31 octobre
2011, puis à celle de son abandon le 4 novembre, est fortement mis en
évidence par le processus d'agrégation.
détails concernant la chronologie de ces évènements :
https://fr.wikipedia.org/wiki/Crise_de_la_dette_publique_grecque.
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Figure 8.13  Partition temporelle optimale préservant au moins 50% de
l'information microscopique
2. Les pics de mai et de juin 2012, respectivement liés aux élections lé-
gislatives du 6 mai et du 17 juin, sont agrégés entre eux et constituent
maintenant une unique période d'observation de 7 semaines. Le pic ainsi
formé est interprété comme relatif aux  élections législatives grecques
de 2012 , sans donner le détail des évènements au niveau hebdoma-
daire. Il en résulte la création d'une abstraction temporelle pertinente
pour décrire l'actualité grecque au niveau macroscopique.
3. Cette troisième série donne également une information globale inté-
ressante : l'attention médiatique du Guardian concernant la Grèce a
globalement diminué sur la période d'observation. Ceci pourrait être
expliqué par la baisse de l'intérêt médiatique pour la crise grecque avec
l'arrivée dans l'actualité de crises économiques d'autres pays européens
tels que l'Espagne et l'Italie.
L'algorithme des partitions optimales permet donc de représenter les évè-
nements médiatiques à plusieurs échelles de temps. Il met également en évi-
dence les évolutions macroscopiques de l'attention médiatique. Si nous avions
la profondeur et le recul temporel suﬃsants, nous pourrions ainsi identiﬁer
une période de temps macroscopique interprétée comme relative à  la crise
de la dette publique grecque  représentée dans sa globalité.
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8.4 Bilan et perspectives
L'une des diﬃcultés majeures liées à l'analyse du système international ré-
side dans la complexité sémantique des phénomènes observés (cf. section 2.1).
Ces phénomènes peuvent en eﬀet être rattachés à des entités de nature et de
taille très diﬀérentes (e.g., États, union d'États, organisations internationales,
blocs géopolitiques) et leurs dynamiques interprétées selon des échelles de
temps extrêmement variées (jours, mois, années, décennies). Une discussion
centrale des Relations internationales s'intéresse justement aux niveaux de
description appropriés pour l'analyse des dynamiques internationales [Bat09].
Nous soutenons l'idée que les diﬃcultés sémantiques peuvent être résolues
par la mise en place de processus d'abstraction appropriés et, en particulier,
par des techniques d'agrégation (cf. chapitres 2 et 3). Dans le chapitre pré-
sent, nous avons donc exploité la méthode d'agrégation défendue dans cette
thèse pour aborder les diﬃcultés sémantiques liées à l'analyse géographique
et temporelle du système international.
Premièrement, les mesures de qualité présentées dans le chapitre 4 per-
mettent de s'assurer que les abstractions engendrées sont cohérentes avec
les données microscopiques dont nous disposons pour l'analyse du système.
Deuxièmement, les contraintes présentées dans le chapitre 5 garantissent que
la sémantique de ces abstractions concorde avec les modèles géographiques
utilisées dans le domaine des Relations internationales. À ce titre, nous avons
également fourni dans [LPDV13] une palette d'outils pour l'évaluation des
abstractions. Ces outils, qui n'ont pas été présentés en détail dans cette thèse,
permettent notamment :
1. d'évaluer les abstractions géographiques en fonction du temps, aﬁn de
déterminer lorsqu'elles sont pertinentes pour l'analyse ;
2. d'évaluer les abstractions temporelles en fonction de l'espace, aﬁn de
déterminer l'échelle adéquate pour l'analyse des phénomènes ;
3. d'évaluer diﬀérents découpages de l'espace, aﬁn de valider ou d'invalider
les abstractions géographiques proposées dans le domaine16.
Plus généralement, nous avons montré que l'algorithme des partitions
optimales, présenté dans le chapitre 6, permet de combiner plusieurs abs-
tractions aﬁn de fournir une représentation globale du système international
tout en détaillant les phénomènes important à plusieurs échelles d'espace et
de temps. Ce chapitre montre donc que l'approche défendue dans cette thèse
permet d'aborder la complexité sémantique du système international en en-
gendrant des représentations macroscopiques. Nous pensons que ce résultat
peut être généralisé à bien d'autres systèmes sociaux.
16Cf. la notion de validation du biais externe dans la sous-section 3.1.3.
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Néanmoins, ce chapitre s'est concentré sur la conception d'abstractions
unidimensionnelles géographiques ou temporelles. Cependant, les phénomènes
internationaux peuvent être analysés selon de nombreuses autres dimensions
et, également, de manière multidimensionnelle. Dans ce qui suit, nous propo-
sons plusieurs pistes de recherche pour enrichir la sémantique macroscopique
des évènements médiatiques.
Agrégation thématique. L'algorithme des partitions optimales agrège
entre eux les évènements médiatiques proches dans le temps ou dans l'espace
pour engendrer des abstractions géographiques ou temporelles. Cependant,
de tels évènements ne sont pas nécessairement corrélés. Il est possible par
exemple que deux pics médiatiques soient très proches dans le temps, mais
qu'ils correspondent à des évènements de natures très diﬀérentes (e.g., un
évènement politique suivi d'un évènement climatique). Pour engendrer des
abstractions cohérentes, le processus d'agrégation doit, dès lors, prendre en
compte les diﬀérentes rubriques segmentant l'actualité.
Nous proposons donc d'introduire une dimension thématique à la repré-
sentation de l'attention médiatique. L'objectif est de ranger les évènements
détectés par thèmes (évènements politiques, culturels, économiques, clima-
tiques, etc.). Dans la mesure où les catégories thématiques peuvent être plus
ou moins générales ou spécialisées (le discours d'un homme politique peut
par exemple être classé dans les catégories  discours politique ,  meeting ,
 campagne présidentielle  ou  politique nationale ), la dimension théma-
tique peut également être soumise à un processus d'agrégation. La déﬁnition
des thèmes constituant la population microscopique, ainsi que la déﬁnition
des partitions admissibles de cette population, relèvent du domaine de l'ana-
lyse textuelle et doivent être mises en place en étroite collaboration avec les
sciences des média.
Notons cependant qu'il s'agit de mettre en place un processus d'abstrac-
tion par création de concepts, et non par création d'objets (cf. section 3.1).
L'adaptation du processus d'agrégation à la création de concepts sera abordée
plus en détail en perspective de cette thèse (cf. section 9.2).
Agrégation spatio-temporelle. Dans les expériences présentées dans ce
chapitre, la dimension géographique et la dimension temporelle sont décorré-
lées. Nous déﬁnissons donc des abstractions géographiques pour une période
donnée (e.g., le mois de juillet 2011 dans la sous-section 8.3.1) ou des abs-
tractions temporelles pour une région donnée (e.g., la Grèce dans la sous-
section 8.3.2). Cependant, le croisement des deux dimensions permet de déﬁ-
nir un évènement comme une région de l'espace-temps ayant une forte atten-
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tion médiatique. Les abstractions engendrées sont donc à la fois spatiales et
temporelles. Pour cela, nous proposons d'appliquer la méthode d'abstraction
à la population bi-dimensionnelle Ωu  Ωt. Les parties admissibles sont des
rectangles de la matrice de données correspondante, respectant la hiérarchie
de Ωu et l'ordre de Ωt. L'ensemble des partitions admissibles est donc déﬁni
par le produit cartésien des ensembles des partitions admissibles des deux
dimensions (cf. section 5.4).
Agrégation des co-citations. Une autre approche pour la représentation
médiatique des relations internationales consiste à compter les co-citations
des unités territoriales : deux pays sont co-cités lorsqu'ils apparaissent au sein
d'un même article. La quantité de co-citations donne alors une indication
concernant l'intensité des relations entre les deux pays, selon le point de vue
d'un pays tiers (celui auquel appartient le ﬂux médiatique). Par exemple, un
article du Times parlant de l'intervention française au Mali donne un point
de vue britannique sur les relations géopolitiques entre la France et le Mali.
Le domaine des Relations internationales s'intéresse à ce genre d'information
pour représenter notamment les relations de domination politique entre les
diﬀérents pays du monde : un pays A est dominé par un pays B  au sein
de la sphère médiatique  lorsque le pays B est très souvent cité et que le
pays A est rarement cité seul [GGLP 13].
(a) Graphe des co-citations (b) Graphe de domination associé
Figure 8.14  Graphe de co-citations et graphe de domination issus de la
matrice des co-citations (extrait de [GGLP 13])
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La conception d'abstractions à partir des co-citations nécessite d'agré-
ger l'hyper-cube de données Ωf  Ωu  Ωu  Ωt. L'attention médiatique
vpf, u1, u2, tq mesure alors la quantité de co-citations entre les unités territo-
riales u1 et u2 par le ﬂux médiatique f pendant la période d'observation t.
Le niveau de représentation microscopique peut être visualisé par un graphe
de co-citations au sein duquel on recherche des valeurs inattendues (cf. ﬁ-
gure 8.14). L'agrégation de l'hyper-cube peut respecter les mêmes contraintes
géographiques que précédemment ou respecter la structure de graphe déﬁnie
par la matrice des co-citations (section 5.5). Les abstractions constituées sont
alors des groupes de pays associés de manière homogène dans l'actualité.
Agrégation des relations de causalité. Il est possible d'obtenir un proﬁl
temporel plus complet lors de l'extraction d'informations au sein des articles.
Il est par exemple possible d'extraire les dates absolues ( le 11 mars 2011 ),
les dates relatives ( il y a deux ans ), les durées ( pendant deux jours ) et
les noms d'évènements ( catastrophe de Fukushima ) contenus dans le corps
de l'article. Ces informations permettent de mieux caractériser la dynamique
des évènements relatés, leurs relations de causalité, les eﬀets de rappels, la
variation de l'attention médiatique, etc.
La matrice des co-citations temporelles (lorsque qu'une date est citée par
un article ou lorsque deux dates apparaissent dans le même article) peut être
traitée de la même manière que la matrice des co-citations géographiques. Les
abstractions ainsi constituées sont des groupes de dates associées de manière
homogène dans l'actualité. Il est également possible de déﬁnir des relations de
corrélations temporelles (un évènement est une cause potentielle d'un autre
évènement lorsqu'ils sont temporellement liés dans un article). Les abstrac-
tions, engendrées en respectant l'ordre partiel ainsi déﬁni (cf. section 5.5),
sont donc des successions d'évènements liés causalement. D'autres exemples
de structures plus complexes, croisant plusieurs dimensions spatiales et tem-
porelles, sont proposées dans [LPDV11b].
Agrégation de la dimension médiatique. Dans ce chapitre, les expé-
riences présentées ne font jamais intervenir plus d'un ﬂux à la fois. Cependant,
nous pensons que les mesures informationnelles présentées dans le chapitre 4
peuvent également être utilisées pour comparer et agréger les ﬂux médiatiques
entre eux. L'analyse de la dimension médiatique consiste alors : (1) à mesurer
la redondance d'information entre deux ﬂux, (2) à mesurer la  couverture
médiatique  d'un ensemble de ﬂux et (3) à classiﬁer les ﬂux en catégories
homogènes. Ce dernier objectif consiste à partitionner et à agréger les ﬂux
médiatiques en fonction de leurs propriétés informationnelles. Comment com-
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parer, dès lors, les séries temporelles associées à une même unité territoriale
pour quatre ﬂux diﬀérents ? (cf. ﬁgure 8.15) Comment comparer des cartes
de citations, des matrices de co-citations, etc. ? Il est sans doute nécessaire
de repenser la sémantique de l'agrégation lorsque celle-ci est appliquée aux
ﬂux médiatiques eux-mêmes.
(a) Le Monde (b) The Times of India
(c) The Financial Times (d) The Washington Post
Figure 8.15  Variation temporelle de l'attention géographique relative de
4 ﬂux concernant la Syrie (extrait de [GGLP 13])

CHAPITRE 9
Bilan et perspectives
Face à l'échec de la méthode analytique, cette thèse prétend participer au
développement de l'approche systémique. En particulier, elle vise à l'édiﬁ-
cation d'une méthode scientiﬁque générale pour l'analyse macroscopique des
grands systèmes. Dans ce dernier chapitre, nous faisons le bilan des contri-
butions apportées par ce travail de thèse, nous en exposons les hypothèses et
les limites principales et donnons, enﬁn, quelques perspectives de recherche.
9.1 Contributions, limites et généralisation
La première partie a été consacrée à la déﬁnition d'un cadre méthodologique
adéquat pour aborder les systèmes qui nous intéressent. Nous avons identi-
ﬁé les enjeux et les caractéristiques essentielles de la notion d'abstraction.
Nous avons montré que l'émergence épistémique apporte les bases philoso-
phiques suﬃsantes pour l'édiﬁcation d'un tel cadre méthodologique en dé-
ﬁnissant les phénomènes macroscopiques comme le résultat d'un processus
d'abstraction subjectif et pragmatiste. Nous avons ainsi montré que l'observa-
teur, le contexte d'analyse et les objectifs visés ont une place prépondérante
au sein de l'approche macroscopique. Nous avons mis en place un processus
d'abstraction répondant à ces spéciﬁcations méthodologiques par la création
d'objets macroscopiques. Le processus repose sur des techniques d'agrégation
visant à engendrer des abstractions spatio-temporelles pour aborder la com-
plexité syntaxique et sémantique des grands systèmes. Ce processus a été
positionné vis-à-vis d'autres techniques d'analyse classiques telles que les
techniques de partitionnement. Nous avons ainsi explicité les problématiques
de recherche propres à l'agrégation de données.
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Dans la deuxième partie, constituant la contribution théorique de la thèse,
nous avons proposé des méthodes formelles pour le contrôle du processus
d'agrégation. Nous avons montré qu'il est nécessaire d'évaluer et de comparer
les représentations en fonction de leur adéquation avec le contexte d'analyse
et les objectifs visés par l'observateur. Nous avons ainsi déﬁni deux mesures
de qualité cohérentes avec les objectifs de l'analyse macroscopique : la réduc-
tion de complexité, aﬁn de garantir l'exploitabilité des représentations lors du
passage à l'échelle, et la perte d'information, aﬁn d'interpréter correctement
les objets macroscopiques et de préserver les comportements microscopiques
signiﬁcatifs lors de l'agrégation. Nous avons donné un cadre formel générique
pour évaluer, comparer et sélectionner les  meilleures  représentations à
partir de mesures de qualité combinées. Cette méthode est générique et peut
être appliquée à d'autres contextes et à d'autres objectifs dès lors que l'on
est capable de quantiﬁer les critères qui leurs sont associés.
Nous avons également montré qu'il est nécessaire, aﬁn de conserver leur
pouvoir explicatif, que les abstractions soient cohérentes avec les connais-
sances mobilisées par l'observateur pour analyser le système. Nous avons pro-
posé un modèle de contraintes sur l'ensemble des partitions admissibles, plus
expressif que les techniques communément utilisées par le partitionnement
à base d'instances (instance-level constrained clustering [DB07]). Nous nous
sommes limités à deux ensembles contraints, visant à conserver les propriétés
topologiques des hiérarchies constitutives et des relations d'ordre, organisant
respectivement les dimensions spatiales et temporelles des systèmes. Pour
autant, cette méthode ouvre de nombreuses perspectives de recherche consis-
tant à exprimer la syntaxe et la sémantique des abstractions en fonction du
système observé et des  batteries explicatives  utilisées par l'observateur.
Aﬁn d'automatiser le processus d'agrégation, nous avons apporté une so-
lution algorithmique au problème des partitions optimales. L'algorithme ainsi
proposé repose sur une propriété algébrique essentielle des mesures de qua-
lité à optimiser : le principe d'optimalité. Initialement formulé dans [JSB 05],
nous avons consolidé ce principe sur le plan logique et proposé une solution
générique : l'algorithme des partitions admissibles optimales. Nous ne pen-
sons pas que cet algorithme puisse être utilisé en dehors du principe d'op-
timalité. Pour des mesures de qualité quelconques, il faut donc en revenir
aux heuristiques développées dans le domaine du partitionnement de don-
nées [HBV01]. Nous avons montré que la complexité spatiale et temporelle
de l'algorithme proposé dépend des contraintes d'admissibilité et, plus spé-
ciﬁquement, de la relation de couverture induite par ces contraintes. Nous
avons explicité les classes de complexité associées à des implémentations spé-
cialisées de l'algorithme : complexité linéaire dans le cas d'une organisation
hiérarchique et complexité quadratique dans le cas d'un système ordonné.
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D'autres implémentations spécialisées de cet algorithme générique pourront
être développées sur le même principe (e.g., dans le cas d'un ordre partiel ou
d'un graphe). Ces implémentations permettront de préciser la complexité du
problème des partitions optimale dans d'autres cadres d'analyse.
Dans la troisième partie, nous avons procédé à l'évaluation empirique
du processus d'agrégation et des méthodes de contrôle proposées. L'objectif
était de montrer que l'approche macroscopique est exploitable en pratique
et qu'elle est applicable à une large classe de systèmes. Nous nous sommes
concentrés sur deux domaines d'application : la visualisation de systèmes de
calcul pour l'analyse de performance et la représentation du système inter-
national via la détection d'évènements médiatiques. Dans ces deux cadres
d'analyse, nous avons montré que le processus d'agrégation permet de dé-
tecter et d'expliquer les comportements irréguliers apparaissant à plusieurs
niveaux de granularité (spatiale et temporelle) et ce à moindre coût (aﬁn
d'assurer le passage à l'échelle). Il reste néanmoins important de procéder à
une évaluation plus systématique du processus en le confrontant directement
aux attentes des experts (analystes et géographes). Une telle évaluation fera
sans doute apparaître des contextes, des objectifs d'analyse et des séman-
tiques qui n'ont pas été abordées en détail dans cette thèse. Nous pensons
avoir néanmoins construit les outils suﬃsants pour adapter notre approche
à ces nouveaux critères.
Enﬁn, nous pensons que l'approche macroscopique peut être généralisée
à de nombreux domaines d'application, dès lors que les conditions suivantes
sont vériﬁées :
1. On dispose d'un instrument d'observation déﬁnissant le niveau micro-
scopique de référence. Cet instrument localise les entités observées en
fonction de dimensions discrétisées du système (attribut de dénombre-
ment, cf. sous-section 3.2.1).
2. On dispose d'un opérateur d'agrégation et d'un modèle de redistribu-
tion des entités observées, permettant d'interpréter les données agré-
gées (dans le cas général, on pourra utiliser l'hypothèse de redistribution
uniforme, cf. sous-section 3.2.3).
3. On est capable d'exprimer les critères internes par des mesures de qua-
lité satisfaisant le principe d'optimalité (par exemple, des mesures dé-
composables par un opérateur croissant, cf. sous-section 6.2.2).
4. On est capable d'exprimer les critères externes par des contraintes d'ad-
missibilité sur l'ensemble des partitions, induisant une implémentation
spécialisée de l'algorithme dont la complexité temporelle est abordable
vis-à-vis des systèmes qui nous intéressent.
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Abstraction par déﬁnition de concepts. Le processus d'agrégation pro-
posé dans cette thèse permet de déﬁnir des objets macroscopiques en adap-
tant la granularité spatiale et temporelle des objets représentés. Pour au-
tant, nous pensons que l'agrégation peut également servir à la déﬁnition
de concepts et qu'elle peut ainsi être exploitée comme un processus de gé-
néralisation (cf. sous-section 3.1.1). Par exemple, dans le cas de l'observa-
tion d'articles de presse (cf. chapitre 8), la dimension thématique permet de
spéciﬁer la nature des évènements relatés (e.g.,  politique ,  économie ,
 culture ). L'agrégation consiste alors à généraliser ces catégories en champs
thématiques homogènes.
Nous pensons que les mesures de qualité déﬁnies dans cette thèse sont
adaptées à ce contexte. Cependant, la discrétisation de l'espace thématique
en catégories microscopiques est une étape extrêmement délicate, qui né-
cessite le concours des experts et une réévaluation continue. Les contraintes
d'admissibilité dépendent de la structure de l'espace thématique : e.g., ré-
seaux sémantiques, hiérarchie de concepts [Wil05]. Nous pensons donc que,
pour adapter le processus d'agrégation aux dimensions non-physiques des
systèmes, les diﬃcultés majeures résident dans l'édiﬁcation d'une structure
sémantique pertinente. L'approche macroscopique peut également bénéﬁcier
de processus d'abstraction hybrides, mêlant concepts génériques et objets
macroscopiques [SS77].
Agrégation selon un ensemble de parties quelconques. Les repré-
sentations macroscopiques engendrées par notre approche reposent sur le
partitionnement des dimensions à agréger, c'est-à-dire sur des ensembles de
parties disjointes et recouvrantes. Cependant, nous pouvons généraliser en
nous intéressant aux représentations engendrées selon des ensembles de par-
ties quelconques. Dans le cas de parties non-disjointes, certains individus
sont représentés au sein de plusieurs agrégats et, dans le cas de parties non-
recouvrantes, certains individus ne sont pas représentés (cf. ﬁgure 9.1).
L'objectif de cette généralisation est ainsi d'élargir l'ensemble des repré-
sentations possibles. Par exemple, dans le cas de l'agrégation de l'espace géo-
graphique, des unités territoriales partageant une portion de leur territoire
peuvent néanmoins coexister au sein de la même représentation (e.g., l'Hi-
malaya et la Chine). Au contraire, les unités territoriales qui ne présentent
aucun intérêt pour l'observateur peuvent être simplement écartées aﬁn de
simpliﬁer la représentation (mécanisme de sélection des données). Les me-
sures de qualité doivent alors être adaptées à ce contexte.
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Figure 9.1  Agrégation d'une population de 6 individus selon un ensemble
de parties non-disjointes et non-recouvrantes
• La taille des représentations peut être déﬁnie comme dans la sous-
section 4.3.1. Cependant, d'autres mesures de complexité peuvent être
envisagées aﬁn de quantiﬁer et de minimiser les recouvrements entre
agrégats (e.g., mesures de redondance).
• Dans la mesure où l'observateur dispose de plus d'information concer-
nant les individus appartenant à plusieurs agrégats et d'aucune infor-
mation concernant ceux qui ne sont pas représentés, les mesures de
perte d'information doivent être adaptées. Des hypothèses de redistri-
bution peuvent par exemple être déﬁnies en fonction des mécanismes
de recouvrement et de sélection des données (cf. ﬁgure 9.1c), aﬁn de
pouvoir utiliser la divergence de Kullback-Leibler telle que déﬁnie dans
la section 4.3.2.
Les contraintes topologiques présentées dans le chapitre 5 peuvent éga-
lement être adaptées à ce contexte. Cependant, l'ensemble des représenta-
tions admissibles est considérablement plus grand dans le cas de parties
quelconques. Il apparaît donc nécessaire de vériﬁer que la complexité tempo-
relle de l'algorithme des partitions optimales est toujours compatible avec le
passage à l'échelle.
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Observation macroscopique des grands systèmes. Le processus d'abs-
traction proposé dans cette thèse repose sur une hypothèse forte : nous dis-
posons d'instruments d'observation capables de représenter le niveau micro-
scopique. Dans le cas de systèmes de calcul (cf. chapitre 7), le résultat de
l'observation microscopique consiste en des traces d'exécution (fonctions ap-
pelées, temps d'exécution, ressources consommées, etc.). Cependant, dans le
cas d'applications parallèles de grande taille, l'étape de traçage est confrontée
à plusieurs diﬃcultés. Premièrement, du fait de la décentralisation des pro-
cessus de calcul, il est nécessaire de disposer d'un instrument d'observation
distribué, enregistrant le comportement des processus au niveau de chaque
machine. Le nombre de  sondes  dépend donc de la taille de la plate-forme
d'exécution. Deuxièmement, du fait de l'asynchronisme des processus, la jux-
taposition des résultats du traçage distribué peut présenter des incohérences
temporelles [CMV01]. Dans ces conditions, l'observation microscopique des
grands systèmes passe diﬃcilement à l'échelle.
La notion d'observation macroscopique consiste à engendrer une repré-
sentation macroscopique du système sans passer par l'observation détaillée
et complète de ses parties [LP10] (cf. ﬁgure 9.2). Dans de précédents travaux,
nous avons abordé cette approche dans le domaine des systèmes multi-agents
en proposant une méthode d'agrégation distribuée et intégrée au sein même
de l'exécution [LPDV11a]. L'agrégation spatiale est réalisée en plaçant dans
l'environnement des sondes macroscopiques avec lesquelles les agents inter-
agissent localement. Les données sont collectées, centralisées et agrégées au
niveau de ces sondes. L'agrégation temporelle est réalisée à partir d'algo-
rithmes de synchronisation distribués, tels que le snapshot algorithm [CL85],
é
é
Observation
microscopique
Execution
du SMA
Observation
macroscopique
Executions
des agents
macroscopique
microscopique
Analyse
Conception
Niveau
Niveau
macro
micro
éAgregation
éRepresentation
éRepresentation
Figure 9.2  Observation macroscopique des systèmes multi-agents (extrait
de [LP10])
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aﬁn de produire un découpage du temps cohérent avec les  chaînes causales 
constituant l'exécution [Mat89]. Les données sont alors synchronisées et agré-
gées en fonction des interactions locales entre les agents. De cette manière, les
entités du système participent à leur propre représentation macroscopique.
L'intérêt d'une telle approche réside dans le fait que l'étape d'observation
est réalisée par le système lui-même et s'adapte donc à sa complexité : le
coût du processus d'agrégation est réparti dans l'espace et dans le temps,
en fonction de l'activité microscopique des agents. Cependant, dans ces tra-
vaux préliminaires, les sondes macroscopiques sont placées  et le découpage
temporel réalisé  de manière ad hoc, en fonction des phénomènes macrosco-
piques que l'on souhaite observer [LPDV11a]. En perspective de cette thèse,
nous envisageons donc la possibilité d'incorporer l'algorithme des partitions
admissibles optimales au sein de l'exécution, aﬁn d'engendrer des représenta-
tions macroscopiques en fonction de critères internes génériques (réduction
de complexité et perte d'information) et d'expliquer ces phénomènes en fonc-
tion de critères externes adaptés (structure causale de l'exécution).
La notion d'observation macroscopique aborde en réalité un problème
épistémique dépassant le simple cadre de cette thèse : comment observer
les grands systèmes ? Ce problème entraîne des questions méthodologiques
(placement des sondes, fréquence d'acquisition des données) et techniques
(algorithmes d'agrégations distribués, mesure de l' eﬀet de sonde ) non-
triviales. Nous pensons néanmoins que l'approche défendue dans cette thèse
constitue un point de départ pertinent pour aborder de telles questions.
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ANNEXE A
Agrégation de données
et théorie de l'information
Cette section vise à présenter et à formaliser plusieurs mesures de la théo-
rie de l'information permettant de caractériser le processus d'agrégation.
Nous montrons notamment que la divergence de Kullback-Leibler (cf. sous-
section 4.3.2) peut être interprétée comme :
1. une mesure de l'irréversibilité du processus d'agrégation ;
2. une mesure de la perte de vraisemblance de la représentation engendrée.
Notations. Soient Ω une population, vp.q un attribut de dénombrement
d'unités atomiques, PK la partition microscopique de Ω et X une partition
quelconque (cf. chapitre 3 pour le détail des notations utilisées dans cette
annexe). Pour tout individu x P Ω,
ppxq 
vpxq
vpΩq
est la probabilité qu'une unité, tirée de manière uniforme parmi les vpΩq
unités observées, soit associée à l'individu x. Pour toute partie X  Ω,
ppXq 
°
xPX ppxq est la probabilité que cette unité soit associée à un in-
dividu de la partie X. La distribution microscopique des unités  associée à
la partition microscopique PK  est donnée par l'ensemble pppxqqxPΩ et leur
distribution agrégée  associée à X  est donnée par l'ensemble pppXqqXPX .
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Quantité d'information contenue dans les distributions
L'entropie de la distribution microscopique HpPKq mesure la quantité d'in-
formation qu'elle contient [Sha48]. Il s'agit du nombre optimal de bits d'in-
formation nécessaires en moyenne pour trouver l'individu associé à une unité
(choisie de manière uniforme) :
HpPKq  
¸
xPΩ
ppxq log2 ppxq
L'entropie de la distribution agrégée HpX q mesure également la quantité
d'information qu'elle contient. Il s'agit du nombre optimal de bits d'informa-
tion nécessaires en moyenne pour trouver la partie associée à une unité :
HpX q  
¸
XPX
ppXq log2 ppXq
L'entropie de Shannon est parfois interprétée comme une mesure de com-
plexité [Edm99, GF12]. En termes de ressources (cf. section 4.1), elle donne
le nombre optimal de bits d'information nécessaires en moyenne pour encoder
l'individu auquel est associé une unité choisie de manière uniforme (cf. par
exemple le codage de Huﬀman [Huf52]). Ce qui nous intéresse alors, ce n'est
pas de représenter les quantités d'unités associées aux individus (section 3.2),
mais de représenter les unités elles-mêmes.
La réduction d'entropie (cf. sous-section 4.3.1) mesure alors la quantité
d'information économisée par le processus d'agrégation, c'est-à-dire lors de
l'encodage de la représentation macroscopique (parties auxquelles sont as-
sociées les unités) au lieu de l'encodage de la représentation microscopique
(individus auxquels sont associées les unités) :
∆HpX q  HpPKq HpX q
Quantité d'information transmise par le processus d'agrégation
L'information mutuelle IpPK,X q mesure la quantité d'information partagée
par la distribution microscopique et la distribution agrégée [ASZA11]. En
d'autres termes, elle mesure la quantité d'information transmise par le pro-
cessus d'agrégation.
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IpPK,X q 
¸
xPΩ
¸
XPX
ppx,Xq log2
ppx,Xq
ppxq ppXq
où ppx,Xq désigne la probabilité qu'une unité atomique soit à la fois associée
à l'individu x (au niveau de la distribution microscopique) et à la partieX (au
niveau de la distribution agrégée). Pour le processus d'agrégation déﬁni dans
le chapitre 3, toutes les unités associées à un individu x sont nécessairement
associées à unique partieX (en d'autres termes, la distribution microscopique
ne peut jamais être désagrégée) :
ppx,Xq 
#
ppxq si x P X
0 sinon
On a donc :
IpPK,X q 
¸
xPΩ
ppxq log2
ppxq
ppxq ppXq
 
¸
XPX
ppXq log2 ppXq
 HpX q
L'information mutuelle est donc égale à l'entropie de la représentation
agrégée. Ainsi, toute l'information contenue dans la distribution agrégée est
de l'information microscopique transmise par le processus d'agrégation : le
processus d'agrégation ne créé pas d'information.
L'entropie conditionnelle mesure la quantité d'information relative à la
distribution microscopique qui n'est pas contenue dans la distribution agré-
gée [ASZA11]. Il s'agit du nombre optimal de bits d'information nécessaires
en moyenne pour trouver l'individu associée à une unité sachant la partie à
laquelle elle est associée. En d'autres termes, l'entropie conditionnelle mesure
la quantité d'information perdue par le processus d'agrégation.
HpPK|X q  HpPKq  IpPK,X q
 HpPKq HpX q
 ∆HpX q
L'entropie conditionnelle est donc égale à la réduction d'entropie.
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Quantité d'information nécessaire pour renverser le processus
L'information de désagrégation LpX q mesure la quantité d'information né-
cessaire pour retrouver la distribution microscopique à partir de la distri-
bution macroscopique [LPVD12]. Il s'agit du nombre de bits d'information
nécessaires en moyenne pour trouver l'individu associé à une unité lorsqu'on
connaît la partie à laquelle elle est associée, mais qu'on ne connaît pas la
distribution de probabilité interne de la partie. On suppose par exemple une
distribution uniforme des unités au sein de la partie (cf. sous-section 3.2.3).
En d'autres termes, l'information de désagrégation mesure la quantité d'in-
formation nécessaire pour renverser le processus d'agrégation lorsqu'on ne
connaît que la distribution agrégée :
LpX q 
¸
XPX
ppXq log2 |X|
L'information de désagrégation peut également être interprétée comme
une mesure de vraisemblance concernant la probabilité de retrouver la distri-
bution microscopique à partir de la distribution agrégée en tirant les unités
uniformément au sein des parties. Étant donnée une unité associée à une
partie X P X , la probabilité d'associer cette unité à un individu x P X
est p1px|Xq  1
|X|
, où |X| est la taille de la partie. La probabilité d'associer
l'ensemble des vpΩq unités aux  bons  individus est donc :
p1pPK|X q 
¹
XPX

1
|X|

vpXq
La log-vraisemblance de la distribution agrégée logLpX |PKq est alors :
logLpX |PKq   log2
¹
XPX

1
|X|

vpXq

¸
XPX
vpXq log2 |X|
 vpΩq LpX q
L'information de désagrégation mesure donc la probabilité de désagréger
correctement une distribution et, ainsi, de renverser le processus d'agrégation.
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Quantiﬁer l'irréversibilité du processus d'agrégation
On pourrait supposer que la quantité d'information nécessaire pour renverser
le processus d'agrégation est égale à la quantité d'information perdue par le
processus : on dira que le processus d'agrégation est réversible si et seule-
ment si L  ∆H. En d'autres termes, la quantité d'information économisée
par le processus d'agrégation (∆HpX q) permet de retrouver la distribution
microscopique (LpX q).
LpX q ∆HpX q 
¸
XPX
ppXq log2 |X|  
¸
xPΩ
ppxq log2 ppxq 
¸
XPX
ppXq log2 ppXq

¸
XPX
¸
xPX
pppxq log2 |X|   ppxq log2 ppxq  ppxq log2 ppXqq

¸
XPX
¸
xPX
ppxq log2

ppxq|X|
ppXq


 DpX q
Nous retrouvons ainsi la divergence de Kullback-Leibler déﬁnie dans le
cas de l'hypothèse de redistribution uniforme (cf. sous-section 4.3.2).
La divergence mesure donc la quantité d'information qui n'est pas récupé-
rée lors qu'on redistribue uniformément les unités au sein des parties. Il s'agit
du nombre de bits d'information supplémentaires nécessaires en moyenne
pour trouver l'individu associé à une unité lorsqu'on utilise la distribution
agrégée comme modèle de la distribution microscopique [KL51]. Or, nous
avons : D  L  ∆H. La divergence mesure donc la quantité d'information
supplémentaire nécessaire pour renverser le processus d'agrégation si l'on dis-
pose de la distribution agrégée et de l'information perdue par le processus.
Ainsi, le processus agrégation est réversible si et seulement si la divergence
est nulle. Dans ce cas, l'information perdue suﬃt à retrouver la distribution
microscopique.
La divergence peut également être interprétée comme une mesure de
vraisemblance concernant la probabilité de retrouver la distribution micro-
scopique en tirant les unités à partir de la distribution redistribuée (cf. sous-
section 3.2.3). Dans le cas de la distribution microscopique, la probabilité
d'associer une unité à un individu x P Ω est pPKpxq  ppxq. La probabilité
d'associer l'ensemble des vpΩq unités aux  bons  individus est donc :
ppPKq 
¹
xPΩ
ppxqvpxq
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La log-vraisemblance de la distribution microscopique logLpPKq est donc :
logLpPKq 
¸
xPΩ
vpxq log2 ppxq
Dans le cas de la distribution agrégée, la probabilité d'associer une unité
à un individu x P X est pX pxq 
ppXq
|X|
. La probabilité d'associer l'ensemble
des vpΩq unités aux  bons  individus est donc :
ppX q 
¹
xPΩ

ppXq
|X|

vpxq
La log-vraisemblance de la distribution agrégée logLpX q est donc :
logLpX q 
¸
xPΩ
vpxq log2

ppXq
|X|


On constate alors que :
logLpPKq  logLpX q  vpΩq DpX q
La divergence est donc égale à la réduction de vraisemblance engendrée
par le processus d'agrégation : DpX q  ∆ logLpX q. En d'autres termes, la
divergence mesure la diminution de la probabilité d'obtenir la distribution
microscopique à partir de la distribution agrégée.
ANNEXE B
Algorithmes et complexité
Cette annexe présente en détail les implémentations spécialisées de l'algo-
rithme des partitions admissibles optimales (chapitre 6) dans le cas de popu-
lations hiérarchiques (section B.1) et dans le cas de populations ordonnées
(section B.2). Pour chacune de ces implémentations, nous explicitons :
1. les structures de données utilisées pour représenter et évaluer l'ensemble
des parties admissibles ;
2. le pseudo-code de l'algorithme ;
3. une évaluation empirique de sa complexité temporelle.
Ces algorithmes ont été implémentés en C++ par Damien Dosimont, doc-
torant INRIA à l'Université Joseph Fourier. Leur code source est disponible
à l'adresse suivante : https://github.com/dosimont/lpaggreg. La com-
plexité temporelle a été évaluée en mesurant le temps d'exécution des algo-
rithmes sur des jeux de données aléatoires de taille variable (la preuve théo-
rique de la complexité est donnée dans la section 6.3). Voici les spéciﬁcations
de la machine utilisée pour l'évaluation :
Processeurs Intel R© CoreTM i7 CPU 920 @ 2.67GHz  8
Mémoire 7.8 Go DDR3
Disque dur 1 To SATA
Fedora Version 17 (BeefyMiracle) 64 bits
Noyau Linux 3.9.10-100.fc17.x86_64
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B.1 Algorithme des partitions hiérarchiques
optimales
L'algorithme des partitions hiérarchiques optimales (6.3.1) calcule une parti-
tion X P PαT pΩq optimisant le compromis de qualité linéaire CQLα (4.3.3) au
sein de l'ensemble des partitions admissibles PT pΩq, déﬁni selon la hiérarchie
T pΩq (5.2). On se place dans le cas d'un attribut vp.q additif (3.2.2) et dans
le cas de l'hypothèse de redistribution uniforme (3.2.3). Nous utilisons la ré-
duction de taille ∆T comme mesure de complexité (4.3.1) et la divergence de
Kullback-Leibler D comme mesure de perte d'information (4.3.2).
B.1.1 Structures de données
La hiérarchie T pΩq est implémentée sous la forme d'un arbre de données : les
feuilles représentent les individus x P Ω, les n÷uds représentent les parties
admissibles X P T pΩq et la racine représente la population Ω prise dans
son intégralité. Chaque n÷ud X P T pΩq possède 7 étiquettes, engendrées et
manipulées par l'algorithme :
1. value est la valeur vpXq de l'attribut analysé. Au niveau des feuilles, ces
valeurs constituent les données en entrée de l'algorithme. Au niveau des
autres n÷uds, elles constituent des variables internes servant au calcul
de la divergence DpXq.
2. size est la taille de la partieX, c'est-à-dire le nombre d'individus qu'elle
contient. Cette étiquette sert au calcul de la divergence DpXq et de la
réduction de taille ∆T pXq.
3. microInfo est la somme des quantités d'information vpxq log2 vpxq
associées aux individus x P X. Cette étiquette sert au calcul de la
divergence DpXq.
4. sizeReduction est la réduction de taille ∆T pXq associée à la partie X.
Elle sert au calcul de la partition optimale.
5. divergence est la divergence de Kullback-Leibler DpXq associée à la
partie X. Elle sert également au calcul de la partition optimale.
6. optimalCompromise est le compromis de qualité CQLα de la partition
optimale sur X. Il sert au calcul de la partition optimale sur Ω.
7. optimalCut est une valeur booléenne indiquant s'il est optimal d'agré-
ger les individus appartenant à la partie X. Cette étiquette donne une
coupe de l'arbre et représente ainsi une partition hiérarchique optimale.
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L'algorithme est constitué de 3 procédures récursives, consistant chacune
à parcourir l'arbre en profondeur pour calculer les diﬀérentes étiquettes :
1. computeQuality(node) calcule les étiquettes value (sauf si node
est une feuille), size, microInfo, sizeReduction (non normalisée) et
divergence (non normalisée) du n÷ud node.
2. normalizeQuality(node,maxReduction,maxDivergence) normalise
les étiquettes sizeReduction et divergence (cf. sous-section 4.3.3) à
partir des paramètres maxReduction et maxDivergence. Notons que
ces paramètres prennent la valeur de sizeReduction et de divergence
lorsque la procédure est exécutée sur la racine de l'arbre. Ils ne consti-
tuent donc pas des données en entrée de l'algorithme.
3. computeOptimalPartition(node, coeff) calcule les étiquettes
optimalCompromise et optimalCut en fonction du coeﬃcient de com-
promis coeff spéciﬁé en entrée (cf. sous-section 4.3.3).
Ainsi, si root est la racine de l'arbre, l'exécution successive de :
• computeQuality(root)
• normalizeQuality(root, null, null)
• computeOptimalPartition(root, coeff)
permet de calculer une partition hiérarchique optimale.
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B.1.2 Pseudo-code de l'algorithme
Compute the quality of admissible parts
Require: A tree, representing the hierarchy, with a label value on each leaf,
representing the value of the attribut of the corresponding individual.
Ensure: Each node of the tree has two labels, sizeReduction and divergence,
respectively representing the non-normalized quality of the corresponding
admissible part.
procedure computeQuality(node)
if node has no child then  Microscopic level
node.sizeÐ 1
if node.value ¡ 0 then
node.microInfoÐ node.value  log2pnode.valueq
else
node.microInfoÐ 0
end if
node.sizeReductionÐ 0
node.divergenceÐ 0
else  Other levels
node.valueÐ 0
node.sizeÐ 0
node.microInfoÐ 0
for each child of node do
computeQualitypchildq
node.valueÐ node.value  child.value
node.sizeÐ node.size  child.size
node.microInfoÐ node.microInfo  child.microInfo
end for
node.sizeReductionÐ size 1
if value ¡ 0 then
node.divergenceÐ microInfo value  log2pvalue{sizeq
else
node.divergenceÐ 0
end if
end if
end procedure
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Normalize the quality of admissible parts
Require: A tree with labels sizeReduction and divergence on each node,
representing the non-normalized quality of the corresponding part.
Ensure: The labels sizeReduction and divergence now represent the nor-
malized quality of the corresponding part.
procedure normalizeQuality(node,maxReduction,maxDivergence)
if node is the root then
maxReductionÐ node.sizeReduction
maxDivergenceÐ node.divergence
end if
node.sizeReductionÐ node.sizeReduction{maxReduction
node.divergenceÐ node.divergence{maxDivergence
for each child of node do
normalizeQualitypchild,maxReduction,maxDivergenceq
end for
end procedure
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Compute an optimal hierarchical partition
Require: A tree with labels sizeReduction and divergence on each node,
representing the normalized quality of the corresponding part, and a coef-
ﬁcient of compromise coeff .
Ensure: Each node of the tree has a Boolean label optimalCut representing
the optimal partition (optimalCut  true when the individual of the
corresponding part are aggregated and false when they are not).
procedure computeOptimalPartition(node, coeff)
if node has no child then  Microscopic level
node.optimalCompromiseÐ 0
node.optimalCutÐ true
else  Other levels
macroCompromiseÐ coeff  node.sizeReduction
p1 coeffq  node.divergence
microCompromiseÐ 0
for each child of node do
computeOptimalPartitionpchild, coeffq
microCompromiseÐ microCompromise
 child.optimalCompromise
end for
node.optimalCompromise
Ð maxpmicroCompromise,macroCompromiseq
node.optimalCutÐ pmicroCompromise   macroCompromiseq
end if
end procedure
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B.1.3 Complexité temporelle
Dans la sous-section 6.3.1, nous avons montré que la complexité temporelle de
l'algorithme des partitions hiérarchiques optimales est linéaire par rapport à
la taille |Ω| de la population. L'évaluation empirique montre que le coeﬃcient
directeur dépend de la structure de l'arbre (cf. ﬁgure B.1). Nous avons réalisé
une série d'exécutions dans le cas d'arbres binaires, ternaires et décimaux.
Une régression linéaire donne : temps  a |Ω|   , avec :
• Arbre binaire : a  3, 1 104 millisecondes
• Arbre ternaire : a  2, 0 104 millisecondes
• Arbre décimaux : a  1, 3 104 millisecondes
•  inférieur à 3 millisecondes dans chacun des trois cas
Les coeﬃcients de détermination R2 de ces régressions sont supérieurs
à 0, 998, indiquant une très faible variance du temps d'exécution vis-à-vis de
la relation exprimée. Ainsi, l'algorithme prend une seconde pour calculer la
partition optimale d'une population contenant respectivement 3, 2 millions,
5, 0 millions et 7, 7 millions d'individus (suivant la structure de l'arbre).
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Figure B.1  Temps d'exécution de l'algorithme des partitions hiérarchiques
optimales
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B.2 Algorithme des partitions ordonnées
optimales
L'algorithme des partitions ordonnées optimales (6.3.2) calcule une partition
X P Pα pΩq optimisant le compromis de qualité linéaire CQLα (4.3.3) au sein
de l'ensemble des partitions admissibles P pΩq, déﬁni selon l'ordre total  
sur Ω (5.3). Comme pour l'algorithme précédent, on se place dans le cas d'un
attribut vp.q additif (3.2.2) et dans le cas de l'hypothèse de redistribution uni-
forme (3.2.3). Nous utilisons la réduction de taille ∆T (4.3.1) et la divergence
de Kullback-Leibler D (4.3.2).
B.2.1 Structures de données
Soit une population Ω  tx0, . . . , xn1u de taille n, avec xi   xj si et seule-
ment si i   j. L'attribut vp.q est implémenté par un vecteur value contenant
n entiers tel que valueris  vpxiq pour tout i P J0, n  1K. Chaque partie
admissible Xi,j  txi, . . . , xi ju P P pΩq est représentée par un couple pi, jq,
où i P J0, n1K est l'index du premier individu de la partie et j 1 P J1, niK
est la taille de la partie (j  |Xi,j|1). Les mesures de qualité sont donc im-
plémentées par des matrices de taille nn où chaque cellule pi, jq représente
la qualité de la partie correspondante. L'algorithme manipule 4 matrices :
1. sumV aluerisrjs est la valeur vpXi,jq de l'attribut analysé. Pour j  0,
ces valeurs sont les données en entrée de l'algorithme. Pour j ¡ 0, elles
constituent des variables internes servant au calcul de la divergence D.
2. microInforisrjs est la somme des quantités d'informationvpxq log2 vpxq
associées aux individus appartenant à la partie Xi,j. Cette matrice sert
au calcul de la divergence D.
3. sizeReductionrisrjs est la réduction de taille ∆T pXi,jq associée à la
partie Xi,j. Cette matrice sert au calcul de la partition optimale.
4. divergencerisrjs est la divergence de Kullback-Leibler DpXi,jq associée
à la partie Xi,j. Cette matrice sert également au calcul de la partition
optimale.
Le vecteur optimalCompromise contient n entiers tels que, pour tout
j P J0, n  1K, optimalCompromiserjs est le compromis de qualité CQLα
de la partition optimale sur tx0, . . . , xju. Ce vecteur sert au calcul de la
partition optimale. Celle-ci est représentée par un vecteur optimalCut conte-
nant n entiers tels que, pour tout j P J0, n  1K, optimalCutrjs est l'in-
dex du premier individu de la dernière partie de la partition optimale sur
X0,j  tx0, . . . , xju. En d'autres termes, optimalCutrn 1s  k indique que
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la partie txk, . . . , xn1u est agrégée et, si k ¡ 0, optimalCutrk  1s donne à
son tour la dernière partie de la partition optimale sur tx0, . . . , xk1u.
L'algorithme est constitué de 3 procédures consistant chacune à manipuler
et à parcourir ces matrices et ces vecteurs :
1. computeQuality(value) calcule les matrices sumV alue, microInfo,
sizeReduction (non normalisée) et divergence (non normalisée).
2. normalizeQuality(sizeReduction, divergence) normalise les matrices
sizeReduction et divergence (cf. sous-section 4.3.3).
3. computeOptimalPartition(sizeReduction, divergence, coeff) cal-
cule les vecteurs optimalCompromise et optimalCut en fonction du
coeﬃcient de compromis coeff spéciﬁé en entrée (cf. sous-section 4.3.3).
Ainsi, l'exécution successive de :
• computeQuality(value)
• normalizeQuality(sizeReduction, divergence)
• computeOptimalPartition(sizeReduction, divergence, coeff)
permet de calculer une partition ordonnée optimale.
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B.2.2 Pseudo-code de l'algorithme
Compute the quality of admissible parts
Input : A vector representing the value of the attribut for each individual.
Output : Two matrices representing the non-normalized sizeReduction and
divergence of each admissible part.
function computeQuality(value)
nÐ sizeOfpvalueq
sumV alueÐ newMatrixpn, nq
microInfoÐ newMatrixpn, nq
sizeReductionÐ newMatrixpn, nq
divergenceÐ newMatrixpn, nq
for i P J0, n 1K do  Microscopic level
sumV aluerisr0s Ð valueris
if valueris ¡ 0 then
microInforisr0s Ð valueris  log2pvaluerisq
else
microInforisr0s Ð 0
end if
sizeReductionrisr0s Ð 0
divergencerisr0s Ð 0
end for
for j P J1, n 1K do  Other levels
for i P J0, n 1 jK do
sumV aluerisrjs Ð sumV aluerisrj  1s   sumV alueri  jsr0s
microInforisrjs Ð microInforisrj  1s  microInfori  jsr0s
sizeReductionrisrjs Ð j
if sumV aluerisrjs ¡ 0 then
divergencerisrjs Ð microInforisrjs
sumV aluerisrjs  log2psumV aluerisrjs{pj   1qq
else
divergencerisrjs Ð 0
end if
end for
end for
return psizeReduction, divergenceq
end function
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Normalize the quality of admissible parts
Input : Two matrices representing the non-normalized sizeReduction and
divergence of admissible parts.
Output : Two matrices representing the normalized sizeReduction and divergence
of admissible parts.
function normalizeQuality(sizeReduction, divergence)
nÐ sizeOfpsizeReductionq
maxReductionÐ sizeReductionr0srn 1s
maxDivergenceÐ divergencer0srn 1s
for j P J0, n 1K do
for i P J0, n 1 jK do
sizeReductionrisrjs Ð sizeReductionrisrjs{maxReduction
divergencerisrjs Ð divergencerisrjs{maxDivergence
end for
end for
return psizeReduction, divergenceq
end function
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Compute an optimal ordered partition
Input : Two matrices representing the normalized sizeReduction and
divergence of admissible parts and a coeﬃcient of compromise coeff .
Output : A vector optimalPartition representing the optimal partition.
function computeOptimalPartition(sizeReduction, divergence, coeff)
nÐ sizeOfpsizeReductionq
optimalCompromiseÐ newVectorpnq
optimalPartitionÐ newVectorpnq
optimalCompromiser0s Ð 0  Initialize ﬁrst subset
optimalPartitionr0s Ð 0
for j P J1, n 1K do  Compute other subsets
currentCutÐ 0  Case with no cut
currentCompromiseÐ coeff  sizeReductionr0srjs
p1 coeffq  divergencer0srjs
for cut P J1, jK do  Compare with other cases
compromiseÐ optimalCompromisercut 1s
 coeff  sizeReductionrcutsrj  cuts
p1 coeffq  divergencercutsrj  cuts
if compromise ¡ currentCompromise then
currentCompromiseÐ compromise
currentCutÐ cut
end if
end for
optimalCompromiserjs Ð currentCompromise
optimalPartitionrjs Ð currentCut
end for
return optimalPartition
end function
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B.2.3 Complexité temporelle
Dans la section 6.3, nous avons montré que la complexité temporelle de l'al-
gorithme des partitions ordonnées optimales est quadratique par rapport à la
taille |Ω| de la population. La mesure du temps d'exécution (cf. ﬁgure B.2)
montre que nous avons la relation suivante :
temps  a |Ω|2   
avec a  1, 5  104 millisecondes et  inférieur à 1 milliseconde. Le coeﬃ-
cient de détermination R2 est supérieur à 0, 999 indiquant une quasi-absence
de variance du temps d'exécution vis-à-vis de cette formule. Ainsi, l'algo-
rithme prend environ une seconde pour calculer la partition optimale d'une
population ordonnée de 2500 individus.
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Figure B.2  Temps d'exécution de l'algorithme des partitions ordonnées
optimales

ANNEXE C
Hiérarchie WUTS
Cette annexe présente la hiérarchieWUTS utilisée en géographie pour construire
des statistiques multi-niveaux concernant les diﬀérentes parties du globe [GD07].
Cette hiérarchie partitionne l'espace géographique en régions imbriquées, du
niveau national au niveau continental. Elle conserve les propriétés de voi-
sinage (les pays d'un agrégats forment un ensemble connexe) et également
des propriétés non-spatiales : relations politiques, économiques, culturelles
et historiques entretenues entre les diﬀérentes unités territoriales. Ainsi, les
agrégats sont cohérents sur le plan syntaxique (organisation géographique des
unités territoriales) et sur le plan sémantique (signiﬁcation et interprétation
des agrégats par les sciences sociales). Cette hiérarchie est utilisée dans le cha-
pitre 8 pour agréger l'espace géographique. Les phénomènes macroscopiques
ainsi observés peuvent être expliqués à partir des propriétés syntaxique et
sémantique du système international.
La hiérarchie WUTS comporte 5 niveaux :
• le niveau des pays (WUTS5) ;
• un niveau contenant 36 micro-régions (WUTS4, cf. ﬁgure C.1) ;
• un niveau contenant 17 méso-régions (WUTS3, cf. ﬁgure C.2) ;
• un niveau contenant 7 macro-régions (WUTS2, cf. ﬁgure C.3) ;
• un niveau contenant seulement 3 régions (WUTS1, cf. ﬁgure C.4).
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Figure C.1  Deuxième niveau de la hiérarchieWUTS composé de 36 micro-
régions : ne sont représentées ici que les 12 micro-régions de la zone euro-
péenne (cf. WUTS4, [GD07] page 100)
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Figure C.2  Troisième niveau de la hiérarchieWUTS composé de 17 meso-
régions (cf. WUTS3, [GD07] page 98)
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Figure C.3  Quatrième niveau de la hiérarchieWUTS composé de 7 macro-
régions (cf. WUTS2, [GD07] page 96)
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Figure C.4  Cinquième niveau de la hiérarchie WUTS composé de seule-
ment 3 régions (cf. WUTS1, [GD07] page 94)

Analyse macroscopique des grands systèmes
Émergence épistémique et agrégation spatio-temporelle
par Robin LAMARCHE-PERRIN
L’analyse des systèmes de grande taille est confrontée à des difficultés d’ordre syn-
taxique et sémantique : comment observer un million d’entités distribuées et asynchro-
nes ? Comment interpréter le désordre résultant de l’observation microscopique de ces
entités ? Comment produire et manipuler des abstractions pertinentes pour l’analyse ma-
croscopique des systèmes ? Face à l’échec de l’approche analytique, le concept d’émer-
gence épistémique – relatif à la nature de la connaissance – nous permet de définir
une stratégie d’analyse alternative, motivée par le constat suivant : l’activité scientifique
repose sur des processus d’abstraction fournissant des éléments de description macro-
scopique pour aborder la complexité des systèmes.
Cette thèse s’intéresse plus particulièrement à la production d’abstractions spatiales
et temporelles par agrégation de données. Afin d’engendrer des représentations exploi-
tables lors du passage à l’échelle, il apparaît nécessaire de contrôler deux aspects es-
sentiels du processus d’abstraction. Premièrement, la complexité et le contenu informa-
tionnel des représentations macroscopiques doivent être conjointement optimisés afin
de préserver les détails pertinents pour l’observateur, tout en minimisant le coût de l’ana-
lyse. Nous proposons des mesures de qualité (critères internes) permettant d’évaluer, de
comparer et de sélectionner les représentations en fonction du contexte et des objectifs
de l’analyse. Deuxièmement, afin de conserver leur pouvoir explicatif, les abstractions
engendrées doivent être cohérentes avec les connaissances mobilisées par l’observa-
teur lors de l’analyse. Nous proposons d’utiliser les propriétés organisationnelles, struc-
turelles et topologiques du système (critères externes) pour contraindre le processus
d’agrégation et pour engendrer des représentations viables sur les plans syntaxique et
sémantique. Par conséquent, l’automatisation du processus d’agrégation nécessite de
résoudre un problème d’optimisation sous contraintes. Nous proposons dans cette thèse
un algorithme de résolution générique, s’adaptant aux critères formulés par l’observa-
teur. De plus, nous montrons que la complexité de ce problème d’optimisation dépend
directement de ces critères.
L’approche macroscopique défendue dans cette thèse est évaluée sur deux classes
de systèmes. Premièrement, le processus d’agrégation est appliqué à la visualisation
d’applications parallèles de grande taille pour l’analyse de performance. Il permet de
détecter les anomalies présentes à plusieurs niveaux de granularité dans les traces
d’exécution et d’expliquer ces anomalies à partir des propriétés syntaxiques du système.
Deuxièmement, le processus est appliqué à l’agrégation de données médiatiques pour
l’analyse des relations internationales. L’agrégation géographique et temporelle de l’at-
tention médiatique permet de définir des évènements macroscopiques pertinents sur le
plan sémantique pour l’analyse du système international. Pour autant, nous pensons que
l’approche et les outils présentés dans cette thèse peuvent être généralisés à de nom-
breux autres domaines d’application.
