ABSTRACT In mobile-phone camera-based visible light communication (VLC) system, column matrix selection and threshold setting are very important steps for signal demodulation. As the blooming effect of complementary metal-oxide-semiconductor camera fluctuates grayscale values of pixels, thus causing a decrease in the accuracy of distinguishing data logic 0 and 1. Facing grayscale value fluctuation, using traditional polynomial fitting as the threshold to distinguish data logic 0 and 1, the achievable system performance is not very good. This limits applications of the VLC system. Therefore, advanced thresholding schemes are needed to increase the accuracy of distinguishing data logic 0 and 1, thereby improving the system performance. In this paper, we propose and experimentally demonstrate for the first time a thresholding scheme based on boundary pixels of stripes for improving the VLC system performance. First, we describe the process of boundary pixel position acquisition for the thresholding scheme in detail. Then, we analyze and discuss the selection of the optimum column matrix for signal demodulation. Finally, we demonstrate experiments to verify the feasibility of our proposed thresholding scheme. Experimental results show that our proposed thresholding scheme can achieve a good performance even when grayscale values fluctuate greatly. Compared with the conventional third-order polynomial fitting scheme, our proposed thresholding scheme has advantages in both of transmission distance and data rate. With aid of the optimum selected column matrix and our proposed thresholding scheme, a data rate of 4.5 Kb/s (2.5 Kb/s) is successfully achieved with the transmission distance of 50 cm (175 cm) under the 7% forward error correction limit (bit-error-rate = 3.8 × 10 −3 ) for the VLC system with mobile-phone camera.
attracted a lot of attention. With the rolling shutter effect of the CMOS image sensor, the VLC system can achieve a data rate higher than the frame rate [19] [20] [21] . Although the data rate is mainly limited by the frame rate of the mobile-phone camera, the achievable communication rate is low (only a few Kbps). However, in some applications, the required data rate is not very high, a few Kbps is enough, such as indoor positioning and navigation. In these applications, the mobilephone camera based VLC has unique advantages, such as for indoor positioning and navigation, the positioning accuracy of the VLC system is much higher than conventional radio frequency communication [22] , which can solve the problem of low indoor positioning accuracy. Additionally, with the development of image sensor technology, the frame rate of the mobile-phone camera will be increased, which will promote the wide application of the mobile-phone camera based VLC.
In the mobile-phone based VLC system, column matrix selection and threshold setting are very important for signal demodulation. Due to the blooming effect, pixels in the booming region of the captured image will be saturated. The bright and dark stripes cannot be distinguished. Hence, the column matrix with saturated pixels cannot be selected for signal demodulation. Several column matrix selection algorithms were reported recently [12] , [20] , [21] . Moreover, the background light and blooming effect of CMOS camera can cause the high fluctuation of grayscale values of pixels. And as the data rate and transmission distance increase, the grayscale value fluctuation gradually increases. The grayscale value fluctuation affects the accuracy of distinguishing the data logic 0 and 1, thus reducing the transmission distance and data rate of the VLC system. In order to improve the VLC system performance, an advanced algorithm for reducing grayscale value fluctuation has been reported [12] . In [23] [24] [25] , advanced thresholding schemes have been reported to improve the accuracy of distinguishing data logic 0 and 1. These thresholding schemes first use advanced algorithms to reduce grayscale value fluctuation. Then, using advanced algorithms to obtain threshold curves for distinguishing data logic 0 and 1.
In this paper, we propose and experimentally demonstrate a thresholding scheme based on boundary pixels of stripes to distinguish the data logic 0 and 1. Firstly, we analyze and discuss the selection of valid grayscale region from the sorted grayscale image. The valid grayscale region is used to select a proper column matrix of grayscale values for signal demodulation. This includes grayscale conversion, sorting the entries of each row matrix of grayscale values in descending order, and analyzing the maximum and minimum values distribution of each column matrix. Then, the thresholding scheme based on boundary pixels of stripes is introduced, which includes boundary pixel position acquisition and building a piecewise linear function with boundary pixels of stripes for threshold setting. Finally, the experimental evaluation of bit-error-rate (BER) is performed with different offset ratios, data rates, and transmission distances. Experiment results show that the optimum offset ratio is 0.1. Hence, the [0.1 * n 1 + 0.9 * n 2 ] th column of the sorted grayscale image is the optimum selected column matrix. Our proposed thresholding scheme can achieve a good performance even when grayscale values fluctuate greatly. Compared with the conventional 3rd order polynomial fitting (OPF) scheme, our proposed thresholding scheme has advantages in both of transmission distance and data rate. With the aid of optimum selected column matrix and the proposed thresholding scheme, a data rate of 4.5 Kbps (2.5 Kbps) is successfully achieved with the transmission distance of 50 cm (175 cm) under the 7% forward error correction (FEC) limit (BER = 3.8 × 10 −3 ) for the VLC system with mobile-phone camera.
II. EXPERIMENT SETUP
The block diagram and the experimental setup of the mobile-phone based VLC system are shown in Fig. 1(a) and (b), respectively. The modulation scheme is on-off-keying (OOK). At the transmitter (Tx), data packets are first programmed using a software (Tektronix ArbExpress) in a computer. Then, the data packets are sent to an arbitrary waveform generator (AWG, Tektronix, AFG3102C) to perform the digit-to-analog conversion (DAC). The bandwidth of the AWG is 100 MHz, and the sample rate is up to 1 GSample/s. Each data packet is composed of an 8-bit header and 92-bit payload data in non-return-to-zero OOK(NRZ-OOK) code format. The header data {00 11 00 11} is used for signal synchronization at the Rx. Finally, the electric signals of data packets are applied to a LED array (Cree XPGR5) via driver circuit. Here, in order to be consistent with the brightness of the lights in a real living environment, 15 white-light LEDs are used. Additionally, the emitted light is enhanced by a LED lens module for increasing the transmission distance of the VLC system. At the Rx, the optical signal is received by a mobile-phone rear camera (Huawei Honor 7) whose resolution is 3888 × 5152 (row × column) pixels. The frame rate is 30 frame per second (fps). In practical applications, a mobile app can be developed for obtaining the resolution, frame rate and other parameters of the mobile-phone camera. With the obtained parameters of the mobile-phone camera, the parameters of the VLC system can be adaptively adjusted to achieve the universality of the VLC system application.
Using the rolling shutter effect of CMOS camera, the on and off states of LEDs will be recorded as bright and dark stripes in images, which realizes the conversion of the light signal into digital signal. The digital signal includes the brightness information and chrominance information. Since the light source of the VLC system is white LEDs, the brightness information is more suitable for signal demodulation than chrominance information. Here, the brightness information is the grayscale values of the image. By setting a threshold, the grayscale values are converted to data logic. According to the bit resolution (i.e. pixels per bit) for a given data rate, the data logic is downsampled into data bits. Since for a given data rate and mobile-phone camera, the bit resolution is fixed. Here, we send a special 8-bit sequence for a given data rate, such as {01010101}. Assume that the sum width of the bright and dark stripes corresponding to the special 8-bit sequence is D 1 in the captured image, the width of the captured image is D 2 , the bit resolution N can be given as
where [·] is rounding symbol; W is the number of row pixels. In the way, the bit resolution for different data rates can be obtained.
III. ALGORITHMS AND DESCRIPTION
In this paper, the proposed algorithms include valid grayscale region determination, boundary pixel position acquisition, and building a piecewise linear function for threshold setting. In the following, the details of the proposed algorithms are described and analyzed.
A. VALID GRAYSCALE REGION DETERMINATION
As shown in Fig. 2(a) , each experimental image is converted into grayscale image format. It can be observed that there is a bright region (blooming region) in the center of the grayscale image, which is generated by the blooming effect of the CMOS camera. Since the direct light signal from the light source has a large optical power, which causes pixel saturation in the process of photoelectric conversion. The charge from the saturated pixels will overflow to the adjacent pixels, which will cause the adjacent pixels to saturate or nearly saturate. The blooming region in the grayscale image is generated by the saturated or nearly saturated pixels. This is the blooming effect of the CMOS camera.
Using the rolling shutter effect of CMOS camera, each row pixels are considered to record the same data information when the data rate is lower than the exposure rate of row pixels. It means that a proper column matrix of grayscale values carries all the data information. Hence, in order to reduce the computational complexity of signal demodulation, we can select only one column matrix of grayscale values. However, since the blooming effect of CMOS camera causes pixel saturation, the bright and dark stripes from the blooming region cannot be distinguished. Additionally, the region at both ends of the grayscale image is very dark. The bright and dark stripes from the dark region may not be distinguished. Therefore, the column matrices from the blooming region and both ends of the image are not suitable for signal demodulation.
To select a proper column matrix for signal demodulation, we first select a valid region from the grayscale image. Because the location and area of the blooming region are random. Besides, the background object may generate a bright or dark outline of an object in the captured image. This is the background light interference. In order to eliminate background light interference and accurately select a valid region from the grayscale image, the entries of each row matrix of the grayscale image are sorted in descending order. As shown in Fig. 2(b) , the saturated region and too dark region are concentrated at both ends of the sorted grayscale image. The valid region can be easily selected from the sorted grayscale image. The blue and green lines are the n th 1 column and the n th 2 column of the sorted grayscale image, respectively, which are used to determine the valid region of grayscale values. The red line is the n th column of the sorted grayscale image, which is the selected column matrix for signal demodulation. In the following, the acquisition process of n 1 , n 2 and n will be described and analyzed in detail.
According to previous analysis, we need to select a valid region from the sorted grayscale image. In order to select VOLUME 6, 2018 a valid region from the sorted grayscale image, the maximum and minimum boundary grayscale values (BGV) of the valid region should be determined first. Since the impact of blooming effect on grayscale values is mainly reflected in the maximum of grayscale value. Similarly, the too dark region with low contrast between bright and dark stripes is mainly reflected in the minimum of grayscale value. Therefore, the maximum and minimum BGV of the valid region can be obtained by the maximum and minimum of the entries of the column matrix of grayscale values, respectively. Fig. 3 and Fig. 4 show the maximum and minimum of the entries of each column matrix with different transmission distances (from 50 to 200 cm with 25 cm step), respectively. As can be seen in Fig. 3 , the maximum of the entries of the first few column matrices is 255 or close to 255. This because that the first few columns of the sorted grayscale image contain saturated or almost saturated pixels. Furthermore, since the first few column matrices contain pixels that are seriously affected by the blooming effect. As the number of columns increases, the maximum of the entries of the column matrix decreases rapidly. However, when the maximum of the entries of the column matrix is less than 190, the maximum of the entries of the column matrix gradually decreases as the number of columns increases. This is because the pixels haven't been significantly affected by the blooming effect when the maximum grayscale value of the column matrix is less than 190. Similarly, as shown in Fig. 4 , in order to avoid selecting the too dark region with low contrast between the bright and dark stripes, the minimum of the entries of the column matrix is greater than 2. Therefore, 190 and 2 are used as the maximum and minimum BGV of the valid region, respectively. The valid region is the column matrices with the grayscale values ranging from 2 to 190.
According to the maximum BGV 190 and minimum BGV 2, the two boundary column matrices of the valid region can be obtained. Checking each entry of the column matrix of grayscale values from the first column (left edge) in the sorted grayscale image (as shown in Fig. 2(b) ) with 100 column interval, such as 1 th , 101 th , · · · column, until the n th 1 column matrix whose entries are all less than 190. Similarly, checking each entry of the column matrix of grayscale values from the 5152 t h (the number of columns of pixels) column (right edge) in the sorted grayscale image with -100 column interval, such as 5152 th , 5052 th , · · · column, until the n th 2 column matrix whose entries are all greater than 2. The obtained the n th 1 column and the n th 2 column of the sorted grayscale image are the two boundary column matrices of valid region, as shown the blue and green lines in Fig. 2(b) . In section IV, the process of selecting the optimum column matrix for signal demodulation will be analyzed and described in detail.
B. BOUNDARY PIXEL POSITION ACQUISITION
In the process of signal demodulation, obtaining the width of bright and dark stripes is a very important step. Because the number of the data logic 0 and 1 is related to the width of the dark and bright stripes, respectively. The traditional methods are to obtain the width of stripes based on a threshold value. The method cannot get the accurate width of bright and dark stripes when grayscale values fluctuate greatly. In this paper, we first propose a method based on the positions of boundary pixels between the bright and dark stripes for obtaining the width of the stripes. The method can get the accurate width of stripes even when grayscale values fluctuate greatly.
As known to all, compared with other pixels in the grayscale image, the increase or decrease in the grayscale values of boundary pixels between the bright and dark stripes is the fastest. Therefore, we can use the variation of grayscale value to determine the positions of boundary pixels. A waveform curve is first generated by the variation of grayscale value. The main idea of the boundary pixel position acquisition scheme is that the positions of peak and valley points of the waveform curve are the positions of the boundary pixels between the bright and dark stripes, and the distance between adjacent peak and valley points is the width of the stripe. Here, we propose a boundary pixel position acquisition algorithm to obtain the positions of boundary pixels. As shown in Fig. 5 , the boundary pixel position acquisition algorithm involves four main stages:
1) FIRST-ORDER DIFFERENTIAL VALUE CALCULATION
According to the previous analysis, to determine the positions of boundary pixels, the waveform curve generated by the variation of grayscale value of pixel must be obtained. Here, the variation of grayscale value is generated by the first-order differential value of grayscale value. Assume that x(i) is the i th entry of the selected column matrix which has been smoothed by a moving average filter. The span for the moving average is [N /3], N and [·] have already been introduced in section II. The first-order differential value of x(i) is defined as
where W is the number of row pixels. Here, W is 3888. The green curve in Fig. 5 shows the first-order differential values of the entries from a selected column matrix of grayscale values. 
2) ACQUIRE THE PEAK AND VALLEY POINTS
Using the Eq. (2), the first-order differential values of grayscale values can be obtained, which can form a waveform curve. Since the positions of peak and valley points of the waveform curve are the positions of the boundary pixels between the bright and dark stripes, the positions of peak and valley points must be acquired first. According to the values of the points on the waveform curve, the waveform curve can be sequentially divided into several non-negative and negative sub-waveform curves. It means that for y(i) (first-order differential value), if y(i) ≥ 0, y(i) is the point of the non-negative sub-waveform curve; if y(i) < 0, y(i) is the point of the negative sub-waveform curve. For each non-negative sub-waveform curve, the maximum point can be obtained, which is the peak point. However, maybe some non-negative sub-waveform curves have several equal maximum points such as y(i 1 
, where L is the number of equal maximum points of a non-negative sub-waveform curve. And i 1 < i 2 < · · · < i L , i L is considered to be the peak point position of the non-negative sub-waveform curve. Similarly, for each negative sub-waveform curve, the minimum point can be obtained, which is the valley point. If the negative sub-waveform curve has several equal minimum points such as y(i 1 
L is the number of equal minimum points of the negative sub-waveform curve. And i 1 < i 2 < · · · < i L , i L is considered to be the valley point position of the negative sub-waveform curve. Therefore, the positions of peak and valley points can be obtained, thus the peak and valley points can be acquired.
3) IDENTIFY THE AVAILABLE PEAK AND VALLEY POINTS
Since the small waveform fluctuation, the waveform curve may be falsely divided into some non-negative or negative sub-waveform curves, thereby obtaining some unavailable peak or valley points. The positions of the unavailable peak and valley points are not the positions of the boundary pixels between the bright and dark stripes. Therefore, the acquired peak and valley points should be identified as available or not. Here, a window search method is used to identify the available peak and valley points. Assume that the peak and valley points are y(p 1 ), y(p 2 ), · · · , y(p k ), where k is the number of peak and valley points. If y(p k ) > 0, the p k is the position of peak point; if y(p k ) < 0, the p k is the position of valley point. According to the previous analysis, peak and valley points should be interval. Hence, if y(p j ) > 0, then y(p j−1 ) < 0 and (c) Obtain the last available peak or valley point: After step (a) and (b), the last available peak or valley point y(p k ) may not be determined to be the available peak point or the available valley point. Assume that the y(p k ) is not determined. If y(p k ) > 0 is the available peak point; if y(p k ) < 0 is the available valley point.
4) OBTAIN BOUNDARY PIXEL POSITIONS
After acquiring the available peak and valley points, the positions of the available peak and valley points can also be obtained. Assume that the positions of the available peak and valley points are BP(1), BP (2) , · · · , BP(M ), where M is the number of the available peak and valley points. According to previous analysis, the positions of the available peak and valley points are the positions of boundary pixels between the bright and dark stripes. Therefore, the positions of boundary pixels can be acquired, which are BP(1), BP (2) , · · · , BP(M ).
C. BUILDING PIECEWISE LINEAR FUNCTION FOR THRESHOLD SETTING
In this paper, we propose a novel thresholding scheme based on the boundary pixels between bright and dark stripes. The main idea of the thresholding scheme is that using the positions and grayscale values of the boundary pixels to build the piecewise linear function to distinguish the data logic 0 and 1. According to the boundary pixel position acquisition algorithm, the positions of boundary pixels between the bright and dark stripes can be obtained, the positions of red symbols (*) in Fig. 6 are the positions of boundary pixels. Hence, the BP(m) th entry of the selected column matrix is the grayscale value of the boundary pixel between bright and dark stripes. The grayscale value x(BP(m)) of the boundary pixel is used to build the piecewise linear function, which is expressed as
where k(m) is given in Eq. (4), which is the slope of piecewise linear function; where b is given in Eq. (5), which is the constant of piecewise linear function.
where M is the number of boundary pixels between the bright and dark stripes. Our proposed thresholding scheme is based on piecewise linear function with boundary pixels of stripes to distinguish the data logic 0 and 1. According to the piecewise linear function t(i), the threshold T (i) can be expressed as
The red curve in Fig. 9 shows a thresholding curve generated by boundary pixels based piecewise linear function.
IV. RESULTS AND DISCUSSIONS
According to the analysis in subsection A of section III, the valid region is the column matrices with the grayscale values ranging from 2 to 190, whose two boundary column matrices are the n 1 th column and n 1 th column of the sorted grayscale image. In order to determine an optimum column matrix from the valid region for signal demodulation, we select the column matrices from the valid region and measure their BER performances. By comparing the measured BER performance, the optimum column matrix can be determined. Comprehensive consideration of accuracy and computational complexity, we select 21 column matrices from the valid region at equal intervals to determine the optimum column matrix. Each selected column matrix is assumed to be the n th column of sorted grayscale value matrix, and the relationship between the n, n 1 and n 2 can be described as
where α is the offset ratio
In order to obtain the optimum offset ratio for selecting the optimum column matrix, we investigate the impact of the offset ratio on BER performance. We send ∼ 5 × 10 4 bits for evaluating the BER performance. The measured results show that there are some cases that the number of error bits is 0. Here, BER = 0 can be approximated as BER = 2 × 10 −5 (BER = 1/50, 000). Fig. 7 is shown the measured BER vs offset ratio for different data rates (from 2 Kbps to 4.5 Kbps with 0.5 Kbps step) when the distance is 125 cm. We can clearly observe that the offset ratio of 0.1 can achieve the best BER performance. The optimum offset ratio is 0.1 (α = 2/20) for all the measured data rates. Fig. 8 shows the measured BER vs offset ratio for different distances (from 50 cm to 200 cm with 25 cm step) when the data rate is 3.5 Kbps. It also can be observed that the offset ratio of 0.1 can achieve the best BER performance. The optimum offset ratio is 0.1 for all the measured distances. Therefore, the optimum offset ratio is 0.1. According to Eq. (7) and the optimum offset ratio of 0.1, the optimum selected column matrix is the [0.1 * n 1 + 0.9 * n 2 ] th column of the sorted grayscale matrix.
The blue curve in Fig. 9 is the optimum selected column matrix of grayscale values. In the process of signal demodulation, a threshold is needed to convert the grayscale values to the data logic 0 or 1. However, since the blooming effect of the CMOS camera, the grayscale values fluctuate greatly. Using the traditional thresholding scheme, such as a 3rd order polynomial fitting (OPF), some data logic 0 or 1 may not be correctly distinguished. As shown by the green curve in Fig. 9 , we can observe that there is some data logic cannot be correctly distinguished by the 3rd OPF curve. However, as shown by the red curve in Fig. 9 , with our proposed boundary pixels based piecewise linear function thresholding (BPBPLFT) scheme, some data logic 1 or 0 incorrectly distinguished by the 3rd OPF curve can be correctly distinguished by BPBPLFT curve. Therefore, compared to the 3rd OPF thresholding scheme, our proposed thresholding scheme can achieve a better accuracy of distinguishing the data logic 0 and 1 even when grayscale values fluctuate greatly.
In order to compare the BER performance of our proposed BPBPLFT scheme and conventional 3rd OPF scheme, we measure the BER performance of the VLC system with mobile-phone for different data rates (from 2.5 to 4.5 Kbps with 1 Kbps step) and distances (from 50 to 200 cm with 25 cm step). With the optimum selected column matrix, the BER performance is shown in Fig. 10 . It can be seen that for both data rates of 3.5 Kbps and 4.5 Kbps, the 7% FEC requirement cannot be satisfied for the 3rd OPF scheme. Although the 7% FEC can be achieved for the data rate of 2.5 Kbps, the achieved transmission distance is only 50 cm. However, with the BPBPLFT scheme, a data rate of 4.5 Kbps (2.5 Kbps) is successfully achieved with the transmission distance of 50 cm (175 cm) under the 7% FEC limit for the VLC system. For the data rates of 2.5 Kbps and 3.5 Kbps, the error-bits-free transmission distances of 125 cm also can be achieved. Experimental results show that compared with the conventional 3rd OPF scheme, our proposed BPBPLFT scheme has great advantages in both of transmission distance and data rate. Therefore, our proposed BPBPLFT scheme has great advantages in practical applications.
V. CONCLUSION
In this paper, we propose and experimentally demonstrate the thresholding scheme based on boundary pixels of stripes for VLC with the mobile-phone camera. The thresholding scheme can achieve a good performance even when grayscale values fluctuate greatly. By analyzing and discussing the distribution of the maximum and minimum of each column matrix in the sorted grayscale image matrix, we can obtain that the valid region is the column matrices with the grayscale values ranging from 2 to 190. In order to select the optimum column matrix for signal demodulation, we investigate the BER versus offset ratio for different data rates and transmission distances. Experiment results show that the optimum offset ratio is 0.1. Hence, the [0.1 * n 1 + 0.9 * n 2 ] th column of the sorted grayscale image is the optimum selected column matrix. With aid of the optimum selected column matrix and our proposed BPBPLFT scheme, a data rate of 4.5 Kbps (2.5 Kbps) is successfully achieved with the transmission distance of 50 cm (175 cm) under the 7% FEC limit for the VLC system. For the data rates of 2.5 Kbps and 3.5 Kbps, the error-bits-free transmission distances of 125 cm under the 7% FEC limit also can be achieved. Compared with the conventional 3rd OPF scheme, our proposed BPBPLFT scheme has advantages in both of transmission distance and data rate.
