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a b s t r a c t
A pushdown automaton (PDA) is quasi-rocking if it preserves the stack height for no more
than a bounded number of consecutive moves. Every PDA can be transformed into an
equivalent one that is quasi-rocking and real-time and every finite-turn (one-turn) PDA can
be transformed into an equivalent one that is quasi-rocking or real-time. The quasi-rocking
[quasi-rocking in the increasing mode, and quasi-rocking in the decreasing mode] real-
time restriction in finite-turn (one-turn) PDAs coincides with the double Greibach [reverse
Greibach, and Greibach] form in nonterminal-bounded (linear) context-free grammars.
This provides complete grammatical characterizations of quasi-rocking and/or real-time
(finite-turn and one-turn) PDAs and, together with known relations and other relations
proved in the present paper, yields an extended hierarchy of PDA languages. Basic decision
properties for PDAs can be stated in stronger forms by using the quasi-rocking and real-
time restrictions and their undecidability/decidability status rests on the way PDAs quasi-
rock.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Pushdown automaton (PDA) is a classical language recognition device that has been used as a mathematical model of
programming-language compilers (parsers). Various restricted types of PDAs and their relations to context-free grammars
are known in the literature, see any standard textbook on the theory of automata and formal languages such as [9,10,17]
or a more recent survey given in [1]. Well-known restricted PDAs include deterministic PDAs whose action is unique
[7], real-time (quasi-real-time) PDAs that consume an input symbol in each move (each bounded number of consecutive
moves) [2], and finite-turn (one-turn) PDAs that reverse the direction of the stack-headmovement nomore than a bounded
number of times (nomore than once) during the entire computation [8]. The present paper introduces restricted PDAs called
quasi-rocking PDAs. A quasi-rocking PDA is one that never preserves the stack height for more than a bounded number of
consecutive moves. Thus, the quasi-rocking condition is the stack counterpart of the concept of quasi-real-time. Both the
quasi-rocking condition and the quasi-real-time condition impose a timing restriction on the tapes of the PDA, the former
on the stack and the latter on the input tape. The new, quasi-rocking restriction allowsmachine characterizations of several
known types of context-free grammars and a further classification of PDA languages, as shall be discussed below.
It is known that context-free grammars can be placed in the following normal forms (see, e.g., [9]): Greibach (reverse
Greibach, and double Greibach) form in which the right-hand side of each production starts (ends, and starts/ends) with a
terminal symbol. More recently, an extended hierarchy of context-free grammars was introduced in [13] by considering the
double Greibach and/or operator form (in which no two nonterminals are adjacent in the right-hand side of any production)
for several well-known context-free subclasses. (Introduction of double Greibach/operator grammars was motivated by
their close relation to recently well-studied apex/boundary graph grammars, see, e.g., [4–6,11,12,14,15].) This hierarchy
can be further extended by considering Greibach and reverse Greibach forms, as shall be partly done in the present paper.
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Consideration of the quasi-rocking restriction has been originally motivated by machine characterizations of Greibach,
reverse Greibach, and double Greibach grammars. (The operator form is a normal form for all context-free subclasses
considered in [13] or here.) The present paper has been organized, however, in such a way that the quasi-rocking restriction
can bewell investigated because it does seem to be a very natural restriction in itself and also because we shall discuss other
properties of the quasi-rocking PDAs not directly related to their grammatical characterizations, or vice versa.
Themain results contained in the present paper are normal forms, grammatical characterizations, an extended hierarchy,
and undecidability/decidability of major decision properties of various types of quasi-rocking and/or real-time PDAs that
accept by the empty stack. (The main characterizations require both quasi-rocking and real-time restrictions.) It turns
out that PDAs can be transformed into equivalent quasi-rocking, real-time PDAs and finite-turn (one-turn) PDAs can be
transformed into equivalent quasi-rocking or real-time PDAs. (The real-time normal form for finite-turn PDAs was proven
in [19].) It is known that the class of (finite-turn or one-turn) PDA languages is identical to the class of (nonterminal-
bounded or linear) context-free languages.When both quasi-rocking and real-time restrictions are imposed simultaneously
on finite-turn or one-turn PDAs, we obtain characterizations of Greibach, reverse Greibach, and double Greibach grammars:
the class of quasi-rocking [quasi-rocking in the increasing mode, and quasi-rocking in the decreasing mode] real-time
finite-turn (one-turn) PDA languages is identical to the class of nonterminal-bounded (linear) double Greibach [reverse
Greibach, andGreibach] grammars. This provides complete grammatical characterizations of quasi-rocking and/or real-time
(finite-turn and one-turn) PDAs. These characterizations and the hierarchical relations among the languages of Greibach,
reverse Greibach, and double Greibach grammars, partly proved in [13] and augmented in the present paper, yield an
extended hierarchy of PDA languages. Finally, it will be shown that the borderline between undecidability and decidability of
major decision properties for PDAs lies along the way PDAs quasi-rock. For example, the universality problem (L(M) = Σ∗)
is undecidable for a quasi-rocking real-time one-turn PDA M but is decidable if M is a so-called balanced quasi-rocking
PDA.
Section 2 contains definitions of various types of PDAs and context-free grammars considered in the present
paper. Section 3 proves normal form results for quasi-rocking and/or real-time PDAs. Section 4 contains grammatical
characterizations of quasi-rocking real-time finite-turn and one-turn PDAs. Section 5 discusses an extended hierarchy of
PDA languages (and their grammar counterparts) and decision properties.
2. Definitions
For a word x, its length is denoted by |x| and its mirror image (or reversal) by xR. The empty word is denoted by ϵ. For
a finite set A, its power set is denoted by 2A. The empty set is denoted by ∅. Set inclusion (proper inclusion) is denoted by
⊆ ((). For an alphabet Σ , the set of all words over Σ is denoted by Σ∗ and the set Σ∗ − {ϵ} by Σ+. We shall assume that
grammars (PDAs) considered in the present paper do not generate (accept) ϵ sincewe shall bemostly interested in Greibach,
reverse Greibach, and double Greibach grammars characterizing real-time PDAs with quasi-rocking conditions. (Therefore,
we shall also assume that all languages considered in the present paper are ϵ-free.) For PDAs and their actions, we shall
follow notations/definitions appearing in standard textbooks and related papers.
A pushdown automaton (PDA) is a system M = (Q ,Σ,Γ , δ, s, Z0), where Q is the set of states, Σ is the input alphabet,
Γ is the stack alphabet, δ : Q × (Σ ∪ {ϵ})×Γ → finite subsets of 2Q×Γ ∗ is the transition function, s ∈ Q is the initial state,
and Z0 ∈ Γ is the initial stack symbol. Note thatM does not have a set of accepting states since it accepts by emptying the
stack, while consuming all symbols of its input.
A configuration of M is a triple (q, x, y) such that q ∈ Q (the current state), x ∈ Σ∗ (the unscanned portion of the input
tape), and y ∈ Γ ∗ (the stack content, in which the first symbol is the top symbol). A move of M is to apply a transition
rule (q′, γ ) ∈ δ(q, a, Z) to a configuration C = (q, ax, Zy) to obtain a configuration C ′ = (q′, x, γ y), denoted by C ⊢ C ′.
The transitive reflexive closure of ⊢ is denoted by ⊢∗. The language accepted by M , denoted by L(M), is the set {x ∈
Σ∗ | (s, x, Z0) ⊢∗ (q, ϵ, ϵ) for some q ∈ Q }.
A move of M , which replaces the stack top symbol by γ , is a height-preserving (increasing and decreasing) move if |γ |
= 1 (|γ | > 1 and |γ | = 0). A non-increasing (non-decreasing) move is one that is either decreasing (increasing) or height-
preserving and a non-height-preserving move is one that is either increasing or decreasing. We shall denote by (q, y) |=ix
(q′, y′) (or (q, y) |=x (q′, y′) if i = 1) ifM in state q can go to state q′ in i steps, while replacing the stack content y by y′ and
consuming symbols of x from the input tape; we shall denote it simply by y |=ix y′ (y |=x y′ if i = 1) ifM is a one-state PDA.
The transitive reflexive closure of |=x is denoted by |=∗x .
A computation of M is a sequence K = (C0, C1, . . . , Cn) of configurations such that Ci ⊢ Ci+1 for all i, 0 ≤ i < n. K is
an accepting computation if C0 is an initial configuration (of the form (s, x, Z0)) and Cn is an accepting configuration (of the
form (q, ϵ, ϵ)). A sub-computation of K is any subsequence of K . A sub-computation K ′ = (Cj, Cj+1, . . . , Ck) of an accepting
computation K is in the increasing mode if (i) each Ci ⊢ Ci+1, j ≤ i < k, is a non-decreasing move, and (ii) if Cj ⊢ Cj+1 is a
height-preservingmove and there is a non-height-preservingmove Ci ⊢ Ci+1, i < j, then such amovewith the largest i is an
increasing move. K ′ is in the decreasing mode if (i) each Ci ⊢ Ci+1, j ≤ i < k, is a non-increasing move, and (ii) if Cj ⊢ Cj+1 is a
height-preserving move then there is a decreasing move Ci ⊢ Ci+1, i < j, such that Ci+1 ⊢∗ Cj consists of height-preserving
moves. Note that if the initial fewmoves ofM are height-preserving, then such a sub-computation is in the increasingmode.
It is not difficult to see that a computation alternates increasing and decreasingmodes; the change from an increasingmode
to a decreasing mode, or vice versa, is called a turn.
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Let k be a nonnegative integer. M rocks with delay k in the increasing (decreasing) mode if it never makes more than k
consecutive height-preservingmoves in any increasing (decreasing) mode;M quasi-rocks in the increasing (decreasing)mode
if it rocks with delay k in the increasing (decreasing) mode, for some fixed k.M rocks with delay k if it rocks with delay k in
both increasing and decreasing modes;M quasi-rocks if it rocks with delay k, for some fixed k.M rocks if it rocks with delay
zero, i.e., it never makes a height-preservingmove.M is a k-turn PDA if it never makesmore than k turns in any computation
and a finite-turn PDA if it is a k-turn PDA for some fixed k. We shall only consider k-turn PDAs with k odd because a PDA
accepts its input by emptying the stack, thus after making an odd number of turns. (A non-accepting computation that halts
after making an even number of turns can be forced to make an additional turn.) M is a real-time PDA if it never makes an
ϵ-move (that scans ϵ from the input tape), i.e., it consumes an input symbol in each move.
The class of languages accepted by PDAs is denoted by PDA and its k-turn (finite-turn) subclass by PDAk (PDAfin). The
subclass of PDA, PDAk or PDAfin defined by the quasi-rocking (quasi-rocking in the increasing mode, and quasi-rocking in
the decreasing mode) and/or real-time restriction is denoted by prefixing QR (QRi, and QRd) and/or R to its class name. For
example, QRi-R-PDAfin denotes the class of languages accepted by quasi-rocking-in-the-increasing-mode, real-time, finite-
turn PDAs.
A context-free grammar is a system G = (N,Σ, P, S), where N is the set of nonterminals, Σ is the set of terminals,
P ⊆ N × (N ∪ Σ)∗ is the set of productions, and S ∈ N is the start symbol. If A → α is a production, where A ∈ N and
α ∈ (N ∪Σ)∗, then βAγ derives βαγ in one step, denoted by βAγ ⇒ βαγ , for all β, γ ∈ (N ∪Σ)∗. If α derives β in i steps,
where α, β ∈ (N ∪ Σ)∗ and i ≥ 0, then we shall write α ⇒i β . The transitive reflexive closure of⇒ is denoted by⇒∗. If
S ⇒∗ α then α is called a sentential form. For each α ∈ (N ∪ Σ)∗, LG(α) denotes the set {x ∈ Σ∗ |α ⇒∗ x}. The language
generated by G, denoted by L(G), is the set LG(S).
G is in Greibach (reverse Greibach) form if the right-hand side of each production starts (ends) with a terminal symbol and
is in double Greibach form if it is in both Greibach and reverse Greibach forms; G in such a form is simply called Greibach,
reverse Greibach, or double Greibach grammar. G is a nonterminal-bounded grammar if each of its sentential forms contains at
most k nonterminals, for some fixed k. G is linear if it is nonterminal-bounded with k = 1.
The class of languages generated by context-free (nonterminal-bounded, and linear) grammars is denoted by CF (NB,
and Lin). The corresponding Greibach (reverse Greibach, and double Greibach) classes are denoted by suffixing G (RG, and
DG) to their class names. For example, NB-DG is the class of languages generated by nonterminal-bounded double Greibach
grammars.
3. Normal forms
This section proves a few normal forms for PDAs. We shall observe that PDAs can be placed in the quasi-rocking, real-
time normal form and that finite-turn and 1-turn PDAs can be placed in the quasi-rocking or real-time normal form. Quasi-
rocking and real-time, finite-turn (one-turn) PDAs define a language class strictly smaller than the finite-turn (one-turn)
PDA language class; this will be discussed in Sections 4 and 5.
The following two types of production transformations for context-free grammars are straightforward to observe. They
will be used in the proofs of main theorems.
Lemma 3.1 (Production Substitution of Type 1). If A → αBβ is a production and B → γ1 | γ2 | · · · | γn are all productions with
B in the left-hand side, then removing A → αBβ and adding A → αγ1β |αγ2β | · · · |αγnβ does not change the language
generated.
Lemma 3.2 (Production Substitution of Type 2). If A → α is a production and A is not the start symbol, then removing A → α
and replacing all occurrences of A in the right-hand sides of other productions by either A or α in all possible ways does not change
the language generated.
Theorem 3.3. PDA= QR-R-PDA.
Proof. As QR-R-PDA⊆ PDA= CF= CF-G, it suffices to prove that CF-G⊆ QR-R-PDA. A well-known transformation from a
context-free grammar G = (N,Σ, P, S) in Greibach normal form into an equivalent PDA is to simulate leftmost derivations
of G:M = ({s},Σ,N ∪Σ, δ, s, S), where for all A ∈ N and all a ∈ Σ ,
(1) δ(s, a, A) = {(s, β) | A → aβ is in P},
(2) δ(s, a, a) = {(s, ϵ)}.
The proof of L(M) = L(G) can be found, e.g., in [10].M is clearly a real-time PDA. The only transition with whichM does
not rock is the rule (1) with |β| = 1. If we apply production substitutions of type 1 (Lemma 3.1) to replace each production
of the form A → aB, a ∈ Σ and B ∈ N , by productions of the form A → abα, where b ∈ Σ and B → bα is a production,
then the resulting grammar generates L(G) and the corresponding PDA is real-time and rocks with delay one. So, CF-G ⊆
QR-R-PDA, and the theorem follows. 
We turn our attention now to finite-turn and one-turn PDAs. LetM be an arbitrary (2k− 1)-turn PDA, k ≥ 1, with Q as
its state set.M is in (2k− 1)-turn normal form (or simply normal form) ifM satisfies the following properties:
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(a) Q can be partitioned into Q1,Q2, . . . ,Q2k with its initial state in Q1,
(b) Each move from a state in Q2i−1 is either a non-decreasing move to a state of Q2i−1 or a decreasing move to a state of Q2i,
(c) Each move from a state in Q2i is either a non-increasing move to a state of Q2i or an increasing move to a state of Q2i+1,
and
(d) M replaces the stack top symbol by at most two symbols in each move.
The rank of q ∈ Q , denoted byµ(q), is i if q ∈ Qi. We shall denote the set1≤i≤k Q2i−1 by Qodd and the set Q −Qodd by Qeven.
We shall first observe that all types of PDAs considered in the rest of the present paper can be placed in normal form.
Lemma 3.4. Every (2k−1)-turn PDAM, k ≥ 1, can be transformed into an equivalent (2k−1)-turn PDAM ′ in normal form [8].
This statement holds even if bothM andM ′ are quasi-rocking (in the increasing or decreasingmode) and/or real-time (2k−1)-turn
PDAs.
Proof. The second statement in the lemma holds with the same proof for the first statement as given in [8], except for
the property (d) of the normal form when M and M ′ are real-time PDAs. (In [8], the properties (a)–(c) are obtained by
extending states with indexes that count the number of turns made but without changing the PDA’s actual action with
respect to its input tape and stack. A transition that replaces the stack top symbol by more than two symbols is replaced
by a sequence of transitions with the desired property that must be executed in sequence, by introducing new states and
ϵ-moves. Because of the possible introduction of ϵ-moves, M ′ may not be a real-time PDA.) To prove the remaining cases,
let M = (Q ,Σ,Γ , δ, s, Z0) be an arbitrary (2k − 1)-turn R-PDA. Assume, without loss of generality, that Σ ∩ Γ = ∅ and
M satisfies the properties (a)–(c) of the normal form. Let ξ be the maximum number of symbols that can replace a stack top
symbol in a single move ofM . Assume that ξ ≥ 3.
Let Γ ′ = {[γ ] | γ ∈ 1≤i≤ξ−1(Σ ∪ {ϵ})Γ i} and let [β] = ϵ if β = ϵ. Construct a PDA M ′ = (Q ,Σ,Γ ′, δ′, s, [Z0]) such
that, for all q, q′ ∈ Q , all r ∈ Qodd, all r ′ ∈ Qeven, all a, b ∈ Σ , all X, Y , A, B ∈ Γ , all α ∈0≤i≤ξ−1 Γ i, and all β ∈0≤i≤ξ−2 Γ i,
(1) (q′, [α][Yβ]) ∈ δ′(q, a, [Xβ]) if (q′, αY ) ∈ δ(q, a, X),
(2) (q′, ϵ) ∈ δ′(r, a, [X]) if (q′, ϵ) ∈ δ(r, a, X),
(3) (q′, [b][β]) ∈ δ′(r, a, [XAβ]) if (q, ϵ) ∈ δ(r, a, X) and (q′, ϵ) ∈ δ(q, b, A),
(4) (q′, [α]) ∈ δ′(q′, b, [bα]),
(5) (q′, [bα][Bβ]) ∈ δ′(r, a, [XAβ]) if (q, ϵ) ∈ δ(r, a, X) and (q′, αB) ∈ δ(q, b, A),
(6) (q′, [β]) ∈ δ′(r ′, a, [Xβ]) if (q′, ϵ) ∈ δ(r ′, a, X).
Note first that M ′ is an R-PDA. M ′ simulates M while replacing the stack top symbol by at most two symbols by using
extended stack symbols of the form [γ ], 1 ≤ |γ | ≤ ξ . Rule (1) corresponds to a non-decreasing move ofM , and M ′ makes
the same type of move in this case. Rule (2) simulates a decreasing move of M that causes a turn. This rule is used when
the stack top symbol ofM ′ corresponds to a single symbol ofM , andM ′ makes a decreasing move asM does. Rules (3)–(5)
also simulate a decreasing move of M that causes a turn but when the stack top symbol of M ′ corresponds to two or more
symbols ofM . These rules simulate two consecutive moves ofM to handle such situations. First, rules (3) and (4) handle the
case where the second move is also a decreasing move. Observe that
(r, XA) |=a (q, A) |=b (q′, ϵ)
inM if and only if
(r, [XAβ]) |=a (q′, [b][β]) |=b (q′, [β])
inM ′, and this simulation does not increase the number of turns made but may increase the rocking delay in the increasing
mode by one (i.e., if β = ϵ). Second, rules (4) and (5) handle the case where the second move is a non-decreasing move.
Observe that
(r, XA) |=a (q, A) |=b (q′, αB)
inM if and only if
(r, [XAβ]) |=a (q′, [bα][Bβ]) |=b (q′, [α][Bβ])
inM ′, and this simulation does not increase the number of turns made but may increase the rocking delay in the increasing
mode by one (i.e., if α ≠ ϵ). Rule (6) corresponds to a decreasing move ofM that does not cause a turn. In this case,M ′ does
not increase the number of turnsmade butmay increase the rocking delay in the decreasingmode becauseM ′may preserve
its stack height (i.e., if β ≠ ϵ). Note, however, that the content of the extended stack symbol on top of the stack reduces (i.e.,
|β| < |Xβ|) in this case.
M ′ opens its computation either by using rule (1), in which case (s, [Z0]) |=a (q′, [α][Y ]) for some a, q′, α and Y if and
only if (s, Z0) |=a (q′, αY ), or by using rule (2), in which case (s, [Z0]) |=a (q′, ϵ) for some a and q′ if and only if (s, Z0) |=a
(q′, ϵ). The latter case halts M and M ′ immediately. In the former case, once this initial move is made, the content of the
extended symbols in the stack ofM ′ reflects precisely the stack content ofM andM ′ uses exactly the state ofM , at any point
of the simulation of M , except when M ′ has a symbol of the form [bα] on top, which can only be on top of the stack and is
always removed immediately after it is created. It is not difficult to see now, along the discussion made above, thatM ′ is a
(2k− 1)-turn R-PDA such that L(M ′) = L(M).
6724 C. Kim / Theoretical Computer Science 412 (2011) 6720–6735
If M rocks with delay ζ in the increasing mode, then M ′ rocks with delay ζ + 2 in the increasing mode. (M ′ can add an
additional height-preserving move at the beginning and ending parts of a height-preserving computation of M because of
rules (4) and (5) and rules (3) and (4), respectively, as described above.) IfM rocks with delay τ in the decreasingmode, then
M ′ rocks with delay (τ +1)(ξ −1)−1 in the decreasingmode. (The worst scenario occurs whenM ′ starts with an extended
symbol [γ ], |γ | = ξ−1, on top of the stack and simulates τ height-preservingmoves ofM followed by a decreasingmove of
M for each symbol in γ .M ′ simulates the last decreasingmove ofM in this sequence by using a decreasingmove.) Therefore,
M quasi-rocks (in the increasing or decreasing mode) if and only ifM ′ does so.
Note that our transformation partly destroys the properties (a)–(c) of the normal form. However, the transformation
given in [8] does not affect the PDA’s actual action because it merely renames the states. Therefore, the properties (a)–(c)
of the normal form can now be restored by applying the transformation given in [8] again. The property (d) of the normal
form is already inM ′. It follows that the lemma holds. 
Theorem 3.5. PDAfin = QR-PDAfin and PDA1 = QR-PDA1.
Proof. It is sufficient to prove the relations PDA2k−1 ⊆ QR-PDA2k−1 for all k ≥ 1. These relations can be obtained by using a
simple padding technique. LetM = (Q ,Σ,Γ , δ, s, Z0) be an arbitrary (2k−1)-turn PDA, k ≥ 1. Assume thatM is in normal
form (Lemma 3.4). Let # be a symbol not in Γ . Construct a PDA M ′ = (Q ′,Σ,Γ ′, δ′, s, Z0) such that Q ′ = Q ∪ (Q × Γ ),
Γ ′ = Γ ∪ {#}, and for all p ∈ Q , all p1, q1 ∈ Qodd, all p2, q2 ∈ Qeven, all x ∈ Σ ∪ {ϵ}, and all X, Y , Z ∈ Γ ,
(1) (q1, XY ) ∈ δ′(p, x, Z) if (q1, XY ) ∈ δ(p, x, Z),
(2) (q2, ϵ) ∈ δ′(p, x, Z) if (q2, ϵ) ∈ δ(p, x, Z),
(3) (q1, X#) ∈ δ′(p1, x, Z) if (q1, X) ∈ δ(p1, x, Z),
(4) (p1, Z#) ∈ δ′(p1, ϵ, Z),
(5) (p2, ϵ) ∈ δ′(p2, ϵ,#),
(6) ([q2, X], ϵ) ∈ δ′(p2, x, Z) if (q2, X) ∈ δ(p2, x, Z),
(7) (q2, X) ∈ δ′([q2, X], ϵ,#).
M ′ simulatesM while adding #s to the stack in the increasing mode and removing them in the decreasing mode to avoid
repeated use of height-preservingmoves.M ′ adds #s deterministically as in (3) to remove height-preservingmoves used by
M in the increasingmode and nondeterministically as in (4) to provide #s that can be used later to handle height-preserving
moves used byM in the decreasing mode.M ′ removes these #s deterministically in the decreasing mode as in (5)–(7). It is
not difficult to see thatM ′ is a QR-PDA2k−1, which rocks with delay one, such that L(M ′) = L(M). So, the theorem holds. 
We shall turn our attention now to the real-time normal form for finite-turn and 1-turn PDAs. Note first that PDAfin =
NB and PDA1 = Lin [8]. It is known that nonterminal-bounded grammars are equivalent to ultralinear grammars: the
nonterminal set N can be partitioned into N0,N1, . . . ,Nk (called an ultralinear decomposition of N) for some k so that, for
each Ni and each production A → α with A ∈ Ni, either α ∈ Σ∗NiΣ∗ or α ∈ (Σ ∪ N0 ∪ · · · ∪ Ni−1)∗, where Σ is the
terminal alphabet [8]. We shall denote by ρ(A) = i if A ∈ Ni, for all A ∈ N . Call A → α with ρ(A) = i a type-0 production if
α ∈ Σ∗NiΣ∗ and a type-1 production otherwise. The ultralinear grammar is in standard form if each production A → α has
the property that either it is a type-0 production and α ∈ ΣN ∪ NΣ or it is a type-1 production and |α| ≥ 2. This form can
be easily obtained by introducing additional nonterminals (for type-0 productions), as shall be explicitly done in the proof
of Lemma 4.2, and by using production substitutions of type 2 and type 1 (Lemmas 3.2 and 3.1) to remove productions of
the form A → α, |α| < 2, where A is not the start symbol, and productions of the form S → B, where S is the start symbol
and B is any nonterminal, respectively, in sequence (for type-1 productions).
It was shown in [19] that every ϵ-free ultralinear language can be accepted by a real-time finite-turn PDA. This means
that PDAfin = R-PDAfin, thus the first relation stated in Theorem 3.6 below holds. The result in [19] utilized a transformation
of linear grammars into context-free grammars in Greibach form, which does not yield the relation PDA1 = R-PDA1. We
shall prove these two relations by using an alternative, nondeterministic construction of a finite-turn (1-turn) PDA from a
nonterminal-bounded (linear) grammar. (A similar nondeterministic method was used previously, e.g., in [3,13] to obtain
double Greibach and double Greibach operator normal forms, respectively, for context-free grammars.) The construction
given in the proof of Theorem 3.6 will also be used later to prove Lemmas 4.2 and 4.8 in the next section.
Theorem 3.6. PDAfin = R-PDAfin and PDA1 = R-PDA1.
Proof. We shall first prove the relation PDAfin⊆ R-PDAfin. As PDAfin =NB, it is sufficient to prove the relation NB⊆ R-PDAfin.
Let G = (N,Σ, P, S) be an arbitrary nonterminal-bounded grammar. We shall assume, without loss of generality, that
each word w ∈ L(G) has length at least two. (An R-PDA can accept a word of length one in one step if it is generated by G.)
We shall also assume that G is in standard form.
Construct a PDAM = ({s},Σ,Γ , δ, s, S) such that Γ = N ∪ {[A, B] | A, B ∈ N} and for all a ∈ Σ , all A, B, C,D, E ∈ N , all
α, β ∈ (N ∪Σ)+, and all γ ∈ (N ∪Σ)∗,
(1) (s, α) ∈ δ(s, a, A) if A → aα is in P ,
(2) (s, α(C, B)β) ∈ δ(s, a, A) if A → Bβ and C → aα are in P ,
(3) (s, γ (C, A)) ∈ δ(s, a, [B, A]) if C → Baγ is in P ,
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(4) (s, α(E,D)γ (C, A)) ∈ δ(s, a, [B, A]) if C → BDγ and E → aα are in P ,
(5) (s, ϵ) ∈ δ(s, a, a),
where (X, Y ) is [X, Y ] if X ≠ Y and is either [X, Y ] or ϵ if X = Y , for all X, Y ∈ N . M is clearly an R-PDA. Let τ be the
maximum number of nonterminals in the right-hand sides of the productions of G and let ξ = τ + 1. We shall prove that,
for all A, B ∈ N and all x ∈ Σ+,
(a) A ⇒∗ x if and only if A |=∗x ϵ andM makes at most 2ξρ(A) − 1 turns in this computation, and
(b) A ⇒∗ Bx if and only if [B, A] |=∗x ϵ and M makes at most 2(ξρ(A) − ξρ(B)) − 1 turns if ρ(B) < ρ(A) and no turn if
ρ(B) = ρ(A) in this computation.
The relation (a)will prove that S ⇒∗ x if and only if S |=∗x ϵ andMmakes atmost 2ξ k−1 turns; as ξ and k are fixed constants,
M can be forced to make nomore than 2ξ k− 1 turns in any computation. Thus,M is an R-PDAfin such that L(M) = L(G). The
relation (b) is needed to prove the relation (a).
We shall first prove the ‘‘if’’ part of (a) and (b), by using an inductive argument. Note that A |=x ϵ is not possible because
α ≠ ϵ in rules (1) and (2). If A |=2x ϵ then it must be of the form A |=a b |=b ϵ (by using rules (1) and (5)). So, A ⇒ ab (= x)
because of the relation in (1). Now, if [B, A] |=x ϵ then it must be realized by using rule (3), where x = a, γ = ϵ, and C = A.
Clearly, A (= C)⇒ Baγ (= Bx). Suppose now that A |=i+1x ϵ implies A ⇒∗ x and [B, A] |=ix ϵ implies A ⇒∗ Bx, for all i ≤ m,
for somem ≥ 1. We shall prove these relations for the case i = m+ 1. Let x = ay, a ∈ Σ .
Suppose first that A |=m+2x ϵ. If A |=a α |=m+1y ϵ, where the first move is made by using rule (1), then A ⇒ aα. If α ≠ y
then let α = z0X1z1 · · · Xtzt , where t ≥ 1, zj ∈ Σ∗ and Xj ∈ N for all j. If Xj |=mjxj ϵ in the computation α |=m+1y ϵ, then
Xj ⇒∗ xj because of the induction hypothesis. Therefore, α ⇒∗ z0x1z1 · · · xtzt (= y), and so, A ⇒ aα ⇒∗ ay (= x). Now,
if A |=a α(C, B)β |=m+1y ϵ, where the first move is made by using rule (2), then A ⇒ Bβ and C ⇒ aα. Let α |=m1y1 ϵ,
(C, B) |=m2y2 ϵ, and β |=m3y3 ϵ in this computation. Then, α ⇒∗ y1 and β ⇒∗ y3 along the observation made above. Note that
m2 ≤ m − 1 since α, β ≠ ϵ (m1,m2 ≥ 1). Now, if (C, B) = [C, B] then the induction hypothesis implies B ⇒∗ Cy2 and if
(C, B) = ϵ then C = B,m2 = 0, and y2 = ϵ. In either case, we have A ⇒ Bβ ⇒∗ Cy2β ⇒ aαy2β ⇒∗ ay1y2y3 (= x).
Suppose now that [B, A] |=m+1x ϵ. If [B, A] |=a γ (C, A) |=my ϵ, where the first move is made by using rule (3), then
C ⇒ Baγ . If γ |=m1y1 ϵ and (C, A) |=m2y2 ϵ in this computation then γ ⇒∗ y1 and A ⇒∗ Cy2 along the observation made
above. Therefore, A ⇒∗ Cy2 ⇒ Baγ y2 ⇒∗ Bay1y2 (= Bx). Now, if [B, A] |=a α(E,D)γ (C, A) |=my ϵ, where the first move
is made by using rule (4), then C ⇒ BDγ and E ⇒ aα. Let α |=m1y1 ϵ, (E,D) |=m2y2 ϵ, γ |=m3y3 ϵ, and (C, A) |=m4y4 ϵ in this
computation. Then, clearly α ⇒∗ y1, D ⇒∗ Ey2, γ ⇒∗ y3, and A ⇒∗ Cy4. Thus, A ⇒∗ Cy4 ⇒∗ BDγ y4 ⇒∗ BEy2γ y4 ⇒
Baαy2γ y4 ⇒∗ Bay1y2y3y4 (= Bx). This completes the ‘‘if’’ part of the relations (a) and (b).
We shall prove now the ‘‘only if’’ part of (a) and (b). Let x = ay, a ∈ Σ . If A ⇒ x then y ≠ ϵ (because G is in the
standard form), and A |=a y |=∗y ϵ because of rules (1) and (5).M makes at most one turn, which is certainly no larger than
2ξρ(A) − 1, in this computation. If A ⇒ Bx then [B, A] |=a y(A, A) (= y) |=∗y ϵ because of rules (3) and (5). If ρ(B) < ρ(A)
then A → Bx is a type-1 production (i.e., |Bx| ≥ 2, and so, |y| ≥ 0);M makes at most one turn in this case, which is no larger
than 2(ξρ(A) − ξρ(B)) − 1. If ρ(B) = ρ(A) then A → Bx is a type-0 production (i.e., Bx ∈ NΣ , and so, y = ϵ); M makes no
turn in this case. Suppose now that A ⇒i x implies A |=∗x ϵ (and M makes at most 2ξρ(A) − 1 turns) and A ⇒i Bx implies
[B, A] |=∗x ϵ (andM makes at most 2(ξρ(A) − ξρ(B))− 1 turns if ρ(B) < ρ(A) and no turn if ρ(B) = ρ(A)), for all i ≤ m, for
somem ≥ 1. It is sufficient to prove these relations for the case i = m+ 1.
Suppose first that A ⇒m+1 x. If A ⇒ aα ⇒m ay then A |=a α because of the relation in (1). If A → aα is a type-0
production then α ∈ N , and the induction hypothesis implies that α |=∗y ϵ andM makes at most 2ξρ(α) − 1 (= 2ξρ(A) − 1)
turns. Then, clearly A |=∗x ϵ andM makes at most 2ξρ(A) − 1 turns. If A → aα is a type-1 production then let α = z0X1z1 · · ·
Xtzt , where t ≥ 0, zj ∈ Σ∗ and Xj ∈ N for all j. Let Xj ⇒mj xj (∈ Σ∗) in the derivation α ⇒m y. Note that zj |=∗zj ϵ for all j
because of rule (5). Furthermore, asmj ≤ m, the induction hypothesis implies that Xj |=∗xj ϵ andM makes at most 2ξρ(Xj)−1
turns, for all j. Therefore,
α = z0X1z1 · · · Xtzt
|=∗z0 X1z1 · · · Xtzt
|=∗x1 z1 · · · Xtzt
· · ·
|=∗zt−1 Xtzt
|=∗xt zt
|=∗zt ϵ,
or simply α |=∗y ϵ. M makes at most
∑
1≤j≤t(2ξ
ρ(Xj) − 1) + t turns in this computation, which is no larger than 2tξρ(A)−1
≤ 2(ξ−1)ξρ(A)−1 sinceρ(Xj) < ρ(A) for all j and t ≤ τ = ξ−1. Then, clearly A |=∗x ϵ andMmakes atmost 2(ξ−1)ξρ(A)−1+
1 (≤ 2ξρ(A) − 1) turns.
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Now, if the first production used in A ⇒m+1 x is not of the form A ⇒ aα, then there is a derivation of the form
A ⇒ Bβ ⇒m0 Cγ β ⇒ aαγβ
⇒m1 ay1γ β
⇒m2 ay1y2β
⇒m3 ay1y2y3 (= x),
where B, C ∈ N , α, β ∈ (N ∪ Σ)+, γ ∈ (N ∪ Σ)∗, and m0 + m1 + m2 + m3 < m. As A → Bβ and C → aα are in P , the
relation in (2) implies A |=a α(C, B)β . Along the observation made in the previous case, α ⇒m1 y1 implies that α |=∗y1 ϵ
and M makes at most 2ξρ(C) − 1 turns if C → aα is a type-0 production and at most 2(ξ − 1)ξρ(C)−1 turns if C → aα is a
type-1 production. If m0 = 0 then C = B and γ = y2 = ϵ. Let (C, B) = ϵ in this case. If m0 ≠ 0 then let (C, B) = [C, B].
Then, as B ⇒m0 Cγ ⇒m2 Cy2 and m0 + m2 < m, the induction hypothesis implies that [C, B] |=∗y2 ϵ andM makes at most
2(ξρ(B) − ξρ(C)) − 1 turns if ρ(C) < ρ(B) and no turn if ρ(C) = ρ(B). For β ⇒m3 y3, we shall consider the following two
cases: A → Bβ is either a type-0 production or a type-1 production.
If A → Bβ is a type-0 production then ρ(B) = ρ(A) and β = y3 ∈ Σ . We have β |=y3 ϵ because of rule (5). Thus,
A |=a α(C, B)β
|=∗y1 (C, B)β
|=∗y2 β
|=y3 ϵ,
i.e., A |=∗x ϵ. Note thatM makes no turn between the computations (C, B)β |=∗y2 β and β |=y3 ϵ because the latter is a single
popping move. If the first non-height-preserving move in α |=∗y1 ϵ is an increasing move, then there is no turn between
the computations A |=a α(C, B)β and α |=∗y1 ϵ. Therefore, in the above computation A |=∗x ϵ,M makes no more turns than
those made in α |=∗y1 ϵ and (C, B) |=∗y2 ϵ plus one in this case, i.e., the sum of 2ξρ(C) − 1, 2(ξρ(B) − ξρ(C)) − 1, and one
because max{2ξρ(C) − 1, 2(ξ − 1)ξρ(C)−1} = 2ξρ(C) − 1 for the number of turns in α |=∗y1 ϵ, which is 2ξρ(A) − 1 because
ρ(B) = ρ(A). On the other hand, if the first non-height-preserving move in α |=∗y1 ϵ is a decreasing move, then M does
make a turn between the computations A |=a α(C, B)β and α |=∗y1 ϵ. However, inside the computation α |=∗y1 ϵ, M in
fact makes either no turn (if C → aα is a type-0 production, thus α ∈ N) or at most 2(ξ − 1)ξρ(C)−1 turns (if C → aα
is a type-1 production). Therefore, in the computation A |=∗x ϵ, M makes no more turns than the sum of 2(ξ − 1)ξρ(C)−1,
2(ξρ(B) − ξρ(C))− 1, and two in this case, which can be easily seen to be no larger than 2ξρ(A) − 1.
If A → Bβ is a type-1 production (so, ρ(B) < ρ(A)) then β |=∗y3 ϵ and M makes at most 2(ξ − 2)ξρ(A)−1 turns in this
computation along the observationmade earlier (because β contains at most τ−1 (= ξ−2) nonterminals). Clearly, A |=∗x ϵ
and M makes no more turns than those made in α |=∗y1 ϵ, (C, B) |=∗y2 ϵ, and β |=∗y3 ϵ plus three possible additional turns
made right before these three computations, i.e., the sum of 2ξρ(C) − 1, 2(ξρ(B) − ξρ(C)) − 1, 2(ξ − 2)ξρ(A)−1, and three,
which can be easily seen to be no larger than 2ξρ(A) − 1 by using the relation ρ(B) < ρ(A). This completes the induction
proof for the ‘‘only if’’ part of the relation (a).
To complete the ‘‘only if’’ part of (b), suppose that A ⇒m+1 Bx. Consider first the case where the following derivation
exists:
A ⇒m0 Cγ ⇒ Baγ ′γ
⇒m1 Bay1γ
⇒m2 Bay1y2 (= Bx),
where C ∈ N , γ , γ ′ ∈ (N ∪Σ)∗, andm0+m1+m2 = m. As C → Baγ ′ is in P , the relation in (3) implies [B, A] |=a γ ′(C, A).
If C → Baγ ′ is a type-1 production (so, ρ(B) < ρ(C)) then, along the observation made earlier, γ ′ ⇒m1 y1 implies that
γ ′ |=∗y1 ϵ andM makes at most 2(ξ −2)ξρ(C)−1 turns (because γ ′ contains at most τ −1 (= ξ −2) nonterminals). Ifm0 = 0
then C = A and γ = y2 = ϵ. Let (C, A) = ϵ in this case. Then,
[B, A] |=a γ ′(C, A)
|=∗y1 (C, A)
|=∗y2 ϵ
and M makes at most 2(ξ − 2)ξρ(C)−1 + 1 turns, which can be easily seen to be no larger than 2(ξρ(A) − ξρ(B)) − 1 by
using the fact that ρ(B) < ρ(C) = ρ(A). If m0 ≠ 0 then let (C, A) = [C, A]. Then, as A ⇒m0 Cγ ⇒m2 Cy2 and m0 +
m2 ≤ m, the induction hypothesis implies that [C, A] |=∗y2 ϵ and M makes at most 2(ξρ(A) − ξρ(C)) − 1 turns if ρ(C) <
ρ(A) and no turn if ρ(C) = ρ(A). Note that ρ(B) < ρ(C) ≤ ρ(A). Clearly, [B, A] |=∗x ϵ andMmakes atmost 2(ξ−2)ξρ(C)−1+
(2(ξρ(A) − ξρ(C)) − 1) + 2 turns in this computation, which is no larger than 2(ξρ(A) − ξρ(B)) − 1. The proof for the case
where C → Baγ ′ is a type-0 production (so, ρ(B) = ρ(C) and γ ′ = y1 = ϵ) follows along the same proof;M makes exactly
the turns made in (C, A) |=∗y2 ϵ in this case.
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Suppose now that there is no derivation of the form considered above for A ⇒m+1 Bx. Then there must be a derivation
of the form
A ⇒m0 Cγ ⇒ BDγ ′γ ⇒m′0 BEγ ′′γ ′γ ⇒ Baαγ ′′γ ′γ
⇒m1 Bay1γ ′′γ ′γ
⇒m2 Bay1y2γ ′γ
⇒m3 Bay1y2y3γ
⇒m4 Bay1y2y3y4 (= Bx),
where C,D, E ∈ N , γ , γ ′, γ ′′ ∈ (N ∪ Σ)∗, α ∈ (N ∪ Σ)+, and m0 + m′0 + m1 + · · · + m4 < m. As C → BDγ ′ and E → aα
are in P , the relation in (4) implies [B, A] |=a α(E,D)γ ′(C, A). Along the observation made earlier, α |=∗y1 ϵ (M makes at
most 2ξρ(E) − 1 turns) and γ ′ |=∗y3 ϵ (M makes at most 2(ξ − 3)ξρ(C)−1 turns, because γ ′ contains at most τ − 2(= ξ − 3)
nonterminals). Furthermore, (E,D) |=∗y2 ϵ (M makes at most 2(ξρ(D)− ξρ(E))− 1 turns) and (C, A) |=∗y4 ϵ (M makes at most
2(ξρ(A) − ξρ(C))− 1 turns). Therefore,
[B, A] |=a α(E,D)γ ′(C, A)
|=∗y1 (E,D)γ ′(C, A)
|=∗y2 γ ′(C, A)
|=∗y3 (C, A)
|=∗y4 ϵ,
i.e., [B, A] |=∗x ϵ. Note that ρ(B) < ρ(C) ≤ ρ(A) in this case because C → BDγ ′ is a type-1 production. Note also that
ρ(D) < ρ(C) for the same reason. With the numbers of turns made in the sub-computations of [B, A] |=∗x ϵ analyzed above,
it is easy to see now that M makes at most 2(ξρ(A) − ξρ(B)) − 1 turns. This completes the induction proof for the ‘‘only if’’
part of the relation (b).
Now, this completes the proof for the relations (a) and (b), which prove that M is an R-PDAfin such that L(M) = L(G),
and so, PDAfin (=NB)⊆ R-PDAfin. The relation PDA1 ⊆ R-PDA1 follows from the same proof as given above, as a special case,
because PDA1 = Lin and a linear grammar is a nonterminal-bounded grammar with N0 = N as the ultralinear decompo-
sition; M makes at most 2ξ 0 − 1 = 1 turn in this case. Clearly, these two inclusion relations yield the relations stated in
the theorem. 
4. Grammatical characterizations
This section proves grammatical characterizations of quasi-rocking real-time, finite-turn and one-turn PDAs. The main
characterizations can be stated as follows: the quasi-rocking [quasi-rocking in the increasingmode, and quasi-rocking in the
decreasingmode] real-time restriction in finite-turn (one-turn) PDAs coincides with the double Greibach [reverse Greibach,
and Greibach] form in nonterminal-bounded (linear) context-free grammars. A similar characterization holds also for PDAs
with no bound in the number of turns although it is not quite visible at this level: QR-R-PDA (= QRi-R-PDA= QRd-R-PDA)
= CF-DG (= CF-RG= CF-G) because of the relation PDA= QR-R-PDA proved in Theorem 3.3 and the known relation PDA=
CF= CF-DG [3]. The characterizations proved in this section will yield an extended hierarchy of PDA languages because of
the relations among the corresponding grammar classes, as we shall discuss in the next section.
Lemma 4.1. QRi-R-PDAfin ⊆ NB-RG and QRi-R-PDA1 ⊆ Lin-RG.
Proof. A method to transform a finite-turn PDA into an equivalent nonterminal-bounded grammar was presented in [8].
We shall prove QRi-R-PDAfin ⊆ NB-RG by using a similar method. LetM = (Q ,Σ,Γ , δ, s, Z0) be an arbitrary QRi-R-PDAfin,
that is (2k− 1)-turn, k ≥ 1, and rocks with delay ξ in the increasing mode. Assume thatM is in normal form (Lemma 3.4)
and let Q1,Q2, . . . ,Q2k be the partition of Q as stated in the definition of the normal from.
For q, q′ ∈ Q and Z, Z ′ ∈ Γ , let Mξ (q, Z, q′, Z ′) = {w ∈ Σ∗ | there exists a height-preserving computation (q, Z) |=ξw
(q′, Z ′)}. Then, Mξ (q, Z, q′, Z ′) is a finite set that can be effectively constructed. Construct a context-free grammar G =
(N,Σ, P, S) such that
N =
 
1≤i≤j≤2k
(Qi × Γ × Qj × Γ )

∪ {S}
and P consists of the productions listed below: for all q, r ∈ Qodd, all p, q′, r ′ ∈ Q , all a, b ∈ Σ , all x ∈ Σ∗, and all Z, Z ′,
X, Y , Y ′ ∈ Γ ,
(1) S → [s, Z0, p, X]b if (q′, ϵ) ∈ δ(p, b, X),
(2) [q, Z, q, Z] → ϵ,
(3) [q, Z, q′, Z ′] → [q, Z, p, X]b if (q′, Z ′) ∈ δ(p, b, X),
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(4) [q, Z, q′, Z ′] → xa[r, Y , r ′, Y ′]b if x ∈ Mξ (q, Z, p, X), (r, YZ ′) ∈ δ(p, a, X), and (q′, ϵ) ∈ δ(r ′, b, Y ′),
(5) [q, Z, q′, Z ′] → [q, Z, p, X]a[r, Y , r ′, Y ′]b if (r, YZ ′) ∈ δ(p, a, X), (q′, ϵ) ∈ δ(r ′, b, Y ′), and µ(q) < µ(p) < µ(q′).
The idea behind this construction goes as follows. The lastmove in any accepting computation ofM is a decreasingmove;
the start symbol S in production (1) sets the goal of obtaining all wordsw such that (s, Z0) |=∗w (p, X) |=b (q′, ϵ). Production
(2) corresponds to a trivial case of (q, Z) |=0ϵ (q, Z). Production (3) corresponds to a computation whose last move is a
height-preserving move. Production (4) corresponds to a computation in which the beginning part is a height-preserving
sub-computation in the increasing mode. Production (5) corresponds to a computation such that there exists a state pwith
µ(q) < µ(p) < µ(q′), at which the stack contains exactly one symbol.
Define the following partition of the nonterminal set ofG:Ni = {[q, Z, q′, Z ′] ∈ N−{S} |µ(q′)−µ(q) = i}, 0 ≤ i ≤ 2k−1,
and N2k = {S}. It is straightforward to see that N0,N1, . . . ,N2k is an ultralinear decomposition of N (defined in Section 3),
and so, G is nonterminal-bounded. As M is a real-time PDA, all productions of G, except production (2), are in the reverse
Greibach form. Production (2), however, can be easily removed by using production substitutions of type 2 (Lemma 3.2)
without affecting the reverse Greibach form and the nonterminal-boundedness of the resulting grammar, G′. We shall prove
now, by an induction on |w|, that
[q, Z, q′, Z ′] ⇒∗ w if and only if (q, Z) |=∗w (q′, Z ′)
for all q ∈ Qodd, all q′ ∈ Q , all Z, Z ′ ∈ Γ , and all w ∈ Σ∗. This would imply that S ⇒ [s, Z0, p, X]b ⇒∗ wb if and only if
(s, Z0) |=∗w (p, X) |=b (q′, ϵ) for some q′ ∈ Q because of the relation in (1), and so, L(G) (= L(G′)) = L(M) and the lemma
holds.
The induction basis (|w| = 0) follows from production (2). Assume that our claim holds for all w ∈ Σ∗ with |w| ≤ m,
for somem ≥ 0, and consider the case |w| = m+ 1. Letw = zb, where b ∈ Σ .
To prove the ‘‘if’’ part of the claim, let (q, Z) |=∗w (q′, Z ′). Suppose first that the given computation ends with a height-
preserving move: (q, Z) |=∗z (p, X) |=b (q′, Z ′). Then, [q, Z, p, X] ⇒∗ z by the induction hypothesis, and so, [q, Z, q′, Z ′] ⇒[q, Z, p, X]b (because of the relation in (3)) ⇒∗ zb (= w). We can assume now that the last move in (q, Z) |=∗w (q′, Z ′)
is a decreasing move, say (r ′, Y ′) |=b (q′, ϵ). There certainly is an increasing move (p, X) |=a (r, YZ ′) corresponding to
this last decreasing move and, clearly, (r, Y ) |=∗y (r ′, Y ′) for some y ∈ Σ∗, which implies [r, Y , r ′, Y ′] ⇒∗ y because
of the induction hypothesis. If µ(q) = µ(p) then there is a height-preserving computation (q, Z) |=ξx (p, X) such that
xayb = w becauseM rockswith delay ξ in the increasingmode, and clearly x ∈ Mξ (q, Z, p, X). Now, we have [q, Z, q′, Z ′] ⇒
xa[r, Y , r ′, Y ′]b ⇒∗ xayb (= w), where the initial derivation step follows from the relation in (4). On the other hand, if
µ(q) < µ(p) then (q, Z) |=∗x (p, X), where xayb = w, and the induction hypothesis implies [q, Z, p, X] ⇒∗ x. Thus,[q, Z, q′, Z ′] ⇒ [q, Z, p, X]a[r, Y , r ′, Y ′]b⇒∗ xayb (= w), where the initial derivation step here follows from the relation in
(5). This completes the ‘‘if’’ part of the induction proof.
To prove the ‘‘only if’’ part of the claim, let [q, Z, q′, Z ′] ⇒∗ w. If [q, Z, q′, Z ′] ⇒ [q, Z, p, X]b ⇒∗ zb (= w), where
the initial derivation step is obtained by using production (3), then (p, X) |=b (q′, Z ′) and the induction hypothesis implies
(q, Z) |=∗z (p, X). Then, clearly (q, Z) |=∗w (q′, Z ′). If [q, Z, q′, Z ′] ⇒ xa[r, Y , r ′, Y ′]b ⇒∗ xayb (= w), where the initial
derivation step is obtained by using production (4), then x ∈ Mξ (q, Z, p, X), (p, X) |=a (r, YZ ′), (r ′, Y ′) |=b (q′, ϵ), and the
induction hypothesis implies (r, Y ) |=∗y (r ′, Y ′). So,
(q, Z) |=∗x (p, X)
|=a (r, YZ ′)
|=∗y (r ′, Y ′Z ′)
|=b (q′, Z ′)
or simply (q, Z) |=∗w (q′, Z ′). Finally, if [q, Z, q′, Z ′] ⇒ [q, Z, p, X]a[r, Y , r ′, Y ′]b ⇒∗ xa[r, Y , r ′, Y ′]b ⇒∗ xayb (= w),
where the initial derivation step is obtained by using production (5), then (p, X) |=a (r, YZ ′) and (r ′, Y ′) |=b (q′, ϵ), and
the induction hypothesis implies (q, Z) |=∗x (p, X) and (r, Y ) |=∗y (r ′, Y ′). Then, clearly (q, Z) |=∗w (q′, Z ′) with the same
computation sequence as the one shown above. This completes the ‘‘only if’’ part of the induction proof.
Now, this completes the proof of QRi-R-PDAfin ⊆NB-RG. The proof of QRi-R-PDA1 ⊆ Lin-RG follows from the same proof,
as a special case. In this case, the grammar G does not contain production (5), and so, G is clearly a linear grammar, and
production (2) can be removed as before to place G in the reverse Greibach form. 
Lemma 4.2. NB-RG⊆ QRi-R-PDAfin and Lin-RG⊆ QRi-R-PDA1.
Proof. It was shown in the proof of Theorem 3.6 that NB ⊆ R-PDAfin and Lin ⊆ R-PDA1. To prove the present lemma, it is
sufficient to show that, in the transformation given there, the reverse Greibach form restriction in the grammar part yields
the quasi-rocking-in-the-increasing-mode restriction in the PDA part.
Let G = (N,Σ, P, S) be an arbitrary NB-RG grammar and assume, as before, that G only generates words of length at
least two. We shall first perform a preliminary transformation (the standard form transformation) on productions of G. A
production of the form A → a (∈ Σ) can be easily removed by using production substitutions of type 2 (Lemma 3.2). The
resulting grammar preserves the reverse Greibach form and |α| ≥ 2 for each production A → α. Let ξ be the maximum
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value of |xy| such that A → xEy is a production of this modified grammar, where E ∈ N ∪ {ϵ} and x, y ∈ Σ∗. Now let A →
a1a2 · · · amBbn · · · b2b1 be any production such that B ∈ N and ai, bj ∈ Σ for all i and j. Let X1, . . . , Xm (= Y0), Y1, . . . , Yn−1 be
new symbols not in N ∪Σ and let X0 = A and Yn = B. Then, without changing the language generated by G, this production
can be replaced by
Xi → ai+1Xi+1, 0 ≤ i ≤ m− 1,
Yj → Yj+1bj+1, 0 ≤ j ≤ n− 1,
which must be used strictly in sequence in any derivation. Similarly, each production of the form A → a1a2 · · · am, m ≥ 3
and ai ∈ Σ for all i, can be replaced by
Xi → ai+1Xi+1, 0 ≤ i ≤ m− 3,
Xm−2 → am−1am,
where X0 = A and X1, X2, . . . , Xm−2 are new symbols, which must be executed in sequence. (This is a trivial transformation
but needs to be spelled out explicitly here to observe the desired quasi-rocking condition of the PDA.) Call the so-obtained
grammar G′ and let G′ = (N ′,Σ, P ′, S). Then, G′ is in the standard form. Let M = ({s},Σ,Γ , δ, s, S) be the R-PDA for G′
as constructed in the proof of Theorem 3.6. We shall refer to the rules (1)–(5) of M given there for the analysis of M that
follows.
An increasing mode ofM can start by using one of the rules (1)–(4) and, in each case, the stack top symbol is from N ′∪Σ
after the initial move is made because α ≠ ϵ in rules (1), (2), (4) and γ ≠ ϵ in rule (3) in this case. In the subsequent
configurations of the same increasing mode, a symbol of the form [B, A] never appears on top of the stack because α ≠ ϵ
in rules (1) and (2) and rule (5) corresponds to a decreasing move. In other words, if [B, A] appears on top of the stack then
M would have already started a decreasing mode. It is clear now that a height-preserving move in the increasing mode can
only bemade by using rule (1) with |α| = 1 (note that in rule (2), α ≠ ϵ and β ≠ ϵ), which is induced by a production of the
form A → aB or A → ab, where B ∈ N ′ and a, b ∈ Σ . It can be easily observed that if A ⇒i xX by using the former type of
rules in G′, for any A, X ∈ N ′and any x ∈ Σ+, then i ≤ ξ − 1, because of the reverse Greibach form of G and the preliminary
transformation from G to G′. Then, clearly,M rocks with delay ξ in the increasing mode.
As M is an R-PDAfin such that L(M) = L(G), as shown in the proof of Theorem 3.6, the additional property that M
quasi-rocks in the increasingmode proves NB-RG⊆ QRi-R-PDAfin. The relation Lin-RG⊆ QRi-R-PDA1 follows from the same
argument as given above. 
Theorem 4.3. QRi-R-PDAfin = NB-RG and QRi-R-PDA1 = Lin-RG.
Proof. Follows from Lemmas 4.1 and 4.2. 
Lemma 4.4. QRd-R-PDAfin ⊆ NB-G and QRd-R-PDA1 ⊆ Lin-G.
Proof. We shall prove the present lemma along the proof of Lemma 4.1. LetM = (Q ,Σ,Γ , δ, s, Z0) be an arbitrary (2k−1)-
turn QRd-R-PDA in normal form, that rocks with delay ξ in the decreasing mode. Let Q1,Q2, . . . ,Q2k be the partition of Q as
stated in the definition of the normal form. DefineMξ (q, Z, q′, Z ′) and N as in the proof of Lemma 4.1. Let G = (N,Σ, P, S)
be a context-free grammar such that P consists of the following productions: for all p1, q1, r1 ∈ Qodd, all p2, q2 ∈ Qeven, all
p, q, q′, r ′ ∈ Q , all a, b ∈ Σ , all x ∈ Σ∗, and all Z, Z ′, X, Y , Y ′ ∈ Γ ,
(1) S → [s, Z0, p, X]b if (q′, ϵ) ∈ δ(p, b, X),
(2) [q, Z, q, Z] → ϵ,
(3) [q1, Z, q′, Z ′] → a[p1, X, q′, Z ′] if (p1, X) ∈ δ(q1, a, Z),
(4) [q2, Z, q′, Z ′] → x[p2, X, q′, Z ′] if x ∈ Mξ (q2, Z, p2, X), x ≠ ϵ,
(5) [q, Z, q′, Z ′] → a[r1, Y , r ′, Y ′]bx if (r1, YX) ∈ δ(q, a, Z), (p2, ϵ) ∈ δ(r ′, b, Y ′), and x ∈Mξ (p2, X, q′, Z ′),
(6) [q, Z, q′, Z ′] → a[r1, Y , r ′, Y ′]b[p2, X, q′, Z ′] if (r1, YX) ∈ δ(q, a, Z), (p2, ϵ) ∈ δ(r ′, b, Y ′), and µ(q) < µ(p2) < µ(q′).
Productions (1) and (2) are identical to the productions (1) and (2) given in the proof of Lemma 4.1. Productions (3)
and (4) correspond to a computation whose beginning move is a height-preserving move in the increasing and decreasing,
respectively, mode; they are used repeatedly to extract a computation that begins with an increasing move, which is then
broken into smaller computations by using productions (5) and (6), unless it is a trivial computation corresponding to
production (2). Production (5) corresponds to a computation whose ending part is a height-preserving sub-computation
in the decreasing mode. Production (6) corresponds to a computation that can be divided into two parts such that there
exists a state p2 with µ(q) < µ(p2) < µ(q′), at which the stack contains exactly one symbol.
If we define N0,N1, . . . ,N2k as in the proof of Lemma 4.1, they form an ultralinear decomposition of N , and so, G is
nonterminal-bounded. As M is a real-time PDA, all productions of G, except productions (1) and (2), are in the Greibach
form. If we remove production (2) by using production substitutions of type 2 (Lemma 3.2) and then apply production
substitutions of type 1 (Lemma 3.1) to production (1), then the resulting grammar G′ generates L(G) and G′ is a nonterminal-
bounded grammar in the Greibach form.
It is sufficient to prove now, by an induction on |w|, that
[q, Z, q′, Z ′] ⇒∗ w if and only if (q, Z) |=∗w (q′, Z ′)
6730 C. Kim / Theoretical Computer Science 412 (2011) 6720–6735
for all q, q′ ∈ Q , all Z, Z ′ ∈ Γ , and all w ∈ Σ∗ because this would imply that L(G) (= L(G′)) = L(M), and so, QRd-R-PDAfin
⊆ NB-G, as explained in the proof of Lemma 4.1. The detailed induction proof is fully analogous to the one in the proof of
Lemma 4.1 and is left to the reader. Again, the relation QRd-R-PDA1⊆ Lin-G follows from the same proof as a special case. 
Lemma 4.5. NB-G⊆ QRd-R-PDAfin and Lin-G⊆ QRd-R-PDA1.
Proof. Let G = (N,Σ, P, S) be an arbitrary nonterminal-bounded grammar in Greibach form. Assume without loss of
generality that each production of G has the form A → aBγ or A → x, where a ∈ Σ , B ∈ N , γ ∈ (N ∪Σ)∗, and x ∈ Σ+. Let
N0,N1, . . . ,Nk be an ultralinear decomposition of N and let τ be the maximum number of symbols in the right-hand sides
of the productions of G. ConstructM = ({s},Σ,Γ , δ, s, S) such that
Γ = N ∪Σ ∪

[A], [A, Bγ ] | A, B ∈ N and γ ∈

0≤i≤τ−1
(N ∪Σ)i

and δ is defined as follows: for all A, B, C, X ∈ N , all a ∈ Σ , all y ∈ Σ∗, and all α ∈1≤i≤τ−1(N ∪Σ)i,
(1) δ(s, a, A) = {(s, y) | A → ay is in P},
(2) δ(s, a, A) = {(s, Bα) | A → aBα is in P},
(3) δ(s, a, A) = {(s, [B]), (s, [B, X][X]), (s, [B, Xα]α) | A → aB is in P},
(4) δ(s, a, a) = {(s, ϵ)},
(5) δ(s, a, [B]) = {(s, ϵ) | B → a is in P},
(6) δ(s, a, [B, X]) = {(s, [C, X]) | B → aC is in P} ∪ {(s, ϵ) | B → aX is in P},
(7) δ(s, a, [B, Xα]) = {(s, [C, Xα]) | B → aC is in P} ∪ {(s, X) | B → aXα is in P}.
A height-preserving move can be made by using rule (1), (3), (6) or (7). For (1), y ∈ Σ if M makes a height-preserving
move and it is removed in the next step by using rule (4). For the first rule in (3), [B] is removed in the next step by using
rule (5). Note that a nonterminal of the form [B, X] or [B, Xα] is created for the first time by using the second or third rule
in (3), which makes an increasing move, and disappears after making a series of height-preserving moves by using rules in
(6) or (7). In other words, rules (6) and (7) can cause height-preserving moves in the increasing mode only. Then, clearlyM
rocks with delay one in the decreasing mode.
M simulates leftmost derivations of G in such a way that a rocking delay in the decreasing mode can be minimized.
When simulating a production of the form A → aB, which causes a height-preserving move in the usual simulation of a
leftmost derivation, M ‘‘guesses" if the successive moves will eventually decrease or increase the stack height and uses
height-preserving moves in the increasing mode instead of decreasing mode when possible, by using the three types of
rules in (3) and the corresponding rules (5)–(7).
Let ξ be the maximum number of nonterminals in the right-hand sides of the productions of G. We shall prove that
A ⇒∗ x if and only if A |=∗x ϵ
andM makes at most 2ξρ(A)− 1 turns in this computation, for all A ∈ N and all x ∈ Σ+. This would imply that L(M) = L(G)
andM makes at most 2ξ k− 1 turns. (As ξ and k are fixed constants,M can be forced to make no more than 2ξ k− 1 turns in
any computation.) As M quasi-rocks with delay one in the decreasing mode and M is clearly an R-PDA, this will prove the
relation NB-G⊆ QRd-R-PDAfin.
Note that, because of rule (1), the above claim holds trivially if |x| = 1. To proceed with an inductive argument, assume
that our claim holds for all xwith |x| ≤ m, for somem ≥ 1, and consider the case |x| = m+ 1. Let x = ay, a ∈ Σ .
Suppose first that A |=∗x ϵ. If A |=a y |=∗y ϵ, where rule (1) is used to open the given computation, then trivially
A ⇒ ay (= x). If A |=a Bα (by rule (2)) |=∗y ϵ, then A ⇒ aBα. If B |=∗z0 ϵ in this computation then B ⇒∗ z0 by the induction
hypothesis. If α ∈ Σ+ then our claim holds immediately because A ⇒ aBα ⇒∗ az0α (= x). Otherwise, α has the form
y0B1y1 · · · Btyt , where t ≥ 1, Bi ∈ N and yi ∈ Σ∗ for all i. If Bi |=∗zi ϵ in the given computation then the induction hypothesis
implies Bi ⇒∗ zi, for all i. Therefore, A ⇒ aBy0B1y1 · · · Btyt ⇒∗ az0y0z1y1 · · · ztyt (= x). Suppose now that M opens the
given computation by using one of the rules in (3). Then A ⇒ aB. If A |=a [B] |=∗y ϵ then [B] |=y ϵ, y ∈ Σ , and B ⇒ y because
of rule (5). Therefore, A ⇒ aB ⇒ ay (= x). If A |=a [B, X][X] |=∗y ϵ then [B, X] |=b1 [B1, X] |=b2 · · · |=bt [Bt , X] |=bt+1 ϵ,
t ≥ 0, by using rules in (6) and [X] |=c ϵ by rule (5), where b1b2 · · · bt+1c = y. This means that B ⇒ b1B1, Bi ⇒ bi+1Bi+1 for
1 ≤ i ≤ t − 1, Bt ⇒ bt+1X , and X ⇒ c . Therefore,
A ⇒ aB
⇒ ab1B1
⇒ ab1b2B2
· · ·
⇒ ab1b2 · · · btBt
⇒ ab1b2 · · · btbt+1X
⇒ ab1b2 · · · btbt+1c (= x).
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Finally, if A |=a [B, Xα]α |=∗y ϵ then [B, Xα] |=b1 [B1, Xα] |=b2 · · · |=bt [Bt , Xα] |=bt+1 X , t ≥ 0, by using rules in (7)
and Xα |=y′ ϵ, where b1b2 · · · bt+1y′ = y. This means that B ⇒ b1B1, Bi ⇒ bi+1Bi+1 for 1 ≤ i ≤ t − 1, Bt ⇒ bt+1Xα,
and Xα ⇒∗ y′ (which follows from the induction hypothesis, as observed in the case of rule (2)). Then, it is easy to see that
A ⇒∗ x along the previous case. This completes the ‘‘if’’ part of our claim.
Suppose now that A ⇒∗ x. If A ⇒ x, then rules (1) and (4) imply that A |=a y |=∗y ϵ and M makes at most one turn in
this computation. If A ⇒ aBα ⇒∗ ay (= x), where B ∈ N and α ∈ (N ∪Σ)+, then rule (2) implies A |=a Bα. Let B0 = B and
α = y0B1y1 · · · Btyt , where t ≥ 0, Bi ∈ N and yi ∈ Σ∗ for all i. If Bi ⇒∗ zi in this derivation then the induction hypothesis
implies that Bi |=∗zi ϵ (andM makes at most 2ξρ(Bi)−1 turns in this computation), for all i. Note that yi |=∗yi ϵ for all i because
of rule (4). Therefore,
Bα = B0y0B1y1 · · · Btyt
|=∗z0 y0B1y1 · · · Btyt
|=∗y0 B1y1 · · · Btyt
· · ·
|=∗yt−1 Btyt
|=∗zt yt
|=∗yt ϵ,
i.e., Bα |=∗y ϵ, andM makes at most
∑
0≤i≤t(2ξρ(Bi)− 1)+ t turns in this computation, which is no larger than 2ξρ(B0)− 1 ≤
2ξρ(A)− 1 if t = 0 and is no larger than (t+ 1)(2ξρ(A)−1− 1)+ t ≤ 2ξρ(A)− 1 if t ≥ 1 (so, A → aBα is a type-1 production)
because t + 1 ≤ ξ and ρ(Bi) < ρ(A) for all i. It is clear now that A |=∗x ϵ and M makes at most 2ξρ(A) − 1 turns in this
computation.
As the final case, suppose that A ⇒ aB ⇒∗ ay (= x). If |y| = 1 then A |=a [B] |=y ϵ by rules (3) and (5), and M makes
no turn in this computation. Assume now that |y| ≥ 2. There are two cases to consider. First, if the given derivation has the
form
A ⇒ aB
⇒∗ ay′B′
⇒ ay′bX
⇒ ay′bc (= x),
where B′, X ∈ N , b, c ∈ Σ , y′ ∈ Σ∗, and B ⇒∗ y′B′ is obtained by using productions of the form C → dE with C, E ∈ N and
d ∈ Σ , then A |=a [B, X][X] by the second rule in (3), [B, X] |=∗y′ [B′, X] |=b ϵ by the rules in (6), and [X] |=c ϵ by rule (5).
Therefore,
A |=a [B, X][X]
|=∗y′ [B′, X][X]
|=b [X]
|=c ϵ,
i.e., A |=∗x ϵ, andM makes one turn in this computation. Now, if the given computation does not have the above form, then
it must have the form
A ⇒ aB
⇒∗ ay′B′
⇒ ay′bXα
⇒∗ ay′by′′ (= x),
where B′, X ∈ N , b ∈ Σ , y′ ∈ Σ∗, α ∈ (N ∪ Σ)+, y′′ ∈ Σ+, and B ⇒∗ y′B′ is obtained by using productions of the form
C → dE with C, E ∈ N and d ∈ Σ . Then, A |=a [B, Xα]α by the third rule in (3), [B, Xα] |=∗y′ [B′, Xα] |=b X by the rules in
(7), and Xα |=∗y′′ ϵ (andM makes at most 2ξρ(B
′) − 1 turns in this computation) along the observation made earlier. Clearly,
A |=∗x ϵ andM makes at most 2ξρ(A) − 1 turns in this computation since ρ(B′) ≤ ρ(A). This completes the ‘‘only if’’ part of
our claim.
As discussed earlier, this completes the proof of NB-G ⊆ QRd-R-PDAfin. The relation Lin-G ⊆ QRd-R-PDA1 follows as a
special case of the same proof because 2ξρ(S) − 1 = 1 if G is a linear grammar, and so,M is a one-turn PDA. 
Theorem 4.6. QRd-R-PDAfin = NB-G and QRd-R-PDA1 = Lin-G.
Proof. Follows from Lemmas 4.4 and 4.5. 
Lemma 4.7. QR-R-PDAfin ⊆ NB-DG and QR-R-PDA1 ⊆ Lin-DG.
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Proof. Weshall prove the relations in the present lemmaalong the proofs of Lemmas4.1 and4.4. LetM = (Q ,Σ,Γ , δ, s, Z0)
be an arbitrary (2k− 1)-turn QR-R-PDA in normal form, that rocks with delay ξ . Let Q1,Q2, . . . ,Q2k be the partition of Q as
stated in the definition of normal form and defineMξ (q, Z, q′, Z ′) and N as in the proof of Lemma 4.1. Let G = (N,Σ, P, S)
be a context-free grammar such that P consists of the following productions: for all r1, r ′1 ∈ Qodd, all p2, p′2 ∈ Qeven, all
p, p′, q, q′, r ′, r ′′ ∈ Q , all a, b, c, d ∈ Σ , all x, x′ ∈ Σ∗, and all Z, Z ′, X, X ′, Y , Y ′, Y ′′, Y ′′′,W ,W ′ ∈ Γ ,
(1) S → [s, Z0, p, X]b if (q′, ϵ) ∈ δ(p, b, X),
(2) [q, Z, q′, Z ′] → x if x ∈ Mξ (q, Z, q′, Z ′),
(3) [q, Z, q′, Z ′] → xa[r1, Y , r ′, Y ′]bx′ if x ∈ Mξ (q, Z, p,W ), (r1, YX) ∈ δ(p, a,W ), (p2, ϵ) ∈ δ(r ′, b, Y ′), and x′ ∈ Mξ
(p2, X, q′, Z ′),
(4) [q, Z, q′, Z ′] → xa[r1, Y , r ′, Y ′]b[p2, X, p′,W ′]c[r ′1, Y ′′, r ′′, Y ′′′]dx′ if x ∈ Mξ (q, Z, p,W ), (r1, YX) ∈ δ(p, a,W ), (p2, ϵ) ∈
δ(r ′, b, Y ′), (r ′1, Y ′′X ′) ∈ δ(p′, c,W ′), (p′2, ϵ) ∈ δ(r ′′, d, Y ′′′), x′ ∈ Mξ (p′2, X ′, q′, Z ′), and µ(q) < µ(p2) < µ(q′).
Production (1) is identical to the one in the proofs of Lemmas 4.1 and 4.4. Production (2) corresponds to a height-
preserving sub-computation. Productions (3) and (4) correspond to a computation that involves at least one turn; the former
(latter) cannot (can) be divided into two parts such that there exists a state p2 with µ(q) < µ(p2) < µ(q′), at which the
stack contains exactly one symbol.
Define N0,N1, . . . ,N2k as in the proof of Lemma 4.1. Then, they form an ultralinear decomposition of N , and so, G is
nonterminal-bounded. If we remove production (2) with x = ϵ by using production substitutions of type 2 (Lemma 3.2) and
then apply production substitutions of type 1 (Lemma 3.1) to production (1), then the resulting grammar G′ generates L(G)
and G′ is a nonterminal-bounded grammar in double Greibach form.
It is sufficient to prove now, by using an induction on |w|, that
[q, Z, q′, Z ′] ⇒∗ w if and only if (q, Z) |=∗w (q′, Z ′)
for all q, q′ ∈ Q , all Z, Z ′ ∈ Γ , and allw ∈ Σ∗because this would imply that L(G) (= L(G′)) = L(M), and so, QR-R-PDAfin ⊆
NB-DG. This induction proof is fully analogous to the one in the proof of Lemma 4.1 (or Lemma 4.4) and is left to the reader.
As a special case, ifM is a one-turn PDA, then G has no production of the form in (4). Therefore, G is a linear grammar (and
G′ is in double Greibach form) in this case, and so, the relation QR-R-PDA1 ⊆ Lin-DG holds. 
Lemma 4.8. NB-DG⊆ QR-R-PDAfin and Lin-DG⊆ QR-R-PDA1.
Proof. It is sufficient to observe that, in the proof of Lemma 4.2 (NB-RG⊆ QRi-R-PDAfin and Lin-RG⊆ QRi-R-PDA1), if G is a
double Greibach grammar then the constructed PDA M quasi-rocks in the decreasing mode also. Let G = (N,Σ, P, S) and
let ξ be the number defined in the proof of Lemma 4.2. Let G′ = (N ′,Σ, P ′, S) be the grammar in the standard form, obtained
by performing the preliminary transformation given in the proof of Lemma 4.2. Note that, in the preliminary transformation
of A → a1a2 · · · amBbn · · · b2b1, we have 1 ≤ m < ξ and 1 ≤ n < ξ in the present case because G is in double Greibach
form.
There are three types of height-preserving moves that can be made byM:
(a) A |=a α (and A ⇒ aα), where α ∈ N ′ ∪Σ , because of rule (1),
(b) [B, A] |=a [C, A] (and C ⇒ Ba) because of rule (3), and
(c) [B, A] |=a α, where α ∈ N ′ ∪Σ , because of rule (3) or (4).
Note that onceM makes amove of type (a) then it can use the same type of moves only in the subsequent height-preserving
moves; M makes no more than ξ consecutive such moves because of the preliminary transformation, as we observed in
the proof of Lemma 4.2. M can repeat the moves of type (b) no more than ξ − 1 times, again because of the preliminary
transformation (i.e., n < ξ as indicated above). This means that the maximum number of height-preserving moves that can
be made byM consecutively is 2ξ , which is obtained by ξ − 1 moves of type (b), followed by a move of type (c), followed by
ξ moves of type (a). Therefore,M rocks with delay 2ξ . (This is an upper bound for both increasing and decreasingmodes, but
M rocks with delay ξ in the increasing mode as observed in the proof of Lemma 4.2. If G is in Greibach form only (so, n = 0
is possible) thenM does not quasi-rock in the decreasing mode because the height-preserving moves cannot be bounded in
(a), thus we used a different transformation for NB-G⊆ QRd-R-PDAfin and Lin-G⊆ QRd-R-PDA1 in Lemma 4.5.) As discussed
earlier, this proves NB-DG⊆ QR-R-PDAfin and Lin-DG⊆ QR-R-PDA1, and so, the lemma holds. 
Theorem 4.9. QR-R-PDAfin = NB-DG and QR-R-PDA1 = Lin-DG.
Proof. Follows from Lemmas 4.7 and 4.8. 
5. A hierarchy and decision properties
This section constructs an extended hierarchy of PDA languages, which will follow from the grammatical characteriza-
tions proved in Section 4 and the relations among the grammar classes, partly proved in [13] and partly extended in this
section. We shall also present a few undecidability/decidability results for PDAs, which will follow immediately from the
decision properties for double Greibach grammars proved in [13] and the characterization results proved in Section 4.
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Lemma 5.1. NB-DG and Lin are incomparable with respect to set inclusion [13].
It is known that Lin-G( Lin [1]. These two relations can be strengthened to the separation results stated in the following
lemma.
Lemma 5.2. Lin-G− NB-RG ≠ ∅ and Lin-RG− NB-G ≠ ∅.
Proof. Let L = {a2nbn | n ≥ 1} and let s be a regular substitution such that s(a) = ac∗ and s(b) = b. It is easy to see that s(L)
can be generated by the Lin-G grammar with the following productions:
A1 → aB1 | aA2,
B1 → cB1 | cA2,
A2 → aB2 | aA1b | ab,
B2 → cB2 | cA1b | cb,
where upper-case letters denote nonterminals (A1 is the start symbol) and lower-case letters denote terminals. We shall
prove s(L) /∈ NB-RG by using an argument similar to the one used to prove Lin− NB-DG ≠ ∅ in [13].
Suppose, to the contrary, that s(L) = L(G) for an NB-RG grammarG = (N,Σ, P, S). Everywordw ∈ s(L)with sufficiently
many a’s is generated by G using a derivation D of the form: S ⇒∗ uAy ⇒∗ uvAxy ⇒∗ uvzxy (= w), where vx contains at
least one a. It must be that, in fact, #a(v) = 2m and x = bm for somem ≥ 1. (#a(v) denotes the number of a’s in v.) Suppose
that A ⇒∗ αXβ ⇒∗ αv1Ax1β ⇒∗ v2v1Ax1x2 (= vAx), where αβ contains a nonterminal. Then, A ⇒∗ (αv1)iA(x1β)i for all
i ≥ 0, and clearly G is not nonterminal-bounded. This means that the subderivation A ⇒∗ vAx of D uses linear productions
only.
Let k = max{|α| | B → αCβ is in P, where B, C ∈ N and α, β ∈ Σ∗}. Then, k ≥ 1 since, otherwise, #a(v) = 0 (≠ 2m) in
D. Consider the case wherew = (ack)2nbn (∈ s(L)), for a sufficiently large n. Then, the subderivation A ⇒∗ vAx of D takes at
mostm steps because x = bm and G is in reverse Greibach form. Note that |v| ≥ 2m+ (2m− 1)k since #a(v) = 2m and all
k c ’s located between each consecutive pair of a’s in v must be generated in the subderivation A ⇒∗ vAx. This means that
A ⇒∗ vAx takes at least ⌈|v|/k⌉ ≥ 2m > m steps, a contradiction. It follows that s(L) /∈ NB-RG, and so, Lin-G− NB-RG ≠ ∅
because s(L) ∈ Lin-G.
Now, let L′ = {bna2n | n ≥ 1}, s′(b) = b, and s′(a) = c∗a. Then, s′(L′) = {wR |w ∈ s(L)}, where s and L are as defined
earlier. It is easy to observe, along the proof given above, that s′(L′) ∈ Lin-RG− NB-G. So, the second relation in the lemma
holds. 
Theorem 5.3. The hierarchical relations shown in Fig. 1 hold, where arrows denote proper inclusion relations and two classes not
related by a chain of arrows are incomparable.
Proof. The normal forms and grammatical characterizations shown in Fig. 1 were proved in Sections 3 and 4 (Theorems 3.5,
3.6, 4.3, 4.6 and 4.9). The inclusion relations shown in Fig. 1 are trivially true. The proper inclusion and incomparability
results follow now from the relations stated in Lemmas 5.1 and 5.2. 
Fig. 1 provides complete hierarchical relations among quasi-rocking (in the increasing or decreasing mode) and/or real-
time, finite-turn and one-turn PDA languages as well as their complete grammatical characterizations. The entire hierarchy
shown in Fig. 1 belongs properly in the class PDA = QR-R-PDA (= CF), where the QR-R normal form was proved in
Theorem 3.3.
We turn our attention now to decision properties. We shall first introduce a PDA class more restricted than the bottom
level of the hierarchy in Fig. 1. Call a QR-R-PDA1 balanced, and denote it by QRb-R-PDA1, if it makes non-height-preserving
moves by using either ‘‘push’’ (add a single symbol into the stack) or ‘‘pop’’ (remove the stack top symbol) operation
and height-preserving moves between the increasing and decreasing modes only (i.e., at the turn). The class of languages
accepted by QRb-R-PDA1s is denoted by QRb-R-PDA1. Call a Lin-DG grammar balanced, and denote it by Lin-DGb, if each
production of the form A → xBy, where A, B are nonterminals and x, y are terminal strings, has the property that |x| = |y|.
The class of languages generated by Lin-DGb grammars is denoted by Lin-DGb. Let FA denote the class of languages accepted
by finite automata.
Theorem 5.4. FA ( QRb-R-PDA1 = Lin-DGb ( QR-R-PDA1.
Proof. To prove the relation QRb-R-PDA1 ⊆ Lin-DGb, let M = (Q ,Σ,Γ , δ, s, Z0) be an arbitrary QRb-R-PDA1, that rocks
with delay ξ . For q, q′ ∈ Q and Z, Z ′ ∈ Γ , let Mξ (q, Z, q′, Z ′) = {w ∈ Σ∗ | there exists a height-preserving computation
(q, Z) |=ξw (q′, Z ′)}. Construct a context-free grammar G = (N,Σ, P, S) such that
N = {[q, Z, q′] | q, q′ ∈ Q and Z ∈ Γ } ∪ {S}
and P consists of the following productions: for all q, q′, r, r ′ ∈ Q , all Z, X ∈ Γ , all a, b ∈ Σ , and all x ∈ Σ∗,
(1) S → [s, Z0, q],
(2) [q, Z, q′] → a[r, X, r ′]b if (r, XZ) ∈ δ(q, a, Z) and (q′, ϵ) ∈ δ(r ′, b, Z),
(3) [q, Z, q′] → xb if x ∈ Mξ (q, Z, r, X) and (q′, ϵ) ∈ δ(r, b, X).
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Fig. 1. A hierarchy of finite-turn PDA languages.
If we remove production (1) from G by using production substitutions of type 1 (Lemma 3.1), then the resulting grammar
G′ is a Lin-DGb grammar such that L(G′) = L(G). We shall prove, by using an induction on |w|, that
[q, Z, q′] ⇒∗ w if and only if (q, Z) |=∗w (q′, ϵ).
This would imply that S ⇒ [s, Z0, q′] ⇒∗ w for some q′ ∈ Q if and only if (s, Z0) |=∗w (q′, ϵ), and so, L(G) (= L(G′)) = L(M).
The induction basis (|w| = 1) holds because of the relation in (3), with x = ϵ, q = r , and Z = X . Assume that the above
claim holds for allw with |w| ≤ m (m ≥ 1) and consider the case |w| = m+ 1.
Suppose first that (q, Z) |=∗w (q′, ϵ). If this computation begins with an increasing move, then it must have the form
(q, Z) |=a (r, XZ) |=∗x (r ′, Z) |=b (q′, ϵ), where axb = w. Then, the relation in (2) implies [q, Z, q′] ⇒ a[r, X, r ′]b and the
induction hypothesis implies [r, X, r ′] ⇒∗ x, and so, [q, Z, q′] ⇒∗ axb (= w). On the other hand, if the given computation
begins with a non-increasing move, then it must have the form (q, Z) |=∗x (r, X) |=b (q′, ϵ), where xb = w and M makes
height-preserving moves only in (q, Z) |=∗x (r, X). AsM rocks with delay ξ , x ∈ Mξ (q, Z, r, X). Therefore, the relation in (3)
implies [q, Z, q′] ⇒ xb (= w) in this case.
Suppose now that [q, Z, q′] ⇒∗ w. If [q, Z, q′] ⇒ a[r, X, r ′]b ⇒∗ axb (= w), where the initial derivation step is
obtained by using production (2), then (q, Z) |=a (r, XZ) and (r ′, Z) |=b (q′, ϵ). Furthermore, the induction hypothesis
implies (r, X) |=∗x (r ′, ϵ). It is easy to see that (q, Z) |=∗w (q′, ϵ) in this case. If [q, Z, q′] ⇒ xb (= w) by production (3), then
(q, Z) |=∗x (r, X) and (r, X) |=b (q′, ϵ). Clearly, (q, Z) |=∗w (q′, ϵ) in this case, too.
This completes the induction proof of L(G) (= L(G′)) = L(M) and the proof of QRb-R-PDA1 ⊆ Lin-DGb.
Every Lin-DGb grammar can be easily transformed into one in which each production has the form A → aBb, A → ab
or A → a, where A, B are nonterminals and a, b are terminals; let G be an arbitrary Lin-DGb grammar in such a normal
form. In the proof of Theorem 3.3, a well-known transformation from a context-free grammar in Greibach form into a PDA
(simulating leftmost derivations of the grammar) was given. If we construct a PDA M from G by using this transformation,
thenM is clearly a QRb-R-PDA1 such that L(M) = L(G). Therefore, the relation Lin-DGb ⊆ QRb-R-PDA1 holds.
This completes the proof of QRb-R-PDA1 = Lin-DGb. The proper inclusion relation FA( Lin-DGb is trivial by the language
{anbn | n ≥ 1} and the relationQRb-R-PDA1 (QR-R-PDA1 in the theorem follows from the undecidability/decidability results
stated in Theorem 5.5 given below. 
Several undecidability/decidability results for (balanced) Lin-DG grammars were proved in [13]. Theorems 5.5–5.7 given
below are direct translations of these results written for their PDA counterparts (QR-R-PDA1 = Lin-DG and QRb-R-PDA1 =
Lin-DGb), which hold because the characterizationmethods used in Section 4 and the one in Theorem5.4 are all constructive.
An unbounded language stated in Theorem 5.6 is one that is not a subset ofw∗1w
∗
2 · · ·w∗k for any wordsw1, w2, . . . , wk and
any k ≥ 0.
Theorem 5.5. LetΣ be an alphabet. It is undecidable (decidable) whether or not L(M) = Σ∗ for a QR-R-PDA1 (QRb-R-PDA1) M.
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Theorem 5.6. It is undecidable (decidable) whether or not (1) L(M1) = L(M2), and (2) L(M1) ⊆ L(M2) for any fixed finite
automaton M1 accepting an unbounded language and a QR-R-PDA1 M2 (QRb-R-PDA1s M1 and M2).
Theorem 5.7. It is undecidable (decidable) whether or not L(M1)∩ L(M2) = ∅ for a QR-R-PDA1 (QRb-R-PDA1) M1 and a QRb-R-
PDA1 M2.
The undecidability results stated in these theorems are stronger than known results stated without the notion of QR-R
and QRb-R restrictions. In fact, the undecidability result stated in Theorem 5.7 holds even if M1 and M2 are deterministic
PDAs (DPDAs). To see this, note first that, given two biprefix morphisms h1, h2 : Σ∗ → ∆∗, it is easy to construct a QR-R-
DPDA1 M1 accepting the set {h1(w)#(h2(w))R |w ∈ Σ+}. (A biprefix morphism is a morphism h such that no word in h(Σ)
is a prefix or suffix of another word in h(Σ) and # is a symbol not in∆.M1 can extractw from h1(w) andwR from (h2(w))R
deterministically since h1 and h2 are biprefix morphisms.) It is also easy to construct a QRb-R-DPDA1 M2 accepting the set
{x#xR | x ∈ ∆+}. Then, there is a word w ∈ Σ+ such that h1(w) = h2(w) if and only if L(M1) ∩ L(M2) ≠ ∅. As the former
problem (the Post correspondence problem) is undecidable for biprefix morphisms [16], the latter problem is undecidable
whenM1 is a QR-R-DPDA1 andM2 is a QRb-R-DPDA1. The status of the equivalence problem (L(M1) = L(M2)) for DPDAs had
been open for a long time since it was first formulated in [7], but it was shown to be decidable in [18].
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