Regression with L 1 regularization (lasso) method was compared to principal component regression (PCR) in Statistical Downscaling (SDS) modeling to predict monthly rainfall. SDS modeling uses ill-conditioned (high correlation/multicolliniear) covariates, which can be solved with selection or shrinkage methods. In this study, we used two GCMs with different characteristics as covariates (CMIP5 and GPCP version 2.2). The results shows that the lasso method gave better results (smaller RMSE and RMSEP) than PCR for GPCP version 2.2, and as good as PCR for CMIP5 covariates.
Introduction
Rainfall is an important variable in the agricultural process. Several methods to estimate the rainfall have been carried out in Indonesia. One of which uses the modeling of Statistical Downscaling (SDS) ( [1, 2, 3, 4, 5] ). SDS modeling is one of the applications of the modeling problems in which p covariates are generally large and not independent. Downscaling [6] is a process to develop the relationship between several variables that represent a large scale with some variables that represent a small scale. In addition, the SDS modeling is a technique that uses statistical model to analyze the relationship between large-scale data (global) and small-scale (local) data. The large-scale data is the output of the General Circulation Model (GCM) and the small-scale data is the rainfall in certain areas. The GCM output is a climate data (precipitation, temperature, etc.) as the results of the modeling of a wide range of satellite output at the location stated in the domain of the grid with coarse resolution 2.5
• × 2.5
• (± 300 km 2 ) measured in time units. Therefore, the GCM output in general is not independent due to their spatial relationship and temporal condition. The statistical model using the GCM output is done by using the variable selection (such as stepwise regression) and reduction dimension (such as principal component analysis).
Variable selection is an important issue in regression especially for problems where the number of variables is large and not independent. Tibshirani [7] proposed a lasso (least absolute shrinkage and selection operator) as a new popular method for the selection of variables and shrinkage. Lasso adds L 1 penalty ( |β i | ≤ t) to the objective function regression model. The advanced of shrinkage is to prevent overfitting that occurs due to collinearity of covariates or high dimension [8] . There is no a closed form to estimate parameter, as in the case the parameter estimation uses the convex optimization. Tibshirani [7] used the quadratic programming and Efron et al. [9] proposed LAR (Least Angle Regression) which calculates a path of coefficients more efficient. The implementation to the SDS modeling shows lasso method is better than the stepwise regression method ( [4, 5] ). This article discusses the use of lasso method for the SDS modeling to estimate the monthly rainfall in Indramayu compared to Principal Component Regression (PCR).
Regression with L 1 Regularization (LASSO)
Let the objective function of least square in multiple linear regression: min
2 where x ij , j=1, 2, . . ., p and response y i for the i-th observation, i=1, 2, . . ., n. Consider least square method with L 1 penalty/regularization called the lasso written in the lagrangian form:
The shrinkage methods [8] are generally not invariant to the relative scaling of the covariates, so that the covariates should be standardized. The Equation 1 is differentiated with respect to β j to have solutions as follows.
Differentiate f (β k , λ) with respect to β j :
Note that x T j x j = x j 2 , then:
Let r −j = y − k =j β k x k , then the solution of β j is:
Since λ and x j 2 are always positive while the sign of x T j r −j is equal to sign (β j ), then Equation 2 is proved.
Aplication to Predict Monthly Rainfall
The SDS modeling in this study used two types of data, i.e monthly precipitation of GCM output as the covariates and monthly rainfall from 11 rainfall stations in Indramayu (January 1981 to May 2014) as responses. Based on the seasonal forecast map, Indramayu is divided into four season zone (ZOM), i.e ZOM 77, 78, 79, and 80. This study used monthly rainfall which represented three ZOM, i.e ZOM 77 (Kr Anyar, Pusakanegara and Tulang Kacang), ZOM 78 (Dempet, Indramayu, Juntinyuat and Losarang), and ZOM 79 (Gegesik, Karangkendal, Krangken and Sukadana).
The precipitation of two GCMs were used as covariates i.e multi-model ensemble Phase 5 Couple Model Intercomparisson Project (CMIP5) [10] with a moderate climate change scenarios of RCP (Representative Concentration Pathways) 4.5 and the Global Precipitation Climatology Project (GPCP) [11] version 2.2 with domain of 7 x 7 grid (49 grids). The CMIP5 data can be downloaded via http://pcmdi9.llnl.gov/esgf-web-fe/ and the GPCP data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their web site at http://www.esrl.noaa.gov/psd/. Coverage areas of GCMs output studied are 101.25
• E -116.25
• E longitude and 13.75
• S -1.25
• N latitude with 2.5
• x 2.5
• grid. Location of Indramayu is exactly under domain that was selected.
The Characteristics of GCMs
The covariates in GCM output are highly correlated. In CMIP5, the numbers of covariate pairs with correlation greater than 0.6 were about 91.24% (1073 of 1176 pairs) and positive, while in GPCP, the numbers of covariate pairs with correlation greater than 0.6 were about 23.55% (277 of 1176 pairs) and 308 pairs (26.19%) of them had negative values. Principal Component Analysis (PCA) was often used as a pre-processing technique to obtain the latent variables (principal components/PC) from linear combination of its covariates that mutually orthogonal. The number of the PC determined by three approach: the screeplot graph, the cumulative proportion of variance and the eigen value. Figure  1 . The screeplot results from the GCMs advised to take three PCs. The cumulative proportion of variance for three PCs of CMIP5 output had already above 90% (97.30%), but the first three PCs of GPCP output had only reached 76.70% (Table 1) . Meanwhile the variance of the cumulative proportion that was above 90% was comprised by eight PCs. The eigen values of three PCs from CMIP5 output and eight PCs from GPCP output have obtained greater than 1. Therefore, further analysis would use three PCs for covariates from CMIP5 output and eight PCs for covariates from GPCP output.
Estimation Models
The estimation of regression models using lasso was done using lars package on the R statistical computing software. The selected variables determined by CP Mallows statistics that was close to the number of parameter expected.
Smaller RMSE (Root Mean Square Error) and RMSEP (Root Mean Square Error Prediction) value were used to compared the best methods. These values
. RMSE uses all data, while RMSEP uses 10-fold cross validation techniques. RMSE and RMSEP values of each models are presented in Table 2 .
RMSE values obtained from LS were always smaller than other methods, but RMSEP values gave higher. Lasso was give smaller RMSE than PCR for both types of the GCMs output on all models. This shows that the prediction model using lasso was better than PCR. However, RMSEP values that was RMSEP value using CMIP5 output as covariates did not show one of the methods (either PCR or lasso) that was superior to other methods. Only six models have smaller RMSEP values using PCR, while five models with smaller RMSEP values achieved by lasso. However, lasso provided smallest RMSEP values for all models using covariates from GPCP output.
Conclusion
The estimation method of the linear regression model using the lasso can be considered as a method of estimating SDS model. In this study, the lasso was superior compared to PCR in the case of not many covariate pairs with high correlation such as in GPCP version 2.2 output. The covariates with positives and high correlation such as in CMIP5 output, the lasso as good as PCR indicated by smallest RMSEP values. 
