Background It was hypothesized that winter excess mortality is a feature of ill health produced by exposure to ambient low temperatures, and will be matched by winter excess morbidity. The aim of the study was to test the prediction that winter excess morbidity would be observable and would show a social class gradient with greater excesses in less affluent groups, who are less able to heat their houses or whose lack of a car exposes them more frequently to outdoor cold exposure.
Background
It is well established that there is an excess mortality from coronary heart disease and various other conditions in the winter. [1] [2] [3] [4] [5] This phenomenon is greater in warm countries than in cold countries and is greater in Britain than in most other countries. 6 The subject has been well reviewed by Curwen. 4, 6, 7 Excess winter morbidity consists of real loss of life, not simply deaths brought forward, as there is no evidence of a peak-trough relationship or of a negative correlation between deaths in one month and low temperatures in earlier months.
Hypothermia accounts for only a very small part of excess winter mortality. Excess winter mortality occurs in all age groups and is related not just to very low temperatures but to temperatures that fall below summer levels. It starts to be observable in September. Surprisingly, there is a relatively gentle social class gradient -this is not just a disease of poverty. The number of excess winter deaths that occur in a winter without influenza and of average temperature (5.05°C) has fallen by half (from c. 60 000 to c. 30 000) in half a century. An extra 7500 deaths occur for each 1°C fall in the mean temperature across the winter. Because influenza occurs in the winter, excess winter mortality is increased by influenza epidemics. The two effectsexcess winter deaths caused by influenza and excess winter deaths associated with temperature -are additive rather than interactive, two different separate phenomena that both happen to occur in the winter. The influenza effect, however, consists of not just influenza deaths but a multiple of it, reflecting underrecording of influenza as a cause of death. The multiple has recently increased considerably (from 2.6 to 15), suggesting either a greater reluctance to attribute deaths to influenza or some new unknown phenomenon associated with influenza epidemics. It is our belief that non-influenza winter excess mortality results from the effect of ambient temperatures and we therefore predicted that it would be matched by an excess morbidity in the same direction and would show a social class gradient, being greater in those who are unable to afford to heat their houses, or whose lack of a car means they have more outdoor cold exposure.
We set out to determine whether such a morbidity gradient could be demonstrated within a single health district. We were aware that other studies have shown hospital admissions to demonstrate less winter excess than mortality, but we believed this would be outweighed by the greater number of events.
Winter excess morbidity: is it a summer phenomenon?
As our measure of social class we used housing type. Social class is an amalgam of different kinds of opportunity, lifestyle and privilege. For statistical purposes it needs to be summarized by a single indicator. Traditionally this has been occupation, but the Black report 8 showed that housing was as good an indicator, and a measure of housing type can be generated from the postcode using Census data to assign a score to enumeration districts. We used the ACORN scoring system. 9, 10 It is important to emphasize that housing type is being used in this study as an indicator of social class not as an indicator of housing conditions. The hypothesis as stated is not dependent on housing type.
To obtain greater precision we concentrated on coronary heart disease and we used hospital admissions, believing that the pattern of serious morbidity was likely to parallel that of mortality.
Our hypothesis was that exposure to ambient cold produces winter excess ill health and that therefore winter excess morbidity would be observed and would show a social class gradient.
Method
Finished consultant episodes (FCEs) for ischaemic heart disease for Stockport residents for the period May-August (summer) and November-February (winter) were aggregated for 1990-1991 and 1991-1992, the two years closest to the Census. Although winter is more conventionally defined as December-March, the coldest months of the year, in this study we used the months around the equinox because in each of these years November was colder than March.
Each episode was assigned an ACORN category according to postcode.
Using the 1991 Census population as the denominator, ACORN-specific admission rates were calculated for summer and for winter.
Using age and sex admission rates derived from the total data (i.e. using the Stockport population as the standard) a standardized admission rate and a standardized admission ratio were calculated, the former by direct standardization and the latter by indirect standardization. Both methods of standardization were used as neither is error-free in an analysis of this kind.
Direct standardization suffers from small numbers effects. Indirect standardization can mislead when comparing populations with each other rather than with the standard population. Indirect standardization was used as the main medium of analysis, with the display of directly standardized rates serving as a check against distortion.
Winter excesses were calculated by subtraction.
Results
The results are shown in Tables 1-5 . All tables are ordered with the less affluent groups at the top.
Discussion
We set out to demonstrate a social class relationship in winter excess morbidity from ischaemic heart disease. Our results are the reverse of those we expected and we feel therefore ethically obliged to place them in the public domain without further manipulation.
We have not attempted to explain our negative finding by intervening variables. There is an obligation to test the strength of positive results, but if that is done with negative results it smacks of trying to explain away the unwanted.
Statistical analysis of this serendipitous finding is not straightforward. A study must always be both imprecise and potentially biased in relation to a hypothesis that it has not been designed to study. Chance findings can only properly generate hypotheses for further research and this outcome is neither enhanced nor diminished by the outcome of statistical analysis. The confidence intervals are wide but this demonstrates only that the study is imprecise, which we admit. A positive statistical result would have given an equally false impression of confidence in data that may well be biased.
The purpose of statistical significance tests is to determine whether a positive finding is strong enough to be accepted or requires confirmation by further research. It is not therefore of relevance to negative results. Testing our results against the null hypothesis would understate the difference between them and the alternative hypothesis. To test our results against the alternative hypothesis, the alternative hypothesis would need to be quantified. Selecting our own quantification for the alternative hypothesis would be open to abuse. Carrying out a meta-analysis to set it would be excessively sophisticated for a study in which bias rather than imprecision is the main issue. Although it could be argued that the wide confidence intervals imply that the data are compatible with the established hypothesis, this would be misleading. It may be Popperian to demonstrate whether expected results are compatible with the null hypothesis but it is definitely Kuhnian to use scientifically conservative significance levels to suggest that unexpected results are compatible with the alternative hypothesis.
There are three potential explanations for our findings, as follows.
(1) They may be wrong in the sense that they may not generalize to other datasets or may embody biases that led to the data inadequately representing the phenomenon they study.
This was a small study in a single district. There were only 82 excess winter events. It is true that there was a striking consistency between the different groups -all four affluent groups showing winter excess morbidity and four of the five less affluent groups showing summer excess. None the less, a small numbers phenomenon is feasible. Or there may have been undiscovered biases resulting from errors in translating postcodes into ACORN categories or from the ACORN classification itself.
This study relates only to hospital admissions and the poor may be less likely to be admitted. Use of NHS hospitals by affluent people may be influenced by use of the private sectoralthough it is hard to see why this should be reduced in the season in which admission to NHS hospitals is hardest. The affluent may take holidays more often than the poor outside the country in summer.
The inclusion of elective admissions may have biased the study. It might have introduced a lag into the data or it may have produced social class excesses in the affluent groups as a result of the inverse care law in periods when elective admissions is at its height.
We would probably have muted these comments had our findings been positive, but then positive findings would have pushed with the grain of established theoretical perspectives. Although we would like to believe that these unexpected findings were wrong, they do reinforce the finding of Curwen 4 that excess winter mortality is a phenomenon with a relatively gentle social class gradient.
(2) A second possibility is that winter excess morbidity results from some element of the experience of winter to which the more affluent groups are differentially exposed -such as poisoning from central heating fumes. We regard this as implausible.
(3) A third possibility is that winter excess morbidity results not from experiences in the winter but from experiences in the summer. The more affluent groups may, for example, have more opportunity to enjoy leisure opportunities in the summer and hence may reduce their summer experiences of ischaemic heart disease by a greater amount.
Support for this hypothesis is borne out by the fact that the expected social class variation in the summer is much clearer than in the winter.
In the summer the rank order of ACORN groups from good to bad in standardized ratios is:
(1) affluent suburban housing; (2) better-off retirement areas; (3) higher-income family housing; (4) council estates I; (5) council estates II; (6) older intermediate housing; (7) older terraced housing; (8) council estates III; (9) high-status non-family areas.
In the winter the rank order is:
(1) affluent suburban housing; (2) council estates I; (3) older terraced housing; (4) higher-income family housing; (5) older intermediate housing; (6) council estates II; (7) council estates III; (8) high-status non-family areas; (9) better-off retirement areas.
The summer rank order corresponds exactly to the expected social class variation, except for the aberrant position of highstatus non-family areas. The winter rank order does not really show any clear social class gradient.
If social class variation is something established in the summer, that bears out the idea that the winter excess is also a feature of the summer figures rather than the winter ones.
On the other hand, winter excess morbidity has been correlated with temperature on a weekly, as well as seasonal, basis and the alternative hypothesis we are advocating here would suggest that it should be greater, not less, in countries that have reduced inequalities in health. It does not therefore explain all the data.
The most appropriate way to investigate the chance findings of this study would be to carry out correlations of social-classspecific mortality and morbidity with temperature on a weekly basis over a large enough population for such a study to be viable. This lies beyond the resources of a single district.
Conclusion
Our original hypothesis is challenged by these data. However, the discovery that social class gradients are more clearly observable in the summer does suggest an alternative hypothesis -that winter excess morbidity is a feature of health benefits derived in the summer and that those benefits are differentially available to the more affluent; for example, opportunities for outdoor leisure. Our present study is not capable of doing more than suggest this serendipitous hypothesis. It deserves testing in a study designed for the purpose. The new serendipitous hypothesis is not entirely satisfactory as an explanation of existing data.
