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SUMMARY •
The primary aim of the work described in this thesis has been 
to examine the general characteristics of microwave semiconductor osci­
llators with non sinusoidal waveforms and, in particular, to study the 
conditions for stability of such oscillators. Single and multiresonant 
circuits are considered experimentally with the L.S.A. mode being the 
main point of interest. It is clear from the results that the dependence 
of the diode power and conductance upon the fundamental voltage amplitude 
for a multiresonant circuit is quite different compared with a pure sinu­
soidal oscillator in a single resonant circuit. Similar results are obtai­
ned using the describing function technique which proves to be very use­
ful in the analysis and synthesis of circuits for optimum properties of 
the system.
The study on stability allowing for the presence of harmonic 
components has led to a generalization of the Kurokawa conditions. The 
new criteria are more restrictive than the condition of stability for 
pure sinusoidal oscillators. The describing function technique provides 
the necessary data to plot the device line and circuit admittance loci 
and a graphical interpretation of the stability conditions at each fre­
quency component is presented.
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CHAPTER X
INTRODUCTION
The discovery of the " Transferred Electron Effect" hy J.B.
Gunn was the starting point of the microwave semiconductor oscillator 
technology with all its potential applications to communications and ra­
dar. Within the last few years microwave semiconductors for signal gene­
ration and amplification have divided out in six different technological 
directions: T.E.O.,Impatts, Trapatts, Baritts, Bipolar Transistors and 
F.E.T's.
During the last decade substantial efforts have been directed in 
the development of practical oscillators and amplifiers incorporating Gunn 
diodes as the active element. The semiconductor materials geherally used 
for fabricating microwave devices are silicon for avalanche junction dio­
des, gallium arsenide for transferred electron devices and more recently 
indium phosphide also for Gunn effect. Of the three, silicon technology is " 
by far the most advanced because process control is superior, devices are 
reproducible and several fabrication techniques are available. However 
GaAs technology has developed quite fast during the last few years.Unlike.Si, 
GaAs permits true semi insulating substrates to be grown for devices that 
operate at microwave frequencies.
Several modes of oscillation are possible depending upon the in­
ternal field distribution within the sample, A GaAs T.E. device may opera­
te in any of the three possible modes: the Gunn or transit time mode, the 
quenched domain mode, or the limited space charge accumulation (L.S.A,) mo-
-de. The most interesting mode of oscillation is the U.S.A. because the 
most power can be developed without the limitations inherent in the other 
oscillation modes. Continuous wave GaAs devices can produce output powers 
as high as 2 W in X band and can operate at' frequencies of almost 100 GHz. 
For pulsed GaAs it is possible to obtain output powers of the order of 6 
kW at relatively low duty cycles from L.S.A. mode devices in L band, dro­
pping to about 2 kW in C band
Device -circuit interaction in relaxation oscillators is not 
fully understood and no satisfactory explanation has been found for some 
phenomena observed when working with this type of oscillator. The aim of 
this thesis is to give a better understanding of negative resistance os­
cillators which have non sinusoidal voltage waveforms and derives the modi­
fications brought about by the harmonic frequency components, in particular 
when the stability of the operating point is concerned. The use of
describing functions, a technique in control theory not widely used due to
the analytical complexity, provides an elegant approach to this problem.
For this purpose the circuit and active device are studied independently 
although they are related by the operating conditions.
This thesis may be grouped in four main sections. The first sec­
tion consisting of Chapters II,III and IV gives an introduction to the 
transferred electron effect, a study of the operating conditions and 
experimental observation of the different waveforms for the current and
voltage of the L.S.A. relaxation oscillator. Ho attempt was made to give a
detailed theoretical, background on the transferred electron effect as this 
can be found in several books specialized on this topic.
The second section has two main objectives:the detailed analysis 
of the describing function technique and feedback model of the system used 
in the theoretical study of the device circuit interaction and to provide
a better understanding of the usefulness of this technique and its de­
gree of accuracy. For unis purpose the describing function technique is 
applied to a non linear device represented by an I-V cubic characteristic 
and the results are compared with those obtained using more conventional 
techniques such as the perturbation method. These two objectives are cove­
red by Chapters V and VI respectively.
In the third section, formed by Chapters VII and VIII, experi­
mental and theoretical results for both single and multiresonant circuits
are presented and the synthesis of. different lumped element circuits in
/
order to obtain possible stable operating points is shown to be feasible 
within certain limitations. The fourth and.final section, Chapter.IX, ' 
deals with' the discussion of the results and some possible applications 
of the analytical method used in this thesis are outlined.
Finally,' Appendix I gives' a comprenhensive description of the 
iterative method used in the computer calculations ..and a full listing of 
the program in Fortram IV is also included. ’ .
CHAPTER II
THE TRANSFERRED ELECTRON EFFECT AND LIMITED SPACE CHARGE 
ACCUMULATION MODE
A review of the transferred electron effect and different 
modes of operation is presented, emphasizing in particular the L.S.A. 
mode and the relaxation oscillator operation.
II - 1 Introduction to the’ Transferred Electron Effect.
■ The possibility of obtaining a bulk semiconductor microwave
negative resistance was first predicted theoretically by Ridley and
(2) . (3)Watkins and Hilsum and although several attempts were made to
obtain a negative resistance without the intervention of a p - n union or
similar interface, the first experimental evidence of such behaviour was
U) ^found by Gunn m  1963.
The mechanism to be described has been observed in other mate­
rials such as InP, InAs, etc , however at present GaAs is the only mate­
rial used comercially to make devices, and is the material used throughout 
all our experimental and theoretical work. Therefore the discussion will ^ 
be restricted to n type GaAs. The e| - k diagram for GaAs is shown in 
Figure (2.l) and is such that thee are satellite valleys in the <100 > 
and<lll> directions that are above the bottom of the central conduction 
band-valley. Recent experimental and theoretical studies by Vinson et al 
on the influence of hydrostatic pressure and uniaxial stress on transferred 
electron effects in GaAs show that a good agreemex was found by assuming
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that the L valleys are below the X valleys and have a. weaker coupling 
to the T minima.The important point to note about this band structure 
is that GaAs has an upper valley in the conduction band which has an 
effective mass that is bigger than that of the lower valleys, as indi­
cate by the curvature - effective mass relation:
(2.1)
The low field mobility of actual material ranges from 6000 to
9000 cm / v.sec.. At a field near 3 kv.cm the hot electrons (600 °K)
are scattered into the satellite valleys by polar optical phonons. As
the.field is increased, the number-of electrons in the satellite valleys
increases until the number of electrons scattered into these valleys
equals the number of electrons back to the central valley by the'relaxa-
(6)tion process. However Frolich demonstrated that in a single conduction 
valley there is a maximum value of enegy loss by electron-optical phonon 
interactibn and the mean electron energy will start to increase above the 
value of the lattice for fields above a critical value.
As the electron temperature is raised, electrons with energies 
equal to the sub-band minimum will transfer because of the higher densi­
ty of states available in the satellite valleys and the device will pre­
sent a negative differential mobility because of the decrease of the ca­
rrier mobility with increasing electric field. The critical electric field
at which JlX. changes sign is referred as the threshold field E,, and is 
dE th
determined by the gap between the bottoms of the two valleys and the va­
lue of rate of transfer of electrons. It is important that the energy di-
m
2
a a
<3k‘
fference between valence band edge and thelowest point of the conduc- 
tioa band is significantly larger than the energy difference between 
the conduction band minimum or impact ionization will result.
It could be thought that if there is a negative resistivity
then there must be a negative resistance. The incorrectness of this ar-
. . (7 )
gument was first demonstrated theoretically. Ridley suggested that
a high field region spontaneously formed to keep the entropy a minimum 
(
while Shockley suggested that the field becomes high towards the ano-
de. Both were partially correct, but it was Gunn who observed current
fluctuations in bulk GaAs when biased with a constant electric field
_ 2_
between 2 - h kv.cm and his work gave a better understanding of the 
n&ture of a negative resistivity. Following experiments, particularly 
those by G u n n ^  and H u t s o n v e r i f i e d  that the "Gunn effect mechanism" 
was that correctly predicted by Ridley and Watkins model
Once the effect was established the efforts were directed at
determining the exact shape of the v-E characteristic. One of the most
caplete studies of this characteristic has been made by Butcher and 
(11)Fawcett . The study is based on the Boltzman collision equation to­
gether with the detailed scattering probabilities determined from consi­
derations of the band structure for GaAs and the appropiate quantum me­
chanical formula
(12)Ruch and K m o  experimentally determined the v-E characte­
ristic by injecting electrons into insulating GaAs using an electron 
beam and observing the drift current as a function of applied field.
These results were in good agreement with the theoretical approach by
(13)Butcher and Fawcett. Gunn and Elliott tried using very short voltage 
pulses, in the order or 30 picoseconds in length. It was suggested that 
this should give a very short time for the field to redistribute itself.
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The results of Gunn and Elliott in particular suggested a very low value 
of the negative differential mobility compared to the theoretical values 
of Butcher and Fawcett. •
Figure (2.2) shows the typical v-E characteristic for GaAs 
which exhibits approximately an ohmic law field behaviour up to a thres­
hold field Above this value electrons will transfer to the upper va­
lleys resulting in a decrease of the average carrier velocity for E>E^.
For very high fields, above E - 25 kV.cm ^ further scattering mechanisms
7 _1
saturate the carrier velocity to a value of - 10 cm.sec . .
II - 2 Domain and Accumulation Layer Modes
A region of high electric field or domain as it is called is. 
formed due to the change of charge distribution from its original state.
A local imperfection in the semiconductor where the electric field is 
slightly higher will nucleate an accumulation of charge followed by a 
depletion region due to the difference of velocities.
A domain is usually formed near the cathode because this region
often has the greatest non uniformity owing to crystal damagb occuring
in the process of making the contacts. The domains drift at a velocity
of approximately the saturation velocity, due to the high field region
until they reach the anode. As the domain enters the anode, the absorbed
domain potential is redistributed into.the field outside the domain. Gunn
observed that the frequency of current oscillations was inversely related
(ill) (3 5)
to the length of the GaAs sample. Both Heeks and Gunn showed
that the velocity of the domain decreases slightly with increasing domain
(2) • (15)voltage. The theoretical study of Ridley was confirmed by Gunn by
further experimentation using a fine capacitive probe, revealing the
changes in voltage along the sample. These experiments established
that if the product n.&, where n is the free carrier density and Z
. 1 1 - 2  the active layer length, is sufficiently high i.e. n.£> 10 cm the
domains reached a stable amplitude.
Domain formation leads to a drop in the device current and 
the electric field outside the domain is below threshold value due to 
the potential absorbed by the domain. When the carriers' velocity in the 
high field region equals that in the rest of the sample, the domain 
continues to travel towards the anode but ceases to grow and the ampli­
tude remains stable. The current raises again to threshold as the domain 
leaves at the anode and a new domain is formed once more at the cathode. 
Thus the,period of current oscillations is given by
T * —  (2.2)
• vs
7 -1 . .where v = 10 cm.sec carrier saturation velocity
s
T = Transit time.
This mechanism is the basic principle of the so called
M Domain Transit Time Mode ,f. Although experiments show that the nuclea-
tion point of travelling domains occurs near the cathode contact, the
(16)
exact explanation of cathode nucleation is not clear. Carroll suggests 
that energy transport and diffusion may play a part in the formation of 
the domain near the cathode.
When a constant voltage is applied to a sample in which E = 0 
and n = nQ at each end, Poisson's and charge continuity equations predict 
an excess of carriers at the cathode. This excess of charge is called an 
accumulation layer. As the field increases most of the layer separates 
from the cathode and moves along the sample. The electric field is not the
same at both sides of the layer, being lower thaithreshold between the 
cathode and the layer and higher than threshold between the layer and 
the anode. In general the velocity of the layer is not constant and 
the layer grows until it reaches the anode and a new accumulation layer 
is formed.
Unlike the domain, the accumulation layer is not stable in
an inhomogeneous medium. The accumulation layer will become a dipolar
. ; . . . ' (17)
domain if sufficient time is allowed. This was suggested by Kroemer ,
/ 1 o \
McCumber and Chynoweth in their theoretical attempts to simulate
stable oscillating solutions with GaAs crystals when biased above E,,th
and assuming the doping profile was uniform. This type of oscillation 
was not observed experimentally because any spdial doping fluctuation 
or non uniformity would give place to oscillations and the system
would be unstable. McCumber and Chynoweth demonstrated by simulation
. . .  . 5that with a doping variation as small as one part m  10 over a length
of 1 m  a depletion layer will form ahead of the accumulation layer 
and a dipole domain might be generated.
A complete analysis and discussion of the different Gunn 
modes of operation may be found in some specialized books such as 
those by C a r r o l l , H o b s o n c h a f f i n ^ ^  among others and 
therefore we will restrict this study to the Limited Space Charge 
Accumulation (L.S.A.) Mode which is the operation mode selected in 
this thesis.
II - 3 Limited Space Charge Accumulation Mode . ( L.S.A.)
A new mode of operation of bulk negative resistance devices 
(21) .was predicted by Copeland in computer simulations of a bulk nega-
tre resistance device operated in series with a parallel tuned circuit 
and load conductance as shown in Figure (2.3).
For GaAs diodes the LSA mode has been observed only when the 
bias voltage is more than twice the threshold voltage for Gunn oscilla­
tion . In this mode of operation the frequency of oscillation is deter­
mined by the circuit and is higher than the frequency of oscillation of 
the transit time domain mode. The output power and efficiency are higher 
than when the same device is operating in the transit time mode. When 
the diode is oscillating in the LSA mode, the electric field across 
the diode varies from below threshold value to a value more than twice 
so quickly that the space charge distribution due to a high field 
domain does not have time to form. During the portion of the cycle when 
the electric field falls below; threshold, the relaxation constant is po­
sitive and this ensures the. redistribution of the accumulation layer 
near the contact which started building up during the rest of the cycle 
when the relaxation constant was negative.
The.solution of the non linear differential- equations descri­
bing the system provides the true current and voltage relationship of 
the oscillator. For steady state oscillation the parallel load conduc­
tance presented to the diode must equal the absolute value of the nega­
tive resistance of the diode. Figure (2.^) shows the v-E characteristic 
.with the assumed sinusoidal voltage swing across the device terminals. 
LSA operation is achieved by the proper design and matching of both the 
diode and the circuit. For the inhibition of any domain growth we must 
assume that the doping uniformity is good.
The dynamic -I-V characteristic is to a .first approximation a 
direct scaling of the v-E characteristic, because of the low growth 
'of the accumulation layer and short distance of propagation, with com-
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plete space charge decay during each cycle. The device will behave as a 
broad band negative resistance and high values for the efficiency could 
be achieved. The I-V characteristic of an LSA diode leads to a complex 
solution of the equations defining the system, due to the non linear
relation between the current and the voltage. Several authors, Bott and
(22) .(23) . . . .Hilsum and Ikoma and Yanai consider a piecewise linear approxi-
. . . .  (2k) . .mation for the v-E characteristic, while Hines uses a digital com­
puter feeding in a large number of points from the curve. Although the 
first approach has advantages for numerical calculations, boundary con­
ditions should be carefully imposed at the discontinuities. The analyti­
cal method used in this thesis and based in control theory allows us
. • (25)tc> use thel-V characteristic used by Thim and others, although the
solution, including Fourier analysis, requires the use of a computer.
The analytical expression for the v-E characteristic is:
v(t) =
u E(t) + v 
0 s
E(t)
E,
1 + E(t)
E,
(2.3)
where and vg represent the low field mobility and high field carrier 
saturation velocity respectively. E is a constant field which fixes the
ii
threshold field value.
In a first order theory we can consider that there ia no space 
charge accumulation over a complete cycle, covering both positive and ne­
gative differential mobilities. This condition; is given by
where T = i , f being the oscillation frequency. This'is a necessary
f .
condition hut not sufficient.. To allow operation in LSA, the space 
charge growth during the time spent in the region of negative differen­
tial mobility must be small enough so that the electric field inside 
the sample does not experience too much distortion. Bott and Hilsum 
allow for this, making arbitrary assumptions about the amount of growth 
that can be permitted during the time spent in the region of negative 
mobility.
Dividing the period into two sections, the integral of equa- 
tion (2.U) can be written as .
•t r T-t
P | P
y dt + y dt > 0 (2 .5)
p i n
o
where we have assumed constant values for the average differential mo­
bilities y (positive) and y (negative) during the intervals 0 -*■ t 
P n p
and t ->■ T respectively. The charge conservation and Poissonfs equation 
can be combined to first order in o to give
3n 3E
= -ny —  . (2 .6)
3t at
3E q a
= (n-n )— ^  (2-7)
3x 0 e e
3a - n yq 
  s --- Q——_ a (2.8)
The general solution of equation (2.8) is the normal dielectric 
relaxation equation,
-  16 -
where
t = — -  (2.10)n y q 
o
So, the rels/tive charge growth and decay as a function of 
time will he given by
-ripe t
a. = o e e dE (2.11)
t o
We see that charge accumulation occurs during the 'time 
t^ -> T when the electric field is above threshold and the mobility is 
negative (y^) and therefore t is negative. If the electric field must 
be uniform along the sample, that is the accumulation charge formed 
is very small must be large with respect to the period T ,
1
T < n e y *11
(2.12)
Any accumulation charge formed during t is redistributed 
during the interval 0 -> t , when the relaxation constant is positive
(y > o )
p 9
: = — “  (2.13)p n e y
P
must be shorter than the period to ensure that any charge accumula­
ted is dissipated
JL > e • (2.1*0
f > n e y
Equations (2.12) and (2.lH) lead to the conclusion that for LSA ope­
ration of a good quality n -GaAs diode at room temperature, the ratio 
of doping to frequency should he -within the range
'2.10^ < ~  < 2 .105 sec.cm”2 • (2 .15)
(26)Experimental observation by Copeland and Kennedy 
(27)
and Eastman showed a good agreement with this range of values. The 
theoretical upper frequency limit on LSA operation is related to the . 
electron intervalley scattering time which might be significant in com­
parison with the period of oscillation .
The calculations presented by Copeland assumed that v(E) is 
independent of the speed of variation, of E. This will not be true for 
n-GaAs at frequencies where the period is only several times longer than
the intervalley scattering time. This time is considered to be in the
-12 -12 (28) .region 10 to 2.10 sec. Rees has shown that this will put an
effective limit to the frequency of LSA at approximately 1*0 GHz.
Since LSA is not possible for small amplitudes of rf electric 
field E, large signal calculations must be used to study, the behaviour 
of a diode starting in an unexcited circuit. Copeland found his 
experimental LSA oscillator began in transit time mode which switched 
after several cycles to LSA operation at the circuit resonant fre­
quency. To start LSA mode, the parallel load conductance must be lower 
than is desirable for maximum efficiency. The initial oscillations are 
due to some sort of domain and in long samples there will be a high 
probability of avalanche breakdown before the space charge accumulation 
is controlled and LSA field oscillations are established. Once the de­
vice has started to oscillate and the signal has been reflected in the
different tuning elements of the circuit, the load presented to the diode 
changes, due to the impedance transformation with the distance along the 
waveguide. The impedance presented to the diode is related to the time 
that has passed before the voltage amplitude across the diode falls below 
threshold voltage.
The idea is to allow the peak rf amplitude to build up quickly 
so that the oscillation will quickly swing below threshold to prevent
(29) (30) .domain formation. Spiwack and Kennedy developed several circuit 
configurations to quick start LSA oscillations. One of the most practical 
solutions is to connect the circuit inductance in series with the' device 
and the bias. This results in a non sinusoidal waveform relaxation osci­
llator which has an extremely short starting time and the presence of 
harmonics in the rf voltage leads to higher values of efficiency compared 
with those for a pure sinusoidal rf volt^e across the diode as suggested 
by Copeland.
II - h ' LSA Relaxation Oscillator Operation
The term relaxation oscillation is generally applied to an 
oscillator with a waveform displaying an asymptotic behaviour over a 
considerable portion of the cycle followed by a discontinuous jump to 
a new value. This aperiodic portion of the cycle is a direct function 
of some relaxation time. This type of oscillation is important for 
succesful LSA operation because there is almost no build up time from 
the start of the-oscillation until the amplitude reaches.the proper 
value. In this way the time when space charge occurs is minimized.
A natural consequence of the multiharmonic waveform is that the osci­
llation fundamental frequency is 110 longer equal to the circuit reso-
- 19 -
nant frequency f
fo ~ 2 it spTX • (2.16)
.(31) (32)as showiby Grozskowski and van der Pol . A  relaxation waveform
contains harmonics which have a firm influence in the efficiency as it
will be shown later. .
A simple equivalent circuit model of an LSA relaxation osci-
' ■ ~)
llator with typical values for X band is shown in Figure(2v5)» The 
bias voltage V is chosen so that the diode is biased into the negative
■D
slope of the I-V characteristic, that is
VB = N. Eth. & (2 .17)
where the constant N is in the range 1 < N < 10. The bias supply is 
fed through the series inductance to the LSA diode and the circuit load 
conductance G_ which are connected in parallel. The diode element is 
represented by'the parallel combination of the self capacitance and 
the non linear conductance G^ . Figure (2.6) shows the variation of 
G^ as a function of voltage V. When the bias is applied the voltage 
across the diode initially at zero rises almost exponentially towards 
Vg with a time constant determined by the circuit inductance and the 
load conductance
ta = L ( G L + Gd ) (2 .18)
Below threshold G^ is positive and almost-^constant. However as 
V(t) approaches ^  falls'to zero and becomes negative for V(t
m n rrn LSA CHIP
I-- --- 1
B V(t)
= 0.2 mho
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FIG. (2.6)
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Consequently as the voltage equals the current through drops 
sharply. The supply current can not change very quickly because of the' 
series inductance and so the capacitive current increases causing the 
voltage across the device to rise rapidly. For high voltages | G^ | will 
fall below G and V(t) will reach a maximum value and then decayJLi
towards V^. The process now reverses as decreasing Y(t) causes an increase 
of G^. As before the series inductance restricts the rapid change of supply 
current and so V(t) is forced down quickly by the capacitive current which 
flows now in the opposite direction.
The effect of the small series inductance is to cause a very 
rapid change of voltage through the negative portion of G^. A transient 
voltage waveform of the circuit shown in Figure(2.5) is.shown in .
Figure (2.7) which was obtained using a numerical technique to solve the 
non linear differential equation describing the voltage V as a function 
of time. The details of this analysis are given in Chapter III;. This 
solution is only valid for true LSA operation because the I-V dynamic 
characteristic is assumed to be a direct scaling of the instantaneous 
velocity-field characteristic shown in Figure(2.2). The values corres 
ponding to the ratio-—  within the limits for LSA operation are valid 
in this case. However with non sinusoidal waveform, the range is exten­
ted slightly because of the portion of the oscillation period that the 
device is below threshold is longer than for single frequency operation 
and the time that the voltage is in th high native differential mobili­
ty region is reduced
(33) . .Although Copeland studied the influence of the harmonic
components on the efficiency, the best experimental .yalues were condidera- 
bly lower than those predicted theoretically. Copeland^^ and T h i m ^ ^  
studied the effect of spatial variations of doping density in the LSA
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diode. That could give an explanation for the degradation of the effi- 
cimcy, but did. not explain that the.best experimental efficiencies
were normally obtained with higher values for ~  and the voltage wave-
f
(3*0form contained more components than the fundamental. Reynolds et al
obtained an experimental efficiency around 30% at L band frequencies 
with
(35).
n . 5 —3 values for j  m  the range 2 - 5 10 sec.cm . Jeppesen and Jeppsson
have done computing simulations of LSA operation in real time using 
a distributed element transmission line sggesting that succesful LSA
operation should occur for doping to frequency ratios in the range
5 -3
1 - 5.10 sec.cm
The frequency of operation is in general a function of the 
bias voltage as this controls the rate of rise of the asymptotic portion 
of the cycle. In the case of LSA model, the period of oscillation is 
given by
V _
T = L.G I n --- — —  + v J T x  (2.19)
° V - VB th
where Gq = for V < V . This expression for the period was
(36)propossed by Jeppesen and Jeppsson . The first part of equation
(2.19) involving the inductance and the low field conductance of the 
device is due to the exponential voltage rise from zero to threshold, 
approximately given by
- t
V(t) = V_ ( 1 - e LGo) (2.20)
a
The second term of equation (2.19) corresponds to the sinusoi­
dal oscillation period of the parallel I.C circuit. Assuming that equation
(2.19) is valid for the period one can see the dependence of the frequent 
cy upon the bias voltage. A practical realization of the circuit of
Figure (2.5) for operation at.microwave frequencies is extremely 
difficult to achieve as the circuit elements are distributed and 
are then frequency dependent. However it is possible to approach 
the design of a single resonant microwave circuit using a simple 
model of distributed elements as shown in Chapter VII
CHAPTER III
THEORETICAL LSA RELAXATION OSCILLATOR. OPERATION CONDITIONS 
AHD STABILITY OF THE OPERATING POINTS
This Chapter presents a study of the operating conditions 
of a microwave oscillator, defining the device line, admittance locus 
of the associated circuit and the stability criteria for the operating 
points. A full analysis of the LSA relaxation oscillator is performed • 
by computer simulation with discussion of the computed solutions as 
well as the Fourier analysis of the LSA relaxation waveforms.
Ill - 1 Operating Conditions
The most general configuration of an oscillator is shown in 
Figure (3.1) where the oscillator is represented by a waveguide cavity 
with a negative resistance element. The variable short circuit and 
the coupling probe allow tuning for maximum output power. Independent­
ly of the configuration of the system, the schematic diagram of the 
oscillator may be drawn as in Figure (3.2). The active element termi­
nals determine the reference plane. Y(oj) is the admittance presented 
to the diode at the reference plane and -Y(V) represents the admittan­
ce of the diode and is a function of the voltage amplitude or current 
amplitude if we consider impedances (-Z(l) ). In general -Y(V) depends 
also upon the frequency and amplitudes of the different harmonics. We 
can assume at this stage that the variation of -Y(V) with m is very
- T O ­
BIAS PROBE
Variable 
short circuit
DIODE
SCHEMATIC DIAGRAM OF A MICROWAVE OSCILLATOR
FIG. (3.1) 7
V -Y(V) Y(o))
EQUIVALENT. CIRCUIT OF AFREE RUNING MICROWAVE.OSCILLATOR
FIG. (3.2)
«-1
slew compared "with Y(to) and that the .amplitude of the’harmonic; 
components are very small due. to the filtering action of the reso­
nant cavity. So the voltage across the diode may he written as:
v(t) = Be V e o
j(wt + <j>)
(3.1)
where Vq is the amplitude and <j> the phase. The curent through the 
diode is given by
-Y(V) = -G(V) + jB(V) (3.2)
i(t) = Ee -Y(V).V e o
= -G(V)Vqc o s(urt+<f>) - B(V)V sin(ut+<[)) (3.3)
If the admittance presented to the diode is Y(o))= G(a))+dB(co) 
the current through Y(uO is given by
i1 (t) = Be Y(w).V e o
j(wt+$)
= G(w) Vqc o s(wt+cj)) - B(o)) Vosin(cot+(|)) (3-U)
In steady state and with no external voltage applied we have,
i(t) = i1(t) (3.5)
-G(V)V cos(a)t+(J))-B(Y)V sin(o)t+(J)) = G(co)V cos(wt+d>)-B(w)V sin(wt+<j>) (3 .6) 
o o o o
Multiplying equation (3.6) by cos(a)t+d)) andsin(o)t+(j>) respectively and
integrating over a complete rf cycle and due to the orthogonality of the
trigonometric functions, we have
[g (o>) + G(V)J Vo = 0 (3.T)
If Vq "has a finite value, the operating point is defined
then by
X(io)=-Y(V) ' (3.9)
The same conditions would be derived when more than the fun­
damental component is present in the voltage across the diode. However 
the numerical analysis is far more complicated. The use of describing 
functions, to be introduced in Chapter V, simplifies the analysis and 
it provides a firmer basis to determine the number of harmonics to be 
donsidered in the input signal to the diode.
In the present analysis the active admittance seen looking 
into the cavity from the output port is a function of w as well as 
the rf voltage amplitude and although the linear part is separated 
from the non linear part, it is very difficult to apply linear network 
theory to the complete system. So the determination of the reference 
plane at the device terminals is very important because once the voltage 
across the device terminals is known, the voltage at the oscillator out­
put port can be easily obtained through a linear transformation of the 
rest of the circuit.
Ill - 2 Admittance Locus, Device Line and Operating Points
We have seen that oscillation in steady state is given by the 
condition of net conductance and susceptance zero. It is possible to 
represent in the complex plane. Y(w) and -Y(V) as a function of a) and V 
respectively as shown in Figure (3.3). The locus of Y(oj) as a function
DEVICE AMD CIRCUIT ADMITTAMCE LINES 
FIG.(3.3)
of w is called the circuit admittance or admittance locus and the arrow 
indicates the direction of increasing values of w . The scale in the 
admittance locus' represents equal increments in frequency.
The locus of -Y(V) as a function of V is called the device line. 
For a particular value Vq of the rf voltage amplitude, the corresponding 
point -Y(V ) is called the operating point of the device. The arrow in 
the device line indicates the direction of increasing values of V. Also 
the scale in the device line corresponds to equal increments in the rf 
voltage amplitude. In steady state the operating point is determined by 
the intersection of the circuit admittan os and the device line. The rf 
voltage amplitude VQ and frequency coq can be read directly from the 
scales in both loci.
When more than the fundamental component is present in the 
voltage waveform across the diode we have ,to consider the different 
device lines and circuit admittances corresponding to all different 
harmonic components. The various intersections will provide the values 
of the amplitudes of the harmonic components of the rf signal.
Ill - 3 Stability of the Solutions
In order to calculate the instantaneous change in current 
through Y(w), let us consider the time derivative of v(t), where v and
<j> are assumed to be slowly varying functions of time. From equation C3.ll
we have
- - V (w+*|| ) sin(a)t+(f>) + ~  cos(wt+<|>) (.3.101
Equation (3.10) can be re-written as:
- 31 -
dv
dt = Re j ( ^ )
JL dV 
V dt
■j (cot+4>)
(3.11)
The time derivative corresponds to multiplication by jco. We can
then replace jco by j(^+ _ -A ) an -^ Re £Y(co) .vj will give us the
instantaneous current through Y(co), where V is the expression for v(t) 
j (cot+<{>)in the form V e‘ . Therefore ,
Yta+ii-iS ) = y(«) + _iiv }v dt v at 1 K ’ du  ^at v at '
— n (  ^ i 'x> f \ I / -^0 , • dB \ / dcf) . 1 dV \- GM  + .0B((o) + (-JJ+ 0 ^ ) (  _ _ o T —  ) (3.12)
whee we have assumed that
d<{)
dt «  (0
1 dV 
Y dt «  co
So,
Re ^ Y(u) vj = £ 
[
p , x dG d6 ^  dB 1 dV
G^ oo; +—  -rr + —  —  vrdco dt dco V dt
-B(co) S  di
' ' dw dt V dw dt
V cos(cot+<f>) +
V sin(cot+<j>) ( 3.13)
The condition of operation is given by equation (3.5) and mul­
tiplying by cos(cot+cj)) and sin(cot+.<j)) respectively and integrating over 
one period of oscillation we have:
G(a)) + "§ i£ + 3i'i _ g (v )
' ' da dt da V dt y 1 (3-lU)
= -B(V)dco V dt dto dt (3 .1 5 )
Equations (3.1*0 and (3*15) are the basic equations for the amplitude 
and phase of the oscillating voltage. For a steady state free running 
oscillation = 0 and equations (3.1*0 and (3.15) become
G(w) + G(V) = 0
-B(co) + B(V) = 0
' (3.16) 
‘ (3.17)
equivalent to equation (3.9) defining the operating point.
To study the stability of the operating point, let us consi­
der a small variation of the voltage amplitude around its steady state 
value V ,
V V + <SV o
3GG(V) + <3(Vq + «V) = B(V )■ + 5V
(3.18)
(3.19)
B(V) + B(V + 6V) = B(V ) + ' -|2- 6V
O o dv
(3.20)
Equations(3.16) and (3.IT) become
G(o>) + G(Vo+6V) = G(u) + G(V ) + -||| 6V = 0 (3.21)
Vo
-B(u) + B(V +<5V) =-B(u>) + B(V ) + 6V = 0 (3.22)o o 3V|v
o
Eliminating from equations (3.1*0 and (3.15) we obtain: at
a |5 + 5 |B _ B | G  + B  |G + 1 |v
3(0 3co 3<o 3co V 3t
,3G 2 , 3B 2
(aS} + ( 5S }
3B
3(0
(C-+G) + || (B - B) + i  || |Y(w) |2 = 0 (3.23)
For a small variation in the voltage amplitude,V +6V ,
33 -
equation (3.23) determines the differential.equation for V. Substitu­
ting equations (3.21) and (3.22) in equation (3.23) and for a first 
order approximation we have ,
+ ; (3.210
If the operating point is stable, V decays with, time, so 
in order to satisfy equation (3.2*+) it is necessary that:
-_3B 3G _ 3B 3G Q ( -& )
3(0 3V 3V 3w U.<OJ
Equations (3.16) and (3.17) determine the operating point
and this is stable if and only if satisfies the condition of equation
(37) • •(3.25). Kurokawa presents a complete discussion of tlie behaviour
or pure sinusoidal oscillators with multiple resonant circuits and
derives the condition of stability considering an injecting signal, in
. . . . . .  . ' C38J '
the circuit which would be suitable for injection locking. Kenyon
provides a graphical interpretation for equation(.3.251 which, is
easier to apply. Let \p to be defined as in Figure (.3.3). Stable oscilla*
ton at point P is only possible if 0 < \p < it. We. will see. that when
ip -»- 0 the noise in the oscillation will increase considerably.
Ill - Analytical Techniques to Obtain the Operating Point
The value of Vq and m^rbe obtained either by solving the 
differential equation of the system or by graphical representation of 
the device line and admittance locus of the circuit; The device line 
is not easy to obtain, specially when harmonics are taken into considera­
tion, however more information is available from the point of view of
- 3*f. -
studying the stability of the opetating point, being even possible to 
predict new operating points. Control theory provides very useful tools 
to study the stability of the system, but in order to apply it we 
must consider carefully the presence of non linear elements in the sys­
tem, such as the active device . Once the system has -been quasilinearized 
the characteristic equation of the system gives the operating point and 
also data concerning the device line.
Let us consider the simple model of lumped element circuit for
an LSA oscillator of Figure (2.5)« The diode conductance G n is assumedd
to be a direct scaling of the v-E characteristic. Taking the analytical a- 
pproximation for the v-E function used previously as equation (2.3) and 
staling this to correspond to a device of low field conductance Gq=0.2 
mho, as used in these experiments, the device I - V characteristic is . 
given by
v + J ! 2 _ i (  *  j *
I = G Vs VA (3.26)
o ----------------
V • 4 
1 + (T }
A
where £ is the active device length (-llOym), is the low field mo-
3 2 —1 —1
bility (8.3 10 cm .Volt .sec ), v the saturation velocity (85OOO m.s
sec ■**) and = E^.£ where E^ is a field constant of h KV.cm The I-V 
characteristic and conductance as a function of voltage for these 
values of the parameters are shown in Figures (3.^) and (3.5) respecti­
vely. The threshold voltage for this characteristic is -30 V.
Kirchhoff’s law for the circuit gives the^differential equa­
tion for the voltage across the diode :
L.
S.
A.
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2
d V dV / *
L C I ^ + L it ( «!, + V  + V - VB “ 0 (3.27)
Substituting I = G .V in equation (3.27) we obtain the basic non linear 
differential equation of the circuit,
2
d V [L
d e2 V c gl +
dl
dV
—  + V - 1 = 0
de
(3.28)
where V has been normalized to V-. and the variable 0 is related to time tJd
by
6 = A (3.29)
and is given by,
M.  - n 
dV “ o
VA
(3.30)
The initial conditions are 0 dV= 0 , v = ° , -  = 0
The solutions we are interested in are those which will pro­
duce self starting stable oscillations when the switch is activated at 
0 = 0 .  There are different methods to obtain these solutions. The first
method we have tried is the method of isoclines, following the theory
(39) . . .of Cunningham , to solve non linear equations with solutions m  the
cLV
( V, -g-g ) plane, which are transformed by integration into the ( V,0) 
plane obtaining a solution of the basic equation.
Equation (3.28) can be written as a first order differential 
equation in the plane •y'W
ay . 
y  av + $  ( Gi
dl+ gZ ) y + V . 1 = 0 (3.31)
- 38 -
dV
where the change of variable y =-— has been used. The solution ofd6
this equation in the (y,V) plane tends to a limit cycle, which co­
rresponds to the required stable solution. We can represent this
• dv •equation for constant values of— if a linear relation between V anddV
y over each small increment of V is assumed. The curve solution is 
formed by small sections corresponding to the isoclines with their 
slope. The solution of equation (3.3l) is obtained selecting some 
initial values for V and y and joining the different segments of the 
curve solution in order to obtain a continuous curve. We have construc­
ted the solution curve using the isocline method for the van der Pol 
equation, to illustrate the method,
2
d  X  r\ (3jV
•^2 - e (1 -x2 ) —  + x s* 0 (3.32)
This is the equation fcr an oscillatory system having variable
• • • dx •damping. If the displacement x is small, the coefficient of -rr- is nega-
CLu
tive and the damping is negative. If the displacement is large, the 
damping becomes positive. Equation (3.32) describes then quite well 
the behaviour of an electronic oscillator. The solution curve is shown 
in Figure (3.6) for e = 5 where only the half upper part of the limit 
cycle is shown. The solution curve of equation (3.32) rapidly tends to 
the limit cycle which is a characteristic of the relaxation oscillator, 
that is, the time for oscillations to build up is very short. Because the 
equation is not linear the isoclines are curves and not simply straight 
lines. The most interesting property of the solution for the van der pol 
equation is that there is a particular closed solution that is ultimately 
achieved regardless of initial conditions, By relatively simple incremental 
integration, the solution curve in the time plane of equation (.3*31)
8 m = 0
dx
-10
+t
LIMIT CYCLE
-2
Singularity
-1
ISOCLINE CONSTRUCTION & PHASE - PLANE DIAGRAM FOR VAN DER POL'S 
EQUATION FOR e = 5« ONLY THE UPPER HALF PLANE & THE LIMIT CYCLE 
ARE SHOWN, THE FIGURE BEING SKEW SYMMETRIC IN THE LOWER HALF PLANE
FIG. (3.6)
is obtained. The isocline method is not easy' to use and time consuming, 
but the main difficulty arises when any singularity exists, because 
the isocline method applies for all values of V and y except those 
that correspond exactly to singularities. For example the starting con­
ditions of the oscillation for the circuit are V = 0 and y= 0 , and 
they are not valid as initial conditions with this method because of 
the singularity at the origin, and further study of the equation is 
needed.
It is preferable to use a numerical method to solve the non 
linear differential equation. If we are interested in finding as much 
information as possible about the non linear system we may need to 
apfcly several methods of analysis. The perturbation method and the 
method of variation of parameters provide different approaches. The 
first method gives a steady state-solution and it applies only after 
a steady state has been reached and there is a definite amplitude of 
oscillation, independently of the initial conditions. The type of 
solutions we are interested in are of the form
V = Vo(t) + a V1(t) + a2 Tg(t) + ... . (3.33)
with the appropiate initial conditions. The initial voltage can not 
be chosen at will but must have a particular value. The perturbation 
method is used in the analysis of the cubic characteristic and compa­
red with the describing function technique in Chapter VI.
■ The method of variation of parameters provides valuable 
information about the build up or decay of the oscillation and is also 
very useful for the analysis of the circuit properties for the fast 
build up of the oscillation. A.full analysis of these methods is presen­
ted by Cunningham^^^ and . Raven
It was decided to try the Runge-Kutta numerical method for 
solving the non linear differential equation , in an effort to reduce 
the time taken to obtain the solution. Equation (3.31) can be re-written 
as a system of two first order differential equations which must be 
satisfied simultaneously,
V" = p = f(v,e) . (3.3*0
p< = 1 - V Gl+ H  ) P  = f(p,V) (3.35)
Basically the Runge-Kutta method can be applied to any first 
order differential equation of the form
|^ = f(x,,j>) (3.36)
which is' solved from the initial values of x = x and , on theo Y Yo 5
assumption that between <J> =<f>o and (J> =<f>o+Acf>9 f(x,<f>) may be represented 
by a Taylor series truncated after the term m  (A<}>) .The full details
of the method maybe found in standard texts on numerical analysis,
(111) . (1|2) . 
such as Wilkes and Daniel and Moore , and so have not been in­
cluded in this thesis. The Runge-Kutta is particularly adaptable at the 
initial point because no historical values of the solution are required 
to compute subsequent values. The computer program for the solution of 
this ..equation was tested by solving the van der Pol equation solved
before, for different values of e and the results compared with the
(32)solutions published by van der Pol using analytical and theoretical 
methods.
The numerical solutions of the set of equations for different
values of the bias voltage and. load conductance were obtained for ini-
. . dV * .tial conditions —  = 0, V = 0, 0- 0, increasing steps of 8 until the
- 1+2 -
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the period and the amplitude of the oscillation were stable. In all 
the calculations the values of L,C and Gq were kept constant being 
1.6 nH, 0.1 pf and 0.2 mho respectively. Figure (3.7) shows the vol­
tage waveform across the diode for a bias voltage of V = 3 V.. and
B th
a load conductance of G^ = 0.0 mho. The typical asymmetric waveform
indicates the presence of higher harmonics, most significantly the
second harmonic and as a result the fundamental frequency of f =
6.U6 GHz is lower than the resonant frequency of the parallel circuit
(- 12.33 GHz ). Once a solution was obtained and the voltage waveform
Fourier analyzed, the period of oscillation was compared with the
-(31)theoretical value from the expression given by Grozskowski- ;
y n |V 12B = 0L I n I n
n
(3. 37).
Where n represents the number of harmonics. This equation can be 
formulated to obtain the period T as a function of the parameters of 
the circuit and the amplitude of the harmonic components,
1+tt2 LC f  n2 |Vn 
n-o
nrJ
I lvJn=o (3.38)
where j •> ®. Generally j was limited to a value equal to 10. However 
despite this low value the period calculated using equation (3.38) 
was found to agree to within == 3% of the period obtained from the 
computed voltage waveform
Ill - 5 Bias and Load Conductance Tuning
As discussed in Chapter II (II -i|) increasing the bias vol­
tage increases the oscillation frequency by reducing the portion of 
the cycle that the voltage is below threshold as'shown in the wave­
forms of Figures (3.8) and (3.9) for V_ = 5 V,, and V_ = 8 V\_ respec-B th ■ B . th
tively . Jeppesen and Jeppsson derive an expression for the period -
+ + t2 (3.39)
which was quoted before as equation (2.19). t represents the time 
that the device.voltage is below threshold, while t^ corresponds to 
the time that the device is in the high field region, where the de­
vice is effectively a constant current source as shown in Figure (3.10). 
In the derivation of equation (3*39) the time the. device is biased in 
the high negative conductance region is assumed to be very short in
comparison with the rest of the cycle and therefore negligible. This •
/
assumption is valid for values of G^/ Gq < < 1 and for moderately high 
values of the bias voltage, and under these conditions the expression 
provides a reasonable qualitative assessment of the bias tuning. Ho­
wever for lower values of V , the rate of voltage transit through the
13
region of high, negative differential conductance is not insignificant 
in comparison with the rest of the cycle. To illustrate this point 
we have calculated the period of oscillation for different values of 
Vg keeping the value of G^ constant and equal to 0.005* and compa­
red the results with the theoretical values obtained from equation 
(3.39). The graphical comparison is shown in Figure (3.11).
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Increasing the value of G decreases the oscillation period
iJ
as shown by the.voltage waveforms in Figures (3.12) and (3.13) for 
Vg = 3 V.^ and Gg = 0.005 ioho and 0.01 mho respectively. It can he
seen from these figures that increasing G has the effect of reducingL *
the maximum oscillator amplitude on either side of as one would
B
expect. The change in the period is due primarily to the shorter 
sub-threshold portion of the cycle3 the voltage as a function of time 
in this region being
- t
V(t) = VB ( 1 -e L(GL+Go ) ) (3.1(0)
This is because the device voltage no longer falls to zero but to a 
value V^/x where x > 1 . The first term of equation (3.39) t^.repre­
sents the time taken for the current I,, = G V,, to be established
th o th
in the inductance L. To account for the effects of G it would be
Xj
better to replace t^ by
' VB
t' = L(G + Gt ) In £— -----  . (3.1(1)
1 ° L v - - h = i i v
B x th
where x = f(G ). Clearly the increase in the inductive time constant■Lr
from LG ->L(G + GT ) has an insignificant counteractive effect on theo o L
oscillation period in comparison with the strong dependence of Y^/x 
upon G . When the oscillator was loaded with the maximum permissible
li
value of G it was noted that x ->-2 for consistent stable oscillationsJj
For this condition and assuming that >> l s tj^  is given by
V+ht *  = L(G + G )(--- 55L.) (3.1*2)
• 2V -V 
B th
(1*3)
.Christensson et al propose a similar expression for the period
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of osillation . However they consider that the current does not fall- 
below 1^/2 because of space charge accumulation during the part of. 
the cycle above threshold of the period. This leads to the same ex­
pression for t^ as given by equation (3.^2). We must also note that
dV . . . .
m  the high negative differential conductance region is reduced
with'increasing values of G and so the diode exhibits a large ne-
Jj
gative differential conductance over a greater portion of each cycle. 
It must be stressed again that the space charge accumulation effects 
have not been included in this analysis. For the I-V characteristic 
the average conductance is given by
j
# . a t  . (3.113)
o
and the basic condition for space charge control is that G > 0 .
.In order to check that the waveform satisfies this condi­
tion for space charge control, the differential conductance as a
function of time was calculated and shown in Figure(3«l^) for V =±>
•. dv . . dl
3 V.. and G = 0.001 mho. Since '-r=- is propoitional to .-^we see that th L dE * • dV
the inequality G >0 is satisfied without being necessary to evaluate 
the integral. Also the LSA criteria that the voltage remains in the 
high negative differential mobility region for a.small portion of 
each cycle appears to be satisfied
III - 6 Physical Interpretation of the Computed Solutions.
The study of a highly non sinusoidal waveform oscillator 
circuit is appreciably different from that of oscillators where the 
harmonic content in’ the output waveform is low and the waveform is
(hk)practically sinusoidal. Tan and FQuids' establish a set of equa-
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tions which may.be used to obtain important characteristics of the 
steady state solution, such as frequency and the harmonic voltage 
amplitudes, assuming that there is no hysteresis in the I-V charac­
teristic and the voltage and current are stable and periodic.
For the circuit of Figure(3.2) Tan and Foulds show that 
if the voltage and current at the terminals of the non linear device 
are represented by
V = f Vm (3.1(10
00
(3.U5)
CO
• #
where V = V .and I = 1 *  and V and I are the-complex amplitudes m - - m . m - . - m -  m m
CO
of the mth harmonic component, then by forming the summation V I*, (jm)
CO CO ^  ^
and £ V* I^(jm) one obtains the following expressions relating the de- 
©0
vice current and voltage with the harmonic current and voltage amplitu­
des in the circuit:.
I (jm)nV I* = I (jm)n (V I* + (-l)V I ) = S (3.1(6a)
L m m  L m m  m m  nlco m=o
-L.1 r2lT
(-pn+1
nl 2tt
' 3V 81 an-l I " ' .
81 8ut 8 (cot)11-1  ^ (3.H6b)
o
where n is an integer. Similarly
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If V is written, as V = Vq + V1cos(o)t+0^) + V^cos (2ayt+62 ) + .... etc 
2 12
then |V | becomes |v | /h in equations (3.^6) and (3.1+7). Using 
m m
this form of voltage and current, the first three equations in the 
set (3.^7) have particular physical significance in the interpretation 
of the behaviour of the oscillator circuit. For n=o equation (3.^7) 
may be re-written,
2 ttr
, m 1 ~  2tt
m=l 2 JO
I.V d(o)t) (3.^8)
where the expressions I = V (G +jB ) , I* = V*(G -jB ) , V = I (R +jX )
. . m m • m 0 m 5 m m m 0 m 9 m m m 0 m -
and V* = I* (R -jX ) have been used. Equation (3.^ -8) represents the m m m m s *
conservation of energy applied to the circuit over a period of one cycle.
■ • ( 31)For n = 1 equation (3.1*7) reduces to the Groszkowski relation,
co r2-n
y m 1V I -5m = -i
£ 1V  ' 2 . 2itJ
I dV (3.1+9)
For any non linear device with a loopless current-voltage characteristic 
equation (3.1+9) is zero , then
I 111 lvm !2^  = 0 (3-5°)
m=o
This equation states that the sum of• m times reactive powers of all 
harmonics ( the fundamental included ) on the. terminals of a loopless nega. 
tive conductance device must equal zero.
For a sinusoidal oscillator this condition is satisfied by 
the zero susceptance resonance condition which need not necessarily 
apply at each harmonic frequency if the waveform is non sinusoidal.
For m = 2 we have :
It is difficult to envisage how the LSA oscillator circuit functions 
at all, when the differential conductance of the device remains posi­
tive for such a large portion of each cycle and has a large positive 
time average value, as shown in Figure ('3.1*0. Equation (3.51) gives 
a better understanding of this problem, however in order to obtain 
some confidence in the equation let it be applied at first to a simple 
sirusoidal oscillator.. Then assuming V = cos(cot) equation (3.51) 
can be re-written as
V
2 A
2 .
r 2tt
-1
2ir ^  sin^(wt) d(tot) (3.52),
G = —
1 2 IT
r- /^TT. .
dl 
dV d(cot) -
r2lT
dl
dV cos(2cot) d(a)t). (3.53).
.'2 1where the expression : sin (rnt) = —  — §cos(2urt) has been used. Assuming 
dl
-=tt is constant and negative = -G^ , then Gn- G n, which is the condition dV ° d i d
that was derived earlier for the simple sinusoidal case. The frequency 
is given by equation .(3*50), which for a.single harmonic frequency 
component reduces to:
B!
—  = 0 i.e. B ■ = 0 
2 1
as before.
Generally equation (3*51) may be considered as the rf power 
generation, since considering the sign of the evaluated integral from 
the right hand side of the equation, this indicates whether the circuit 
will generate or absorb rf poYer,
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In order for |Vm | to be large, the integral of equation (3.51) must
be negative and large. Figure (3.15) shows the plot of (-J) and (S)2• dv d t
for V = 3 V., and GT = 0,001 mho. Considering the product ~  (-r"z)^  b tn li • dv dojt
it is seen from the voltage waveform ( see Figure (2.7) ) that
,dV \2 . . , dl . . .  , '. _ ,dVx2(t-tJ will be maximum when -??; is negative and a maximum, also (— ) da)t .dV & 9 dt.
dl
is small in the subthreshold region in which —  is positive and large. 
Therefore the integral of equation. (3.51) will be negative, which is 
confirmed by calculation from the computed solutions.
It is clear then that the harmonic components in a non sinu­
soidal oscillator impose more restrictive conditions than for the pure 
sinusoidal case and a great deal of care must be. taken in interpreting 
the behaviour of. non sinusoidal oscillators and parallels with sinusoi­
dal operation' should be avoided.
Ill — 7 Fourier Analysis of the LSA Waveforms ■
The Fourier analysis of the voltage and current waveforms
1 * •was performed in order to determine the relative amplitudes of the
different harmonics. This is necessary if the describing function 
technique is going to be used in the analysis of the oscillator 
circuit.
The’ computer analysis was done for different values of
V_ and G keeping the values of L and C constant, being 1.6 nH and 
13 L
0.1 pf respectively. The relative amplitudes up to the 5th harmonic
for the voltage and current waveforms corresponding to V = 5 V., and 
w  13 o n
G_ = 0.001 mho are shown in Figure (3.16). It is observed that
Ij
the voltage swing at the fundamental frequency exceeds the d.c. vol-
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tage considerably, which is characteristic of this mode. The second 
harmonic has a'high amplitude (-52$ of the fundamental) and is the- 
predominant harmonic, while the third harmonic is of the order of 
10 % of the fundamental.
For a high efficiency it is important that' the d.c. compo­
nents are small, the fundamental components are large and the phases 
between the current and voltages at the "different harmonics are such 
that maximum power is generated at the fundamental and minimum powers 
at higher harmonics. The phase angles are shown in.-Figure (3.17)* We 
see that although the second harmonic voltage and current amplitudes 
are significant, their phase difference is nearly 270 0 , resulting 
in low generated power and low efficiency. For the third harmonic al­
though the phase difference is small, the voltage and current ampli­
tudes are also small, en suring then a very low efficiency. A thorough
study of the effect of the harmonics over the tuning range and effi-
(U5)ciency is presented by Bosh and Engelmann and because we are not 
particularly interested in the circuit properties for high efficiency 
but the interaction between the circuit and the active device, further 
considerations on the efficiency have not been included in this thesis.
The Fourier series reconstitutidn of the voltage waveform 
limited to terms up to and including the fourth harmonic frequency 
is shown in Figure (3.18). Incorporation of higher harmonics into 
the voltage waveform changes the frequency, the second harmonic being 
particularly important. For. the values of the parameters mentioned 
before, the oscillation frequency is 9*05 GHz. This value agrees with 
the value obtained using equation (3-38) within 1.5$* where j was 
limited to 10
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FIG. (3,16a) FOURIER VOLTAGE COMPONENTS FIG.(3.l6b) CURRENT COMPONENTS
280
250
220
190
' l60
130
100
70
V = 5V 
B ' th G_=’0.001 mho Li
2 3 k
Harmonic Component
FIG.(3.17) V - I PHASE ANGLES
~  61
COH
CO
UJ M
O
Lf\
9A/A
F
I
G
,
(3
.1
8
)
CHAPTER IV
EXPERIMENTAL OBSERVATION OF LSA WAVEFORMS
In this Chapter the device material characteristics and 
experimental circuit are treated in detail. The experimental obser­
vation of the different waveforms provides a substantial basis for 
the analytical method described in the following chapters and used 
to derive the operating conditions.
iy - 1 Device Material Characteristics and Mounting Techniques
•The GaAs -used in this work was purchased, from Cayuga Asso-
+ . .
crates as an already contacted slice. The material had been grown by
liquid phase epitaxy onto a single crystal wafer of heavily- doped 
GaAs as described by Christensson et a l ^ ^ .  Figure Oul) shows the 
different layers in the slice. The n+ Sn doped ” buffer layer n is grown 
onto the substrate to prevent diffusion of impurities from the substra­
te layer into the active region. The active layer grown above has
1 5 - 3  .a free carrier density of 1.77 10 cm , a thickness of 119 pm
3 2 —1 —3. +
low field mobility of 8.3 10 cm Volt sec . Onto this an n Te-doped
layer acts as a contacting surface. An Au-Ge eutetic is evaporated 
onto the complete slice and alloyed into the material. The Ge diffuses 
faster than the Au resulting in an ohmic contact to the active layer.
A final Au layer is evaporated on top for mechanical connection purposes.
t Cayuga Associates, Inc., Ithaca, N.Y., U.S.A.,
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The .frequency of operation of a relaxation LSA GaAs osci­
llator is dependent upon both the low field resistance and the self •
-3 2 .capacitance. A typical chip area of 1x10 cm was used which resul­
ted ini a low field resistance of about 5 ft and a capacitance of 0.08 
pf. "When biased at a typical operating point of 2 - ’1* times the thres­
hold field the d.c. device resistance lies between 20 - IfO £2 , which 
.results in a res on able match to the bias' pulse unit.-
The GaAs was cut using a continuous loop stainless steel 
saw with an alumina-glycerol slurry as the cutting agent. For handling 
convenience the chip's were mounting into S^f varactor packages as shown 
in Figure (^.2) using indium solder. The top connection was made with 
a-thin gold strap which was welded to one side of the package and sol­
dered to the other.. In order to keep the parasitic lead inductance 
within appropiate values a wire gold strap was used. (-300 pm)» appro-
• ximately the same dimension as the side of the chip.
For a value of the oscillation frequency of f = h,l66 GHz,
n 5 —3the ratio —  gives a value of k,25 10 cm .sec. which’ is within the
' . 5 n 5 - 3limits proposed for LSA operation: 10 < —  <5 10 cm .sec. The peak
to valley current ratio n^ . is adjusted to the particular value of
pQ , the low field mobility. For the particular sample used in these .
experiments this value is 1.8l as shown in Figure 0+.3).
If there is any accumulation charge it will take;. some time 
to be dissipated, once the voltage has decreased below threshold -volta­
ge . According to Thi m ^ ^  this time is in the order of tens of picose­
conds during which the conduction current is limited to the value of 
saturation current. The net effect is that the I-V characteristic pre­
sents an hysteresis cycle as shown in Figure (if * if). To account for this
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we have considered. Christens son1 s model and the period, of oscillation 
isgiven by,
T = 2tt ^ /lc" + |  krllXa. (1k1)
o B th
T = T1+ T 2 (4.2)
Tj= Sir^/lF (l|.3)
L (n-l) V
E - W T  {k'k)no B th
As mentioned before, Jeppesen and Jeppsson consider no 
formation of accumulation charge, and the I-V characteristic presents 
no hysteresis cycle. In order to make this study more general we Have 
used Christensson1s model, because any accumulation charge may. be ob­
served from the,, voltage waveform obtained experimentally as suggested
(47) ■ • . • .
by Camp . This model is applicable to any Gunn, diode independently
of the internal configuration of the electric field. K i n o ^ ^  shows
that this model is applicable even to a device with domains fully formed,
IV - 2 Experimental Circuit
The experimental design consist of a thick rectangular X band
iris circuit as ;shown in Figure (4.5)* The diode is mounted inside the
iris as shown in Figure (4.6) and a double ridge section is used in order
to reduce the mismatch between the diode and the rest of the circuit.
f
This circuit was developed originally at Cornell University and has been
t Electrical Engineering Department, Cornell University, Ithaca, 
New York 14850, U.S.A.
(35) (l^ o)
analyzed m  detail by Jeppsson and Jeppesen and Lidgey . The
bias is applied across the series connection of the iris and encapsu­
lated diode, the wave-trap being incorporated to prevent microwave 
power from coupling into the bias line. It is possible then to have 
a multiharmonic waveform due to the low Q value of the iris. This is
also convenient for a fast build up of the oscillations when V > V .
* th
For operation in this frequency range it is extremely di­
fficult to obtain a single element non-distributed inductance as 
shown in Figure (2.5) • However if the circuit is designed to allow 
independent tuning at each of the oscillator harmonics so that the 
inductive susceptance can be adjusted to be equal at each frequency 
component,.then the circuit' will be equivalent to the lumped model 
of Figure (2.5) used for computer simulations.
■ The fundamental frequency is below cut-off frequency of 
the waveguide ( -6.66 GHz), and the field components for this fre-. 
quency are confined to the iris and unaffected by the tuning elements 
in the waveguide. Higher harmonics propagating into the waveguide are 
tuned by the variable short circuit and the variable depth, probe.' It 
is only practically possible to attempt control of the load at the 
fundamental, second harmonic and perhaps the third harmonic frequency.
The experimental waveforms were observed on the Hewlett- 
Packard HP iklA, This sampling scope 'has a 12.4 GHz capability or the 
third harmonic of most signals measured.The sampling unit HP ll|30A 
provides the necessary rf trigger signal.
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IV - 3 Bias Circuit
Although efficiencies in excess of 20% may be achieved experi­
mentally from an LSA oscillator, the high power levels involved cause 
a large amount of heat to be generate d in the device and some cooling 
system is' neccesary in order to avoid thermally induced non uniformities 
and therefore a degradation of the characteristics of the active device 
with increasing temperature. Excessive heating results in loss of space 
charge control and eventually the device breaks down through impact ioni 
zation. These conditions restrict the LSA mode to pulsed applications 
as the heat involved from CW LSA mode is too high to be removed satisfac 
torily with.conventional techniques. ..
The pulse unit used in this work is shown in Figure (H.T)«
The pulse is formed by discharging a transmission, line of length lc
which has been charged to a voltage V . The line of length 1. between0 s
lc and the diode serves to separate the primary pulse from any possible 
reflection which will occur if the impedance of the diode is different 
than Zq ( 50 ft), the characteristic impedance of both lines lc and lg.
The energy stored in 1 is,
c . , “ir0-1 -v 2 CU.5)stored 2 c o
where C is the capacitance per unit length of line.Assuming that the
line lg> 2.1^, then all the stored energy will pass in a pulse into
the line 1 . The voltage of the pulse is given by
s
V =  2- - -  v = JLd (4.6)
P"136 Z + Z 0 . 2
O o
and the current:
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• V •
pulse. 2Zq
The energy contained.in the pulse is •
V 2 .
. e n = - 2-  t (U.8 )pulse kz
o ,
where t is the pulse length. Applying the conservation of energy,t 
may. he found.
£ = £ pulse stored
2 2 • 1 C V  V .
- t £ - V  Ch.9)
o
Zo =f i  ' ' (ll-10)
2.1 V 2.1
t = --- - =    • • (i^ .ll)
L.C .vc
where vc is the velocity of a TEM wave in the line.
/
The equivalent circuit of the bias system is shown in Figure 
(^.8) including the diode voltage monitoring T. The voltage across the 
diode is given by
V, = -----    v (^.12)
5 0 + Ed 0
where R_ is the d.c. resistance of the LSA device. The threshold field . d
for GaAs is approximately 3 KV cm-1 and for a material of uniform doping 
density 100 um width, this corresponds to a voltage of 30 volts,To achieve 
this value assuming that R^ is constant and equal to 5Q the low field 
value, V must be 360 volts for a charge line of 50 ohms characteristic
impedance. If V^ is increased just above this value the diode resistance
will increase to a new value R^ because of the negative differential
resistance region of the material. Typically R ’ has a value of 30 ohms
d
when the device is operating as an LSA oscillator and so the voltage acros
across the device will jump to a value of -98 volts,- given by the previous
equation, which is an effective bias in excess of 3»V , . Consequently a
"on
600 volt power supply is required to track the diode, bias voltage over 
the range 0 to S.V^.
A desirable characteristic of the pulse unit is that it should 
produce sharp edge rectangular pulses. The switch used was a mercury 
wetted relay which has a switching time of less than 1 nsec and is ca­
pable of handling charge voltages of up to 800 volts. In this work we 
have used a 250 nsec pulse length, -
To prevent microwave power from coupling into the bias' line 
an anodized aluminium slug of approximately X/k length at the fundamen­
tal oscillation frequency was incorporated in the bias port. This ano­
dized section has extremely low characteristic impedance and is effec­
tively a short circuit to the fundamental frequency. To prevent second 
harmonic coupling into the bias we used a value somewhat less than 'X[b. .
IV -  ^ Voltage and Current Waveforms of the LSA Oscillator.
The rf signal propagating along the waveguide and observed in the 
output port of the system is shown in Figure (^.9). The frequency of 
oscillation for the second harmonic is 8.3 GHz and the output power 
at this frequency is k.3 W. The total current was measured across a 
1 ft disk resistor in series with the device as shown in Figure (H.llb)
R.F. SIGNAL. SECOND HARMONIC 
FIG.(V.9)
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The total current is the sum of the conduction current- and displace­
ment current through the capacitor as indicated in Figure (4.10).
dV .The signal proportional to —  and therefore the displacement current
• . . (51) (52)
is measured by a capacitive probe 9 placed inside the ins near
the diode, adjusting the depth to obtain the best possible waveform.
This arrangement is shown in Figure (4.12a).
'The voltage-waveform is obtained by integrating the displa­
cement current of Figure (4.12b) and setting the minimum of that wave­
form equal to zero. The average of the voltage waveform is then set 
equal to the bias voltage (3^^). Using ChristenssonTs model we have,
T = Y-=. °.24 lO”9 sec. •
and the values of and from the experimental waveforms -of the 
displacement current and voltage are 0.08 nsec and 0.16 nsec respec­
tively. The values of L and C may be obtainei from'equations (4.3) and 
(4.4) for nJ= 1.8, ,VB= 99 V. and fb = 4.5 ft ,
L = I.98 nH
/ * 
c = 0.327 pf
"The total capacitance includes the capacitance of the S4 package used 
in these experiments. An appropiate equivalent circuit of the S4 package 
is shown in Figure (4.l4a). At the fundamental frequency the impedance 
of this equivalent circuit may be considered as shown in Figure (4.l4b). 
The diode capacitance independently of the package is
Cd = 0.327 - 0.22 = 0.107 pf.
. AThe theoretical value calculated using the expression 
where A is the area and d the’thickness of the active device gives 
■ a value of 0.08 pf which gives a good agreement with the experi-
LSA CHIP
■w Ld
■ 0.35 nH 0.25 nH 0.1 pf 0.l6 pf 0.02 pf
FIG.(U.l^a) EQUIVALENT CIRCUIT OF PACKAGE BASED ON.
■ OWENS’ MODEL -
L = 0.6 nH-
DIODE
0.12 pf 0.10 pf
FIG.(lulVb) SIMPLE EQUIVALENT CIRCUIT OF S*l PACKAGE
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mental one0The maximum value of the displacement current is given by 
the maximum vaiue of the slope of the voltage waveform.
Current and voltage waveforms were also observed for a se­
cond sample in a multiresonant circuit with independent tuning faci­
lities for the second harmonic. This multiresonant circuit is descri­
bed in Chapter VIII. For the second sample the threshold voltage is
. 28 volts and the b i a s - = 3.57 V ^ . The peak to valley current ratio
n - 5  —3is near 1.7 and the ratio —  has a value of 4.69 10 cm .sec the fun-
. . 9
damental frequency of oscillation being f = 3.77 10 Hz. The total
current is measured-using a disk resistor of 1 £2 inside the iris and 
the waveform is shown in Figure (^.15). Due to the disturbance intro­
duced by the capacitive and resistive probes it was not possible to 
observed .the displacement current and voltage waveforms for the same' 
tuning conditions as for the total current.
The displacement current is shown in Figure (^.16) for a
bias voltage = h .29 and the fundamental frequency is f =^.08 GHz
giving a value for equal to *k 33 10^ cm. ^ .sec. The- value of the ra- 
n
tio —  has some influence on the shape of the waveform as shown by 
(1+7) .
Camp using samples with a peak to valley ratio m  the range 1.5-* 2
n * 5 *"3and values of —  in the range 1.8 ->-3.2 10 cm .sec. However for this
second sample the ratio —  has a similar value to the first one and 
the displacement current shows the same variation.
Far more interesting is the voltage waveform, because it 
was possible to observe the influence of the second harmonic tuning 
on the voltage waveform. A resistive probe was fitted inside the iris 
and the zero level determined cn the sampling scope. Figured.17a) 
corresponds to high output power at the fundamental and minimum at
Horizontal:0.1 nsec/div 
Vertical : 3.15 A/div 
f = 3.77 GHz
Horizontal:0.1 nsec/div 
Vertical :20mV/div
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VOLTAGE WAVEFORMS
the second harmonic, The voltage .-waveform changes appreciably as the 
output power at the second harmonic is increased as shown in Figures 
(lul7b) and (J+.17c). These waveforms and their admittance loci are 
treated in detail in Chapter VIII,
IV - 5 Some considerations on the voltage and current waveforms
From the expeimental observations we note that the oscilla­
tion is definitely a relaxation oscillation and theidTore space charge 
accumulation control is achieved. The distance travelled by the accu­
mulation layer during the time T = ~  (f being the fundamental frequen­
cy ) must be very sh'ort compared with the active length of the device 
in order to keep the electric field distribution inside the sample uni­
form. '
• On the other hand if-a fully formed domain exists,the electric 
field within the domain wili increase considerably if overlength samples 
are used and cessation of all oscillation and eventual breakdown will 
occur. In order to study this possibility, let us consider that a fully 
formed domain exists. The total voltage across the sample is given by
V = y +  Yfl (U.13)
where & is the active length of the sample and d is the distance over 
which, the depletion of charge occurs, and V^ is the excess domain voltage 
given by
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If the total voltage across the sample is
V - N E,, & th
and assuming E - \ -E ^
ih.15)
N E., £ = g E, ' I + I e n —  th th o e
d =
Eth (2N-1 ) e H
e n '
(b.16)
( U . 1 T )
Equation- (lt.13) may he -written as
N E , I = i E,, Jl+d (E -JE.. )^ th . th • p th 2
(b.lQ)
Substituting equation (U.17.) in equation (. 18) 'the peak electric 
field may be calculated
e n -I (2N-1) .
— J2---------- + k
E Eth- 2
Eth
For the value of the parameters corresponding to the voltage wave--
forms E has a value of 2*79. E,. . The breakdown field for GaAs is of p ■ _th ' .
the order of -50.E ^  and therefore if a fully formed domain exists wi­
thin the sample breakdown will occur and any oscillation will cease.
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CHAPTER-V
MULTIPLE INPUT DESCRIBING FUNCTIONS AHD FEEDBACK MODEL
The theory of describing functions permits the study of 
the active element and associated circuit in terms of a feedback 
model similar to that used in control theory. This makes the study 
of the operating conditions and stability of the solutions easier.
This Chapter is involved with the definition, physical 
meaning.and practical application of the describing functions. For 
this, an introduction to quasilinearization techniques and quasili- 
near approximators is presented. The solution of the characteristic 
equation of the feedback model provides the operating point of os­
cillation , with all the information concerning the frequency of os­
cillation, voltage amplitudes and phase angles for the different har­
monics.
'Particularly interesting is the study of the stability of
the operating points. The study presented in this Chapter is. more
. . ('37) .
general than the original study by Kurokawa for the pure sinusoi­
dal oscillator.
V - 1 Quasilinear Systems
Linear control theory is now very well understood and pro­
vides very powerful tools to study different topics of interest in 
a system. It is then very interesting if we can apply this theory to 
a system which contains some non linear as well as linear components,
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providing the .necessary approximations with minimum error are used. 
Using a feedback model the non linear and linear parts of the system 
are separated and individually studied although they are related 
one to another by the conditions of operation of the system.
A linear system is. represented by the equation
,i J
n d y m o. x..
a. — T- = I t>.  *— ' (5.1)
i=o dt j=o  ^ . dt
where x and y represent the input and output signals. In the frequency 
domain, using Laplace transform ( s=ja)), equation (5•1) may be 
written as
Y(s) = F(s). X(s) . (5.2).
where F(s) is the transfer function of the system.- It is possible 
to' solve equation (5 .1 ) in the time domain but there is no criterion 
to determine if the solution corresponds to a steady state; it is 
preferable to design a mathematical model where it is possible to impo­
se some conditions without changing the physical significance of the 
real model. For the simple case of a passive resistance, shown in 
Figure (5*1) "we have
v(t) = i(t). R
*V(s) = I(s) . R C5«3)
and F(s) = R = constant. The"transfer function which represents R in . 
the block diagram is a constant for any input signal. There is a single 
valued application between a linear element and its transfer function.'
When the element presents a different.behaviour for different
- oo -
(t)
R
I(s).
v(t) F(s)
Y(s)
V(s) = F(s). I(s)
SINGLE LINEAR ELEMENT AND EQUIVALENT BLOCK DIAGRAM 
USING LAPLACE TRANSFORM ‘ '
FIG.(5-1)
I
P
Iv
th
NON LINEAR CHARACTERISTIC WITH TWO DIFFERENT INPUT
SIGNALS
FIG.(5-2)
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input signals it is not possible to apply the same theory because 
now the element has different transfer functions for different
signals, that is, we are dealing with non linear elements. Control.
. (53) (5k) (55)theory is very well treated m  several books 5 /5' ^  and
therefore a more detailed study is not included in this work, al­
though it is convenient to analyze the approximation of non linear 
systems to linear systems in order to apply the numerous techniques 
available in control theory..
Figure (5*2) shows the I-V characteristic of an LSA diode
with two different voltage signals superimposed on the bias point V .±>
If the I-V characteristic was a straight line, there would be no res­
triction upon the input amplitude or form of the input signal, the 
output signal, being I (s’) = K.V(s) whereK = G is the transfer func­
tion. Due to the non linear I-V characteristic, the. device will have 
different responses for signals S^ and as shown in Figure (5.3') •'
The problem of studying a non linear system may be simpli­
fied by replacing each non linear operator-by ah approximating linear 
operation and therefore study the resulting linear system. The linea­
rization of non linear operators can only be justified for small ex­
cursions of the variables around, the nominal operating values as in­
dicated in Figure (5*^). If the response to an input signal modifies • 
the variables within a range.which exceeds the limits of a reasonable 
linear approximation the system must be re-linearized around the new 
different operating points.. So it is desirable to avoid the small signal 
restriction and keep at the same time the advantages of a linear appro­
ximation.
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IN FIG.(5.2)
• • FIG.(5.3)
-LINEARIZED
approximation
'NOMINAL OPERATING POINT
ILLUSTRATION OF TRUE linearization 
FIG. (5.*0
V - 2 Quasilinearization and Describing Functions.
The approximation of a non linear operation by a linear one 
is called quasilinearization. This approximation depends on some 
properties of the input signal. A complete linearized model exhibits 
only linear behaviour, whereas a quasilinearized model exhibits ,the 
basic characteristics of non linear behaviour, that is, dependence 
of performance upon signal amplitude. Quasilinearization has a very 
substantial advantage over true linearization, in that there is no 
limit to the range of signal magnitudes which can be accommodated.
• Quasilinearization is possible for specific forms of input 
signals, that is, we consider a waveform at the input of the non linear 
operator., evaluate -the output signal and approximate the result by a 
linear operation. As-it is shown in next section,'once the system has 
been quasilinearized, a feedback model of the system proves to be 
very useful in determining the input signal at the non linearity.
/The basic model in control theory is shown in Figure. (5.5) 
and we can define it as a system comprising one or more feedback loops 
which compare the controlled output signal x with the command signal e, 
the difference c (c= e-x) is used to drive the output signal x in co­
rrespondence with signal e. In general one can design, except for the 
non linear element itself, the feedback loop with the condition that 
no nonlinearity must be included in it. However the presence of a 
feedback signal makes it more difficult to determine the waveform 
input signal to the non linear element because the feedback signal is • 
modified by the transfer functions in the feedback loop. A practical
- 90 -
N.L.E
BASIC FEEDBACK MODEL IN CONTROL THEORY
FIG.(5.5)
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solution to avoid the calculation of the input signal is by assuming 
its -waveform. In this assumption some previous knowledge of the wave­
form expected across the device is necessary.
The quasilinear approximating functions which describe a- 
pproximately the transfer characteristics of the non- linearity are. 
called ” Describing Functions”. The fundamental limitation on the 
use of describing functions to represent the behaviour of a system 
is that the true input signal to the non linear element must appro­
ximate the input signal used in the calculation of the describing 
functions (D.F.), that is the form of the signal at the input to the 
nonlinearity must be guessed in advance.- The principal advantage of 
the D.F. theory is not that it permits the approximate calculation 
of the response of a given system to a given input or class of inputs, 
this can always be done by computer simulation, but' it is a valuable 
tool to the design of non linear systems. This is shown in Chapters 
VII and VIII, in the synthesis of a single and multiresonant circuit 
models with similar behaviour to the experimental ones, although they 
are based cn lumped elements instead of distributed elements.
Once we have introduced the D.F* and discussed the advanta­
ges and limitations in the use of this technique, the calculation of 
these functions follows. Let us consider the input signal x(t) to be 
formed by the sum of a number of signals x^(t) as shown in' Figure (5*61 
The most general form of linear approximator for the non linearity is 
a parallel set of linear operators,. one to treat each component of the 
input. If each input component is considered to be steady state and 
if we restrict our attention to invariant non linearities, the linear 
operators which form the quasilinear approximators can be taken as
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invariant at the outset.
In Figure (5.6), in the time domain
CO
f
y (t) = I w.(£,) x. (t-£) d£ = Convolution Integral (5»^) a . 1 1
1  o  •
where w^(t,£) is the weighting function and the transfer function 
• for the approximator is given by
iC(v(t£))= I! ( 5 - 5 )
where oL is the Lapiace transform . Once the form for the quasilinear
approximator has been chosen it must be.decided what is the basis to 
make the approximation, that is, what criterion to use in choosing 
the' w^ functions. The criterion used in this study is the minimum 
mean square error. The filters in the linear approximator are desig­
ned to minimize the mean square difference between the true output 
and the output of the approximator.
This criterion is universally applicable to all forms of
/
input signal. Another reason to choose this criterion is that it is 
possible to follow the error analytically.and the development based 
cn this criterion is 'very similar to other optimum linear theories 
based upon the same criterion. The concept of forming a quasilinear 
approximator to a non linear' operator following the criterion of
(56 )minimize the mean square error was presented first by Booton
He considered only a single input component and took the' approxima-
(57)tor to be a static gam. Sommerville and Atherton . took the a- 
pproximator to be a parallel set of static gains. However in the 
present analysis we take the approximator to have the most general
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form : a parallel set of synamic linear operators. From Figure (5*6) 
the error in the approximation is given by
e(t) = y (t) - y(t).cl (5.6)
and its mean square value is
e(t)2 =. y (t)2 - 2 y (t) y(t) + y(t)2
Or CL (5.7)
where
y.
n
(t) = i w . U )  X, (t-5) d £.L,n l l1= 3/0
(5-8)
n n
= 1 1  
i=ii=i
J o  Jo
y (t)y(t) =’. Id • n
1=1
r 00
w.('£) y(t)x.(t-£) d£
(5.9)
(5.10)
Substituting equations (5*9) an<i (5*10) in equation (5*7) the linear 
approximators- w. of the form shown in Figure (5.6) which minimize 
the mean square error may be obtained.
/ r O j
Gelb and van der Velde treat the problem of determining 
the optimum linear approximator to a. non linearity being driyen by an 
input of specified form as a statistical problem. This has the advan­
tage that if there are any random processes in the input components, 
then statistical techniques are essential. West^*^ and Douce
among several other authors give a detailed analysis of this problem.
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V - 3 Mathematical Formulation of the Problem. Feedback Model
Figure (5»T) shows the essential parts of a negative 
resistance oscillator circuit. The non linear negative resistance is 
coupled to the load through some passive network and the circuit con­
tains the facility for injecting some external signal. In the final 
steady state condition the circuit contains currents and voltages not 
only at the fundamental frequency hut also at the harmonic frequencies. 
The coupling circuit is characterized by its current-voltage transmi­
ssion matrix
/ Ivn1
I,1
T T11 12
T T21 22
V
2
2
(5.11)
where V ,1 are the rf voltage and current of frequency co, at the
1  1  J£
input of the coupling circuit and Vgj'Ig are the corresponding values 
at the output. The T ^  parameters are then frequency dependent. At 
this stage the active element is regarded as a voltage dependent ne­
gative conductance, assuming that the time domain current variation 
around a certain bias point is a single valued function of the time 
domain voltage variation around the same point, that is, we are going 
to consider no hysteresis cycle in the I-Y characteristic of the 
active device. We will discuss this condition in more extent when con­
sidering LSA multiresonant circuits.
Since only stationary cases are going to be treated the
complex currents and voltages. 1^, I ^ and V ^ , i.e., the Fourier
C O U P L I N G
C I R C U I T
DIODE
ACTIVE ELEMENT WITH LINEAR COUPLING CIRCUIT, LOAD G AND
INJECTED SIGNAL I
e
FIG.(5-Ta)
REPRESENTATION OF LINEAR COUPLING CIRCUIT. T IS THE VOLTAGE
CURRENT TRANSMISSION MATRIX DEFINED BY (5.1l)
FIG.(5-Tb)
<3k dkek
L 12 22
FEEDBACK MODEL OF THE CIRCUIT IN FIG.(5-7a) 
FIG.(5-8)
components of frequency go of'the stationary currents and voltages
K.
i-,(t), v n(t), i (t) and v (t) may be used. The index k is used to 
d d e e
number the many different frequencies appearing in the' non linear 
system.
Following the straight forward circuit analysis of Gus- . 
tafsson et al in Figure ( 5»Tb) we have
G V , = I , - I,, (.5.12)L ek ek lk
Ve* = TU  VcUc + T12 . (5-13)-
Ilk T21 Vdk + T22 Idk (5..1W
Substituting equation (5.13) and -(5.1^).in equation (5.12) the . 
kth voltage component of frequency across the diode can be 
expressed as':
V , - - V GLT12 - V  (5.15)
• GLT1 1 + T 21
/
This equation must be satisfied by each harmonic component of th.e 
total voltage and current. It is very useful to develop a feedback., 
model which represents equation (5.15) because this model.is the 
common type used in control theory being very.easy to apply all 
the techniques available in linear control theory and also because 
the practical application of the describing function technique is 
based on the approximation of the waveform assumed at the input of 
the non linearity to the true input signal. A feedback model.will, 
determine whether such an approximation is correct. The feedback mo­
del which is a mathematical re-formulation of the problem is shown-
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in Figure (5*8) where the non linear element is represented "by the
transfer function N^ . . It is necessary then to define this transfer
function is used.
It was shown before that a system with n input signals 
at the non linear operator is equivalent to n quasilinear systems. 
Each of them treats one component of the n signals. To each of these 
quasilinear systems control theory can be applied. In Figure (5*8) 
the voltages and currents related to the active element can be 
written in time domain as
Considering the kth component , the non linear operator may be 
replaced bythe transfer function
where N, is the effective transfer function of the non linear de­li
Input Sinusoidal Describing Functions" and correspond to the non
linear admittance of the active device at the appropiate harmonic
frequency. In general N is a function of V , , 0 and <j> . N
k (Ik K k k
function N and find its physical meaning. For this the describing 
k
00
(5.16)
00
(5.17)
(5-18)
vice at the kth harmonic frequency. These N are the "Multiple
k
would also depend upon if the I-V characteristic contains terms 
n m
of the form . In steady state the characteristic equation
for the fundamental and all the harmonics is given by ,
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Ir “ Ie ~ Idk  ^GLT12 + T22^ (5*19)
V d k . =  T21 ( 5 ‘ 2 0 )
Substituting equation (5.19) in equation (5*20) and using the
relation ' I„ = N, V,, we have dk k dk
GL T1 2 + T 22
V,. N —  - - ----—  + 1 = 1  (9-21)
dk k G T + T e
L 11 21 .
In the steady state ( free running ) the characteristic equation can 
be calculated for the fundamental and all the harmonics. This gives 
an infinite set of equations of the type:
GL T12 + T22
N —  — —  + 1  = 0 (5.22)
G1 T11 + T21
G T + T 1
N = - --L 11----^  = -------- —  (5.23)
G1 h 2 + T22
We note that the feedback model allows the linear and non linear parts
of the system to be separated. The left hand side of equation (5*23)
depends only upon the active .element while the right hand side of
this equation depends only upon the linear part of the system L(ja)k )
and is a function only of o)^ . We have a set of non linear equations
and the aim of the analysis is to derive the values of the D.F. N,
k
obaining the voltage amplitudes V,. for the different harmonics, thedk
phase angles and the frequency of oscillation .
As the are functions of the voltage components, when they
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are known it is possible to plot the device line. One must note that
each equation represents a steady state condition and the solution 
must be checked in order to study the stability of the system.
The D.F. technique is applied on the assumption that the 
least significant harmonics generated by the non linear characteris­
tic are sufficiently filtered and attenuated by the linear part of 
the system formed by frequency responsive elements. In Figure (5.8) 
for steady state condition, if the input signal of frequency w at 
the non linearity is '■
the output from the non linear element, which is the ouput signal of
the system I , is given by
(5.25)
where V. Hv (V.. ) = Ido k dk do
The input signal V^. can be written in terms of the ouput
signal as
(5 .26)
where
1
(5  ..27)
(5-28)
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The transfer functions L (jw, ) and L (jco ) are complex andI K 2 K
can be written as
■ Lx( = G1(aik ) ejal . ' ■ (5.29)
L2(ja)k ). = G2(cok ) eJ"2 (5.30)
where G^ and G^ represent real values of the gains of and L^.-So 
equation (5*26) becomes
V =V„ ej(ukt+^  = T ej(\ t+Y)01(Ujr)Go(Ulr)ej(^ +% )--dk do do 1 . k 2 k
1 = \ (Vdk) Gl(\ } G2(“k ) ej(al+“2) (5-31)
So any signal of frequency co^. is attenuated by the linear part
of the system by --77- and its phase modified by i(a +a_).
1 2  1 2
In most cases in control theory satisfactory results are 
obtained considering the input signal at the non linear element as
v, = V' cos((*>t +9) (5.32)
d o
This is true when all the harmonics are filtered by the linear part 
of the system. In general it is necessary to study the filtering ac­
tion in order to determine the number of harmonics which are signi­
ficant at the input of the active device.
V - k Stability of the Solutions
The Fourier analysis of the voltage waveform shows that 
the second harmonic has the biggest influence on the. wayeform and 
frequency of operation which is considerably lower than the resonant 
frequency of the circuit associated with the diode. Multiresonant
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circuits provide independent tuning facilities- for the fundamental 
and second harmonic and negligible power was measured at the third 
harmonic. The amplitude of the third and fourth harmonics are near­
ly 10$ and 6% respectively and considering the low pass filtering 
action of the linear part of the system it is reasonable to repre­
sent the voltage waveform across the device by the expression
v(t) = Vq + V^cosCwt) + VgCos^art +0) (5*33)
The consideration of this waveform across the device is 
' analyzed for every coupling circuit to prove its suitability. At 
this stage it is convenient to express the current and voltage rela­
tive to a chosen d.c. operating point V^and Iq. For each particular 
circuit the d.c. terms must be studied independently because d.c. 
terms are present not only due to the bias voltage but also from 
possible rectification by the I-V characteristic of the active de-
( 5 . 3 * 0  
( 5 . 3 5 1
The set of equations, given by (5-23), to be satisfied is
N L(jio) + 1 = 0 (5.36)
N2(|L ( j 2 o )  + 1 = 0  ( 5 . 3 7 )
Since both N and IL are in general complex, equations (5*36) 
ui 2(o
and (5*37) give rise to four equations. The solution of these
equations determines the steady state operating poiht ^j0 s^2os
m and 0 and leads to the values of the diode admittance at the 
o
vice. Therefore
v(t) = V^cosCmt) + cos(2o)t+0)
i(t) = I1cos(o3t+6) + I^cos (2o3t+y)
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fundamental and second harmonic frequencies.
Once a solution has "been obtained for the set of equations 
(5.36) and (5.37) •we are interested in knowing whether the operating 
point is stable or not. For a small change in the voltage amplitude ' 
AV, the operating point is stable if AV decays with time, or in 
other words, the damping factor o is greater than zero ( e CT^->- 0 )
The present study extends the stability criterion for multiharmonic 
waveforms, whereas only the simplest case of pure sinusoidal wave­
form was studied by Cohen, Loeb and Popov.
is the admittance presented by the passive circuit across the diode. 
Therefore,
For the operating point , we have from equations (5.36) and (5.37)
Remenbering. that corresponds to the diode admittance and has 
both real and imaginary parts we see that the fundamental equations 
determining the conditions for steady state oscillations can be 
expressed as
As we have used D.F. theory to linearize the system it
is convenient to follow the discussion of Loeb^^ upon stability 
although the original method is due to Cohen . The same results 
have been obtained by P o p o v u s i n g  geometrical considerations.
It is easily shown that the term
= Y (jio) = G (to) + j  B » ( 5-38)
(5-39)
(5-ltO)
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G . + G . . . = 0diode (circuit •
B . + B . ., = 0diode circuit
(5 - Ul) 
(5-42)
Separating the real and imaginary parts
Pl(Vlo’V2o’eo>“o ) + j'1l(Vlo’V2o’0o’“o) = 0 (5^ 3)
P2(Vlo’V2o*eo>“o) + m 0 «5. W
where
pfc = Ee
q.fc = Im
X (kio) + M, c k
Y (kw) + N. c k
(5.1*5)
(5.46)
For a small perturbation about the operating point let
V., V, + SV 1 lo 1
V V + <5V 2 2o 0 2
-> 6 +66 o
(o (o + <5o) + j6a o °
(5. 47)
(5.48)
(5.49) 
(5. 50)
If the operation is to remain stable we have
P1 (Vlo+6V1 , V2o+<SV2 50o + 509 uo+ 6a3+j5cJ) +
jl1(Vio+'5v1 , V2o+6V2, 0o+ f ie ,  »o+ <5a)+j6a ) = 0 (5..51)
and
P2^Vlo+<SVl9V2o+<SV29 0 o  +  609 V  6a)+j 5 a  ^ +
^2^V1o+6V19^2o+<5V25, V 609 V  <5a)+^<Sa  ^= 0 (5«52)
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Since 6V_,6VoJ66, 6co and 6a are small quantities we can carry out a
1 c.
first order expansion about the operating point using a Taylor ex­
pansion. This gives
3p 3p. 3p. 3p
Pl (Vlo’V2o>eo ’“o) + ivj 6V1 + W z CT2 + ^  60 + ^  +
. 3pl
J i y  60 + J
3(1-, . 3q 3q
^ ^ l o ’^ o ’V ^ o 1 + lv^ 6V1 + W 2 6V2 + ^ F  60 +
3q, 3q
T77 6 ( o + j  *—  6a 3co 3(0 = 0 (5-53)
Therefore
3p 3p • 3p'_ 3p 3q
—  6V + ■—  6V. + — - 6(0 + — ± 66. - r—= 6a3V^ 1 ■ SVg. . 2 3(0 36. 3w = 0 (5.51+)
3 q  ’ 3 q  ' 3 q  3 c l  3 p
oV^ 1 3 V ^ 2 3(0 3 6 3(0 = o (5-55)
Eliminating the 6co terms leads to
3pn 3p_ 3p
— — 6 V + — - 6V + — - 66
3VX 6 1 3V2 2 36
' ’8 q i
3(0 3(0 .
3q 3q 3q
— - 6V + — - 6V + — - 66
0 1 3V2 0 2 36
2
6a -
p p il
3(0 3(0
- -*
6a = 0
(5.56)
i.e
3pn 3p 3pn
“ 6V, + rrf5 6V + 66
8V1 1 8V2 2 8
3qn 3q-, . . sq-,
- 6V + r ~  6V„ + 66
3(0
dY± 1 3V2 w,2 36
! h
3(0
! h f , + ( ! M
i 3(0 i 3(0 J 6a
(5 • 57)
and an identical equation with p^ - and q^ replaced by-p^’and q^ respec­
tively. For the perturbed condition to decay back to the original sta­
ble operation Sd must be positive. Recognising the bracketed terms of 
the left hand side of equation (5*57) as the total change in p^ and 
q^ brought about by changes in Y ^  and 0q, ^Pi^2.0»^2o9®o^
'^l^lo 9^ 2o90o^ sa^ 9 iea<is to the equations
' dpl(Vlo’V2o’eo)
8Pl
3(0
dq (V- ,V0 ,0 ) 3q,1  lo’ 2o’ o H
3(0 •
> 0 - (5.58)
and
3p2
2' 'lo’ '2o’.“o' 3 coap„(v,_,v„ .0-)
dg2(Vl0’V2o’ ®o^  .^2
> 0 (5.59)
3(0
Equation (5*58) is equivalent to Kurokawa!s condition for stability of
a single frequency oscillator presented in. section IXI-3, and we see
/
that for stability of a non sinusoidal oscillator the corresponding 
conditions must be satisfied at both the fundamental frequency and 
at each of the harmonic frequencies. Thus Kenyonrs graphical interpre­
tation of the stability condition expressed in terms of the angle 
between the load line and the device line must also be satisfied at 
the fundamental and harmonic frequencies, as indicated in Figure (5«9)<
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CHAPTER VI
• ANALYSIS OF THE CUBIC CHARACTERISTIC USING MULTIPLE 
INPUT DESCRIBING FUNCTIONS
The cubic characteristic has been thorougly studied 
using different numerical methods, including the describing function
• (58) (59)technique for pure sinusoidal oscillations . ’ . In this Chapter
we present a detailed analysis of the cubic characteristic for a 
multiharmonic voltage waveform.across the active device, using the 
describing function technique.and the results are -compared with those 
obtained using the familiar perturbation method. •
In particular we emphasize the advantage of the D.F. tech­
nique where no restriction is imposed upon the accuracy as compared 
with the perturbation method. The analysis of the stability and 
input waveform for a possible d.c.term in the input signal to the 
non linear element is also discussed. Finally the inclusion of 
the quadratic term of the voltage in the I-V characteristic leads 
to some interesting modes of oscillation with a strong dependence 
upon the load conductance.
VI - 1 The Cubic Characteristic
The instantaneous current and voltage of the non linear 
voltage controlled negative resistance are related by the curve 
plotted in Figure (6.1). The analytical expression of this curve,
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3
CUBIC CHARACTERISTIC l_ = ra Y + U V
FIG.(6.1)
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with, odd order symmetry is given by
i(t) = a v(t) + b v(t)3 (6.1)
For a 'small signal unstable element the negative conductance condition 
implies that a O  and since the amount of power available is limited:b>0. 
Devices with a symmetrical characteristic with respect to the bias point 
( y(x) = -y(-x) ) do not exhibit a d.c. -term in the output. However for
non symmetric characteristics the presence of a d.c. term leads to a
more complex signal at the input of the non linear element. Such comple­
xity may be avoided by shifting the characteristic to a point where a 
sinusoidal input signal results in an unbiased output signal. Because 
we want to-study.the oscillation conditions and stability in the most 
general form, we have included the d.c. term in the voltage -across the 
diode for the different circuits. This requires a .separate study of 
the characteristic equation for w = 0 in order to' ensure the existence 
of a limit cycle for the d.c term. •
For an input signal v = + V^cos(mt) the characteristic
equations for to =  0  and go =  go are:
H (V.,V. ) L (jto) = - 1 (6.2)
GO U  -L
. v0 V W  L(J,0)■ 58 “ vo (6,3)
Equation (6.3) is inmediately satisfied if Vq = 0. However this so­
lution has very litle interest. For 0 we have
N0 ( V V  L(j.o ) = -1 (6.10
where L(j.O) represents the transfer function of the linear part of 
the system for co= 0 . Equations (6,h) and (b.2) define the limit cycle.
- Ill -
Any periodic output'signal of .an asymmetrical non linearity 
with limit cycle contains harmonics. Therefore the condition of low 
pass filter for the linear part of the system is absolutely necessary 
in order for the D.F. to have full significance.
Once the non linear element has been characterized by its 
describing function corresponding to to = 0 it is necessary to study 
the behaviour of the linear part of the system for this same signal. 
For' this purpose the transfer function L(s),where s = jco, which re­
presents the linear part of the system may be written as
s11. (s^ z., ) (s-f-z0 ) .... (s+zn. ) 
Sm (s+p ^)(s+p 2 ) . .... (s+p.)
L(s)=------- i--------- — --- —  (6.5)
. ns
L(s) = — —  ^(s) (6.6)
s
where n = number of zeros at the origin 
m = number of poles-at the origin
and L (s) has neither zeros nor poles at the origin. Depending on the
J
values- of n and m, the conditions to satisfy equation (6.U) are :
L(s) Condition
sn L (s-> . n > 1 VQ = 0 .
Lx (s) N0(Vo9Vi)L1(j.O) = - 1
Lx(s)
m > 1 v0 V W  = 0S
TABLE I
-  1 1 2
It is necessary'to study the stability conditions for any particular 
sytem and the conditions imposed on the d.c. term must be checked 
carefully.
VI .--2 Parallel L C G Circuit
______________ Jj___ ■
Let us consider a non linear device with an I-V characteris­
tic defined by equation (6.1) which is coupled to the load conductance 
G through a parallel L C circuit as shown originally in Figure (2.5)
Xj
and which has been re-drawn again for convenience in Figure (6.2).
The transfer function of the linear part of the circuit is given by
L(j0)) =---— ---— y—  (6. ’() , .
•G +.j (uC - — )
L . .WL
s .L
L(s) = — p-----------—  (6.8).
s L.C. + s.L.G + 1
L
The I-V characteristic is symmetric with respect to the bias point and the' 
stability condition for this coupling circuit establishes, from 
TABLE I , that V^ = 0. Due to the absence, of any quadratic term which 
may produce any second harmonic component, the voltage waveform across 
the diode is considered to be
v(t) = V1cos(mt) + V3 cos(3mt +0) (6.9)
The consideration of the third harmonic in the waveform expands the 
pure sinusoidal analysis for the cubic characteristic presented by 
Gustafsson et al .
Substituting equation (6.9) into equation (6.1) and expan-
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Active Device
PARALLEL CIRCUIT WITH CUBIC CHARACTERISTIC
FIG,(6.2)
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FEEDBACK MODEL FOR THE SYSTEM OF FIG.(6.2)
FIG.(6.3)
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ding up to the third harmonic 'we obtain:.-
i(t) = (-aV + | b + V b ) cos(cot) + J V^V b co's(wt+0_) + 
JLi .«L cL J. j  • -L .j
(_aV3 + “ V^ V3b + I b) cos(3ojt+e) + J b cos(3wt)
(6. 10)
The- describing functions for the fundamental and third harmonic are 
given by
N = -i-
0)
■a + ? V? b +-~V^ b + ? V„V^b e+0 0
2 3 1.3
(6.11)
• lo o(<f>i-$y ) 
N = —  e
3“ . v •
3
•V
■a. + b + J V® b + J t. e-j6
N and NI can be written as 
0) 0(0
(6.12)
H = D + O^p (0 ± d
v  d3 + a
(6.13)
(6.1ft)
where
Dj. = -a + I b + | V® b + i VXV b cos (e )
D2 =
D3 =
D4 =
I VXV^ b s i n  (9 )
-a + -| V® b + ? V j  b + 5 b cos (e )
3 3
vf
- J —  b sin (9 )
3
(6.15)
(6.16)
(6.17)
(6.18)
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The feedback model for the system of Figure (6.2) is shown 
in Figure (6.3) where the active element is represented by N, , the■K
describing function or dynamic admittance of the active element at . 
frequency w . The characteristic equations for co and 3w are
N — --------__—  +.1 = 0 (6.19)
w G^ + j (ojC - ~^ p)
N ----- ------  =- + 1 = 0  (6.20)
3u) Gt + j(3a)C - )
J-» 0(0-^
(6.21)
Separating the real and imaginary parts
D., + GT = 0
JL Li
l
D 0 +  ojC - —  = 0 2 toL
D3 + Gli = 0
1
D, + 3oO - — —  = 0 
k 3“L
The simultaneous solution of this set of non linear equations (6.21) 
defines the characteristics of the steady state oscillation. The 
solution provides the values of the different voltage amplitudes 
frequency of operation and phase angle. A detailed explanation of 
the iterative method used in solving this set of equations is given 
in Appendix I.
To check the accuracy of this technique we have solved the 
non linear differential equation which represents the system of Fi­
gure (6.2). Applying KirchhoffTs law and after simplification the 
equation in terms of voltage v(t) is
- 116 -
2
L.C.-^-J - L( a -G -.'3b v2) —  + v = 0 (6.22)
at2 L at
Equation (6.22) can be written as
^ v - a ( 1 - $v2) w + v w2 = 0 (6.23)_,2 dt r r
at
where
a1
“ = %
a != a - G
ij
:3b (6.2k)
a 1
2 1 
“r = K
Equation (6.23) is essentially van der Pol’s, equation except for 
the presence of the 3 and terms, but the parameter a is entirely 
equivalent to parameter e of van der Pol’s.equation in section ITI-U. 
We shall use the perturbation method to the second order of the small 
parameter a given by C u n n i n g h a m a n d  Clenshaw^^'.
A solution is sought of the form
v(t) = E £cos(wt) + a('CgSin(wt) + c^sin(3mt)) + a 2 (c^cos (a>t) +
c^cosCSwt) + c^cos(5cot)) + ... J (6.25)
According to Clenshaw, the boundary conditions related to equation
f C  n r  \
2
v = E ( 1 ) at’t = 0 (6.26)
Xyd
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dv = 0 at t= 0 (6.27)
d t
( W
Following the analysis presented by Tan and Foulds the solution 
to the second order of a is
( t )  = 2 cos(cot) + a(— sin(cot) -  A  s in (3a ) t ) )  +
V 3b L 16 8
a2 ( -jg cos (cot) + —  cos (3cot) -  cos(5wt) )  + . . .  J
(6.28)
2
w = a, ( l _ ) (6.29)
° 16
2 .The slight differences m  the a term with Cunningham’s solution are 
due to his assumption of the amplitude of the oscillation being simply 
E and independent of the higher order terms. For a second order approxi­
mation the frequency of oscillation is very near to the proper resonant
frequency.At the resonant frequency the L C G parallel circuit has
L
the admittance of a pure conductance G^. This positive conductance 
appears in parallel with the negative conductance element -a. The 
effect of this conductance G is primarily to modify the equation fori-f
the I-V characteristic.to
i(t) = (-a + G ) v(t) + b v(t)3 (6.30)Jj
1 .
It is clear then that E = 2(a’/b)2 will be zero or ima­
ginary if a’ is zero or negative respectively. So a condition for 
oscillation is: G^<j aj. Three different values of a have been con­
sidered and compared with the#solutions obtained from the describing 
function technique. These results are presented in TABLE II. In all
xl
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the calculations the values of L, C, b and G vers kept constant to
J-J
1.6 nH, 0.1 pf, 0.0012 amp/Volt and 0.0008 mho respectively. The 
resonant frequency of. the circuit is. w = 79*056 10^ rad/sec. , We 
observe that for lov values of a ( = 0.1), there is an excellent 
agreement in the results. This is the case vhen the contribution of 
the higher order is very small as the relative amplitude■of the 
• harmonics decreases as a decreases. Also the frequency vith only 
a second order correction agrees perfectly veil vith the value 
obtained from the describing function as shovn in Figure (6.k). 
Hovever as the value of a increases the departure from the des­
cribing function calculations starts increasing.'This is due to 
the fact that ve'are neglecting the contribution of the harmonics 
in the higher.order terms of a, in•particular in the frequency 
vhere the second order correction is only true for ..small values 
of a as shovn in Figures (6.h). and (6.5)*
One can see the advantage of using D.F. analysis because 
vhen the third harmonic is considered in the vaveform across the 
diode, this vill be the total content of third harmonic in the 
vaveform, in the sense that there is no restrictions or further 
possible signals across the device vhich vill contribute to the 
third harmonic. Hovever the D.F. technique is more tedious vhen 
expansion of.the current through the device in terms of the diffe­
rent harmonics is not straight forward as in the case of the cubic 
characteristic, and generally requires the use of a computer.
In order to expand the analysis related to.the possible
d.c. terms that might.be present in the output signal, ve have
2considered the cubic characteristic including the. v(t) term. The"
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new characteristic is given by
i(t) = -a v(t) + b v(t)2 + c v(t)^ (6.3l)
" 2The b v(t) term generates a d.c term in the output signal, which 
will be present in the input signal through the feedback loop. If 
for the I-V characteristic we are considering b >c> 0 , the voltage 
across the diode is given by.
v(t) = V + V, cos (cot) + V cos (2a)t+0) (6.32)o 1 2
The describing functions for the d.c,fundamental and second har­
monic frequencies are given by
2 2 
1 Vi b V2 b 2 3 2
Ho = - a  + w o + ?  —  +  +  c vo * 2 c V1 +
■fcV^ +-| c V® V2 cos (0) (6.33)
N = - a + - | - c V ? + - r c V ?  + b V „ e  j6 (6.3k)0) 2 2 4 1 2
K2oT-a + i ° VX + I o V2 + J T 2 T1 b e’j6 (6.35)
In absence of a d.c. signal at the input,the output presents a d.c 
term given by
d -0o u t = -2 b -Vl + i t V 2 + T C V 1 V2 COs(9) (6<36)
The condition of stability for the d.c, term can be easily shown
using the 11 Incremental Input Describing Function”. For this
purpose a perturbation about zero of the input bias is assumed 
and the associated perturbation about the d.c ^ of the output
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The incremental input describing function (I.D.F.) is defined as
AV N_(VnV0AVj - d.c .
H. (V.V V. = 0) = lim --- ^ ^ ^ ------2^5 (6..T)
ln0 1 2 .'° AV0-K3 AVq
Equation (6.37) becomes:
bV2 b V2
"incf^ W01 = ir-K> V7l W  - <-2^ + TT + .
0 • ^ 0
3 C V2 V cos (0) bV2 bV2
) = lim _( -a + bAVrt + — —  , +
1*AV0 ' Av“-K>' 0 2AVQ ; 2AVQ
v2 * 3  ..2 , 3 CV1V2 C0S(9) ^ 4
c(AVq) + 2 o V± z C Z 1)AV0 “ 2AVq “ 2AVQ
3 c'V2 V cos(8) - „ , p
 ±— £  = _a + y c\  + 2 oV2 = K = constant (6*38)
Uav0
So we are interested in the stability of the system of Figure (6.6) 
where the active element is represented by the constant factor K. 
The open loop'transfer function of this linear system is given by:
K s
F(s) = — z-----------------  (6.39)
s L.C. + sL.G + 1±J
which corresponds to a type zero system and stable as indicated by 
the zero-pole plane.
The oscillating voltage waveform is shown in Figure(6.7)
for two different values of the load conductance G . For the lowesth
value of the conductance the voltage presents almost a relaxation 
waveform with similar behaviour to an LSA diode in the parallel 
L.C.G circuit. For higher values of the load conductance the ampli-
-  12h -
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tudes for the fundamental and second harmonic decreases, decreasing 
the ratio and the phase angle 0 increases and the vaveform
tends to he more sinusoidal. This same behaviour vill be discussed 
in more detail vith LSA devices.
CHAPTER VII
CHARACTERIZATION OF AN LSA DIODE OPERATING IN A 
SINGLE RESONANT CIRCUIT
A single resonant circuit with an active device opera­
ting in LSA mode is studied both theoretically, using multiple 
input describing functions, and experimentally by means of a net­
work analyzer. The multiple input describing function technique 
provides valuable information about the device line which charac­
terizes the active element., and therefore it is possible to study 
the.stability, of the different operating points. The good agreement 
obtained' between the theoretical and experimental results shows the 
describing function technique as.a potential tool in the design and 
synthesis of single resonant circuits.
/ '
VII - 1 LSA Computer Simulations Using Describing Functions
The I-V characteristic for the■limited- charge accumulation 
mode of operation was introduced in section III-^, and for the para­
meters of the diodes used the analytical expression for this charac­
teristic is given by
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The threshold-voltage for this characteristic has a value of 35 V,
The oscillation vaveform vill he basically an inductive relaxation 
belov V ^ and damped sinevave above threshold. -
The first circuit ve have considered is a single resonant 
parallel circuit, originally studied in Chapter III and shovn in 
Figure (7«l)• The current is a single valued function of the voltage 
and is given by:
V + NV., + A( V+NV , )^
+ ^ ____-_____—  G (7*2)
0 / xli 0
1.+B(V+NV )H
vhere I = I(V)| . Equation (7*2) represents the current va-
• . V=KV , th
r.iation around 1^ corresponding to the voltage variation around 
NV^,.where N >1. In this analysis ve have assumed that there- 
is no hysteresis in the I-V characteristic and that it is also time 
invariant. This is r e a s o n a b l e  for the case of a LS A  .relaxation osci­
llator in vhich there is no significant accumulation of charge 
during any part of the rf cycle. Although experimentally ve have 
used distributed circuit elements, the consideration of lumped 
circuit elements as in Figure (7*1) provides very useful informa­
tion about the device - circuit interaction and vill also help 
in the comparison vith the transmission line circuit analysis.
For a specific voltage vaveform across the diode the 
expansion of the current in terms of the different harmonics is not 
straight forward as in the case of the cubic characteristic, and 
therefore the calculation of the describing functions vill require 
the use of a computer'. The Fourier analysis of the voltage vaveform 
in section V-7 shovs that the consideration of the fundamental and
- 125-
PARALLEL L C G  CIRCUIT WITH LSA DIODE 
FIG.(7.1)
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second harmonic'provides a reasonable representation of the voltage 
waveform across the diode. Therefore the voltage is given by
v(t) = cos(wt) .+ cos(2a)t+0') (7*3)
where the condition VQ = 0 is imposed by the linear part of the sys­
tem as shown in section VI-1, if a limit cycle is to be reached. For 
the different circuits described in this analysis, there is no rec­
tification, i.e. the d.c. voltage remains at the bias voltage V^.
If we represent N and N_ by their real and imaginary 
co 2o)
parts the fundamental equations (5.36) and (5*37) expressed in 
terms of the device and circuit admittances are written very easi­
ly for the simple parallel' circuit and.take the form
(7.fca)
(7-5a)
(7.1(b)
(7.5b)
where N are functions of V , V and 0 but they are not depen-
K. -L tL
dnvdent upon co as no terms of the form — — exist m  the I-V charac-
dt
teristic. .
Steady state oscillations exist to these equations only 
if the diode is not too heavily loaded. A.typical result of frequen­
cy versus bias voltage is shown in Figure (7*2) and demonstrates 
the general behaviour. For X band operation with values for L and 
C of 1.6 nH and 0.1 pf respectively the resulting waveform for
G = 0.00li6 mho is shown in Figure (7»3). A full description of «L
He N + G •= 0
1 03 1 L
Re |N0 | + Gt = 0
1 2(o1 L
i i  ' 1Im N + (oC :------ = 0
' u '  w L  •
1
Im IN0 I + 2a)C = 0
1 2“ ' 2wL
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the computer, program including the Fourier analysis of' the conduction 
current and the several subroutines used to derived the various cu­
rrents is presented in Appendix I. Figures (7.^a) and (7»Vb) show 
the displacement and conduction currents respectively for G = 0.00^6
Jj
mho, while the total current is shown in Figure (7*5) • C a m p ^ ^  has
pointed out that the effect of changing R from constant with fre-
Jj
quency to varying with frequency, was to change the current waveform.
This change in the current waveform may have a considerable effect
on the efficiency. However the voltage waveform is predominantly
determined by the value of . In the computer simulations fixed
values for R and low values of have been used, and predictions 
L 1
for the waveforms wJere only .possible with constant values for R_.
Jj
This results in different.shaped current waveforms in
comparison with the experimental ones presented in section (iV-k)
for different values of —  and load conductance. The D.F. techniaue
f -
would be then very useful for the analysis of efficiency from the 
point of view of the current waveform and load conditions.
VII - 2 Stability of the Computed Solutions
Figures (7*6) and (7»7) show the variation of the cir­
cuit admittance with frequency for the fundamental and second 
harmonic frequencies respectively. We observe that the circuit 
behaves inductively for the fundamental and capacitively for the 
second harmonic. This behaviour is a general characteristic for 
all the circuits both theoretical and experimental we have consi­
dered and it is discussed in ..detail in Chapter VIII. The diode ad­
mittance locus or device line was plotted by obtaining different ■
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operating points as the load conductance.was changed and it was checked
that the diode would continue to oscillate in the transitions from dne
point to the next. Both operating points P . and P  ^satisfy Kenyon’s
stability criterion as 0 < .ip < it. A more formal approach than the
graphical interpretation of Kenyon to the study of the stability of
the operating points would be by assuming small variations around
Poi and and using- the incremental input describing function as
shown in section VI-5 • For a fixed value of G , the admittance locusL
has a single intersection with the device line and the selection of 
the operating point-if- this is stable is primarily determined by the 
load conductance and the voltage amplitude across the device. For 
a more complex circuit the. admittance locus presents one or more 
loops at both, the fundamental .and second harmonic frequencies and 
therefore several operating points are possible and the selection of. 
a stable solution requires a detailed study of the device - circuit 
interaction as presented in Chapter VIII. However very useful infor­
mation concerning the stability of the solution.may be gained by the: 
analysis of the single intersection case considered in this section.
The rf voltage amplitude is expected to be small just after 
the bias supply is turned on, as the diode presents a very high con­
ductance. Under this condition the steady state oscillation condition 
may be expressed as
|?(o) -  Y U )  I v = o (7. 6)
where Y(0) is the diode admittance for small signal. The voltage V 
is not zero whether due to the perturbation introduced when the bias 
source was switched on or due. to noise, and .because Y(m) is not 
equal to Y(0) as shown in Figure (7*9) For any real value of oi,
- 139 -
in order to satisfy equation (7*6) m must be complex i.e.,
m = m f- ja (7-7)
The time factor corresponding to u is e ^  \  ea^ 5 consequently 
a positive value of a indicates that the amplitude will increase with 
time. For the parallel circuit of Figure (7*1) we have
Y(m) >  G + j ( mC - — ) (7.8)
h mL
where G includes the load conductance and possible losses in the
1j
cavity. In the proximity of resonance :
m = .m. +Am (7*9)
Y(m) = j ((to + Am) C - ----— -—  ) + G .
(mr + Am) L . .
* 2j Am C + G '(7x10)
J-l
1
where w = 7=  and the expansion 
r
4 Am / Am \2
— 1—  “ 1 “ —  + — 1 - .......
1 + *“L r 1 r >  .
mr
to the first order of Am has been used. Equation (7.10) can be written 
as
2j AmC + G = 2j(m— m„) -C + G = 2j (m! — ja — m ) C + G 
J_l JF lj I* li
= 2j(m1 - mr )C + 2aC + Gl . (7-11)
The values of the susceptance and conductance corresponding to equa­
tion (7.11) are. indicated in Figure (7*9)• The admittance locus Y(co) is 
a line parallel to the imaginary axis and the a = constant loci are. 
lines parallel to the admittance locus, -while to* = constant are lines 
perpendicular to Y(w). The right hand side of the admittance locus co­
rresponds to positive values of a while the left hand side is for nega­
tive values of a. To reach the steady state operation a must he posi- 
tire for the circuit under consideration* That'means that the device­
circuit interaction makes the voltage amplitude increase in value, shif 
tag the operating point along the device line towards the. imaginary 
axis until it meets the admittance locus. Figure (7*9) shows that not 
only the amplitude changes hut also the frequency, as the operating 
point moves, because the value of to* changes along the device line.
When the operating point reaches the intersection of both the. admittan­
ce locus and the device line we have
?(VQ) - X(w0) = 0 C 7 .I2 I
which is equivalent to
2 c (u0 -ur ) + Bdiode = 0 CT.13a)
GL + Gdicdo • = 0 ' C7.13bl
Vq and o)q are the voltage amplitude and frequency of oscillation of 
the operating point for steady state condition. If th.e voltage ampli­
tude experiences a further increase, the device-circuit interaction 
will make it decrease to its original value, because for values of 
V > Vq 5 a is negative. A more general discussion independently of ,
/  /• f7 \ • /• /  0  \  '
the circuit configuration is given by Slater and Kurokawa ‘
- ikl -
a>0 |a >0 | a >0
B
a= 0
2aC
 h- r ” Y(O)
EXPLAINING THE ONSET OF THE OSCILLATION IN A SINGLE 
TUNED OSCILLATOR
FIG.(7 .9)
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VII - 3 Efficiency and Load Conductance
The normalized resistance -R „/R as a function of rf voltage
rf o
amplitude for the fundamental and second harmonic frequencies is shown 
in Figure (7*10) and Figure (7»ll) respectively and these confirm that 
the voltage amplitude • increases for decreasing values of the load con­
ductance as shown in section III-5. If the load resistance is larger 
the rf voltage amplitude will increase until the diode1s. negative, 
resistance has the same absolute value. An advantage, of using is 
that its value for a particular diode can be measured with an ohmmeter.
The bias voltage and the parameters L and C were kept constant 
for all operating points at = 3 ^ = 1*6 an -^ C =0.1 pf. A
maximum theoretical value for the efficiency of £5*8$.was obtained for
the fundamental, the frequency being 11.08 GHz and the load conductance
-3 .G = 9 10 mho. It happens that the GaAs I-V characteristic is suffi- 
-Li
ciently non linear to allow the device to match a variety of loads 
and retain the same waveshape. However for high values, of the. load 
conductance, that is GT >0.&lA mho, the second harmonic amplitude and
±J
the phase angle increase rapidly, and the voltage waveform loses its 
relaxation shape as shown in Iigure(7»12).
Due to the high value of the conductance, the efficiency 
increases but the device is not operating in LSA as the average con­
ductance during one complete rf cycle is negative (. ^-0.0212 mho) .
If a domain is formed, due to operation in some other mode, break.-" 
down may occur if overlength samples are used. We have not observed 
this behaviour experimentally because as it is shown later if the 
device is heavily loaded any oscillation will stop.
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VII - Considerations of the Waveform at the Input of the Non Linear
Active Device
We have considered for the describing function calculation 
an input waveform for the voltage across the diode described by equa­
tion (T.3)• A relaxation waveform can not be represented by a single 
sinusoidal signal. For that reason multiple input describing functions 
have been used. It was mentioned in section V-5 that the linear part 
of the system must provide enough low pass filtering to the signal 
at the output of the non linear element. The transfer function of the 
linear part of the system of Figure (T«l) is given by
L(jw) = ----    = K e-^  .
Gt + j(wC - J L  )L to L
G^ + ( C - _i_ )2 
-L a L
<j> = arctan “C " coL '(7-161
°L
In the frequency domain the response to an input signal of the type 
x = A cos (tot) is given by
y = K.A. cos (cot-((>) (.7*17).
The gain as a function of frequency for the parallel L C G circuit
Jj
is shown in Figure (7*13) and bearing in mind the relative amplitudes 
of the harmonics from-the Fourier analysis of the voltage waveform, 
we conclude that the assumed input waveform of equation (7«3). is a
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good approximation to the real input signal'to' the non linear element. 
We have also tried input waveforms considering the second and third 
harmonics to check if our assumption was correct. It was found that 
the inclusion of the third harmonic in the waveform has no signifi­
cant effect on the original values for the fundamental and second 
harmonic amplitudes, and the frequency changes slightly (^2.7$ ) 
as was expected. However the number of non linear equations and 
unknown variables increases from four to six, and that represents 
a considerable increase in computer time because making a judicious 
trial solution is quite difficult with so many variables involved, 
and also due to the accuracy of the solution of the set of equations 
we are interested in. Because of the number of programs for different 
values of the parameters, it was decided not to include the. third 
harmonic.
If initially we look for a sinusoidal voltage solution 
i.e., v = cos (wt) and use only equation (7 .^),one. obtains the.
results shown in Figure (7.1^) which are effectively the same as
(2*0 .
Hines . The LSA mode requires that there is no build up of charge
from one^cycle to the next. The essential criterion for this can be. .
expressed by the condition: G > 0 where G is the time average diode .
conductance defined by equation (3.^3). Figure (.7*1^ ) indicates.
therefore that if the output is purely sinusoidal the device will
begin to work in the LSA mode at the maximum power point and that
subsequent increases in rf voltage are associated with, a smaller diode
conductance and a decrease in power. Efficiency however is maximized'
at a device voltage slightly beyond this point. This occurs in this
range because the d.c. current faLls as the drive level is increased.
Using a more realistic input signal v ~ Y^cos(wt)+ V^cosCwt+G)
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and using equations (7»*0 and (7*5) leads to the results shown in 
Figure (7-15)- Comparing Figures (7.1*0 and (7.15) shows that including 
the second harmonic component allows a considerable greater fundamental 
voltage swing. Noting the point at which G = 0 implies that the device 
could work in the LSA mode on the low voltage side of the peak power 
point as well as-the high voltage side as restricted by Figure (7.1*0« 
The frequency of operation for Figures (7.1*0 and (7.15) is in S band 
and the values of L and C are **.777 nH and 0.37 pf respectively, the. 
bias voltage being = 3.
VII - 5 LSA Single Resonant Circuit. Experimental Results
The oscillator used in the first series of experiments is 
the simple coaxial circuit shown in Figure (7.16). This is very similar
. .(69) .
to the circuit described by Wasse . The essential series inductance 
in this case is variable and is determined by the position of the 
movable short circuit plunger. This inductance also determines the os­
cillation frequency, the coupling to the load and hence the output po­
wer. The general behaviour of the circuit is shown in Figure C7«17) in 
terms of the power and frequency variation with the number of turns 
of the movable short circuit for two different values of the bias
voltage V_. = 2.65 V,, and V =2.5 V . The frequency decreases when 
B  Tft1  B  " t i l
the distance of the short circuit from the' diode increases , thereby 
increasing the inductance.
•Experimental measurements were carried out as follows. A 
fixed bias voltage was chosen so that the diode oscillated steadily 
for as widea range of• the short circuit plunger as possible. At each, 
setting of the short circuit the fundamental frequency was measured
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together with the power at both fundamental'and harmonic frequencies 
using suitable low and high pass filters. The bias choke system was 
then dismantled and the unpackagedchip removed, without disturbing 
the rest of the circuit. With the bias circuit replaced by the coaxial 
measuring line as indicated in Figure.(7.16b) the admittance was mea­
sured by a Hewlett-Packard network analyzer at the reference plane 
originally occupied by the chip over a suitable range of frequencies 
centered on the fundamental and second harmonic frequencies. The 
chip and bias network were then replaced, a new short circuit position 
chosen and the measuring procedure repeated.
For all the settings of the short circuit the output power 
at the second harmonic remains practically constant and-one can assume 
that the plunger has no influence upon the second harmonic, although 
there should be an appreciable variation in the voltage amplitude for 
the second harmonic as the load conductance changes appreciably..
It was also observed that for high values of the bias yoltage
the diode only oscillates for short distances of the plunger from the
diode. This is due to the lower values of the negative conductance of
the diode with high values of bias. A maximum power of 18.2 V rf was
obtained with this single resonant circuit at V_, = 2.5 V,, , the fre-33 th/
quency being 2.817 GHz and the efficiency k.95 %• Figure (.7.18) shows 
the different values of efficiency corresponding to different bias 
voltages.
A typical set of admittance curves for different positions 
of the short circuit is shown in Figure (7 .19). Indicating on each 
curve the appropiate frequency of oscillation determines the corres­
ponding circuit admittance presented to the chip. The admittance of
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the circuit is independent of the hias voltage hut the operating point
■will change as V- varies. We note that when the plunger is far from 
p
the diode, the conductance presented to the diode is very high, hence 
the high output power. The value of the load conductance limits the num­
ber of turns of the plunger, confirming the theoretical results shown 
in section VII-3'which indicated the cessation of any oscillation for 
high values of the conductance presented to the diode.
This inmediately identifies the device line as well as ena­
bling one to relate output power, frequency and other characteristics 
as a function of the load admittance presented to the chip. For con­
venience the device line is replotted in Figure (7*20) and confirms 
the stability condition described by Kenyon in terms of the angle of 
intersection of the device line and the circuit line. The variation 
of output power, diode conductance and fundamental yoltage is shown 
.in Figure (7*21).
Over a frequency range of more than an octave the circuit 
admittance lines shown in Figure (7. 19) lie approximately along 
constant conductance circles, i.e. the circuit does behaye like a 
parallel L C G circuit. The effective capacitance arises from the 
evanescent modes set up at the T junction of the inner conductors 
and also at the step at the entrance to the short circuit stub line.
The effective values of L and C have been estimated from the measured 
susceptance variation with frequency. With the chip in place this 
circuit capacitance is augmented by the chip capacitance C - 0.1 pf).
Solving equations (7**0 and (7*5) using the estimated values 
of L and C and G, leads to the predicted device line shown in Figure 
(7*20) and the theoretical power variation shown in Figure (.7* 21).
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The variation of frequency with load conductance is shown in 
Figure (7.22). This corresponds to the decrease of frequency as the se­
paration of the short circuit from the diode increases, increasing the­
refore the load conductance as shown in Figure (j.lj).
The agreement between the theoretical and experimental results 
of Figures (7.20), (7«2l) and (7*22) are very satisfactory bearing 
in mind the complexity of the T junction of the experimental model, 
which for high frequencies deviates substantially from the theoretical 
L O G  parallel model. We note that the output power decreases for in­
creasing values of the voltage amplitude and therefore the device works 
only on the high voltage side of the peak power point shown in Figure 
(7.1*0 as suggested by Hines by computer simulations using a pure sinu­
soidal voltage drive signal. However the presence of the second harmonic 
in the voltage waveform across the diode is more significant in multi­
resonant circuits, particularly when tuning facilities are available 
for the different harmonics as is presented in next chapter.
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CHAPTER VIII
CHARACTERIZATION OF AN LSA DIODE OPERATING IN A MULTIPLE
' RESONANT CIRCUIT
This Chapter presents the detailed analysis of a double 
resonant circuit similar to the one studied by Kenyon for pure sinu- 
• soidal waveforms. The multiple input describing function technique 
is used to deal with non sinusoidal waveforms and the results are 
compared with the experimental ones obtained using a modified version 
of the Wassefs original circuit.
The study is further extended to multiple resonant circuits. 
A substantially different behaviour compared with the single resonant 
case is observed experimentally, where one or more loops are present 
in the locus admittance of the circuit at both the fundamental and 
second harmonic. The model used in the theoretical analysis shows 
a similar behaviour to the experimental multiresonant circuit. Special 
attention is paid to the analysis of the effects of the. second harmo­
nic on the behaviour of the fundamental.
VIII - 1 Double Resonant Circuit. Theoretical Analysis.
In this section we study a double resonant circuit which is
( r8)similar to the circuit studied by Kenyon . However we emphasize the 
usefulness of the' describing function technique to obtain the different 
operating points and in particular the selection of the operating point 
for multiharmonic waveforms.
- 163
The addition of a series resonant circuit to the original 
parallel circuit as shown in Figure (8.1) makes possible.the study of 
some characteristics that are only associated with multiresonant circuits 
The resonant frequency is the same for both circuits and i'f we define 
the Q factor for each circuit and the parameter b as
"o°l
G. Parallel circuit C8.il
Cl = to L G Series circuit
c. O 2 L
b = B. G •
Jj
(.8.21
C8.3J
then
_9b' | . _ _9_
3co ’ _ 3o)
OJ—COo
-
• g ■ f t .  
. 1 ^ 2 - ^ ) 2 + . ^  J
2C
gT - 2L2Gb = V  ( A  - Q2 >
L o
C8.U1
We see that the susceptance of the series circuit tends to compen-
/
sate that of the original parallel circuit in the proximity of reso­
nance ((*)o) 9 and the combination of the two has a broader bandwith than 
either single circuit.
The effective Q at gjo is the difference may
made as low as we desire. The transmission matrix of the coupling cir­
cuit is shown in Figure (8.2) and is given by
T T 11 12
H o
T T 
, 21 22
0 .. 1 j(a>C - i )  1 
1 /
•irnrrrr— f
SYNTHESIS OF THE DOUBLE TUNED CIRCUIT 
FIG.(8.1)
V
1
COUPLING CIRCUIT
The characteristic equations for frequencies 00 and 2w are
0)
032Ln C -l+2w2L C - ( A  Cn )2n 1 2 1 1 '  2 1 , if n 1 ^
gl----------s— -----------  + j(a)Ci -«5e:-)
“ L1C2 1
(8.6)
V j(2“L2 " 5351 > '
N 2w  -------------------------------- --------------------------------— - + 1  = 0
1k*)2L.C0 - 1 + 8oj2L C - (l*a>2L0C_)2 ■ .
gl— —  ;-2t — ' ----- —  + *<2“C1 “ 25EI)
(8.7)
The transfer function of the linear part of the system is given by
L U ) . s( ° \ W l + s lxc2 + ligl>
S S\ L2C1C2 + s3liC1C2 + s2(W l + W l + W  * SV  GL
(8.8)
where s = joj
Equation (8.8) corresponds to a zero order type system and therefore 
the condition = 0 is a stable one. ~
The set of equations which describe the steady state solu­
tion is
We shall consider three cases correspondipg to the relative values of 
Q1 and Qg.
a) Qx> Q2
Figures £8.3) and (8.^) show the circuit admittance variation with fre­
quency and the device lines for the fundamental and second harmonic 
frequencies respectively. By comparison with the single resonant case 
the frequency points are relatively crowded at the center of the locus 
and the conductance changes considerably in this region. From the 
stability point of view we see that the operating point is stable as 
0 < ij < ir. However for this circuit as the device is connected the 
oscillation generated, will vary continuously in frequency and amplitude 
and there are no unstable points. The combination of both circuits with 
similar values for Q may lead to a very low effective Q and therefore 
the locking range increases cpnsiderably.
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b ) - Qg
With this condition a cusp appears in the admittance locus as shown 
in Figure(8.5)» A less linear variation than for the former case is 
observed for N(V) and therefore this representation is only valid’for 
small variations around the operating point. Very noisy oscillations 
will take place' when the operating point is near the cusp. When 
is slightly greater than the device line may be parallel to the 
admittance locus (i|>= 0) over a considerable band. Figure (8.6) shows 
the admittance locus for the second harmonic. The operating points at 
both frequencies are stable.
o) Q2 =• Qa
For this condition a loop appears in the admittance locus Y(oj). The 
slope of the device line is very'small and we note that three diffe­
rent operating points (0,A,B ) are possible, corresponding to the 
three intersections with the admittance locus.. The device line has the’ 
slope indicated in Figure (8.7) and therefore the region between D* and 
B1 is unstable because for any intersection 0 > $ >-tr . Tuning the cir­
cuit by decreasing the value of I^, changes the circuit admittance locus 
and assuming that the device line is unchanged, the oscillation frequency 
will change from 0 to D' at which it jumps to A*. Increasing the value 
of the oscillation frequency moves down to A and then jumps further 
down to 0. Therefore there exists two regions B'A’ and 0D1 in which os­
cillation is entirely stable . If a large conductance G' is added in
-Li
parallel all oscillation ceases as shown in Figure (8.8). Figure (8 .9 ) 
shows the admittance locus and device line for the -second harmonic. We 
note that there is no loop at this frequency and therefore the varia­
tion of susceptance is very pronounced.
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B(w)
DOUBLE RESONANT CIRCUIT
18SECOND HARMONIC OPERATING POINTS9
V = V, cos(wt)+ V9cos(2wt+0)
8
7
r-N (V)
6
FIG.(8.6)
FIG.(8.9)4
3
2
1
1 2 3 4 65
VIII - 2 Selection of the Operating Point
It was introduced in Chapter VII how the operating point is 
selected fa* the case of a single resonant circuit and in particular for 
the L C G parallel circuit. However when the admittance locus presents 
one or more loops the stability of the different operating points play 
an important role in the final steady state oscillation. Whien tli bias 
is applied to the active element the oscillation starts growing according 
to the increase of the total voltage amplitude across the device terminals 
This process corresponds to the shifting of the operating point along the 
device line from the right ( G^ode >5> 9 V <<  ^towards the imaginary
axis ( « ,  V>> ). In general the final, operating point is the in­
tersection of the device line and admittance locus which is stable and 
which lies furtherst on the right and therefore the first point to be met 
during the setting up of the oscillation. For the case of a loop in the 
admittance locus, the loci a = constant is shown in Figure (8.10), where 
a is the imaginary part of the complex frequency coV^ o)- ja introduced 
in section VII-2. The diode admittance for small signal Y(0) corresponds 
now to two values of a, one associated with the dotted line and the other 
with the continuous line at the right.
If we consider that a small voltage exists with a <0, the 
frequency will be determined by the position of Y(0) along the device line 
the amplitude will decrease exponentially with time and eventually will 
be zero after some time.
If this small voltage amplitude is associated with a > 0, the 
amplitude will increase with time and the operating point will move to 
the left, towards point A. At•intersection B,a is positive, the amplitude 
increases and the operating point will be selected either at point A or 0
- iTU -
SECOND
HARMONIC
\\ -N(O)
-N (V)\ \
FUNDAMENTAL
a>0 a>0a<
a>0 .
EXPLAINING THE ONSET OF OSCILLATION AND STABILITY OF POSSIBLE
OPERATING POINTS IN A MULTIPLE TUNED OSCILLATOR
FIG.(8.10)
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depending upon the stability of the corresponding points for the diffe­
rent harmonics. If more than one stable operating point is possible, as 
shown in Figure (8.10), the computer simulations performed with this do- 
ble resonant circuit showed that operation will, occur at the stable in­
tersection which lies furthest to the right.
The operating point thus created is stable because if the 
amplitude increases from its steady state value, the point will move 
to the left where a < 0, and the amplitude will decay back to its ori­
ginal value. If the amplitude decreases from its steady state value the 
operating point appears on the a positive side and the amplitude will 
increase again. The operating point B is unstable because if the ampli­
tude decreases the operating point appears in the a negative region and 
the amplitude will decrease further with time. When the operating point 
moves in the a > 0 region the amplitude will continue increasing in 
value moving towards point A .
VIII - 3 Double Resonant Circuit. Experimental Results.
Figure (8.11) shows the original simple circuit modified by 
a double coaxial tuner. The experimental technique is similar to that 
described earlier. For a particular bias voltage the circuit is tuned 
to give either maximum or some intermediate power output at the fundamen­
tal frequency. In general we found that the first stub selects the osci­
llation state, being very critical from the point of view of stability
and the second stub modifies the output power, that is, modifies the
matching conditions • No form of tuning at the second harmonic is avai­
lable for this circuit and therefore no particular conditions were impo-
- IT 6 -
SIMPLE OSCILLATOR CIRCUIT WITH ADDITIONAL DOUBLE STUB TUNER
FIG.(8.11)
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sed on the output power at the harmonic frequency.
A typical admittance locus for the fundamental frequency is 
shown in Figure (8.12). The arrows indicate tlE operating points for the 
different loci. A maximum output power of 29 W rf was obtained at the 
fundamental frequency for V = 3.23 V,, ( V,, = 28 V ) and the effi-
JD Oil Oil
ciency was 6.51$. The inner curve A corresponds to the admittance locus 
for maximum output power while the outer curve C corresponds to the 
locus for minimum power. The admittance locus in the same frequency range 
presented to the diode’s reference plane for a non oscillation state 
corresponds to curve D in Figure (8.13) and we note that the admittance 
locus is almost a constant conductance. No oscillation is possible due 
to the high values of the susceptance presented to the diode at the po­
ssible operating frequencies (3.15 - 3.25 GHz ), in comparison with the 
values of the susceptance for the case of oscillation, where the suscep­
tance is about the minimum possible value for each particular locus.
The admittance locus variation from an oscillation state to a non osci­
llation state is shown in Figure (8.1*0.
The stability conditions at the fundamental frequency are shown 
to a large scale in Figure (8.15). All the operating points satisfy the 
stability criterion and are therefore stable.
The admittance locus for the second harmonic for the same 
operating conditions is shown in Figure (8.l6). The inner curve corres­
ponds to curve A for the fundamental and the operating point corresponds 
toa frequency of 6.5 GHz with an output power of 5W rf. The outer curve 
corresponds to curve C for the fundamental, the frequency being 6,k6 GHz 
and the output power *+.6 W rf. Experimentally a very small variation in 
power at the second harmonic frequency was observed. Figure (8.17) corres-
- 179 -
oOJ
o'®.
(cn
.Cvf.
cn
H
oo cn cn oo McnH
cn
H
H
O
m
O H
s &
-  1 8  0  -
HIGH FREQUENCY
OSCILLATION
STATE
H.F
H.F
NON OSCILLATION
TRANSITION FROM OSCILLATION TO NON OSCILLATION STATE
FIG. (8.lit)
0.
02
 
0.
06
 
0.
1 
o.
lh
 
0.
18
 
0.
22
 
0.
26
 
0.
3
- l8l -
Fl
'f
. 
(8
,1
5 
)D
Ey
 
IC
E 
LI
NE
,A
DM
IT
TA
NC
E.
 L
OC
US
 
AN
D 
ST
AB
IL
IT
Y 
CO
ND
IT
IO
NS
 
FO
R 
'T
HE
 
DO
UB
LE
 
RE
SO
NA
NT
 
CI
RC
UI
T
- 182 -
CO
'o<H
CM
VO
o
o
opo
o
o
CD O
ponds to the admittance locus for the non oscillation condition and 
for the possible range of oscillation frequency the values of the 
susceptance and conductance are similar to those for an oscillation 
condition. However, as mentioned in Chapter V the oscillation conditions 
for a non sinusoidal oscillator are more restrictive than for the simple 
sinusoidal one, in the sense that they must be satisfiedby each frequency 
component of the signal. <
The general characteristics of the circuit are shown in Figure 
(8.l8) in terms of the variation of output power, conductance and voltage 
amplitude.
All the diagrams show inmediately that the circuit behaves in­
ductively at the fundamental and capacitively at the second harmonic, and 
maximum output power corresponds to a relatively high value of the con­
ductance at the fundamental while the conductance has a lower value for 
each particular admittance locus at the second harmonic.
VIII - k Fundamental Frequency Spectrum of the Oscillator
For the spectral analysis of the pulsed oscillator in a double
resonant circuit a Hewlett Packard spectrum analyzer was used to monitor
the frequency of the oscillator and the relative change in harmonic power
as the circuit elements were adjusted. Figure (8.19) shows the typical
sin x • •— ——  frequency spectrum of the fundamental oscillation at 3.23 GHz.
pulsed for 100 nsec at a repetition rate of 333 Hz. The ordinate scale
is proportional to Power* output power at the fundamental
was'10 W rf for V_ = 3.4 V" ( V = 28 V ). Figure (8.'19) shows the B th th
envelope of the display which" was obtained from the analyzer output ter­
minal connected via a peak detector to an X - Y recorder. The high side
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FIG.(8.20) FUNDAMENTAL FREQUENCY SPECTRUM OF THE LSA OSCILLATOR 
(a) Horizontal : 10 MHz/div. Vertical: 10 dB/div
(L) Horizontal : 3 MHz/div. Vertical: 10 dB/div.
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lobe level was due to the presence of some frequency modulation and the 
asymmetry was a result of a small amount of residual amplitude modulation,. 
Figure (8.20) shows the spectrum for y = 10 MHz/cm and x = 10 dB/cm.
For a single resonant circuit the shape of the spectrum worsened 
considerably although it improved by locking the oscillator to an injected 
signal of 20 dB down in power. Figure (8.19) corresponds to the spectrum 
after timing the circuit with the double stub.
VIII - 5 Multiresonant Circuits. Computer Simulations
We have seen from several of the figures that the multiple 
tuned circuits exhibit resonant loops at both the fundamental and second 
harmonic frequencies. The first multiresonant circuit we have considered 
gres a good understanding of the selection of the operating point and 
locking range, depending upon the values of and Q^, but is not suita­
ble fa* and adequate study of the second harmonic.
In the oscillator circuit, physical structures near the device 
such as the short circuit. plunger and the waveguide post of the device 
for the bias supply will create large reflections which rotate slowly 
with frequency ( p =p^ e d and £ is small ) in the Smith. Chart repre­
sentation. However the slide screw tuner, doble stub, etc .. which are 
located at a distance from the diode gives a reflection which rotates 
quickly with frequency. The quick rotation is the result of the large 
electrical distance from the device to the reflection point. The longer 
the distance the quicker the phase rotation of the reflection. To syn­
thesize this general behaviour it is necessary to consider a fairly 
complicated lumped circuit such as that shown in Figure (8.21a). For
this circuit the load conductance is different for the fundamental and 
second harmonic.. The problem as before is to determine the operating point 
for steady state oscillation. The analysis follows the same pattern as 
in section VII-1 for the simple circuit. The transmission matrix of 
the coupling circuit is obtained as follows.
In the frequency domain9 for Figure (8.21b) and Figure (8.21c)
G2 Vlk = *ek - h k  (8’13)
Vlk = *11 Vdk + t12 Idlk (8.ill)
hk = V  Vdk + *22 ^  (8*15)
*ek = V * 2 1  + Ws) + t1262) (8-161
Gl V2 k = - V  (8-1T)
V2k “ T11 Vdk + T12 Id2k (8 .18)
^ k  = T21 Vdk + T22 Id2k (8.19).
GnTn  + T?i
Id2k“ ” Vdk T1£G;l + T22 (8.20).
The total current through the diode is given by
Idk = Idlk * Id2k (8.21).
From equations(8.16) and (8.21) we have
v " ^22 + *12G2^  Idk x Id2k^t22 + *12G2^V =   +------------------
* 2 1 + t l l G2 ^ l ^ l l ^
(8 .22).
Substituting equation (8.20) in equation (8.22) we have:
LI
FIG.(8.21a) SYNTHESIS OF'THE INDEPENDENTLY TUNED CIRCUIT
Ik
e ^ G2 ? ViJ|
t_ _11 12
■*21 *22
I,,, • I ■ 
dlk d2k
dk1X1Vdk
T T ^
11 12
T n T „21 22
2k
v2k ? °L1
("b) (c)
FIG. (8.21 )• COUPLING CIRCUITS
ek
dk
F± = 1/ (l+A.B)(t21+ tu  Gg)
F = t . + t G
2 22 12 2
FIG.(8.22) FEEDBACK LOOP
( t21+tllG2)(l+A,B)
(8.2Ua)
(8.2*ib)
This leads to the feedback model which is a mathematical reformulation 
of equation (8.23)* This model is shown in Figure (8.22).
The characteristic equation of the system is given by
N. L(jku) + 1 = 0 '  (8.25)KCO
or in terms of admittances:
N. + Y (jkw) = 0 (8.26)kw c
where N is the appropiate describing function or diode admittance 
and Y^ the circuit admittance at the frequency For an input signal
v = V^cos(oot) + V2cos(2o3t+0), equation (8.25) leads to a set of four non
linear equations which when satisfied simultaneously determine the 
operating point (V^Q
Although Figure (8.21a) contains a large number of variable 
discrete components it is not easy to synthesize the observed admittance- 
frequency relation of the experimental distributed circuit. The parameter
where
A = Tl A  * ^  
T12G1 + T22
B = *22 + t12G2.
*21 + tllGl
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have therefore been chosen to give the essential resonant behaviour at 
the fundamental and second harmonic frequencies. Figure (8.23) shows the 
computed results for this circuit. The three loci correspond to three 
different values of G^ and which cause significant changes in the 
diode loading at the fundamental frequency. The device line and the co­
rresponding characteristics of operation are very similar to those found 
experimentally.The largest output occurs at the highest conductance and 
both the power and the diode conductance decrease as the rf fundamental 
voltage decreases, as shown in Figure (8.2*0. The operating point A is 
not quite the maximum possible power output but it is clearly nearly the 
maimum since the device line is not far off from being tangential to 
the admittance locus.
VIII - 6 Experimental Analysis of a Multiresonant Circuit with an 
Active Device Operating in LSA Mode
Figure (8.25) shows a more complicated experimental circuit 
in which the diode is mounted in a waveguide iris and the fundamental 
output power is taken out via a ridged waveguide. The coaxial output 
line contains a double stub coaxial tuner which controls the admittance 
at the fundamental. The other two tuning elements, the movable short 
circuit at the back of the diode ( in reduced height X band waveguide) 
and the tuning slug in the ridged waveguide section affect only the 
second harmonic tuning so that tuning at the fundamental and second 
harmonic are reasonably independent. This slug is shown in Figure (8.26) 
and-is designed to present a high VSWR at the second harmonic and a 
match at the fundamental. The.second harmonic tuning is then localized 
in the vecinitv of the diode. The tuning slug is basically a two port
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1/2 ~— &*3-
WAVEGU3DE RIDGE
1 = X/k AT THE FUNDAMENTAL FREQUENCY
A
A^A :--c*a—  A^ /8 —e*s---- X^ /b
 ©  : © ----------
• y a
■O-
*©“l
■8*3— AgA   °<!—  —  A2/2------»
IMPEDANCE AT AA AT THE FUNDAMENTAL FREQUENCY
ZA = Z IF
AA o Z, = Z Z„ 1 o 2
IMPEDANCE AT AA AT THE SECOND HARMONIC FREQUENCY
ZAA = Z2 / Z o
2W „2 . „2X-1
Ip I. = <zo - z0 )<z2 + ZJ
SCHEMATIC DIAGRAM OF THE SECOND HARMONIC TUNING SLUG AND 
EQUIVALENT CIRCUIT OF THE TUNING SLUG
FIG, (8.2 6)
network and by choosing the ports at appropiate planes any two port 
network can act as a simple transformer. The turns ratio of this e- 
quivalent transformer is related to the input VSWR presented by the 
device when terminated in a matched load. It follows therefore that 
if there is another mismatch at the second harmonic frequency further 
down the waveguide the tuning slug can in fact partially match this 
out.
The experimental technique is as follows. For a particular 
bias voltage the circuit is tuned to give minimum power out at the 
second harmonic frequency and either maximum or' some intermediate power 
out at the fundamental frequency or alternatively maximum power out at 
the second harmonic frequency etc.. At each setting the frequency and 
output powers are measured. Without changing the tuning controls the 
diode is removed and the admittance at the original plane of the diode 
measured on the network analyzer. The precise operating point on each 
Y (w) versus w is located by knowing the corresponding frequency of 
oscillation.
For this circuit the chip is mounted in package and there­
fore one must consider the admittance transformation through the packa­
ge as presented in section IV-lf. All the results to be presented have 
already been transformed through Sh package.
Typical results for conditions of minimum output power at the 
second harmonic frequency are given in Figure (8.27) which, corresponds 
to Vg - 5*17 At the fundamental frequency the admittance is induc­
tive and maximum power occurs at the largest conductance, and power 
decreases as the conductance decreases. At the secbnd harmonic frequen­
cy the admittance is capacitive and the caductance the minimum value of 
the locus. Figure (8.28) shows the condition at the fundamental frequency
-199 -
to a larger scale. The stability conditions are satisfied but are only 
just satisfied at the point of maximum power. The output pulse and the 
bias voltage pulse, each showed significant flicker at this setting.
For this setting of maximum putput power the oscillation does become 
noisy. Transitions between different operating points were observed to 
be perfectly stable.
A particularly interesting feature of these results is that 
the diode conductance and the power output at the fundamental frequency 
each increase as the rf fundamental voltage amplitude increases. Figures 
(8.29) and (8.30) show that the same behaviour is seen at other bias 
voltages although the actual operating point is of course different. It 
could be thought from Figure (8.30) that the output power would increa­
se indefinitely with voltage amplitude. However one must remember that 
the maximum output power will correspond to the value of the voltage 
amplitude when the device line is tangential to the admittance locus and 
is stable.
Figure (8.31) shows the admittance locus for = 3.92
We observe that the fourth intersecting point P^ of the device line and
the admittance locus is unstable and experimentally no oscillation was
observed, but breakdown in the output and bias pulse. It could be thought
that the diode would oscillate at intersection P as this is a stable
o
one. However the reason it does not oscillate at all is because at this 
intersection the oscillation conditions are not satisfied, because the 
frequency is too low for the applied bias.
Very different conditions are obtained when the circuit is 
tuned to give maximum' output power at the second harmonic frequency .as
shown in Figures(8.32) and (8.3*0 for V_ = 5*17 V,. and V = 3*92 V .B th B tn
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respectively. The output power at the fundamental and second harmonic
are 3.)+ W and 3.8 W for V = 5*17 V.. and 3.3 W and 3.6 W for V =3.92 V,, .B th B th
There is no resonant behaviour at the fundamental and therefore only 
the single admittance value is plotted. We also note that the locus ad­
mittance for the non oscillation condition corresponds to high values 
of conductance. While tuning from the operating point A to the new opera­
ting point B the diode ceases to oscillate. The corresponding admittance 
locus shown in-Figure (8.33) indicates that the load conductance becomes 
too large for the diode to accommodate. The general performance characte­
ristics of the multiple-tuned oscillator are given in Figures (8.35) and 
(8.36).
In order to study' the influence of the harmonics on the wave­
form,the voltage waveform was observed experimentally for different settings 
of the tuning elements. A resistive probe was fitted inside the iris and 
the zero level determined on the sampling scope. The displacement current 
picked up by the probe was minimized by an appropiate value ot the 
resistor. Three different voltage waveforms are presented. Figure (8.37a), 
corresponds to high output at the-fundamental and minimum at the second 
harmonic. The admittance locus for this setting is shown in Figure (8.38), 
curve A. The conductance at the fundamental is quite high although for 
that particular locus higher values could be reached. The second harmonic 
presents a minimum value of the conductance within the locus, and it 
is clear that the probe inside the ins modified the susceptance for the 
second harmonic, because it is near the iris where the tuning for the 
second harmonic is localized.
The voltage waveform changes appreciably as the output power 
at the second harmonic is increased, Figure (8.37b) and Figure (8.37c) 
corresponding to curves B and C for intermediate and high power at the
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second harmonic respectively. The waveform tends to he more sinusoidal 
as the fundamental voltage amplitude decreases, increasing the ratio
VV •
The conductance at the second harmonic increases for increasing 
values of the power, while the corresponding conductance at the fundamental 
decreases. Again a low value of the susceptance at the fundamental combi­
ned with a high conductance ensures high output power at this frequency. 
Transitions from different states of oscillation are stable as can readily 
be seen from the intersections of the device line and the' admittance loci. .
VIII - 7 Discussion of the Results
Perhaps the most obvious result from both experiment and analy­
sis shown by all the circuits is that the admittance across the diode 
is inductive at the fundamental frequency but capacitive at the second
harmonic frequency. This is a direct consequence of the restrictions which
. (31)negative resistance oscillators must satisfy. Grozskowski and van
(32) (70) .der Pol and more recently Quine have shown that provided the I-V
characteristic of any element shows no hysteresis the harmonic voltage
components must satisfy the relation
n .
J n |V I2 B = 0 (8 .27)L 1 n ! n
n=o
where B is the circuit susceptance across the diode at the nth harmonic
(Ml) . . ^
frequency. Tan and Foulds have shown that this is only one of a set 
of equations which must be satisfied. For a voltage waveform in which 
only the fundamental and second, harmonic voltage components are signifi­
cant we must have
-212 -
316
VB = l.,285 vth
Vth = 28 V
V = 1*93.2T2V 
PP
f = I*.715 GHz
P = 11 W out
P0 = 2.1* W2 am.
FIG.(8.37a). VOLTAGE WAVEFORM CORRESPONDING 
TO FIGURE (4.17a)
V
366.79 v = 51*3.86v 
PP
f = 4.725 GHz
Pto= 7.5 W
P0 = 3.2 W 2to
FIG.(8.37b). VOLTAGE WAVEFORM CORRESPONDING 
TO FIGURE (4.17b)
379.4
- 202.37
v = 581.81 
PP
f = 1*.715 GHz 
P = 5 W
O)
P0 =* 3.8 W2oj
FIG.(8.37c). VOLTAGE WAVEFORM CORRESPONDING 
TO FIGURE (4.17e)
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IvJ2 B1 + 2 |v2 |2 B2 = 0 (8.28)
Thus and must have opposite signs and for the LSA mode it is 
known that the admittance at the fundamental must be inductive. Equa­
tion (8.27) applies to all circuits, not merely a simple parallel LCG 
circuit and therefore provided B^ and B^ are not zero the equation re­
lates the relative harmonics and fundamental voltages components,i.e.
V 2
v = <8 -29)
2 1 '
Substituting for B^ and B^ from the computed results shown on Figure 
(8.23) for the independently tuned circuit gives
vi
x = 2.7
V2
The actual computed values give -
V1
i n  = 2*6T
2
This gives a comforting check on the computing. The experimental values 
for the fundamental and second harmonic components do not give such 
good agreement because of the existence of higher harmonics in the volta­
ge waveform, and although the voltage amplitudes for higher frequencies 
are small as the Fourier analysis showed, the susceptances presented to 
the diode at these frequencies have a significant contribution in equa­
tion (8.27).
We note also that maximum power out at the fundamental occurs 
at conditions of relatively high conductance at the fundamental while 
the susceptance is about the minimum possible value for the particular 
locus. For this setting the conductance at the second harmonic is a mini­
mum. Correspondingly high conductance and small susceptance ensures 
high output power at the second harmonic. In almost all the cases the 
output power at the second harmonic was not very large, however the 
presence of this'harmonic in the waveform has a significant effect on 
the fundamental as well as making the stability conditions more rest-ric-
217 -
CHAPTER IX
CONCLUSIONS
It has been shown that the technique of describing functions, a tech­
nique veil known in non linear control theory, can be applied very 
succesfully to give a good description of non linear negative resis­
tance oscillators in which the resultant voltage waveform is non 
sinusoidal. The describing function provides an accurate load at the 
harmonics and leads to realistic and accurate waveforms. These are 
not the sinusoidal voltage waveforms assumed in some earlier GaAs 
oscillator theories which were the result of assuming a zero load 
impedance at all frequencies other than the fundamental. Further 
more with this wide range model, the frequency can be free, to move . 
and still see a realistic load, as it does in the case of bias- timing 
of frequency.
This technique is further enhanced by using the' simple.
I-V characteristic of the device discussed in Chapter II. Although
computing time depends upon the number of harmonics considered in.
the waveform it is shorter compared with earlier simulations, Kenne- 
(71)dy 7 because it is not necessary to compute the electric field con­
figuration within the device at each instant of time. Also no waveform 
has been excluded by imposing a linear ramp below the threshold voltage 
and no restriction has to be put on the linear coupling circuit. This 
is in contrast to conventional studies of non linear oscillators (e.g. 
van- der Pol oscillations ) which require a simple form of the non-linea­
rity and the linear circuit. Furthermore no conditions were imposed 
upon the relative phase of the harmonics and the susceptance at diffe­
rent frequencies.
-  2 1 8  -
It is obvious from the preceding chapters that as soon as the 
input to the non linear element has been defined a unique describing 
function exists which will not change even if the linear network is al­
tered. In this way it is fearly easy to obtain general conclusions 
about the influence of the linear part on the behaviour of the total 
circuit. It is possible then to synthesize the linear network giving 
the total circuit optimal properties.
The theoretical model shows that the usual condition that 
the diode admittance be the negative of the circuit admittance must 
hold not only at the fundamental but also at each significant harmonic 
frequency. The analysis has also shown that the Kurokawa condition 
for stability at the operating point must also be satisfied at each 
frequency. These combined conditions are more restrictive than for 
the single frequency sinusoidal oscillator since the diode admittance 
at the various frequencies are inter-related by the I-V characteristic.
It is now clear that different LSA oscillators can work over different 
regimes of the relation between the rf voltage and the output power 
and diode conductance.
Experimentally it was found that for the simple parallel cir­
cuit the power'and diode conductance always decreased as the rf volta­
ge increased. It is shown theoretically that this is an essential re­
quirement if the voltage waveform is purely sinusoidal, and that it is 
the likely operation even if there is a second harmonic voltage component. 
On the other hand experiments showed that the multiple tuned circuit 
always oscillated such that the output power and diode conductance in­
creased up to some critical value as the fundamental component of the 
rf voltage increased. This agrees exactly with the theoretically pre-
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dieted results.
Although we have studied an active non linear device the 
technique presented could he applied to passive non linear elements.
We realize the disadvantage of this technique, i.e. solving a complex 
set of non linear equations simultaneously, but we believe that deve­
loping a feedback model for non linear microwave circuits and applying 
describing function techniques to the resulting model can be a useful 
approach to the analysis of the stability of non sinusoidal microwave 
oscillators.
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APPENDIX I 
.COMPUTER TECHNIQUES
After careful anlysis of the different iterative methods available
(72) (73)
the one developed by Powell 9 was chosen for the computer cal­
culations throughout this thesis. This iterative method is similar
to the conjugate gradient method originally developed by Hestenes
(7I1) .
and Stiefel .It has second order convergence and near a statio­
nary value it converges more quickly than the steepest descents 
method. Although each iteration is quite long because the method is 
applicable to a general function, the rate of convergence is compara­
ble to that of the more powerful of the gradient methods such as the
(75)
one by Martin and Tee .
However a deficiency of this method is that the user has to 
make some decisions carefully. In particular the parameter DSTEP must 
be so small that for | <51 *= DSTEP, F^(x+6) ; k = 1,2,3,. • n, is nearly 
a linear function of 6, but it must not be so small that the differen­
ces are dominated by computer rounding errors. Also the user’s scaling 
of the unknowns (x^x^, .... x^) must be such that it is sensible to 
apply the usual euclidean definitions of vector scalar products and 
orthogonality.
This iterative method also takes some time to program and 
although it will converge from a poor approximation to the stationary 
value, computer time may be saved if the user makes a judicious appro­
ximation of the solution. In this respect the information obtained from 
the experimental results is v.ery helpful in providinga good approxima­
tion to the solution.
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The- computer program is written in FORTRAN IV and the master 
program makes use of EOJ+FBF and FOURIER main subroutines. Subroutine 
EO^FBF is substantially the Harwell .subroutine VA05A and is based on 
Powell’s iterative method. EOAFBF. subroutine calls the subroutines 
IN and MON. Subroutine FN calculates the values of the functions 
F(n) for any point x^x^, ... x^ and the subroutine MON is used for 
monitoring the output information.
• Subroutine FOURIER provides the Fourier analysis of the 
current waveform. It calls the subroutine F^INTSMP which performs 
the numerical integration by Simpson’s, rule, with difference correc­
tion and self adjusting step length. The coefficients of the Fourier 
series are.obtained by calling the subroutines FUNB,FUNC and FUNS 
corresponding to a^, a^ and b^ . respectively. Figure 1 shows the 
schematic.structure of the master program and different subroutines 
while Figure 2 shows the general flowchart. Finally a complete listing 
of a computer program corresponding to a multiresonant circuit is 
included. The program is for use with ICL .1905 computer system.
FUNS
FN
F^INTSMP
MON
FOURIER
. MASTER
MAIN PROGRAM AND SUBROUTINES. FORTRAN IV
'F
LO
WC
HA
RT
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•«
M
CO
O
H •
OO
O
JH
O
O
HM
D O C U M E N T  PHS I N O R M  I P M S f lf'00 OH 171 o n  It AT 1 7 . 2 6
FORTRAN  C OK P 1 I. A T 1 ON BY ,« X fAT MU 5A DA T f 22/07/76  TIME 17/26/46
0 0 0 1  • U S T
0 0 0 2  S F N D T 0  (  N 0  N E )
0 0 0  3 W O f t r ( E D .  f f ‘ J I  W O R K )
0 0  0 A • C W O R K ( E D *  P M J L T O I L >
0 0 0 5  C D U M P O N ( E D )
0 0 0 6  C ******  I N P U T  F R O M  Cf i  S O U R C E  * * * * * *
0 0 0 7  L I B R A R Y ( E D , S U B G R O U P N A G F )
0 0 0 6  P P O G R A M ( P M J L )
0 0 0 9  1 N P U I 1 = C R 0
0 0 1 0  O U T P U T 3 = I P O
0 0 1 1  T R A C E  2
0 0 1 2  . E N D
0 0 1 3 C T H I S  P R O G R A M  C A L C U L A T E S  T H E  S T E A D Y  S T A T E  O P E R A T I N G  P O I N T
0 0 1  4 C OF  AN L . S . A  O S C I L L A T O R  I N  A M U L T I R E S O N A N T  C I R C U I T . T H E  U S E R  S E T S
0 0 1 5 C AN I N I T I A L  S O L U T I O N  X ( 1 )  ,  X ( 2  )  , X ( 3 )  A N D ' X ( 4 )  C O R R E S P O N D I N G  T O
0 0 1 6 C U . T H . V 1  A N D  V 2  OF  T H E  V O L T A G E  W A V E F O R M  V = V 1 * C O S ( W T ) * V 2 * C O S ( 2 W T + T H >
0 0 1 7 C A C R O S S  T H E  D E V I C E  A N D  T H E  P O U E L L  I T E R A T I V E  M E T H O D  P R O V I D E S  T H E
0 0 1 8 C S I M U L T A N E O U S  S O L U T I O N  F O R  F ( 1 ) . F ( 2 ) * F ( 3 )  A N D  F ( 4 )  W I T H I N  AN  E R R O R
0 0 1 9 C F I X E D  B Y  T H E  U S E R  ( E P S ) .
0 0 2 0 C S U B R O U T I N E  F O U R I E R  C A L C U L A T E S  T H E  D I F F E R E N T  C O M P O N E N T S  OF  T H E
0 0 2 1 C C O N D U C T I O N  C U R R E N T .
0 0 2 2 C . L I . L 2 . L 3 . G 1  . G 2 . G 3 . S I G U  A N D  S I G D  A R E  T H E  C O M P O N E N T S  O F  T H E  M U L T I
0 0 2 3 C R E S O N A N T  C I R C U I T  W H I C H  M A Y  BE C H A N G E D  F O R  D I F F E R E N T  O P E R A T I N G
0 0 2 4 C P O I N T S .  1
0 0 2 5 C T H E  I - V  C H A R A C T E R I S T I C  OF  T H E  D I O D E  I S  G I V E N  B Y : ..................................
0 0 2 6 C I = K 1 * ( V + K 3 * V * * 4 ) / ( 1 + K 4 * V * * 4 )  '
0 0 2 7 C • K 3 = ( V S * L ) / ( M 0 * V A * * 4 )
0 0 2 8 c K 4  =  1 /  ( V A * * 4 )  ■ ‘ - ■ .......  . "  ■ ; '
0 0 2 9 c K1 =  L OW F I E L D  C O N D U C T A N C E
0 0 3 0 c V S = S A T U R A T I O N  V E L O C I T Y  ( 8 5 0 0 0  M / S E G )  " V r  '
0 0 3 1 . c M 0 =  LOW F I E L D  M O B I L I T Y  ( 0 . 8 3  M * M / S E G )  ’
0 0 3 2 c • L =  A C T I V E  L E N G T H  OF  THE.  S A M P L E  ( 1 0 2 E - 6  M )  '
0 0 3 3 c V A =  E A *  L W H E R E  EA I S  A C O N S T A N T  F I E L D  ( 4  K V / C M )
0 0 3 4 c T H E  B I A S  C U R R E N T  A N D  V O L T A G E  A R E  G I V E N  B Y  1 0  A N D  K 4  .
0 0 3 5
0 0 3 6
0 0 3 7 C . M U L T I  R E S O N A N T  C I R C U I T
0 0 3 8 • ' * •
0 0 3 9 c - - - -  L 3  . C 3  -----------------------'-----------------L 2  - -  C 2  - -
0 0 4 0 c . I I I I I
0 0 4 - 1 c I  I I I  1
0 0 4 2 •c. S I G D  D I O D E  L 1  C1 S I G U
0 0 4 3 c I  I I I  I
0 0 4 4 '
0 0 4 5
c
c
I  I  I  I  I
0 0 4 6  • ' '
0 0 4 7
0 0 4 8  M A S T E R  S E B A S T I A N
0 0 4 9  D I M E N S I O N  X ( 4 > * F ( 4 ) . W ( 3 0 0 )
0 0 5 0  D I M E N S I O N  B ( 1 0 ) , C ( 1 0 ) , D ( 1 0 > , E ( 1 0 )  .
0 0 5 1  C O M M O N / B / B * C * D * E
0 0 5 2  C O M M O N  N N . V 1 * V 2 * T H
0 0 5 3  E X T E R N A L  F N . M O N
0 0 5 4  X ( 1 ) = 2 6  . 8
0 0 5 5  X ( 2 ) = - 4 . 9 1
0 0 5 6  X ( 3 ) = 1 4 8 . 2
0 0 5 7  X ( 4 ) = 5 6 . 5
0 0 5 8  M , N  =  4
0 0 5 9  E P S  = 1 . E - 7
0 0 6 0  P S T E P = 1 . E - 4
0 0 6 1  D M A X  = 1 0 0  . ’
0 0 6 2  I U = 2 * M * N + 2 * N * N + 2 * M + 5 * N
0 0 6 3  • I P  =  1
0 0 6 4  M X = 3 0 0
0 0 6 5  I F A I  L = 0
0 0 6 6  C A L L  E 0 4 F B F ( M * N * X » F « S * E P S * D S T E P . D M A X , W , I W , F N , M O N , I  P * M X .  I  F A 1 1 )
0 0 6 7 W W = X ( 1 ) *  1 . E 9
0 0 6 8  V 1 = X ( 3 )
0 0 6 9  V 2 = X ( 4 )
0 0 7 0  W R I T E ( 3 . 9 9 > W W , X ( 2 > . V i , V 2
0 0 7 1  W R I T E ( 3 » 9 8 ) S . I F A I L
0 0 7 2  MR I T  E ( 3  * 2 0 0 )  A O , ( C ( I ) . 1 = 1 . 2 ) , ( D ( I ) , T = 1 ,  2 )
0 0 7 3  9 9  . F 0 H M A T ( / / / / 1 X » 3 H W W = » E 1 4 . 6 * 6 H T H E T A = * E 1 4 , 6 * 3 H V 1 = » F 1 4 . 6 *
0 0 7 4  1 3 H V 2 = * L ; 1 4 . f ) )
0 0  7 5  9 8  F O R M A T  (  /  /  1 X / 1 1  H S U M OF SO S = » E 1 4 .  fc . 6 I I I  F A I  L = * 1 1 )
0 0 7 6  2 0 0  F 0 RM AT < 7 fc1 3 . 6  * / *  1 3 X » 6 E 1 3 . 6 )
0 0 7 7  STOP.
0 0 7 8  . E N D
E N D  OF S E G M E N T .  L E N G T H  1 V 7 .  N A H F  S E B A S T I A N
SHilRiHI E I Nl Kt)N(M»N,X.F.S. IC AU  S> ' 
D ! fc! f N S I 0 N X (fi),; CM)
U H I ! i : ;> i 9  } 1 C A i . ! s
0079' 
0 0 80 
0 0 81 
0082
0 0 h 3 W k i I ! » 3 » .9 r  > S
0 0 8 4 •» w 11 r ( 5 < 9 7 ) ( i » x f i ) , f < i ) a 1 = 1 f N )
0 0 8 5  9 9  I (! H M A T ( 1  X « 7  H I f  A 1.1 S *  ,  I  3 )
0 0 8 6  9 3  F 0 R U A T ( 1 X , 7 H S U M S U S = . E 1 4 . 6 )
0 0 8 7  9 7  ' F 0 R M A T ( 1 X , . I ? . ? H 4 . 6 )
0 0 8 8  HE [ U R N
0 0 8 9  E N D
E N D  OF S E G M E N T ,  L F N G I K  8 6 ,  N A ME  MON
f  0 0 9 0
0 0 9 1  S U B R O U T ! N F  F N ( M , N , X , F )
0 0 9 2  D I M E N S I O N  X ( N ) , F ( M >
( 0 0 9 3  D I M E N S I O N  B d O )  ,  C O  0  )  ,  D ( 1  0  ) ’,  £ d  0 )
0 0 9 4  C O M M O N / B / B » C * D » E
0 0 9 5  C O M M O N  N N « V I , V 2 , T H
c 0 0 9 6  P I « 3 . 1 4 1 5 9 2 6 5 4
0 0 9 7  T H = X ( 2 ) * P I / 1 8 0 .
0 0 9 8  WW = X ( 1 ) * 1 . E 9
< 0 0 9 9  • . V 1 =  X (  3  )
0 1 0 0  V 2 = X ( 4 >
0 1 0 1  C A L L  F O U R I E R
£ 0 1 0 2  R E A L  L 1 , L 2 , L 3 , L 4
0 1 0 3  R E A L  1 1 , 1 2
0 1 0 4  R E A L  K
I 0 1 0 5  L 1 = 2 . 6 E - 9
0 1 0 6  L 2  =  4 E - 8  ..
0 1 0 7  L 3 = 4 E - 9
C 0 1 0 8  G 1 = 2 . 3 4 ; E - 1 3
0 1 0 9  G 2 = 3 E - 1 4
0 1 1 0  G 3 = 6 . 5 E - 1 4
t  0 1 1 1  S I G U = 0 . 0 0 7
0 1 1 2  - S I G D = 0 . 0 0 8 2
0 1 1 3  I 1 = S U R T ( ( C ( 1 ) ) * * 2 + ( D ( 1 ) ) * * 2 )
(  . 0 1 1 4  1 2 = S O R T ( ( C ( 2 ) ) * * 2 * ( D ( 2 ) > * * 2 >
0 1 1 5  G A M = A C 0 S ( C ( 1 ) / I 1 >
0 1 1 6  D E L = A C 0 S ( C ( 2 ) / I 2 )
{  0 1 1 7  ’ I F ( D d ) . G T . O . O )  G A M = - G A M
0 1 1 8  ' I F ( D ( 2 ) . C T . O . O )  D E l = - D E l  -
0 1 1 9  D 1 = ( I 1 / V 1 ) * C 0 S ( G A M >  _ , ___________ .
( 0 1 2 0  D 2 = ( I 1 / V 1 ) * S I N ( G A M )
0 1 2 1  D 3 = ( I 2 / V 2 ) * C O S ( D E L - T H >
0 1 2 2  ‘ D 4  = ( I 2 / V 2 ) * S I N < D E L - T H >  - \
£  0 1 2 3  B 1 = W W * G 1 - 1 / ( W W * L 1 >  •'
0 1 2 4  B 2 = W U * L 2 - 1 / ( W W * G 2 )
0 1 2 5  B 3 = W W * I 3 - 1 / ( W W » G 3 >  '... .............................
( 0 1 2 6  B 4 = B 3 * B 3 + R 2 * R 2  v
0 1 2 7  B 5 = 2 * U W * G 1 - 1 / ( 2 * W W * L 1 ) .  ‘
• 0 1 2 8  B 6 = 2 * W W * L 2 - 1 / ( 2 * W W * G 2 )
( 0 1 2 9  B 7 = 2 * W W * L 3 - 1 / < 2 * W W * G 3 >  . . •
0 1 3 0  B 8 = B 7 * B 7 + R 2 * R 2
0 1 3 1  R 1 = 1 / S I G U
i 0 1 3 2  R 2 = 1 / S I G D  •
0 1 3 3  £ £ 1 = R 1 / ( R 1 * R 1 + B 2 * B 2 ) + R 2 / - B 4  .-
' 0 1 3 4  E E 2 = R 1 / (  R 1 * R 1 + B 6 * B 6 ) + R 2 / B 8  .
(  0 1 3 5  • S 1 = B 1 - B 2 / . ( R 1  * R 1  + B 2 * B 2 > - B 3 / B 4
0 1 3 6  S 2 = B S - S 6 / ( R 1 * R 1 + B 6 * B 6 ) - B 7 / B 8
0 1 3 7  ‘ F ( 1 ) = D 1 + E E 1
C  0 1 3 8  F ( 2 ) = D 2 * S 1
0 1 3 9  F ( 3 ) = D 3 + E E 2
0 1 4 0  F ( 4 ) = D 4 + S 2
(  0 1 4 1  R E T U R N
0 1 4 2  E N D
<
E N D  OF  S E G M E N T ,  L E N G T H  4 6 8 ,  N A M E  F N
c  • •
0 1 4 3  S U B R O U T I N E  F O U R I E R
(  0 1 4 4  D I M E N S I O N ,  B d 0 ) , C d 0 > ,  0 ( 1 0 ) ,  E C 1 0 )
0 1 4 5  C O M M O N / B / B , C , D , E
0 1 4 6  C O M M O N  N N . V 1 , V 2 , T H
( 0 1 4 7  ' E X T E R N A L  F U N D , F U N C , F U N S
0 1 4 8  A 1 = 0
0 1 4 9  P I = 3 . 1 4 1 5 9 2 6 5 4
( 0 1 5 0  A 2 = 2 * P I
0 1 5 1  C A L L  F 4 I N T S M P ( A 1 , A ? , F U N B , 1 . 0 E - 6 , 3 , R )
0 1 5 2  AO = R / ( 2 * P I  )
{ 0 1 5 3  DO 1 0 1 '  1 = 1 , 2
0 1 5 4  N N = I
. 0 1 5 5  C A L L  F 4 I N T S M P ( A 1 , A 2 , F U N C , 1 . O E - 6 , 3 , 6 ( 1  )  )
(  0 1 5 6  C A L L  F 4 I N T S M P ( A 1 , A 2 , F U N S , 1 . O E - 6 , 3 ,  E ( I ) )
0 1 5 7  C ( I ) = B ( I ) / P I
0 1 5 8  D ( I ) = E ( I ) / P I
( 0 1 5 9  1 0 1  C O N T I N U E
0 1 6 0  RE T U R N
0 1 6 1  . E N D -
( •
E N D  OF S E G M F N T ,  I F N G T H  1 1 8 ,  N AME  • F O U R I E R
(
( 0 1 6 2  F U N C T I O N  F t l N M X )  .
D 1 6 J  COMMON N N , V 1 , V? , TH
0 1 6  4 V = V 1 * C O S ( X ) * V ? » C O S ( ? » X  + T H )
{ 0 1 6 5  F U N !lE F N A ( V >
0 1 6 6  u r i u w w
01 ft f I M>
£ *i D O F  S E G M F N T ,  L F N G T K 4 6 .  N A » E  F U N B
0 1 6 3
0 1 6 9
0 1 7 0
0 1 7 1  
0 1  7 2  
0 1 7 5
f u n c t i o n  ror.'C(x)
C O M M O N  N H , V 1 , V 2 , T H  
V * V 1 * C 0 5 < X > + V 2 * C 0 S < ? » X * T H )  
F U N C = F N A ( V )  * C O S < N N * X >
PE T U R N  
E N D
E N D  OF S E G M E N T .  L E N G T H 5 6 ,  N A M E  F U N C
I 0 1 7 4
0 1 7 5
0 1 7 6  
C . 0 1 7 7
0 1 7 8
0 1 7 9
£
E N D  O F  S E G M E N T ,  L E N G T H  5 6 ,  N A M E -  F U N Sr
r 0180
0 1 8 1  
0 1 8 2  
( 0 1 8 3
0 1 8 4
0 1 8 5  
f -  0 1 8 6
0 1 8 7
0 1 8 8  
K 0 1 8 9
0 1 9 0
r •
. E N D  OF  S E G M E N T ,  L E N G T H  6 8 ,  N A M E  F N A
C    - ■- ■ •
0 1 9 1  F I N I S H ___________________________ ___
E N D  OF  C O M P I L A T I O N  -  NO E R R O R S  : -  .
^  D O C U M E N T  M O N I T O R  ,  N O R M t  P M S F  : L P O O  O N  2 2 / 0 7 / 7 6  A T  1 7 . 2 8
1 7 / 2 6 / 2 4 0 # Q J  OB . A G E O A
r 1 7 / 2 6 / 3 0 o a q j o b - D L T D OK
1 7 / 2 6 / 3 4 O A WO O F AQ J O B
1 7 / 2 6 / 4 0 O A WO O F H A L T OK
1 7 / 2 6 / 4 4 0  A X F A T A WOOF
1 7 / 2 7 / 3 3 O A X F A T H A L T EC
1 7 / 2 7 / 4 2 O A WO O F ‘ a x f a t
< 1 7 / 2 7 / 5 3 O A WO O F H A L T OK
1 7 / 2 8 / 1 5 O A WO O F H A L T OK
{
F U N C T I O N  F N A ( V )
R E A L  K1 . K 2 . K 3 . K 4
R E A L  1 0
1 0 = 2 . 4 1 4 7
K 1 = 0 . 2
K 2 = 3 . 7 7 E - 6
K 3 = 3 . 6 1 E “ 7
K 4  =  1 1 5
F N A  = - I 0  + K 1 * ( V  + K 4  + K 2 * ( V  +  K 4 . > * * 4 ) / < 1 + K 3 * ( V + K 4 > * * 4 >  
R E T U R N
E N D  ■
F U N C T I O N  F U N S ( X )
C O M M O N  N N . V 1 . V 2 . T H  
V = V 1 * C 0 S ( X ) * V 2 * C O S ( 2 * X * T H )  
F U N S = F N A < V ) * S I N ( N N * X )  
R E T U R N  
E N D
(
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