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In this paper we consider the maximization of a payoff functional subject to 
a differential equality contraint over the class of monotonically increasing 
functions with values in [0, 11. We will show that an optimal control exists, 
derive the system of inequalities (similar to a quasi-variational inequality) that 
the value function satisfies and derive various properties of the value function 
sufficient to characterize it. Furthermore, we derive a perturbation result using 
the theory of Lipschitz controls. Finally, we also consider the case when the 
control functions are of bounded total variation and relate the problems con- 
sidered herein to the impulse control problem of Bensoussan-Lions. 
INTRODUCTION 
The connection between continuous time optimization problems and partia1 
differential equations is well known [l--4]. Deterministic systems lead to first- 
order equations of Hamilton-Jacobi type and stochastic systems associated 
with Weiner processes lead to second-order quasilinear equations of parabolic 
or elliptic type. Moreover, any quasilinearity with suitable nonlinearity can be 
written as the Isaacs-Bellman hamiltonian of a particular differential game or 
optimal control problem (cf. [3]). In this way of viewing a p.d.e. one can obtain 
existence and various properties of the solution. On the other hand, the associated 
p.d.e. can be used to obtain qualitative properties of the control problem. This 
connection has turned out to be very fruitful for both problems. 
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In general, control functions which are nonanticipating [1, 3, 4, 71 will lead 
to equalities. In recent years, commencing with the important paper of 
Bensoussan-Lions [2], several authors have considered problems of anticipating 
type. In particular, in [2], the class of controls is restricted to step functions. 
Obviously, allowing an unlimited number of jumps leads to a trivial restriction 
(i.e., the measurable case would obtain). On the other hand, restricting the 
number of jumps directly by allowing, say, up to 18 jumps would seem to 
require a fortune-telling ability by the players for solution. Thus, anticipating 
play is encountered and a serious difficulty arises. 
Bensoussan and Lions circumvented this problem by allowing an unlimited 
number of jumps (which made the problem nonanticipating) but penahzing the 
player a certain fixed, positive amount for each jump. This penalty in the payoff, 
which the player wants to minimize, then eliminates unlimited jumping, 
since doing so would lead to a very large cost. Unfortunately, introducing the 
penalty makes the payoff functional discontinuous which presents difficulties 
in deriving the corresponding Hamilton- Jacobi equation. In fact, Bensoussan- 
Lions showed that the appropriate Hamilton- Jacobi equation is not an equation 
at all. They dubbed the new differential system which the value function satisfies 
a quasi-variational inequality (Q.V.I.). Bensoussan-Lions developed the solution 
to this Q.V.I. and used it to examine the optimal times of jumping and size of 
the jumps, both determined by the boundary of a continuation region. In this 
way they solved what seems to be a problem of anticipating type and instigated 
the theory of Q.V.1.s. This further extended the connection between control 
theory and p.d.e.s. 
Motivated by our work on Lipschitz games [1 ,7] and noticing that almost any 
nontrivial restriction of the class of controls would lead to a new type of p.d.e we 
considered the problem of determining the Hamilton-Jacobi equation for 
differential games (or optimal control problems) where the controls are restricted 
to the class of bounded variation functions with a fixed bound on the total 
variation. It quickly became clear that this class was of the fortune telling variety. 
However, the connection with Q.V.1.s was not clear. We struck on approaching 
this problem by considering an even more restrictive subclass: monotone 
nondecreasing with values in [0, 1] and a fixed Lipschitz constant M. This 
problem is of nonanticipating type and leads to the Hamilton- Jacobi equation 
(4.7) below. As M approaches infinity one obtains the class of monotone non- 
decreasing functions with values in [O, 11. H aving (4.7) in hand we heuristically 
derived the system (3.1)-(3.6) ( see also (3.18)-(3.20)) for this monotone class 
which is anticipating. This system is very similar to a Q.V.1 and, in fact, in 
Section 7 we show that it is the limit of a sequence of Q.V.1.s corresponding to 
impulse control problems. As such, the monotone control problem is essentially 
the continuous version of Bensoussan-Lions’ penalized problem. It would seem, 
therefore, that there is an inherent penalty also in the monotone problem. This 
is exactly the case: as time progresses the player is using up his maneuverability 
OPTIMAL CONTROL PROBLEMS 225 
since he is restricted to [0, 11. F or any motion to a higher point in the control set 
the player is indirectly penalized. 
With the monotone problem thus solved it turns out that the bounded variation 
case is very similar and, indeed, differs only in technicalities-the approach is 
the same. 
In this paper we consider only the deterministic optimal control problem. 
Consideration of the deterministic case leads to a difficulty with the continuity 
of derivatives and hence a somewhat messy statement of the system for monotone 
value. If the derivatives are assumed continuous the statement becomes much 
neater (Corollary 3.3). The derivatives will be continuous in the stochastic 
version but then new difficulties arise. 
A similar approach can be applied to the differential game (two players, one 
minimizer, one maximizer) case and this leads to the appropriate interpretation 
of a multivalued evolution system containing the sum of two subdifferentials. 
This provides the main interest in considering the differential game. This inter- 
pretation has heretofore been elusive in considering the evolution equation from 
strictly a p.d.e point of view. 
Specific contents of this paper are as follows: 
In Section 1 we state the problem precisely and prove that an optimal monotone 
control exists. This is not surprising since this class of functions is sequentially 
pointwise compact. 
In Section 2 we prove some properties of the value function V = V(t, X, y) 
as a function of the initial time t, initial state of the dynamical system x and 
initial control position y. Restricting measurable functions to start at a fixed 
position is no restriction at all. For monotone functions this restriction is per- 
tinent. 
In Section 3, specifically Theorem 3.1, we produce the nonlinear functional 
system which V must satisfy almost everywhere. 
In Section 4 we present the derivation of the Hamilton- Jacobi equation which 
the value function for monotone and Lipschitz (constant M) controls satisfies. 
This equation is reminiscent of the standard penalty method for variational 
inequalities. This control problem is set up for use in Section 5 where we 
characterize the monotone value function V as the smallest function satisfying 
a system of inequalities. This gives a comparison theorem for V. 
In Section 6 we consider the case of bounded variation control functions. 
In Section 7 we show the connection between the monotone control problem 
considered herein and the impulse problem considered by Bensoussan-Lions. 
1. FORMULATION OF THE PROBLEM AND EXISTEN& OF AN OPTIMAL CONTROL 
Let m be a positive integer and T a finite, positive real number. Throughout 
this paper Rm will be euclidean m space. 
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Suppose we have a dynamical system defining a trajectory in Rm, 5 = f(~), 
on the time interval t < 7 < T, where T > t > 0. This dynamical system is 
taken to be a system of m ordinary differential equations 
WdT = f(~, t(7), 7(T)) (t < T < T) (1.1) 
with initial conditions 
&> = x, XEli”. U.2) 
The function f: [0, 7’) x R" x [0, l] + Rm is a given function satisfying the 
condition 
(A) f(t, x, y) is a uniformly Lips&&z continuous function in (t, x, y) E 
[O, T) x P x [O, 11. 
The dynamical system (l.l), (1.2) is controlled by choosing the function 
q = 7(T), t < 7 < T, which is Lebesgue measurable with values almost every- 
where in [0, 11. Such a function is called a control function. Substituting any 
control function on [t, T] into (1.1) yields a unique, absolutely continuous 
trajectory E on [t, T] as the solution of (1. l), (1.2). 
The control functions 77 are not chosen arbitrarily. They are chosen so as to 
maximize the given payofffunctional 
(1.3) 
Here g: Ii” -+ Rl and h: [0, T] x R”z x [0, l] + Rl are given functions which 
will henceforth be assumed to satisfy the condition 
(B) g and h are uniformly Lipschitz continuous functions of their argu- 
ments. 
For the problem at hand we require the following class of control functions: 
LetO<r<Y’andO<y<l.Define 
Y&9 Tl = (7: [t, Tl + P, 11 I 7(t) = Y 
and q(e) is monotone nondecreasing on [t, Z’]>. 
An element of YJt, T] will be called a monotone control function for the initial 
condition y. 
DEFINITION. For 0 < t ,( T, x E P, 0 < y < 1 and any control 7 with 
v(t) =I y; denote the payoff P(7) by P &q). Define the function V = V(t, x, y) 
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and call Y the monotone value of the problem associated with (l.l)-(1.3). Any 
function + E YJt, T] which satisfies V(t, X, y) = Pt,&+j) will be called monotone 
optimal. 
Remark I. Under the assumption (A) there are constants A, and A, so that 
I f(7)\ d 4, t < T < Tad I f(q) - f(dl d 4 I q - % 1, t < Q d 72 d T 
for every 7 E YJt, T], with A, , A, depending only on the Lipschitz constant 
forf. Hence, by assumption (B), V(t, X, y) is finite for each (t, X, y). 
The existence of an optimal monotone control follows immediately: 
THEOREM 1.1. Let (A), (B) hold. Then for each (t, x, y) E [0, T] x R” x 
[0, I] there is an optimal monotone control +j E Yy(t, T]. That is 
v(t, x, Y) = Pt.s.&) = g(@)) + j-’ & &s>, S(s)) ds. 
t 
where [ is the trajectory corresponding to q. 
Proof. The theorem is a simple application of the Helly selection theorem 
and Lebesgue’s dominated convergence theorem. See also Lee and Markus 
[8, Cor. 2, p. 2811. 
2. BASIC PROPERTIES OF THE VALUE FUNCTION 
We will study in sections 2-5 of this paper the value V(t, x, y) of the monotone 
optimal control problem defined in section one as a function of the initial time t, 
the initial state x of the system and the initial control position y. We assume 
henceforth that (A), (B) hold. 
PROPOSITION 2.1. V(t, x, y) is a nonincreasing function of y in [0, 11. 
Proof. Let 0 < y < y’ < 1. Then obviously YJt, T] is a smaller class 
than YJt, T]. Hence 
qt, x, Y> = nEyr, Pt,z,,(d 3 “up Pt,r,&) = w x3 Y’). 
Y ’ SSY,, GTI 
PROPOSITION 2.2. (i) V(t, x, 1) = g(tl(T)) + Jr h(s, P(s), 1) ds where f1 is 
the trajectory on [t, T] corresponding to q(7) = 1 E YJt, T]. 
(ii) V( T, x, y) = g(x), x E Rm, y E [0, I]. 
The proof is obvious by the definitions. 
PROPOSITION 2.3. Let V(T) E YJt, T] be monotone optimal for the starting 
position y. Then for each (t, x) 
V(t, x, y) = V(t, x, y’) for all y < y’ < q(t+) = f+ 
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Proof. If ;i+ = y this is trivial. Hence suppose ++ > y. Define q*(7) = 7j+ 
if T = t and T*(T) = ji(~) if t < 7 < T. Then T* E Y$+[t, 7’1 and q* = 75 
almost everywhere. If f* is the trajectory corresponding to v* and {the trajectory 
corresponding to f then t* = 5 on [t, T] and also Pt,lr,q+(v*) = P&$ since 
rl * = 75 a.e. Hence V(t, x,y) = Pt,&+j) = Pt,a,g+(v*) < V(t, x, 1’). But, by 
Proposition 2.1 V(t, x, y) > V(t, x, y’) for all 0 < y < y’ < 1, and Proposition 
2.3 follows. 
THEOREM 2.4. V(t, x, y) is uniformly Lipschitz continuous in (t, x, y) in 
compact subsets of [0, T] x * x [0, 11. 
Proof. Let 0 < y < y’ < 1. Then V(t, x, y) - V(t, x, y’) > 0. 
Let T,(T) E Y&, T] b e monotone optimal for the starting positiion y and let 
t(.) denote the corresponding trajectory. Thus V(t, x, y) = Pt,B,y(r]Y). 
Define 70 to be the first 7, t < 7 < T for which r),(~+) f y’ - y 3 1 and 
let To = T if no such 7 exists. Let 7)&T) = qv(T) f y’ - y for t < 7 < To and 
r],‘(T) = 1 for To < 7 < T. Then ~~,(7) E Y,e[t, 2’1. Let r(T) denote the tra- 
jectory corresponding to T&T.) on [t, T]. By the assumption (A) and Gronwall’s 
inequality we have for some generic constant K 
1 6%) - f’(T) t < lT 1 fb t(s), T,(S)) - f (h 6’(s), a+))l ds 
and so 
I WI - WI < (IT I s,(s) - wWI df) eKtT+ (2-l) 
Now by definition of 7,) and the monotonicity of Q, we have 
f- I Q,(S) - w(s)I ds = JTo I Y’ -Y I ds + j-1 I r)d4 - 1 I ds 
<IY’-YIP--t) 
Hence by (2.1) 
WT I w - WI G K I Y’ - Y I* 
Using (2.2) and the assumption (B) we show in a similar fashion that 
(2.2) 
Hence 
I v(t, x, y) - v(“(t, x, r’l < K I Y’ - Y It Y,Y’E[O, 11 
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Similarly we show 
1 v(t, x, y) - v(t, x’, y)l < K I x - x’ I x, x’ E R”. 
Now let 0 < t < t’ < T. Let Q(T) E YJt, T] be monotone optimal and 
define Q,(T) = y, 7 = t’ and 7t4~) = 74~), t’ < 7 < T. Since 7t is increasing, 
rlt’ E Y,[t’, T]. Let St and tt, denote, respectively, the trajectories corresponding 
to 7t and 7p . Then we have for some K 
1 t,(f) - x 1 < bt’ If@, b(s), 744 ds < K(t’ - t) 
since If(t, x,y)i < Const. on [0, T] x BAI x [O, 11, BA, = (x E P ( 1 x I < 
A,} and A, is a constant as in Remark I. 
Hence again by Gronwall’s inequality we get 
Next by condition (B) and the definition of rlt’ 
I J’t,z.v(7t) - ~t~.z,rh~)l G I &X9 - d&WI + lt’ I 4, &N, 7tW)I ds 
+ j-f I W, Et(s), 7tN) - h(s, Et+), wWI ds 
Thus 
<Kit-t’/ 
j v(t, x, y) - q’, x,r)l < K I t - t’ I 
and the Theorem follows. 
COILDLLARY 2.5. V(t, x, y) is da&entiable almost everywhere. 
The Corollary follows from Theorem 2.4 and Rademacher’s Theorem. 
3. CHARACTERIZATION OF THE VALUE FUNCTION 
THEOREM 3.1. At each point (t, x, y) of d~@rentiability the value function 
satisfies 
aqt, x, yyat + f (t, x, Y) . VJqt, x9 Yl + & X? Y) G 0 (3.1) 
W(t, x, yyat + f (4 x, 7’) . VJ(t, x9 Y) + h(t, x9 7i+1 2 0 (3.2) 
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where?+ = $t+) is the right limit at t of the monotone optimal controlq E YJt, T]; 
if V is diferentiable at (t, x, 7) for almost every y < jj < f+ then 
ess. sup{aV(t, x, y)/at + f(t, x, 7) * V,V(& x, ji) + h(t, x, 7)) = 0. (3.3) 
ar<m + 
Furthermore V satisJies 
q4 x9 YPY < 0 
with terminal condition 
(3.4) 
V(T, x, Y> = g(x) (x E R”, Y E 10, 11) 
and boundary condition 
V(t, x, 1) = g(W)) + lT W, P(s), 1) ds 
where 
(3.5) 
(3.6) 
dP/dr = f (7, P(T), l), t < 7 < T, and e’(t) = x. 
The proof of Theorem 3.1 is based on the following: 
LEMMA 3.2 (Principle of Optimality). For any (T - t) > S > 0 we huwe 
V(c x, Y) = Lt+’ W, &>, fj(s)) ds + V + 6, &t + Q 7i(t + 6)) 
where 7 E YJt, T] is monotone optimal and [ is the corresponding trajectory on 
t < 7 < T with f(t) = x. 
Proof. 
w, x, Y> = nE;;y r, Pt.e,!A?) = sup sup P(7) 
Y ’ nEYvtt.t+81 4EY7)(t+8)[t+8.Tl 
tf8 
- sup sup W, 5(4,7(s)) Q!S 
rrsY&.t+Bl 4cYTJ(,+&+6.T1 
+ I,‘,, & 5(s), 7(s)) ds + g(W))1 
II 
t+a 
- sup h(s, t(s), 7(s)) ds 
reY&.t+al t 
+ sup 
4EYn(*+6)[t+&T1 
[j-l6 W, &), 3s)) u’s + d&T))] 1 
where E(t + 6) = E(t + 6) in the second supremum. 
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Pt.,,,(,?) = w, x, Y) 
= sup I,“” &, 5(s), T(S)) ds + v(t + 6 Elf + % rl(t + S))j 
neY&.t+81 t 
~It+Ph(~,E(~),i)(~))ds+V(r+S,~(t+S),ij(t+S)) 
t 
and so 
VP, x, Y) = (+* W, &s,, q(s)>, ds + v(t + 6 &t + 61, +j(t + Q. 
as claimed. 
Remark, It is sufficient to assume 3 is monotone optimal on [t, t + 61. 
Proof of Theorem 3.1. That V satisfies (3.4)-(3.6) has been shown in Propo- 
sitions 2.1 and 2.2. Thus we need only prove (3.1)-(3.3). 
Let ;i+ be as in the theorem and let t+(7) be the trajectory on t < 7 < t + 6 
corresponding to the constant monotone control q+ (with f+(t) = x). Since 
V(t, x, y) = V(t, x, y), y < 7 < vj+ we have 
s-yqt + 6, & + a)> +j(t + w - VT x3 Y)l 
= s-l[V(t + 6, [(ct + S), ij(t + 6)) - v(t + 6, r+p + S), q+)l 
+ s-l[VQ + 6, Ef(t + q, 7-j+) - V(4 x3 9+11 
Gi 11” + 128. (3.7) 
Consider first II”. We will show that 
l&l 11” = 0. (34 * 
To see this decompose as follows 
1;” = WV(t + 6, &t + a>, “i(t + 6)) - vp + 6, t+(t + a>, +j(t +91 
+ s-vv + 6, w + $40 + 6)) - V(t + 6, e+(t +6)s ii’)] 
= I,“,1 + I,“,? . 
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We first prove that 1i,I + 0 as 6 -+ 0. To do this use 
I Ht + s> - t+tt + 31 < it+8 I f(S? &s>, q(s)) - f(S, E+(s), q(s))1 ds 
+ I”‘” I f(s, 5+(s), 7j(s)) - f(s, E+(s), fj+)l ds t 
+ K jtt+6 I q(s) - ij+ 1 ds. 
Hence, by Gronwall’s inequality 
I & + 8) - 5+@ + S)l < K (lt+’ I $4 - f+ I ds) = 4% (3-9) 
since +j+ = +j(t+). 
Using (3.9) and the Lipschitz continuity of V gives If,a -+ 0 as 6 ---f 0. 
Next we prove that 1f.a + 0 as 6 + 0. To see this, note first that for all 
6 > 0, 1;,s < 0 since ji(t + 8) 2 ii+ and V(., ., y) is non-increasing. Hence 
lim,,, sup Ii,, < 0. On the other hand we claim that 
li$ $rf 1,S.s = lin&rrf II” >, 0. (3.10) -a 
To see this, it follows from Lemma 3.2 that for all 6 > 0 
and 
+ s-vy + 6, & + q, q(t + 6)) - q, .% y)] = 0 (3.11) 
s 
tw 
S-f W, t+(s), 7i+) ds + s-V’(t + 6, 5+0 + 61, +j+) - W, x, ~11 < 0. t 
(3.12) 
Subtract (3.12) from (3.11) to get 
‘+* s-1 s MS, f(s), $4) - W, E+(s), q+)l ds t 
+ qv + 8, 6% + S), 4(t + 6)) - w + 6% t+‘+(t  S), +jf)l > 0. 
(3.13) 
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By the continuity of h, the first term in (3.13) converges to 0 as S -+ 0. The 
second term in (3.13) is II”. Thus, by (3.13) 
Combining these inequalities we have established (3.8). 
Next we consider I,“. We have for any7 withy < p < ji+ 
I,6 FE s-l[V(t + 6, 5+(t + S), +j’) - V(t, x, f-j+)] 
= s-l[V(t + 6, t+(t + S), fj+) - V(t + 6, t+(t + Q HI 
+ s-l[V(t + 6, t+(t + S), 7) - q4 XT Y)l 
= Ii.1 + Izs.2 . 
NOW since q+ > 7 we have I:,, < 0. Hence 
By (3.7), (3.8) and (3.11) we have for (t, x, 7) a point of differentiability 
o = 9% S-1 [Itt+’ h(s, 4(s), q(s)) ds + V(t + 6, & + a), 7j(t + 8)) - v(C % Y)] 
= hi s- [ l it+’ h(s, l(s), q(s)) ds + 4” + Q] 
< lim sup I,* + h(t, x, f+) < lim sup Ii,“., + h(t, x, ij+). 
a-t0 a-t0 
= =v, x, r)Pt + f(t, x, fj+) * v,q, x, 7) + w, x, q+) (3.15) 
In particular (3.2) holds since (t, x, y) is a point of differentiability. 
By Lemma 3.2, for all 6 > 0, 
s 
t+a s-1 h(s, t(s), 7) ds + S-VP + 6, & + $7) - W x, ii)1 < 0 t
where & .) is the trajectory corresponding to ~(7) = 7. Letting 6 + 0, we get 
for every point (t, x, J) of differentiability 
qt, x, jqat + f(C x, 7’) - v,qt, x, 7’) + h(t, x, 7) G 0. (3.16) 
In particular, (3.1) holds. 
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Finally, if V is differentiable at (t, x, y) for almost every y < y < q+ we have 
aqt, x, g/at + f(4 x, 7) . VJqt, x9 7) + 46 x9 35) 
= av(t, x, jyat + f(t, x, q+) * V,V@, x, 7) + h(t, x9 q+) 
- [f(t, x, ?j+) - f(t, x, T>] .VJ(t, x, 7) - [NC *, ++I - a x9 73 
(3.17) 
Using (3.15), (3.16) and the continuity off and h we see immediately from (3.17) 
that the assertion (3.3) holds. This completes the proof of Theorem 3.1. 
COROLLARY 3.3. If V has continuous partial derivatives then V satis$es 
aV/ay(aV/at + f . V,V + h) = 0, (3.18) 
avjay < 0 
av/at+f.v,v+h<o 
(3.19) 
(3.20) 
with terminal condition (3.5) and boundary condition (3.6). 
Proof. We first will show that if Vv(t, x, y) < 0 then ii+ = y. This is true 
without assuming V has continuous partials. To prove this assertion suppose 
q+ > y and (t, x, y) is a point of differentiability. Then there is an E > 0 such 
that y < y + E < q+ and V(t, x, y + c) < V(t, x, y). But by Proposition 2.3, 
we have V(t, x, y) = V(t, x, +j+) and by Proposition 2.1 we have V(t, x,y + l ) > 
V(t, x, rj+). Hence V(t, x, 7j+) = V(t, x,y) > V(t, x, y + e) > V(t, x, +j+), a 
contradiction. Thus Vy(t, x, y) < 0 implies +j+ = y. 
To prove the corollary, suppose Vw(t, x, y) < 0. Then q+ = y and (3.1) 
together with (3.2) imply that V, + f. V,V +: h = 0 at (t, x, y). Hence (3.18) 
holds. 
On the other hand, suppose V, + f. V, + h < 0 at (t, x, y). Then, by the 
continuity of the partial derivatives, this is true in a neighborhood of (t, x, y). 
Hence, (3.1)-(3.3) imply that q+ cannot equal y and so f+ > y. But, by Propo- 
sition 2.3, V(t, x, y) = V(t, x, y’) for y < y’ < +j+ and so VJt, x, y) = 0. 
Remarks. (i) Given (t, x, y) at which V is differentiable. V is differentiable 
at almost every (t, x, y), y <y < +j+. 
(ii) Without loss of generality we may assume that ii+ = y where y 
satisfies V(t, x, y) = sup(V(t, x, z): y < x < 1). This comment makes the 
system (3.1)-(3.6) self-contained. 
(iii) It is an exercise to show that the continuity assumption can be dropped 
in Corollary 3.3. 
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4. APPROXIMATION BY MONOTONE, LIPSCHITZ CONTROL FUNCTIONS 
In this section we add the restriction that our monotone control functions also 
be Lipschitz (constant M). This will introduce a first order Hamilton-Jacobi 
equation which is parameterized by M and whose limit as M + co will be the 
system found in Section 3. 
Extend the functionsfand h defined on [0, T] x R” x [0, 1] to all of [0, T] x 
Rm+r as follows: 
V(t, x, y) E [O, Tl x R”+l, f(t, x, y) = f(t, x, yY), h(t, 4 y) = h(C 2, TY) 
where ry is the projection ofy onto [0, I]. ThenJand li are uniformly Lipschitz 
continuous in [0, T] x Rn”+l with the same Lipschitz constants as those for f and 
h since projections are nonexpansive. 
Fory E I?*, let YWM[t, T] = (jjicI: [t, T] -+ R1 1 / ;~M(T) - &(Q-‘)] < M j T - 7’ 1, 
r, 7’ E [0, T], +jM increasing on [t, T], q,(t) = y}. Consider the problem of 
finding a control ijM E YVM which maximizes the payoff 
&x,hM) = &TN + f- Ys, i%% %&)) ds (4.1) 
subject to 
@ldT =.f(r, 6 %.d, f(t) = x 
call such a problem a monotoneLipschitx optimal control problem. 
(4.2) 
DEFINITION 4.1. The function V”(t, x, y) = ~ups~~~,~[~,rj pt ,V((‘?M) will be 
called the monotone Lipschitz value function. Any control +jM E YuM[t, T] 
sa+fWg VYt, 2, Y) = ~tt.z.v(%fM) is called monotone Lipschitz optimal. 
PROPOSITION 4.2. P(t, s, y) satisjks 
(i) a uniform Lipschitz condition in compact subsets of [0, T] x Rm+l 
(ii) dzjkuntiabibity almost everywhere 
(iii) V”(t, x, y) < V”‘(t, x, y) if M’ 3 M > 0. 
The proofs of (i), (ii) follow as in the corresponding statements about V in 
sections 1 and 2. The proof of (iii) is immediate upon considering classes of 
control functions. 
The problem associated with (4.1), (4.2) and the class YVM[t, T] is equivalent 
to the following problem: 
Let 2 be the class of Lebesgue measurable functions S(T) on [t, T] satisfying 
0 ,< Z(T) < M a.e. Find 5 E Z maximizing the payoff (4.1) subject to 
d&T = f(~, 6 %A (t < T < T) (4.3) 
dij,/dr = Z(T) (t < T < T) (4.4) 
&t> = x, +hf(t) = Y- (4-5) 
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Let W(4 x, Y> = swz,z P,.,,, (z), where ~~,&z) denotes (4.1) indicating the 
implicit dependence on z. A 2 E Z satisfying W(t, x, y) = Ftt,&5:) is optimal. 
It is obvious that 
v‘yt, x, Y> = W(4 x, Y). (4.6) 
THEOREM 4.3. There exists a f E Z optimal for the problem (4.3)-(4.5) and 
Payoff (4.1). 
Since the dynamics are linear in z and the payoff (4.1) is explicitly independent 
of z, the theorem follows by standard results in optimal control theory. 
THEOREM 4.4. W(t, x, y) is differentiable almost everywhere and satisfies at 
points of da@rentiability 
awjat +j(t, x, y) . v,w + Jqaw/ay1+ + h(t, GY) = 0 (4.7) 
where [aW/ay]+ = max(aW/ay, 0). W 1 a so satisfies the terminal condition 
W(T, x, Y) = g(x), XElym. (4.8) 
Proof. The first assertion follows from Fleming [3]. Fleming also shows that 
the value W(t, x, y) of the optimal control problem satisfies the Bellman equation 
at points of differentiability: 
awjat + ogy$3(ty X, Y) - V,w + z awjay + h(t, x, y)j = 0 
where the max is taken over the interval of points x E [0, M]. Sincef, Wand 2i 
are independent of x and the max is attained at 2 = M if aW/ay > 0 and 2 = 0 
if a Wjay < 0 the equation (4.7) is obtained. Finally (4.8) is obvious. 
Let 2’ denote the class of functions x E 2 so that the corresponding solution 
TIM of (4.4) satisfies 0 < qM(-r) < l( assuming y E [0, I]). By the way in which3 
and li were defined it seems that looking at the class 2’ should be sufficient. 
PROPOSITION 4.5. If y E [0, 11, W(t, x, y) = SUP,,~’ pttEz,Jz) and W(t, x, y) .= 
f5t,2,11(.Z) for some I E 2’. 
Proof. Clearly W(t, x, y) 3 sups-, Pt,z,y(z). 
Let z E 2 be optimal: W(t, x, y) = ~~,&z). Let +jM denote the corresponding 
trajectory. Define f E 2’ as follows. 
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where 70 is the exit time of +&,, from [0, 11. Let ijkI denote the trajectory corre- 
sponding to 2:. Then 
jiA4(4 = y + Jy Z:(s) ds = ij&), t < 7 < 70, =l if T~<T<T 
andhence <;j,,,, < 1. 
Let [ and [ denote the trajectory corresponding to +j, and fM, respectively. 
Since qM = q,, t < 7 < 70, = 1, 7. < 7 < T we have by the definition of 3 
that 3(., ., $-d =3(., ., fj,+J = f(., . , 7jM). Hence [ and < satisfy the same 
equation. By uniqueness f = [on t < 7 < T. Hence, using the definition of It 
we get iTt,Z,y(2) = pt,z,y(~) and the proposition is proved. 
COROLLARY 4.6. W(t, x, 1) = V”(t, X, 1) = g(P(T)) -t St’ h(s, [l(s), 1) & 
where [1 is the solution of (1 .l ), (1.2) corresponding to ~~(7) = 1. 
For large M, Lipschitz value approximates monotone value: 
THEOREM 4.7. lim,, V”(t, x, y) = v(t, x, Y) for JOY (t, x, Y> E LO, Tl x 
R” x [0, I]. 
Proof. Let +j(~) E YJt, T] be monotone optimal so that V(t, X, y) = 
Pt,J7j). Since Lipschitz functions are dense in monotone functions under the 
Lr-norm 11 . /II, we have that for each E > 0, there is an M,, = MO(e) > 0 and 
a corresponding jjMO E Yp[t, T] withy < +jM < 1 and 
II 75 - rlMo IlLI < 6. 
Let [ and .&, denote the trajectories corresponding to 4 and jjMO, respec- 
tively. Then by condition (A) we have 
Combining these facts gives that I P, 1: y 7) - Pt,r,.Y(jji\‘lo)l 
V(t, x y) < V%(t y) + K = W(t i ,;-+ K 
< Kc and hence 
3 x, 
But’ for Avery M > 0, if y: [0, 11, ‘V[t, x, y) z V”(t, x, y) and VM 3 V”’ 
for M 2 M’ > 0. Hence 0 < V(t, x, y) - V”(t, X, y) < KE whenever M > 
MO and the assertion is proved. 
5. FURTHER CHARACTERIZATION OF THE MONOTONE VALUE FUNCTION 
Let u = u(t, x, y) be defined on [0, T] x R*+l and satisfy 
au(t, X, y)/at + 3(t, X, y) . V2u(t, x Y) + 46 x9 Y) < 0 ave. 
au(t, x, y)/ay < 0 a.e. 
(5-l) 
(5.2) 
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au/at and 
NT, x3 Y) = g(x) XEF,YERl. (5.3) 
v,u EL:&([O, T] x Rm+l) for co > p > m + 2. 
(5.4) 
where f and h are the extensions off and h as in section 4. 
THEOREM 5.1. Let u be any function satisfying (5.1)-(5.4) and let V(t, x, y) be 
the monotone value function. Then V(t, x, y) < u(t, x, y) for (t, x, y) E [0, T] x 
R” x [0, I]. 
Proof. Let u satisfy (5.1)-(5.4) and extend u to all of Rm+-2 by 0; continue to 
denote this extension by u. 
Let pc(w) = ~f-~“-~ exp(--E2/(e2 - / w Is)} E Cm(IV2) with c a constant so that 
pE has integral 1. For functions k EL~(R~+~), 1 < p < co, define the mollifier 
of k by 
(J&)(w) :I kc(w) = ~w-z,, p6(w - z) k(z) dz, for E > 0. 
Apply J, to the inequalities (5.1) and (5.2) using the elementary properties of 
mollifiers [5]. We see that the function uE = Jcu E r?(Rna+s) satisfies 
&P/at + J . V& + k + (f . VsU)E - f * V&f < 0 
atqay G 0 (5.5) 
where I? = J,k. 
Let k and IJJ be defined as follows: 
(5-G) 
Since W/ay < 0, [auc/ay]+ = 0. Hence, for any 111 > 0 the function uE is a 
solution of the nonlinear Cauchy problem 
aucjat + f . vg + M[auqay]+ + ii6 - 4 = 0 
u”(T, x, Y) = g’(x) 
where g’ = JEg. 
(5.7) 
(5.8) 
Since u’ is infinitely differentiable, uE provides the unique global solution of 
the Cauchy characteristics associated with (5.7), (5.8). Hence uE is the unique 
solution of (5.7), (5.8). 
By the results of Section 4, for each M > 0 the function 
V(t, x, Y) 
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where dE/dT =f(~, I, Gj,,,), t(t) = X, satisfies (5.7) almost everywhere and (5.8) 
everywhere. Thus we have that 
Q(4 x, Y) = Vc”(4 x, Y) (VM 2 0, E > 0, (4 x, Y)) (5.10) 
Now, by the definition of $ and (5.5) we have $ < 0. Using (5.9) (5.10) we get 
44 x, Y) 3 sup 
+7~EY,%,Tl 
j&7’)) + s,’ [&s, &)> GM(S)) dj = U,Yt, 3, Y) 
(5.11) 
where VSM(t, x,y) is the value of the monotone Lipschitz optimal control problem 
associated with the payoff functional appearing in the brackets in (5.11) and the 
dynamics df/dT = J(T, f, &), f(t) = x. 
By reasoning similar to Theorem 4.7 we show that for all (t, X, y) E [0, T] x 
R” x [0, I] 
with .$ = f(~, [, T), t(t) = X. Note that /? is given by (5.6) with f == f, when 
7 E YJ4 q, y E [Q 11. 
Consider finally the monotone value function U<(t, x, y). We will prove that 
U’,(t, x, y) ---f P(t, x, y) as E -+ 0 on [0, T] x R” x [0, I]. To see this it suffices 
to show that Le --+ h and gE --f g. To prove the first assertion all we need do is 
prove that (f . V,U)~ - f . V,uf + 0. We follow the proof in Jensen [6]. 
Let O<E<U and Q=(O,T)xR”x(O,l), QO={~=(t,x,y)~Ql 
dist(z, Rm+2 - Q) > u}. Then by the Lipschitz continuity of f(t, x, y) = f(z) 
we have 
I, 77 “Fop [(f . V&)’ - f . V,u’ 1 
= sup 
0.3 II 
,~o-z,sE P.(W - Xf(w) - f(4) V&> dz j 
< sup 
I / ,<1 PX~ Kc I Vzu(w - 4 dz. 
(K constant) 
8, z\ 
By Holder’s inequality for K’ another constant, 
I, < K’ (S 12lSl cp 1 V&w - rz)lP dz 1 
l/P 
.< K’ 
(1 tztsa 
E~--(~+~) 1 V&w - a)1 da)“’ 
< K’cl--(m+2)‘P /I v,u IILP -+ 0 as c-0 since p>m+2, 
240 BARRON AND JENSEN 
and hence & + h, uniformly as E + 0. Since g is continuous we immediately 
have that g’ -+ g uniformly as E -+ 0. Hence it is easy to see that 
$& u,(t, x, Y) = qt, x, Y) uniformly in (t, x, y) E (0, T) x R” x (0, 1). 
Note also the following U,(t, x, 1) = g’([l(T)) + $ &(s, (r(s), 1) ds by (5.12) 
and V(T, x, y) = gE(x). 
Combining (5.10)-(5.13) we have shown that 
hi e(t, x, y) >, V(t, x, y) on [0, T] x R” x [O, 11. 
But us + u as E + 0 uniformly and hence u(t, x, y) > V(t, x, y) as asserted. 
COROLLARY 5.2. If (t, x, y) E [0, T] x R” x [0, 11, 
V(t, x, y) = min(u(t, x, y) 1 u satis$es (5.1)-(5.4)). 
The proof is obvious since V itself satisfies (5.1)-(5.4). 
6. CONTROL FUNCTIONS OF BOUNDED TOTAL VARIATION 
In this section we consider the optimal control problem associated with 
dynamics (l.l), (1.2) and payoff (1.3) an control functions which are of uni- d 
formly bounded total variation. To be precise, for u E [0, co) Iet 
where Vab(n) denotes the total variation of 77 on the interval [a, b] C [t, T]. 
To measure the amount of variation used up in the course of time we let 
U(T) = u - V@)) t<r<T. 
We call the function V defined on [0, R] x R” x [0, l] x [0, co) by 
the variation value function. Here Pt,3C.Y,q is the payoff (1.3) with initial positions 
(t, x, y, u). Any control + E ZUO[t. T] satisfying V(t, x, y, u) = Pt,2,y,o($ is 
called variation optimal. 
Regarding the properties of the variation value function we have: 
PROPOSITION 6.1. (a) An optimal variation contro2, q(7), ,exists on [t, T], 
vu E [O, co). 
(b) V(t, x, y, U) is monotone nondecreusing in u on [0, co). 
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(4 V(4 x, Y, u) = w, x, y, o - [ y - jj I) for all jj with y < y < T+ if 
~+>yor~+<~<yif~+<ywhere~+=+j(t+). 
(4 V(T, x, Y, 0) = g(4, x E p 
(e) V(t, x, y, 0) = g(@‘( T)) + $ h(s, (y(s), y) ds where 6” is the trajectory 
corresponding to ~(7) = y E Zyo[t, T]. 
Proof. The proof of (a) is from Lee-Markus [8, p. 2811. Part (b) is immediate 
upon considering classes of control functions. Part (c) is proved similarly to 
Proposition (2.3). Finally (d) and ( e are obvious from the definitions. ) 
PROPOSITION 6.2. V(t, x, y, U) is Lipschitx and hence has a total derivative 
almost everywhere. 
Proof. We will prove that V is Lipschitz in y and (T. 
Let u > u’ 3 0. Let 7” E Zyo[t, T] b e variation optimal for the position 
(t, x, y, u). Define 
rl”‘(T) = VT4 t<T<TO 
= Y(To) To < 7 < T. 
where To satisfies To = first 7 so that V,T(~u) < u’, = T if no such 7 exists. Thus, 
70’ E ZE’[t, T] and 
IT 1 ‘I%) - so’(s)1 ds= j-’ I V’(s) - rl”(To)l ds. (6.1) -t 70 
Since VTO(vO) < u - a’ it follows from (6.1) that 
11 T)” - 7” /IL’ < (T - To)(U - a’) < K(u - 0’). (K constant) (6.2) 
Using (6.2), Growall’s inequality and conditions (A), (B) we have 
0 < V(t, x, y, u) - V(t, x, y, 0’) < K(u - 0’) 
and hence V is Lipschitz in 0. 
Let y, y’ E [0, 11, and yyO variation optimal. Define rllJ’ E Z$[t, T] by 
‘?Y’(T) = Y’ T=t 
= r]YW t<T<T,, 
= rl~‘?~o) r,<t<T 
where -r. = first 7 so that Vt~(r]yo) < u - 1 y - y’ 1, = T if none exists. Then 
V~o(vyu> < I Y - y’ I and so 
II rlyu - rly’ 11~1 = f’ I s,“(s) - THAI ds < K I Y - y’ I (K constant). 
70 
Using this we see V is Lipschitz in y. 
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PROPOSITION 6.3. (a) aV/ao > 0 almost everywhere 
(b) At points of dz@rentiability, 1 aV/ay j < avlao. 
Proof. Part (a) foll ows from Propositions 6.2 and 6.1(b). 
To prove (b), let (t, x, y, u) be a point of differentiability and E > 0 so that 
O<y&t<landu--•>O.Then 
To see (6.3), let q”,+, E Zi+,[t, T] be optimal and let T;+‘+‘(T) = &(T) if t < T < T 
and ?(t);+‘(t) = y. Then $+ E .Z’i+‘[t, T] and 
w x9 Y + E, 4 = P(7);+J = P($+f) < V(t, x, y, u + C). 
Similarly (6.3) holds with y - E. 
Furthermore 
V(t, x, y * c, 0) > V(t, x, y, u - c) (6.4) 
Combining (6.1), (6.2) yields 
I w x9 Y - E>U> - V(t, x, y + E, u>I d V(4 x, y, u + c) - V(t, x,y, u - E) 
which leads to the assertion. 
THEOREM 6.4. The variation value function satisfies the following system at 
each point (t, x, y, u) of d@rentiability: 
av(t, x, Y, u)/at + f (t, x, Y) * V,W, 3, Y, 4 + W, x, Y, 4 G 0 (6.5) 
av(t, x, y, up + f (4 x, ‘7+1 * ‘C7Jq4 x9 y, u) + h(t, 8, rl+j B 0 (6.6) 
where-I)+ = T(t+) is the right limit at t of the variation optimal control 7 E .ZYu[t, T]; 
if V is d@rentiable at (t, x, 7, 5) for almost every 7 E [0, 11, 0 < 6 < u+ = 
u- I’~+-yl then 
ess. SUP {aV(t, X, y, 6)jat + f(t, X, 9) - V,V(t, X, 7, 5) + h(t, X, 7)) = 0. 
~0<9<1:0G7G+1 
(6.7) 
Furthermore V satis-es at points of dzJ+rxntia&ility 
av(t, X, Y, u)/au a 1 aw, X, Y, uyay i 
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and the terminal condition 
WY x, Y, 0) = g(x) (x, Y, 4 E Rm x [0, 11 x [0, ~0) (6.9) 
and boundary condition 
J’(t, x, y, 0) = g(i?V)) + J;I W, P(s), Y) ds 
where @ = f(~, PJ, y), [v(t) = x. 
(6.10) 
Proof. That V satisfies (6.8)-(6.10) has already been proved. 
The proof of (6.5)-(6.7) is similar to that of Theorem 3.1 and so we give only 
the major distinctive details. 
Let (t, x,y, u) be a point of differentiability and let 7 E Zga[t, T] be variation 
optimal. Let 6 denote the trajectory corresponding to 7 and finally let U(T) = 
u - VtT(7) be the amount of variation remaining at time 7. As above, 7+ = q(t+), 
a+=u(t+)=u-~7-~-y~. 
For 6 > 0 we have 
Jqt + 6, & i- q, 7(t + S), u(t + 6)) - q’(t, % Y, 0) 
= V(t + 6, & -t S), 7(t + q, u(t + 8)) - qt + 6, & + s>, 7+, 0’) 
+ q’(t + 8, 5+(t + S), 7+, 0’) - qt, % 7+, @) 
ZEz II” + I26 
where E+ is the trajectory on [t, t + S] corresponding to the constant control 7f. 
Note that V(t, x,y, u) = V(t, x, 7+, u+) by Proposition 6.1(c). 
Consider first II”. We have 
A6 = Jqt + 6 t(t + q, 7(t + S), u(t + 6)) 
- Jqt + 6, 5+ct + 3, 7(t + S), 4 + 8)) 
+ qt + 6, 5+(t + S), 7(t + q, 4 + 6)) - v + 6, E+(t + q, 7+, 0’) 
EC- g1 + If,, 
It is clear that Ii,, = o(S) since j ((t + 6) - [+(t + S)l = o(S). Now look at 
I,s,z * 
We easily see as in (6.3) that for any E 3 0 
V(t + 6, t+(t + a 7+, 4 + 6) + 4 2 qt + 6 5+(t + S), 7+ f c, u(t + 6)) 
Now let E = I7(t + S) - 7’ j > 0. Then we have that 
qt + 6, t+(t + 9,7-+, 4 + 6) + I 7(t + a> - 7+ I) 
2 qt + 8, S+(t + q, 7+ f I 7(t + 8) - 7+ I, o(t + 6)) 
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But, o+ > o(t + S) + 1 q(t + S) - q+ [. Hence since V is monotone non- 
decreasing in o we have 
Thus It,a < 0 for all 6 > 0 and so lim sups4 1,6,,S1 < 0. 
By the definition of II* we get lim sups+,, IIsS1 < 0. 
On the other hand, using a principle of optimality we have 
swqt + 6, & + S), v(t + s>9 4 + S)) - qt, x, y, u)l 
+ S-l 1”‘” h(s, f(s), ?(s)) ds = 0 
t 
and 
qqt + 6, t+(t + S), rl+, 0’) - V(t, 3, y, 41 
+ s-1 S:fs W, S+(s), T+) ds < 0 
Subtracting these two we get by the continuity of h that 
lim inf SIIl* 3 0. 840 
Hence Ir%-l -+ 0 as 6 + 0. 
Regarding Isa we have 
Since v(t + 6 t+(t + 3, y, u+ + I T+ - y I) 2 V(t + 6, c?(t + a), q+, u+), 
lim SU~~+~I~,,S-~ < 0. Now use the principle of optimality in this case to 
complete the proof. 
R~A. Further properties of variation value are as follows: 
PROPERTY 1. If V has continuous partial derivatives then V satisfies 
(I avjay / - av/au)(av/at +f. v,v + h) = 0 
1 av/ay j < av/au 
av/at+f*v,v+h <o 
and terminal-boundary conditions (6.7)-(6.8). 
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PROPERTY 2. Let v”(t, X, y, u) denote variation value when the control 7 
is further restricted to be Lipschitz (constant M). Then vM satisfies the first 
order equation 
VtM + J. V,VM + M( 1 V, / - V,)+- + h = 0 ( f, I? the extension off, h) 
with conditions (6.7)-(6.8). We then have 
= j& VYt, x, y, 4, ((6 x, y, 0) E [O, Tl x R” x [O, 11 x [O, ~0). 
PROPERTY 3. Extend f and h as in Section 4. Let u = ~(t, x, y, u) be any 
function satisfying 
au/at + j. V,u + h < 0 a.e. 
j &~/ay j - ih/i3a < 0 a.e. 
u(T, x> Y, u) = g(x), XER~,~ER~,UER~ 
au/at, V,u E&([O, T] x Rm+2), p > m + 2. 
Then V(t, x,y, u) < u(t, X, y, cr) on [0, T] x R” x [0, l] x [0, co) and V(t, x, 
y, U) = min{all such u(t, x, y, u)}. 
The proofs of these properties are left to the reader. 
For large total variation in the controls we should approximate the case when 
the controls are merely measurable. This is the content of our next theorem. 
THEOREM 6.5. The limit lim,,, V(t, x, y, U) exists for each (t, x, y) and is a 
function of (t, x) say W(t, x). The function W(t, x) satisfies 
(i) W(t, x) = SU~,,,~ Pt,m(~), Y = (7: [t, T] - [0, I] j 7 Lebesgue mea- 
surable} 
subject to 
i = f(T, 5,7)> 6(t) = x 
(ii) awlat + mahSvsl {V, W . f (t, x, y) + h(t, x, y)} = 0 (almost everywhere) 
with 
WV, 4 = g(4 (x E Rm). 
Proof. Since V is bounded and monotone nondecreasing in U, limo+m V(t, x, 
y, U) exists. It is easy to see that for ally, y’ E [0, 11 
Hence 
hi V(t, x, y, u) = in&l V(t, x, y’, u). 
hl V(t, x, y, u) = w(t, x). 
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Furthermore, since a given 7 E Y can be approximated in L1 by a function 
~~0 E ,Z’,O for some 0 sufficiently large the assertion (i) is true. Finally (ii) is 
true by standard results in the Hamilton- Jacobi theory of optimal control 
[3,4, 81. 
Remark. The tesults of this paper hold with much weaker assumptions on the 
functions f, h and g. 
7. CONNECTION WITH IMPULSE PROBLEMS 
In this section we will show that the system (3.1)-(3.6) is the limit of a 
system of quasi-variational inequalities corresponding to an impulse control 
problem. 
Let k denote a positive real number and for 0 < y < 1 let S, denote the class 
of all step functions T(T) defined on [t, T] which are monotone nondecreasing 
with q(t) = y and with range in [0, 11. Consider the control problem associated 
with dynamics (l.l), (1.2), the control class S, and the payoff functional 
P&I) = RW”)) + 6 W, t(s), 71(s)) ds - klv(d (7.1) 
where 7 is in S, , t is the trajectory corresponding to 7 and N(T) is the number 
of times 7 jumps in the time interval [t, T]. 
Let, for each k > 0, 
Vk(4 x, y) = sup Pk(rl) (7.2) 
4ESy 
and call Vk the impulse value function on [0, T] x I@ x [0, 11. 
One can show that V”, almost everywhere, satisfies the quasi-variational 
inequality (Q.V.I.), 
Vtk + Vzk . f (t, x, y) + h(t, x, y) < 0 (7.3) 
Vk(t, x, y) > -k + sup(Vk(t, X, y + z): 0 < .a < 1 - y) = MV” (7.4) 
(VSk + VSk .f + h)(Vk - MP) = 0 (7.5) 
and 
Vk(T, 3, Y) = g(x), V”(t, x, 1) = g(5V)) + 1’ h(s, 4W 1) ds (7.6) 
t 
where t1 is the trajectory corresponding to ~(7) = 1 E S, . 
THEOREM 7.1. Let V(t, x, y) denote the monotone value function associated 
with (l.l), (1.2) andpayofl(1.3). Then 
l&j Vk(t, x, Y) = V(t, x, Y), 
uniformly on compact subsets. 
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Proof. Since the class of monotone nondecreasing functions Y, is Iarger 
than S, and since we have no explicit penalty for jumping in the payoff (1.3) 
it is clear that 
q’l(t, x, Y) 2 VVk(4 x, Y), k > 0. 
Further, P(t, x, y) is monotone nonincreasing in k. Hence for each (t, X, y), 
2% qt, x, y) < qt, x, Y). 
On the other hand if we let $T) denote the monotone optimal control in Y, 
then, given E > 0, there is a step function T*(T) E S, with a finite number of 
jumps so that 
II 75 - rl* IL’ < c. 
(We may define, if necessary, y*(t) = y.). If we let [ and t* denote the trajec- 
tories corresponding to 75 and q*, respectively, then it follows that 
max L!(T) - (*(T)/ < Const. E. t<t<r 
Let N(y’) denote the number of jumps in T*(T) on [t, T]. Let k, = ~/nr(,*). 
Then we have 
I pm - pkh*)l G cc 
for any k < k, . Hence, when k < k, 
qt, %Y) = p(q) < pk(7)*) + cc < qt, x,y) + cc 
and Theorem 7.1 is proved. 
Remarks. (i) It is clear that considering the monotone control problem from 
the impulse control point of view is both natural and illuminating. On the other 
hand, studying the monotone control problem directly can lead to straight- 
forward proofs of results such as that in Theorem 7.1. The perturbation result 
in Q.V.1.s would otherwise require a differential equations type proof. 
(ii) Similar results for the bounded vaiation case can be stated using the 
observation that V, > 1 V, / is equivalent to 
v(t, .y”, 31, a) 2 max(sup v(t, x, y + z, u - z), sup v(t, x, y - Z, (T - x)) 
Z?O GO 
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