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The heat conduction in solids is one of the important areas in engineering problems. 
More often, the boundary of the solids are kept at a prescribed temperature or insulated. 
However, in many situations the surface of the solid is part heated/cooled and part 
insulated. In this thesis we discuss the heat conduction in circular cylinders subjected to 
mixed boundary conditions using the Wiener-Hopf technique. The temperature 
distribution and heat flux in the form of closed integrals are obtained. These integrals 
have been evaluated in some cases of interest.   
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 ﻣﻠﺨﺺ اﻟﺮﺳﺎﻟﺔ
 
   إﺑﺮاھﯿﻢ ﻧﻮر اﻟﺪﯾﻦﷲ رﺣﻤﺔاﻻﺳﻢ اﻟﻜﺎﻣﻞ: 
  :  ﺗﻮزﯾﻊ اﻟﺤﺮارة ﻓﻲ اﺳﻄﻮاﻧﺔ داﺋﺮﯾﺔ ذات ﺷﺮوط ﺣـﺪﯾـﺔ ﻣﺨـﺘـﻠـﻄﺔﻋﻨﻮان اﻟﺮﺳﺎﻟﺔ
  : رﯾﺎﺿﯿﺎتاﻟﺘﺨﺼﺺ
 ھـ 7341ﻣﺤﺮم ،  31 ﺗﺎرﯾﺦ اﻟﺪرﺟﺔ اﻟﻌﻠﻤﯿﺔ: 
 
ﺎﻟﺒﺎ ً ﻣﺎ ﯾﺘﻢ ﻋﺰل أطﺮاف ﻏﻌﺪ اﻧﺘﻘﺎل اﻟﺤﺮارة ﻓﻲ اﻟﻤﻮاد اﻟﺼﻠﺒﺔ أﺣﺪ اﻟﻤﻮاﺿﯿﻊ ذات اﻷھﻤﯿﺔ ﻓﻲ اﻟﻤﺴﺎﺋﻞ اﻟﮭﻨﺪﺳﯿﺔ. ﯾُ 
اﻟﺴﻄﻮح اﻟﺼﻠﺒﺔ ﺣﺮارﯾﺎ ً أو وﺿﻌﮭﺎ ﺗﺤﺖ درﺟﺔ ﺣﺮارة ﻣﻌﯿﻨﺔ، وﻓﻲ ﻛﺜﯿﺮ ﻣﻦ اﻟﺤﺎﻻت ﯾﻜﻮن ﺟﺰء ﻣﻦ ﺳﻄﺢ اﻟﻤﻮاد 
 اﻟﺼﻠﺒﺔ ﻣﻌﺰوﻻ ً وﯾﺘﻢ ﺗﺴﺨﯿﻦ أو ﺗﺒﺮﯾﺪ اﻟﺠﺰء اﻵﺧﺮ.
ﻲ ھﺬه اﻟﺮﺳﺎﻟﺔ اﻧﺘﻘﺎل اﻟﺤﺮارة ﻓﻲ اﺳﻄﻮاﻧﺔ داﺋﺮﯾﺔ ﺗﺤﺖ ﺷﺮوط ﺣﺪﯾﺔ ﻣﺨﺘﻠﻄﺔ ﺑﺎﺳﺘﺨﺪام طﺮﯾﻘﺔ )ﻓﯿﻨﺮ وھﻮﺑﻒ(، ﻧﻨﺎﻗﺶ ﻓ
ﺗﻢ اﻟﺤﺼﻮل ﻋﻠﻰ اﻟﺤﻞ ﻻﻧﺘﻘﺎل اﻟﺤﺮارة وﻟﻠﺘﺪﻓﻖ اﻟﺤﺮاري ﻓﻲ ﺻﯿﻐﺔ ﺗﻜﺎﻣﻼت ﺗﻢ إﯾﺠﺎد ﻗﯿﻤﮭﺎ ﻓﻲ ﺑﻌﺾ اﻟﺤﺎﻻت  ﺣﯿﺚ
  اﻟﮭﺎﻣﺔ.
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CHAPTER ONE  
INTRODUCTION AND LITERATURE REVIEW 
1.0 Introduction   
Heat conduction problems are encountered in many engineering applications. However, 
the most important common term that cuts across all sorts of heat conduction problems 
irrespective of their application and nature is the term “Temperature”. In this regard, we 
note that even if the process or method of heating is invisible, still the temperature is 
observed. Furthermore, one can clearly note that when a metal bar is heated, its 
temperature at the other end will eventually begin to rise. This transfer of energy or heat 
is due to molecular activity. That is, molecules at the hot region exchange their energies 
with neighboring layers through random collisions between the molecules. Heat 
conduction process is one of the three ways of heat transfer in addition to radiation and 
convection. The heat conduction or heat flow under a variety of boundary conditions of 
different conducting bodies has been of great importance in many engineering problems. 
Further, one can find an intensive study regarding the heat conduction problem occurring  
in rods, cylinders, spheres and plates among others ranging from one-dimensional, two-
dimensional and three-dimensional coordinate systems in literature (see for example [4], 
[9] and [10]). Heat conduction problems are broadly categorized as steady-state (time-
independent) and transient (time-dependent). The methods commonly used are separation 
of variables, Green’s function, integral transforms and numerical schemes. However, in 
case of mixed boundary conditions in which case the boundary of the solid is subjected to 
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different boundary conditions in different parts of the an interface. In such problems, the 
Wiener-Hopf technique has been extensively used in the literature. This technique 
depends on the utilization of the known integral transforms, mainly the Laplace transform 
and Fourier transform as used in [2], [3], [5], [6 ], [25] and [28] among others.  
 
The technique “Wiener-Hopf technique”, came into existence in 1931 after the efforts 
made by Norbert Wiener (1894-1964) and Eberhard Hopf (1902-1983) in trying to solve 
some integral equations of certain form. Furthermore, in 1952, Douglas Samuel Jones 
(1922-2013) modified the Wiener-Hopf technique to solve mixed boundary value 
problem directly without having to formulate it as an integral equation. [17].  
In this work, the modified Wiener-Hopf technique due to Jones would be used due to its 
direct application in comparison with the afore mentioned methods which are found to be 
inadequate. In the modified approach, Jones gave a method of obtaining the functional 
Wiener-Hopf equation and subsequently solving the boundary value problem. We shall 
use the method to determine the temperature distribution in hollow or solid infinite 
homogeneous circular cylinders with mixed boundary conditions. In the physical sense, 
part of the external surface of the cylinder will be subjected to a constant (or given) 
temperature while the other part has a known temperature flux or is insulated.  
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1.1 Literature Review  
The problem of heat conduction in homogeneous and isotropic bodies has been 
extensively reported in literature. Carslaw and Jaeger [4] have formulated such problems 
in space, half-space, cylinders and beams, and other composite media. They have given 
temperature distribution and heat flux at the surface of such materials. The steady-state as 
well as transient problem have been considered in this classical reference. The heat 
conduction problem with mixed boundary conditions on the interface or surface, or 
having different conducting bodies is our primary interest in this work. Often such body 
is subjected to more than one condition on the boundary. For instance, one part maybe 
assumed to be insulated while the other part to be kept at a constant temperature; or one 
part assumed to be immersed in a fluid and the other left outside with just surface 
temperature. 
 Chakrabarti [6] gave the explicit solution of the sputtering temperature of a cooling 
cylindrical rod with an insulated core when allowed to enter into a cold fluid of large 
extent with a uniform speed ݒ in the positive semi-infinite range while the negative semi-
infinite range is kept outside, and a simple integral expression is derived for the value of 
the sputtering temperature of the rod at the points of entry (see also Chakrabarti [7]). 
Georgiadis et al [11] considered infinite dissimilar materials which are joined and 
brought in contact over half of their common boundary and the other half insulated all 
along the common boundary (interface). The solution is then obtained for the heat 
conduction problem after assuming the two conducting bodies to be kept initially at 
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different uniform temperatures, which are brought into contact over part of their surfaces 
at time t = 0. Chakrabarti and Bera [5] studied a mixed boundary-valued problem 
associated with the diffusion equation which involves the physical problem of cooling of 
an infinite slab in a two-fluid medium. An analytical solution is derived for the 
temperature distribution at the quench fronts being created by two different layers of cold 
fluids having different cooling abilities moving on the upper surface of the slab at a 
constant speed. Similarly, Zaman [24] studied a heat conduction problem across a semi-
infinite interface in layered plates. The two plates are kept in contact, in which the 
contact between the layers takes place in one part of the interface while the outer part is 
perfectly insulated. In Bera and Chakrabarti [3], the explicit solutions are obtained for the 
temperature distributions on the surface of a cylindrical rod without an insulated core as 
well as that inside a cylindrical rod with an insulated inner core when the rod, in either of 
the two cases, is allowed to enter, with a uniform speed, into two different layers of fluid 
with different cooling abilities. The modification of Wiener-Hopf technique is used. 
Zaman and Al-Khairy [26] considered a steady state temperature distribution in a 
homogeneous rectangular infinite plate. They assumed that the lower part to be cooled by 
a fluid flowing at a constant velocity while the upper part satisfies the general mixed 
boundary conditions. In addition, Zaman and Al-khairy [27] again discussed the cooling 
problem of a composite layered plate comprising of a dissimilar layers of uniform 
thickness having mixed interface thereby finding the closed forms of both the 
temperature distribution and the heat flux of the plate using the modified Wiener-Hopf 
technique.  
5 
 
 
Satapathy [20] considered a two-dimensional quasi-steady conduction equation 
governing conduction controlling rewetting of an infinite cylinder with heat generation. 
The analytical solution obtained by Wiener–Hopf technique yields the quench front 
temperature as a function of various model parameters used. It is good to note that the 
process of rewetting or quenching is to re-establishment of liquid contact with a solid 
surface whose initial temperature exceeds the rewetting temperature thereby creating a 
mixed condition on the surface where Wiener-Hopf technique can be applied. Shafei and 
Nekoo [21] solved the heat conduction problem of a finite hollow cylinder using 
generalized finite Hankel method which is based on the use of the integral 
transformations method. The cylinder is assumed to be of finite length, and the finite 
element method is used verify the closeness of the solution obtained by the method. To  
sum up, Kedar and Deshmukh [16], considered the inverse heat conduction problem in a 
semi-infinite hollow circular cylinder using integral transform method and the result is 
given in series form in terms of Bessel functions. Further, the hollow circular cylinder is 
subjected to a known temperature under transient condition. Initially the cylinder is 
assumed to be at zero temperature and temperature at the lower surface is also assumed to 
have zero heat flux.  
Finally, in this thesis, we intend to consider two problems: the first is the determination 
of the analytical solution of the transient heat conduction in a homogenous hollow 
infinite circular cylinder that is subjected to different boundary conditions on the outer 
surface while the inner surface is kept at zero temperature throughout.  
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In the second, we consider an infinite solid circular cylinder in which part of the 
boundary is being heated while the other part has a prescribed flux. The resulting mixed 
boundary value problem from both problems is solved using the Jones’ modification 
method of the Wiener-Hopf technique. The temperature distribution and the heat flux are 
determined in both. 
 
1.2 Basic Definitions of Some Terms  
1.2.1 Bessel Differential Equation  
ݎଶ ௥ܶ௥ + ݎ ௥ܶ + (݊ଶ − ݎଶ)ܶ = 0. 
1.2.2 Solution of the Bessel Differential Equation  
ܶ(ݎ) = ܣܬ௡(ݎ) + ܤ ௡ܻ(ݎ). 
Where ܬ௡(ݎ) and ௡ܻ(ݎ) are the Bessel functions of first and second kinds respectively.  
1.2.3 Modified Bessel Differential Equation  
ݎଶ ௥ܶ௥ + ݎ ௥ܶ − (݊ଶ + ݎଶ)ܶ = 0. 
1.2.4 Solution of the Modified Bessel Differential Equation  
ܶ(ݎ) = ܣܫ௡(ݎ) + ܤܭ௡(ݎ). 
Where ܫ௡(ݎ) and ܭ௡(ݎ) are the modified Bessel functions of first and second kinds 
respectively.  
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Note: 
We take note of the following relations and definitions all related to Bessel differential 
equation  
1. ܬ௡(ݎ) = ∑ (ିଵ)ೖ(௥/ଶ)೙శమೖ௞!(௡ା௞)!ஶ௞ୀ଴  
2. ௡ܻ(ݎ) = ௃೙(௥) ୡ୭ୱ(௡గ)ି௃ష೙(௥)ୱ୧୬ (௡గ)   
3. ܫ௡(ݎ) = ∑ (௥/ଶ)೙శమೖ௞!(௡ା௞)!ஶ௞ୀ଴   
4. ܭ௡(ݎ) = గଶୱ୧୬(௡గ) {ܫି௡(ݎ) − ܫ௡(ݎ)} 
5. ܬ௡ᇱ (ݎ) = ௡௥ ܬ௡(ݎ) − ܬ௡ାଵ(ݎ) 
6. ௡ܻᇱ(ݎ) = ௡௥ ௡ܻ(ݎ) − ௡ܻାଵ(ݎ) 
7. ܫ௡ᇱ (ݎ) = ௡௥ ܫ௡(ݎ) + ܫ௡ାଵ(ݎ) 
8. ܭ௡ᇱ(ݎ) = ௡௥ ܭ௡(ݎ) − ܭ௡ାଵ(ݎ) 9. ܫ௡(ݎ) = ݅ି௡ܬ௡(݅ݎ) 
 
1.3 Heat Conduction Problems 
The specification of temperature and heat flux in the region of a solid or metal where 
conduction is taking place brings about temperature distribution and heat flows. To do 
that, the description of the point or region needs to be known. That is, the condition and 
the boundary condition of the specify area. However, in order to describe the temperature 
distribution, the special coordinates must be known. In general, heat conduction is 
described as one-dimensional, two-dimensional, and three-dimensional depending upon 
the variables describing the temperature distribution in the given region.  
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1.3.1 One-Dimensional Heat Conduction Problem    
The one-dimensional heat conduction problem is the simplest form of heat conduction 
equation in which the temperature  ܶ  depends only on one space variable ݔ and on the 
time variable ݐ. The equation is given as: 
߲ଶܶ
߲ݔଶ
= 1݇ ߲ܶ
߲ݐ
. 
Where, ݔ belongs to some finite or infinite interval, ݐ > 0 and  ݇ is the thermal diffusivity 
of the material.  
1.3.2 Three-Dimensional Heat Conduction Problem    
In three-dimensional heat conduction problem in rectangular coordinate system; the 
temperature distribution   ܶ  depends on three space variables ݔ,ݕ and ݖ and the on time 
variable ݐ. The equation is given below  
߲ଶܶ
߲ݔଶ
+ ߲ଶܶ
߲ݕଶ
+ ߲ଶܶ
߲ݖଶ
= 1݇ ߲ܶ
߲ݐ
. 
Transient (unsteady-state) means that the temperature at any location or region changes 
with time; it usually happens due to the sudden change of conditions.   
1.3.3 Three-Dimensional Heat Conduction Problem in Cylindrical Coordinates  
The three-dimensional transient heat conduction problem in cylindrical coordinate system 
is defined in such a way that the temperature distribution   ܶ  depends on three space 
variables ݎ,ߠ and ݖ and the on time variable ݐ.  
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The equation is given below  
߲ଶܶ
߲ݎଶ
+ 1
ݎ
߲ܶ
߲ݎ
+ 1
ݎଶ
 ߲ଶܶ
߲ߠଶ
+ ߲ଶܶ
߲ݖଶ
= 1݇ ߲ܶ
߲ݐ
. 
1.3.4 Three-Dimensional (Transient) Heat Conduction Problem with Axial Symmetry   
The three-dimensional transient heat conduction problem in cylindrical coordinate 
system, axial symmetry is defined in such a way that the temperature distribution   ܶ  
depends on only the two space variables ݎ and ݖ and the on time variable  ݐ{the space 
variables are independent of angle}. The equation is given as:  
߲ଶܶ
߲ݎଶ
+ 1
ݎ
߲ܶ
߲ݎ
+ ߲ଶܶ
߲ݖଶ
= 1݇ ߲ܶ
߲ݐ
. 
1.4 Initial and Boundary Conditions  
In order for us to obtain a temperature distribution it is necessary to solve the governing 
heat conduction equation subject to some boundary and initial conditions. Boundary 
conditions are mathematical equations describing what takes place physically at/on the 
boundary, while an initial condition describes the temperature distribution at time ݐ = 0 
or at a fixed time ݐ଴. (See, Jiji (2009) [13]). 
For instance, figure A below shows four typical boundary conditions for two-dimensional 
heat conduction in a rectangular plate, while figure B shows an interface of two materials. 
Two boundary conditions are associated with this case. 
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Figure 1.1: Boundary and Interfacial Conditions  
1.4.1 Specified Temperature 
The specified temperature along the boundary is (0,ݕ) in figure A is ௢ܶ. This temperature 
can be uniform or can vary along  ݕ  as well as with time. Mathematically this condition 
is expressed as 
ܶ(0,ݕ, ݐ) = ௢ܶ . 
1.4.2 Specified Heat Flux 
The specified heat flux along boundary (ܮ,ݕ) in figure A is ݍ(ܮ,ݕ, ݐ). According to 
Fourier’s law this condition is expressed as 
ݍ(ܮ,ݕ, ݐ) = −݇ ߲ܶ(ܮ,ݕ, ݐ)
߲ݔ
. 
In particular, the boundary at (ݔ,ܹ) is thermally insulated in figure A. Thus, the 
specified heat flux would now be 
߲ܶ(ݔ,ܹ, ݐ)
߲ݔ
= 0. 
 
a 
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1.4.3 Interface Condition  
Figure B shows a composite wall of two materials with thermal diffusivities ݇ଵ and ݇ଶ . 
For a perfect interface contact, the two temperatures must be the same at the interface. 
Thus,  
ଵܶ (0,ݕ, ݐ) =  ଵܶ (0,ݕ, ݐ). 
Conservation of energy at the interface requires that the two fluxes be identical. 
Application of Fourier’s law gives 
݇ଵ
߲ ଵܶ(0,ݕ, ݐ)
߲ݔ
= ݇ଶ ߲ ଶܶ(0,ݕ, ݐ)߲ݔ . 
1.5 Solution of Heat Conduction Problem  
To solve the heat conduction problem, that is, the given heat conduction partial 
differential equation irrespective of the coordinate system and the boundary conditions 
(or initial condition) means that finding the temperature distribution or temperature field 
function that depends on various space parameters (such as ݔ,ݕ, ݖ or ݎ,ߠ, ݖ ) and on the 
time variable that is consistent with the conditions defined on the boundary. In this 
regard, several techniques are available with separation of variable method as the most 
widely used method and then the integral transform methods. However, the boundary 
conditions also play a very important role in choosing which method to be used. For 
instance, while using the Fourier transform method, we put our concern on the nature of 
the boundary conditions; on doing that, we determine whether to use Fourier Sine or 
Fourier cosine method as sub-classes of Fourier transform method.  
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CHAPTER TWO 
INTEGRAL TRANSFORMS AND WIENER-HOPF 
TECHNIQUE 
2.0 Introduction  
In this chapter, we present the methodology to be followed in order to solve our intended 
problems in chapters three and four. To solve our mixed boundary value problem, we use 
the technique that is based upon the integral transforms. The transforms to be used are the 
Laplace transform in the time variable and the Fourier transform in the space variables.  
However, many problems of practical interest with our problem inclusive give rise to 
singular integral equations defined in (0,∞) range which the above mentioned transforms 
and others like Mellin transform do not allow the use of the convolution theorem thereby 
rendering these transforms inapplicable. Thus, we present a method due to Wiener and 
Hopf called Wiener-Hopf technique or method to solve such integral equations. Besides, 
we also present the Modified Wiener-Hopf technique by Jones which simplifies the 
difficulties faced in dealing with the integral equations by simply applying the technique 
to the governing partial differential equation and its boundary conditions. Some theorems 
are also presented.   
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2.1 Laplace Transform 
The Laplace transform in the time variable ݐ is defied {whenever it exists} by 
ℒ{ܶ(ݐ)} = න ܶ(ݐ)݁ି௦௧݀ݐஶ
଴
= തܶ(ݏ), and                                                                           (2.1) 
Laplace inverse transform in the Laplace parameter ݏ  is defined {whenever it exists} by  
 
  ℒିଵ{ തܶ(ݏ)} = 12ߨ݅ න ܶ(ݏ)݁௦௧݀ݏ௜ஶା௛
ି௜ஶା௛
= ܶ(ݐ).                                                                        (2.2) 
2.2 Fourier Transform  
The Fourier transform is taken in one of the space variables. The transform and its 
corresponding inverse are defined by  
ℱ{ܶ(ݔ)} = න ܶ(ݔ)݁௜ఈ௫݀ݔஶ
ିஶ
= ܶ∗(ߙ),    and                                                                         (2.3) 
ℱିଵ{ܶ∗(ߙ)} = 12ߨ න ܶ∗(ߙ)݁ି௜ఈ௫݀ߙஶ
ିஶ
= ܶ(ݔ).                                                                     (2.4) 
If these integrals exist.  
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2.3 Fourier Transform of One-Sided Functions  
We first introduce the one-sided functions due to their usefulness in the context of mixed 
boundary value problems. We define { ାܶ(ݔ)} an upper (right) and {ܶି (ݔ)} a lower (left) 
half functions called one-sided functions as  
ାܶ(ݔ) = ൜ܶ(ݔ), ݔ > 0 0, ݔ < 0         and         ܶି (ݔ) = ൜ 0, ݔ > 0 ܶ(ݔ), ݔ < 0 . 
Having defined the Fourier transform which is defined over (−∞,∞) range; we also need 
to define the Fourier transform of the so-called one sided functions. That is, a function 
defined only on a half-range.  
So, the Fourier transform of   ାܶ(ݔ) would be:  
ℱ{ ାܶ(ݔ)} = න ାܶ(ݔ)݁௜ఈ௫݀ݔ = න ାܶ(ݔ)݁௜ఈ௫݀ݔஶ
଴
 =  ାܶ∗(ߙ).                                         (2.5)ஶ
ିஶ
 
where,  ߙ = ߪ + ݅߬,  and             ାܶ(ݔ) = Ο(݁ି௔௫) as ݔ → ∞, i.e.        
                               | ାܶ(ݔ)| ≤ ܥଵ|݁ି௔௫| ܽݏ  ݔ → ∞. 
Then,             
ቤන ାܶ(ݔ)݁௜(ఙା௜ఛ)௫݀ݔஶ
଴
ቤ ≤ ܥଵන ݁
ି(௔ାఛ)௫݀ݔஶ
଴
. 
Thus, ℱ{ ାܶ(ݔ)} is defined as analytic function if ߬ > −ܽ.  
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Figure 2.1: Upper Half-Plane  
 
In the same way, we define  ܶି∗(ߙ) as:  
ℱ{ܶି (ݔ)} = න ܶି (ݔ)݁௜ఈ௫݀ݔ = න ܶି (ݔ)݁௜ఈ௫݀ݔ଴
ିஶ
 =  ܶି∗(ߙ).ஶ
ିஶ
                                       (2.6) 
where          ߙ = ߪ + ݅߬,             and             ܶି (ݔ) = Ο(݁௔௫) as ݔ → −∞. i.e.                                       |ܶି (ݔ)| ≤ ܥଶ|݁௔௫| ܽݏ  ݔ → −∞. 
Then,              
ቤන ܶି (ݔ)݁௜(ఙା௜ఛ)௫݀ݔ଴
ିஶ
ቤ ≤ ܥଶන ݁
(௔ିఛ)௫݀ݔ଴
ିஶ
 
Thus, ℱ{ܶି (ݔ)} is defined as analytic function if ߬ < ܽ. 
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Figure 2.2: Lower Half-Plane 
Hence,  
ܶ∗(ߙ) = න ܶ(ݔ)݁௜ఈ௫݀ݔ = න ܶି (ݔ)݁௜ఈ௫݀ݔ଴
ିஶ
+ න ାܶ(ݔ)݁௜ఈ௫݀ݔஶ
଴
.  ஶ
ିஶ
 
 So that ,                                 ܶ∗(ߙ) =  ܶି∗(ߙ) + ାܶ∗(ߙ).                                                  (2.7) 
Where, ܶ∗(ߙ) is an analytic function of ߙ  if −ܽ < ߬ < ܽ  
for  ܶ(ݔ) = Ο൫݁ି௔|௫|൯ as  |ݔ| → ∞. The region given by −ܽ < ߬ < ܽ  is called the strip 
of analyticity, of   ܶ∗(ߙ). 
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2.4 Theorems  
The theorems to be used in this work are listed and stated as follows  
2.4.1 Additive Decomposition Theorem   
Let ݂(ߙ) be an analytic function of ߙ = ߪ + ݅߬, regular in the strip ߬ି  < ߬ < ߬ା, such 
that |݂(ߪ + ݅߬)| < ܥ|ߪ|ି௣,݌ > 0, for |ߪ| → ∞, the inequality holding uniformly for all ߬ 
in the strip ߬ି + ߝ ≤ ߬ ≤ ߬ା − ߝ, ߝ > 0. Then, for ߬ି < ܿ < ߬ < ݀ < ߬ା;  
    ݂(ߙ) = ݂ି (ߙ) + ା݂(ߙ) 
with  
ା݂(ߙ) = 12ߨ݅ න ݂(ߞ)ߞ − ߙ ݀ߞஶା௜௖ିஶା௜௖  and     ݂ି (ߙ) = − 12ߨ݅ න ݂(ߞ)ߞ − ߙ ݀ߞ,ஶା௜ௗିஶା௜ௗ  
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where ା݂(ߙ) is regular for all ߬ > ߬ି and ݂ି (ߙ) is regular for all  ߬ < ߬ା respectively. 
[19] 
2.4.2 Multiplicative Factorization Theorem  
If ܭ(ߙ) satisfies the conditions of theorem above, which implies in particular that ܭ(ߙ) 
is regular and non-zero in a strip ߬ି  < ߬ < ߬ା, −∞ < ߪ < ∞ and ܭ(ߙ) → +1 as 
ߪ → ±∞ in the strip, then we can write 
ܭ(ߙ) = ܭ_(ߙ) ܭା(ߙ) 
with  
ܭା(ߙ) = ݁ݔ݌ ቂ ଵଶగ௜ ∫ ூ௡ ௄ (఍)఍ିఈ ݀ߞஶା௜௖ିஶା௜௖ ቃ and ܭି(ߙ) = ݁ݔ݌ ቂ− ଵଶగ௜ ∫ ூ௡ ௄(఍)఍ିఈ ݀ߞஶା௜ௗିஶା௜ௗ ቃ, 
where ܭ_(ߙ), and ܭା(ߙ) are regular, bounded, and non-zero in ߬ > ߬ି and  ߬ < ߬ା, 
respectively. [19] 
2.4.3 Extended form of Liouville’s Theorem 
If ݂(ݖ)  is an entire function such that |݂(ݖ)| ≤ ܯ|ݖ|௣ as |ݖ| → ∞ where ܯ, ݌ are 
constants, then ݂(ݖ) is a polynomial pf degree less than or equal to [݌] where [݌] is the 
integral part of ݌.  [19] 
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2.4.4 Residue Theorem  
Suppose ݂(ݖ) is analytic inside and on a simple closed contour ܥ except for isolated 
singularities at ݖଵ, ݖଶ, … , ݖ௡ inside ܥ. Then  
ර݂(ݖ) = 2ߨ݅෍ܴ݁ݏ[݂(ݖ); ݖ௜]௡
௜ୀଵ
, 
[29]. 
2.4.5 Infinite Product Theorem  
Consider an entire function ܭ(ߙ) which  
a). is an even function of ߙ, that is ܭ(ߙ) = ܭ(−ߙ),  
b). has simple zeros at ߙ = ±݅ߙ௡ ,݊ = 1, 2, …, and ߙ௡ → ܽ݊ + ܾ, ݊ → ∞.  
Then ܭ(ߙ) can be represented by either of the two forms   
ܭ(ߙ) =
⎩
⎪
⎨
⎪
⎧ ܭ(0)ෑ(1 −  ߙ
݅ߙ௡
)(1 +  ߙ
݅ߙ௡
)ஶ
௡ୀଵ
ܭ(0)ෑ(1 −  ߙ
݅ߙ௡
)݁ି௜ఈ௔௡ෑ(1 +  ߙ
݅ߙ௡
)݁ା௜ఈ௔௡ஶ
௡ୀଵ
ஶ
௡ୀଵ
 
[23]. 
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2.4.6 Jordan’s Lemma  
Suppose we have a circular arc ܥோ  with center 0; If ݉ > 0 and ݂(ݖ) = ௣(௭)௤(௭) such 
that degree of  ݌ ≥ 1 + ݀݁݃ݎ݁݁ ݋݂ ݍ, then  
lim
ோ→ஶ
ර݂(ݖ)݁±௜௠௭݀ݖ = 0 
With if ݉ > 0: ܥோ is closed in the upper half plane  
And if ݉ < 0: ܥோ  is closed in the lower half plane. [23]  
2.5 The Wiener-Hopf Equation   
We describe the method by considering a singular integral equation that arises in integral 
equation formulation of the mixed boundary value problems.  
Consider the integral equation 
න ݇(ݔ − ߦ)݂(ߦ)݀ߦ = ߤ݂(ݔ) + ݃(ݔ),     0 < ݔ < ∞ஶ
଴
                                                         (2.8) 
where ߤ, ݃(ݔ) and ݂(ݔ) are given and wish to find ݂(ݔ), 0 < ݔ < ∞.  
The first step is to extend the range of integration to infinite interval −∞ < ݔ < ∞ as 
follows  
න ݇(ݔ − ߦ)݂(ߦ)݀ߦ = ൜ߤ݂(ݔ) + ݃(ݔ), 0 < ݔ < ∞
ℎ(ݔ), −∞ < ݔ < 0ஶିஶ                                                   (2.9) 
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with  
ℎ(ݔ) = න ݇(ݔ − ߦ)݂(ߦ)݀ߦ଴
ିஶ
 
where  
ቐ
݂(ݔ) = 0;   0 < ݔ  
݃(ݔ) = 0;  0 < ݔ
ℎ(ݔ) = 0;    ݔ > 0 . 
So, we call the above functions  ା݂(ݔ),  ݃ା(ݔ) and  ℎି(ݔ) respectively. Thus, functions  ା݂(ݔ) and ݃ା(ݔ) which varnish for negative ݔ are said to be right-sided functions, 
whereas, ℎି(ݔ) is a left-sided function. Therefore equation (2.9) can be rewritten as  
න ݇(ݔ − ߦ) ା݂(ߦ)݀ߦ = ߤ ା݂(ݔ) + ݃ା(ݔ) +  ℎି(ݔ),ஶ
ିஶ
                        −∞ < ݔ < ∞.     (2.10) 
We give some list the assumptions under which we will attempt to solve equation (2.11):  
I. ݇(ݔ) = 0(݁ି௖|௫|) as |ݔ| → ∞, ܿ > 0. 
II. ݃(ݔ) = 0൫݁ௗᇲ௫൯ as ݔ → +∞,݀ᇱ < ܿ. 
The integral on the left-side exists if ݂(ݔ) is of exponential order at infinity with 
exponential smaller than ܿ. Thus we shall look for a solution ݂(ݔ) satisfying   
III. ݂(ݔ) = 0൫݁ௗᇲᇲ௫൯ as ݔ → +∞,݀ᇱᇱ < ܿ.  
From I and III, it then follows that  
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IV.  ℎ(ݔ) = 0(݁ି௖|௫|) as ݔ → −∞. 
And on taking the Fourier transform of equation (2.10) we get   
                           ݇∗(ߙ) ା݂∗(ߙ) = ߤ ା݂∗(ߙ) + ݃ା∗ (ߙ) +  ℎି∗ (ߙ).                                              (2.11) 
Hence, equation (2.11) is called the Wiener-Hopf equation, where the transforms are 
defined and analytic in the following regions:  
 ݇∗(ߙ) in the strip −ܿ < Im(ߙ) < ܿ; 
ା݂
∗(ߙ)  in the upper half-plane Im(ߙ) > ݀ᇱᇱ; 
݃ା
∗ (ߙ)  in the upper half-plane Im(ߙ) > ݀ᇱ; 
 ℎି∗ (ߙ)  in the lower half-plane Im(ߙ) < ܿ.  
If we let ݀ = max (݀ᇱ,݀ᇱᇱ), then all the functions are valid in the strip ݀ < Im(ߙ) < ܿ of 
analyticity. (see Stakgold [22] for more details).  
2.6 Solution of the Wiener-Hopf Equation 
We can rewrite equation (2.11) as  
ା݂
∗(ߙ)  { ݇∗(ߙ) − ߤ}  − ݃ା∗ (ߙ) =  ℎି∗ (ߙ).                                                                            (2.12) 
From equation (2.12), the function    ݇∗(ߙ) − ߤ  is neither positive nor negative function, 
therefore we need to factorize it into two non-zero functions by the use of factorization 
theorem 2.4.2. That is, we factorize it as:   
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 ݇∗(ߙ) − ߤ =  ݇ି(ߙ)݇ା(ߙ) 
Therefore, equation (2.12) becomes   
ା݂
∗(ߙ)݇ା(ߙ)   −  ݃ା∗ (ߙ)݇ି(ߙ) =  ℎି∗ (ߙ)݇ି(ߙ) .                                                                                        (2.13) 
In the same way, we notice from equation (2.13) that   ௚శ∗ (ఈ)
௞ష(ఈ)   is a mixed function; 
therefore it needs to be decomposed by the use of additive decomposition theorem 2.4.1, 
thus,  
݃ା
∗ (ߙ)
݇ି(ߙ) = ݉ା(ߙ) + ݉_(ߙ). 
Finally, equation (2.13) becomes  
ା݂
∗(ߙ)݇ା(ߙ)   −  ݉ା∗ (ߙ) =  ℎି∗ (ߙ)݇ି(ߙ) + ݉ି∗ (ߙ) = ܬ(ߙ).                                                      (2.14 ) 
As the left hand side of the equation (2.14) is analytic in the upper half-plane while the 
right hand side is analytic in the lower half-pane, both sides are equal in the common 
strip; we conclude that these define an entire function ܬ(ߙ) by analytic continuation.  
By an extended form of Liouville’s theorem 2.4.3, this analytic function is constant. In 
most practical cases this constant can be evaluated to be zero by the asymptotic behavior 
of the left or right hand side.  
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Thus, the unknown function in equation (2.14) is 
                                                               ା݂∗(ߙ) = ݉ା∗ (ߙ)݇ା(ߙ) .                                                        (2.15) 
Finally, on taking the Fourier inverse transform of equation (2.15), we simply get our 
function ݂(ݔ) as  
                                               ݂(ݔ) = 12ߨ න ݉ା∗ (ߙ)݇ା(ߙ) ݁ି௜ఈ௭ ݀ߙஶ
ିஶ
.                                            (2.16)  
2.7 Modified Jones Method 
In the modification due to D. S. Jones [15], the Wiener-Hopf functional equation is 
derived directly from the boundary value problem rather than having to first reduce it to 
the integral equation.  To illustrate the main steps, we demonstrate the method by 
considering an incoming acoustic wave incident on a rigid half-plane. We consider the 
wave to be time harmonic but that is not a limitation as for the transient waves, we can 
first apply the Laplace transform in time and then proceed. We thus consider  
                                                      ݑ௫௫ + ݑ௬௬ + ݇ଶݑ = 0,                                                      (2.17)  
where ݑ is the diffracted wave given by ݑ = ݑ௧ − ݑ௜, where ݑ௧ is the velocity potential 
and ݑ௜ is the incident wave, and ݇ is the wave number having a positive imaginary part. 
The following conditions apply:  
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(i) డ௨೟
డ௬
= 0 on ݕ = 0, −∞ < ݔ ≤ 0, so that 
 డ௨
డ௬
= ݅݇ sin ߠ  ݁ି௜௞ ௫ ୡ୭ୱఏ,ݕ = 0,  −∞ < ݔ ≤ 0.      (2.18) 
(ii) డ௨೟
డ௬
 and therefore డ௨
డ௬
 are continuous on  ݕ = 0,   −∞ < ݔ < ∞. 
(iii) ݑ௧ and therefore ݑ are continuous on ݕ = 0, 0 < ݔ < ∞. 
(iv) For any fixed ݕ,ݕ ≥ 0 or ݕ ≤ 0  
(a) |ݑ| < ܥଷ݁(௞మ ୡ୭ୱఏି௞మ|௬| ୱ୧୬ఏ), for   −∞ < ݔ < −|ݕ| cotߠ. 
(b) |ݑ| < ܥସ݁ି{௞మ൫௫మା௬మ൯భమ}, for −|ݕ| cotߠ < ݔ < ∞.  
Finally near the edge of the half-plane at the origin we assume  
(v)  ቀడ௨೟
డ௬
ቁ → ܥହݔ
ି
భ
మ   as  ݔ → +0  on  ݕ = 0, 
ݑ௧ → ܥ଺  as  ݔ → +0  on  ݕ = 0, 
ݑ௧ → ܥ଻  as  ݔ → +0  on  ݕ = +0, 
ݑ௧ → ܥ଼  as  ݔ → +0  on  ݕ = −0.  
We define from the sided-functions the half-range Fourier transform as  
U(ߙ,ݕ) = Uି(ߙ,ݕ) + Uା(ߙ,ݕ) = ∫ ݑ(ݔ,ݕ)଴ିஶ ݁௜ఈ௫݀ݔ + ∫ ݑ(ݔ,ݕ)ஶ଴ ݁௜ఈ௫݀ݔ.    (2.19) 
Now, from condition (iv), for a given ݕ,  |ݑ| < ܦଵ݁ି௞మ௫ as ݔ → +∞ and  
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|ݑ| < ܦଶ݁௞మ௫ ୡ୭ୱఏ as ݔ → −∞ where ܦଵ,ܦଶ are constants.  
Thus, Uାis analytic for ߬ > −݇ଶ, Uି is analytic for  ߬ < ݇ଶ cosߠ, and U is analytic in the 
strip −݇ଶ < ߬ < ݇ଶ cosߠ. 
Also,  
|U| ≤ |Uି| + |Uା|. 
If we now take the Fourier transform in ݔ to equation (2.17), we get  
                               ܷ݀(ߙ,ݕ)
݀ݕ
− ߛଶܷ(ߙ,ݕ) = 0,     ߛ = (ߙଶ − ݇ଶ)ଵଶ.                                  (2.20) 
More details on ߛ = (ߙଶ − ݇ଶ)భమ are explained in Nobel [19]. Thus, the solution of 
equation (2.20) takes the form:  
ܷ(ߙ,ݕ) = ൜ܣଵ(ߙ)݁ିఊ௫ + ܤଵ(ߙ)݁ఊ௫,       ݕ ≥ 0 ܣଶ(ߙ)݁ିఊ௫ + ܤଶ(ߙ)݁ఊ௫,      ݕ ≤ 0 , 
            (2.21) 
where ܣଵ,ܤଵܣଶ, and ܤଶare functions of ߙ and ܷ is discontinuous at ݕ = 0. Further, from 
equation (2.20), the real part of   ߛ is always positive in −݇ଶ < ߬ < ݇ଶ and therefore in 
equation (2.21) we must take ܤଵ = ܣଶ = 0. From condition (ii), డ௨డ௬ is continuous 
acrossݕ = 0. Hence డ௎
డ௬
 is continuous across ݕ = 0 and we can set  
ܣଵ(ߙ) = −ܤଶ(ߙ) = ܣ(ߙ), say.  
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Hence  
ܷ(ߙ,ݕ) = ൜ܣ(ߙ)݁ିఊ௫,       ݕ ≥ 0
ܣ(ߙ)݁ఊ௫,      ݕ ≤ 0.  
            (2.22) 
Now, when a transform is discontinuous across ݕ = 0, we extend the notation by writing 
for instance ܷ(ߙ, +0) or ܷ(ߙ,−0) to mean that the limit as ݕ tends to zero approached 
from positive value of  ݕ or approached from the left respectively. Thus, from condition 
(ii), ܷାᇱ (ߙ, +0) = ܷାᇱ (ߙ,−0) = ܷାᇱ (ߙ, 0), and similarly for ܷିᇱ (ߙ, 0). Likewise from 
condition (iii), ܷା(ߙ, +0) = ܷା(ߙ,−0) = ܷ(ߙ, 0). 
Thus, applying the definition above to equation (2.22), we get the following  
                                    ܷା(ߙ, 0) + ܷି(ߙ, +0) = ܣ(ߙ),                                                       (2.23ܽ) 
                                  ܷା(ߙ, 0) + ܷି(ߙ,−0) = −ܣ(ߙ),                                                    (2.23ܾ) 
                                ܷାᇱ (ߙ, 0) + ܷିᇱ (ߙ, 0) = −ߛܣ(ߙ).                                                         (2.23ܿ) 
Eliminating ܣ(ߙ) in equation (2.33); adding equations (2.33a) and (2.33b) we get  
                                        2ܷା(ߙ, 0) = −ܷି(ߙ, +0) − ܷି(ߙ,−0).                                     (2.24) 
On subtracting equation (2.33b) from (2.33a) and eliminating ܣ(ߙ) between the resulting 
equation and equation (2.33a), we obtain  
                         ܷାᇱ (ߙ, 0) + ܷିᇱ (ߙ, 0) = −12 ߛ{ܷି(ߙ, +0) − ܷି(ߙ,−0)}.                      (2.25) 
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Thus, from equation (2.25), ܷିᇱ (ߙ, 0) is known from condition (i) after evaluating it as   
              ܷିᇱ (ߙ, 0) = න ݅݇ sin ߠ  ݁ି௜௞ ௫ ୡ୭ୱఏ଴
ିஶ
݁௜ఈ௫݀ݔ = ݇ sin ߠ
ߙ − ݇cosߠ .                               (2.26) 
For simplicity, we let  
ܷି(ߙ, +0) − ܷି(ߙ,−0) = 2ܦି(ߙ) and ܷି(ߙ, +0) + ܷି(ߙ,−0) = 2ܵି(ߙ), (2.27) 
where ܦି(ߙ) and ܵି(ߙ) represent the difference and sum of two functions respectively 
that are both analytic for ߬ < ݇ଶ cosߠ.   
Equations (2.24) and (2.25) become:  
                                                                ܷା(ߙ, 0) = −ܵି(ߙ),                                                 (2.28) 
                                                    ܷାᇱ (ߙ, 0) + ݇ sinߠߙ − ݇cosߠ =  −ߛܦି(ߙ).                               (2.29) 
Thus, equations (2.28) and (2.29) give the Wiener-Hopf functional equation with four 
unknowns ܷା(ߙ, 0),ܷାᇱ (ߙ, 0), ܵି(ߙ) and ܦି(ߙ) that hold in the common strip of 
analyticity  −݇ଶ <  ߬ < ݇ଶ cosߠ.  
Finally, to solve equations (2.28) and (2.29), we apply the same procedure discussed 
above in section 2.6.  
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CHAPTER THREE 
HEAT CONDUCTION IN A CIRCULAR HOLLOW 
CYLINDER AMIDST MIXED BOUNDARY 
CONDITIONS  
3.0 Introduction  
The heat conduction in circular cylinders is of interest in many engineering applications. 
In case of a reactor, the circular cylinders containing radioactive source are cooled by 
water. In such cases, part of the cylinder may be immersed in water giving rise to mixed 
boundary conditions on the outer surface of the cylinder. In this chapter, we determine 
the analytical solution of the transient heat conduction in a homogenous isotropic hollow 
infinite cylinder that is subjected to different boundary conditions on the outer surface 
while the inner surface temperature is kept at zero temperature throughout. Thus, the 
dimensions of the hollow cylinder are −∞ < ݖ < ∞ in the axial direction and the 
cylinder occupies ܽ < ݎ < ܾ where ܽ and ܾ are positive and ܽ ≠  ܾ. We further assume 
axial symmetry so that all field variables are independent of angle. The Jones’ 
modification method of the Wiener-Hopf technique is utilized due to the mixed nature of 
the boundary conditions on the outer surface of the hollow cylinder.   
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3.1 Formulation of the Problem  
We consider the classical three dimensional transient heat conduction equation in 
cylindrical coordinate system that is axially symmetric. The temperature distribution of 
an arbitrary point  ݎ, ݖ, ݐ  on the hollow cylinder is given by ܶ(ݎ , ݖ , ݐ). The infinite 
hollow cylinder under consideration is assumed to be kept at a constant zero temperature 
from within the cylinder at ݎ = ܽ, that is, the inner surface temperature from −∞ < ݖ < ∞. Furthermore, on the outer surface, the respective temperature and heat flux are 
assumed on the different semi-infinite parts respectively as shown in Figure 3.1.  
We write the heat conduction equation as follow  
௥ܶ௥ + ଵ௥ ௥ܶ + ௭ܶ௭ = ଵ௞ ௧ܶ                                ܽ < ݎ <  ܾ       (3.1) 
where,  ܶ(ݎ , ݖ , ݐ) is the temperature, ݖ the horizontal length and ݎ is the radius of the 
circular hollow cylinder. Moreover, ݇ is the thermal diffusivity constant.  
The boundary and initial conditions are as follows  
i) The initial condition 
ܶ(ݎ, ݖ, 0) = 0        for ܽ < ݎ < ܾ   and       −∞ < ݖ <  ∞.                                               (3.2) 
ii) The inner surface temperature on ݎ = ܽ  satisfies  
ܶ(ܽ, ݖ, ݐ) = 0        for   −∞ < ݖ <  ∞, ݐ > 0.      (3.3) 
iii) The outer surface temperature on ݎ = ܾ satisfies   
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ܶ(ܾ, ݖ, ݐ) = ௕ܶ݁ିఒ௭, for 0 < ݖ <  ∞, ݐ > 0; ௕ܶand ߣ > 0 are constants.  (3.4) 
 iv) The heat flux on ݎ = ܾ is given by  
 ௥ܶ(ܾ, ݖ, ݐ) = 0    for −∞ < ݖ <  0, ݐ > 0.      (3.5)   
In solving the above system, we put ܶ(ݎ, ݖ, ݐ) = ݁ି௞ఓమ௧ݑ(ݎ, ݖ), { ݇ is the thermal 
diffusivity, and ߤ is constant} in equation (3.1) to get   
       ݑݎݎ + 1ݎ ݑݎ + ݑݖݖ + ߤଶݑ = 0.                              (3.6) 
 
Figure 3.1: Geometry of the problem  
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3.2 Wiener-Hopf Equation  
We define the Fourier transform in  ݖ  and its corresponding inverse transform in ߙ  {if 
exist} as:  
ℱ{ݑ(ݖ)} = ∫ ݑ(ݖ)݁௜ఈ௭݀ݖஶିஶ = ݑ∗(ߙ),                                 (3.7) 
 ℱିଵ{ݑ∗(ߙ)} = ଵ
ଶగ
∫ ݑො(ߙ)݁ି௜ఈ௭݀ߙஶିஶ = ݑ(ݖ).                      (3.8) 
We also give the half range Fourier transforms as  
∫ ݑ(ݖ)݁௜ఈ௭݀ݔஶ଴ = ݑ∗ା(ߙ),                      (3.9) 
 
∫ ݑ(ݖ)݁௜ఈ௭݀ݔ଴ିஶ = ݑ∗_(ߙ).                                             (3.10) 
We use the Fourier transform and half-range functions of Fourier transform described in 
chapter 2, and write                                                        ݑ∗(ߙ)  = ݑ∗ା(ߙ) + ݑ∗_(ߙ),           (3.11) 
 
ݑ(ߙ) = 0(݁ఛ_௭) as ݖ → ∞ and ݑ(ߙ) = 0(݁ఛశ௭) as ݖ → −∞. Thus ݑ∗ା(ߙ) is an analytic 
function of  ߙ in the upper half-plane ߬ > ߬_, while ݑ∗_(ߙ) is an analytic function of ߙ in 
the lower half-plane ߬ < ߬ା  respectively. Thus, ݑ∗(ߙ) defines an analytic function in the 
common strip ߬_ < ߬ < ߬ା with ߬ = ܫ݉(ߙ) where ߙ = ߪ + ݅߬.  
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Now, taking the Fourier transform in ݖ of equation (3.6), we obtain  
ݑ∗௥௥ + ଵ௥ ݑ∗௥ + (ߤଶ − ߙଶ)ݑ∗ = 0.                      (3.12) 
Similarly taking the Fourier transform of the boundary conditions, we obtain   i)  ݑ∗(ܽ,ߙ) = 0,                  (3.13) ii) ݑ∗ା(ܾ,ߙ) = ݅ ்್ఈା௜ఒ,               (3.14) iii) ݑ∗ିᇱ (ܾ,ߙ) = 0.           (3.15) 
Solution of equation (14) is given by  
ݑ∗(ݎ,ߙ) = ܣ ܬ଴(ݓݎ) + ܤ ଴ܻ(ݓݎ),                         (3.16) 
where ܬ଴(ݓݎ) and ଴ܻ(ݓݎ) are Bessel functions of first and second kinds respectively. 
Further,  ݓ(ߙ) denotes the square-root function  
ݓ(ߙ) = ඥߤଶ − ߙଶ,                                     (3.17) 
which is defined in the complex ߙ −plane, with cuts along ߙ = ߤ to ߙ = ߤ + ݅∞ and 
ߙ = −ߤ to ߙ = −ߤ − ݅∞ such as ݓ(0) = ߤ (see [12]).  
Thus, from the boundary condition given in equation (3.13) we obtain   
ܣ ܬ଴(ݓܽ) + ܤ ଴ܻ(ݓܽ) = 0.                                           (3.18) 
Similarly from boundary conditions in equations (3.14) and (3.14) we get the following 
respective equations  
ݑ∗ି(ܾ,ߙ) +  ݅ ்್ఈା௜ఒ = ܣ ܬ଴(ݓܾ) + ܤ ଴ܻ(ݓܾ),      (3.19) 
ݑ∗ା
ᇱ (ܾ,ߙ) = −ݓ{ܣ ܬଵ(ݓܾ) + ܤ ଵܻ(ݓܾ)}.       (3.20) 
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Therefore, solving for ܤ from equation (3.18), as 
ܤ = −ܣ ௃బ(௪௔)
௒బ(௪௔), 
and substituting it into equations (3.19) and (3.20) we get the following equations    
ݑ∗ି(ܾ,ߙ) +  ݅ ்್ఈା௜ఒ = ஺௒బ(௪௔) { ଴ܻ(ݓܽ)ܬ଴(ݓܾ) −  ܬ଴(ݓܽ) ଴ܻ(ݓܾ)},         (3.21) 
ݑ∗ା
ᇱ (ܾ,ߙ) = −ݓ ஺
௒బ(௪௔) { ଴ܻ(ݓܽ) ܬଵ(ݓܾ) −  ܬ଴(ݓܽ) ଵܻ(ݓܾ)}.       (3.22) 
Hence, from equations (3.21) and (3.22), we get the Winer-Hopf equation given in  
ݑ∗ି(ܾ,ߙ) +  ݅ ்್ఈା௜ఒ = భ்(௔,௕,ఈ) మ்(௔,௕,ఈ)  ݑොାᇱ (ܾ,ߙ),       (3.23) 
where, 
ଵܶ(ܽ, ܾ,ߙ) = ଴ܻ(ݓܽ)ܬ଴(ݓܾ) −  ܬ଴(ݓܽ) ଴ܻ(ݓܾ),                      (3.24ܽ)  
ଶܶ(ܽ, ܾ,ߙ) = ݓ{ܬ଴(ݓܽ) ଵܻ(ݓܾ) − ଴ܻ(ݓܽ) ܬଵ(ݓܾ)}.              (3.24ܾ) 
For brevity sake, we write  
ܯ(ߙ) = ଵܶ(ܽ, ܾ, ߙ) 
ଶܶ(ܽ, ܾ,ߙ) , 
that is,  
ܯ(ߙ) = భ்(௔,௕,ఈ) 
మ்(௔,௕,ఈ) =  ௒బ(௪௔)௃బ(௪௕)ି ௃బ(௪௔)௒బ(௪௕)      ௪{௃బ(௪௔)௒భ(௪௕)ି௒బ(௪௔) ௃భ(௪௕)}.       (3.25) 
3.3 Solution of the Wiener-Hopf Equation 
To solve the Wiener-Hopf equation (3.23), we use the factorization theorem in chapter 2 
over ܯ(ߙ) in equation (3.25) and factorize it into the product of ܯା(ߙ) and ܯି(ߙ) in 
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such a way that ܯା(ߙ) is analytic in the upper half-plane ߬ > ߬ି and ܯି(ߙ) analytic in 
the lower half-plane ߬ < ߬ା respectively given theoretically as  
ܯା(ߙ) = exp ቄ ଵଶగ௜ ∫ ூ௡ ெ(఍)఍ିఈ ݀ߞஶା௜௖ିஶା௜௖ ቅ,       (3.26) 
ܯି(ߙ) = exp ቄ− ଵଶగ௜ ∫ ூ௡ ெ(఍)఍ିఈ ݀ߞஶା௜ௗିஶା௜ௗ ቅ.      (3.27) 
From equations (3.26) and (3.27), ܿ and ݀ are chosen within the analytic region 
of ܫ݊ ܯ(ߞ).  That is, ߬ି < ܿ < ߬ < ݀ < ߬ା. 
Thus, ܯ(ߙ) can be expressed using the infinite product factorization theorem [19] as 
ܯ(ߙ) = ܨଵଶෑቆߙଶ + ߙ௡ଶ
ߙଶ + ߚ௡ଶቇஶ௡ୀଵ ;  ߙ௡ ,ߚ௡ > 0, 
where,  
ܨ =  ෑቊߚ௡ଶ
ߙ௡ଶ
ቋ
ஶ
௡ୀଵ
{ ଴ܻ(ߤܽ)ܬ଴(ߤܾ) −  ܬ଴(ߤܽ) ଴ܻ(ߤܾ)}
ߤ{ܬ଴(ߤܽ) ଵܻ(ߤܾ) − ଴ܻ(ߤܽ) ܬଵ(ߤܾ)}. 
That is,  
 
ܯ(ߙ) = ܨభమ∏ ቀఈమାఈ೙మ
ఈమାఉ೙
మቁ
ஶ
௡ୀଵ  = ܯା(ߙ)ܯି(ߙ),        (3.28) 
where, ±݅ߙ௡ and ± ݅ߚ௡  are the simple zeros of ଵܶ(ܽ, ܾ,ߙ) and ଶܶ(ܽ, ܾ, ߙ) respectively 
for ݊ = 1,2, … Furthermore, the explicit functions of  ܯା(ߙ) and ܯି(ߙ) are and given in 
the Appendix I.  
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Finally, equation (3.23) becomes 
ݑ∗ష(௕,ఈ)
ெష(ఈ) +  ݅ ்್(ఈା௜ఒ)ெష(ఈ) = ܯା(ߙ)ݑ∗ାᇱ (ܾ,ߙ).       (3.29) 
In the same way, the mixed term ݅ ்್(ఈା௜ఒ)ெష(ఈ) in equation (3.29) needs to be decomposed 
either by the observation or through the use of additive decomposition theorem given in 
chapter 2, given by  
݅
௕ܶ(ߙ + ݅ߣ)ܯି(ߙ) = ݅ ௕ܶܯ−(ߙ) − ݅ ௕ܶܯ−(−݅ߣ), 
where, ݅ ܾܶ
ெష(ఈ) is an analytic function in the lower half-plane, ߬ < ߬ା, while ݅ ܾܶெష(ି௜ఒ) 
is an analytic function in the upper half-plane, ߬ > ߬ି , respectively. Thus, equation 
(3.29) becomes  
௜்್(ఈା௜ఒ)ெష(ఈ) = ݅ ்್(ఈା௜ఒ) ቄ ଵெష(ఈ) − ଵெష(ି௜ఒ)ቅ +  ݅ ்್(ఈା௜ఒ)ெష(ି௜ఒ).    (3.30) 
Thus, from equation (29), we obtain 
௨ෝష(௕,ఈ)
ெష(ఈ) +  ݅ ்್(ఈା௜ఒ) ቄ ଵெష(ఈ) − ଵெష(ି௜ఒ)ቅ = − ݅ ்್(ఈା௜ఒ)ெష(ି௜ఒ) + ܯା(ߙ)ݑොାᇱ (ܾ,ߙ).  (3.31) 
As the left hand side of the equations (3.31) is analytic in the lower half-plane߬ < ߬ା, 
while the right hand side is analytic in the upper half-pane, ߬ > ߬_,  both sides are equal 
in the common strip ߬ି < ߬ < ߬ା; we conclude that these define an entire function by 
analytic continuation. Thus, by an extended form of Liouville’s theorem 2.4.3, this 
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analytic function is constant taken to be zero by the asymptotic behavior of the left or 
right hand side. Thus, we obtain our unknown functions as:   
ݑ∗ି(ܾ,ߙ) = − ݅ ்್ெష(ఈ)(ఈା௜ఒ) ቄ ଵெష(ఈ) − ଵெష(ି௜ఒ)ቅ,            (3.32) 
and  
ݑ∗ା
ᇱ (ܾ,ߙ) = ݅ ்್(ఈା௜ఒ)ெష(ି௜ఒ)ெశ(ఈ).        (3.33) 
Equations (3.32) and (3.33) give the explicit expressions of the temperature distribution 
and heat flux of the hollow cylinder under consideration respectively in the transformed 
domain attached with ܯି(ߙ) and ܯା(ߙ); half-range analytic functions that are given in 
the Appendix I.  
Having determined the unknown functions of ݑ∗ି(ܾ,ߙ) and  ݑ∗ାᇱ (ܾ,ߙ), we then 
proceed to find the unknown constants of ܣ and ܤ in equation (3.16) as:  
ܣ = ଴ܻ(ݓܽ)ݑ∗ାᇱ (ܾ,ߙ)
ଶܶ(ܽ, ܾ, ߙ) and ܤ = −ܬ଴(ݓܽ)ݑ∗ାᇱ (ܾ,ߙ)ଶܶ(ܽ, ܾ,ߙ)  
where,   
ଶܶ(ܽ, ܾ, ߙ) = ݓ{ܬ଴(ݓܽ) ଵܻ(ݓܾ) − ଴ܻ(ݓܽ) ܬଵ(ݓܾ)}.  
We get the overall temperature distribution in the body from equations (3.16), (3.24) and 
(3.33) as follows: 
ݑ∗(ݎ,ߙ) = ݑ∗ାᇱ (ܾ,ߙ)
ଶܶ(ܽ, ܾ,ߙ) { ଴ܻ(ݓܽ)ܬ଴(ݓݎ) − ܬ଴(ݓܽ) ଴ܻ(ݓݎ)}. 
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Where, ݑ∗ାᇱ (ܾ,ߙ) is already determined in equation (3.33). The Fourier inverse transform 
would now be taken to obtain the temperature ݑ(ݎ, ݖ) and the flux ݑ௥(ݎ, ݖ, ) in the whole 
body in a space variable respectively. Hence, on taking the Fourier inverse transform, we 
get the overall temperature distribution in the body from equations follows:   
ݑ(ݎ, ݖ) = 12ߨ න ݑ∗(ݎ,ߙ)݁ି௜ఈ௭ ݀ߙ.ஶ
ିஶ
 
That is,  
ݑ(ݎ, ݖ) = ௜்್
ଶగ ெష(ି௜ఒ)∫ ௒బ(௪௔)௃బ(௪௥)ି ௃బ(௪௔)௒బ(௪௥)(ఈା௜ఒ)ெశ(ఈ) మ்(௔,௕,ఈ) ݁ି௜ఈ௭ ݀ߙஶିஶ .   (3.34) 
 
Substituting the values of ܯା(ߙ) and ଶܶ(ܽ, ܾ,ߙ) in equation (3.34) as expressed in the 
Appendix I; we get  
 
ݑ(ݎ, ݖ) = ௜்್
ଶగி
భ
మ మ்(௔,௕,଴)ெష(ି௜ఒ)∫ ௒బ(௪௔)௃బ(௪௥)ି ௃బ(௪௔)௒బ(௪௥)(ఈା௜ఒ)∏ {ఈା௜ఈ೙}ಮ೙సభ ∏ {ఈି௜ఉ೙} ಮ೙సభ ݁ି௜ఈ௭ ݀ߙ.ஶିஶ   (3.35) 
 
Evaluating the integral in equation (3.35) using the residue calculus together with 
Jordan’s lemma; in which the integrand is having simple poles at ߙ = −݅ߣ,−݅ߙ௡ and  ݅ߚ௡ for ݊ = 1,2,3, … , we thus obtain;  
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ݑ(ݎ, ݖ) = ௕ܶ ܨଵଶ ଶܶ(ܽ, ܾ, 0)ܯି(−݅ߣ) ቐ ଴ܻ(ݓଵܽ)ܬ଴(ݓଵݎ) −  ܬ଴(ݓଵܽ) ଴ܻ(ݓଵݎ)∏ {−݅ߣ + ݅ߙ௡}ஶ௡ୀଵ ∏ {−݅ߣ − ݅ߚ௡} ஶ௡ୀଵ ݁ିఒ௭   + ෍ ଴ܻ(ݓଶܽ)ܬ଴(ݓଶݎ) −  ܬ଴(ݓଶܽ) ଴ܻ(ݓଶݎ)
൫−݅ߙ௝ + ݅ߣ൯∏ {−݅ߙ௝ + ݅ߙ௡}ஶ ௡ୀଵ,௡ஷ௝ ∏ ൛−݅ߙ௝ − ݅ߚ௡ൟ ஶ௡ୀଵஶ௝ୀଵ ݁ିఈೕ௭
−෍
଴ܻ(ݓଷܽ)ܬ଴(ݓଷݎ) −  ܬ଴(ݓଷܽ) ଴ܻ(ݓଷݎ)
൫݅ߚ௝ + ݅ߣ൯∏ {݅ߚ௝ + ݅ߙ௡}ஶ௡ୀଵ ∏ ൛݅ߚ௝ − ݅ߚ௡ൟ ஶ௡ୀଵ,௡ஷ௝ ݁ఉೕ௭ஶ௝ୀଵ ቑ, (3.36) 
where from equation(3.36), ݓଵ = ඥߤଶ + ߣଶ, ݓଶ = ටߤଶ + ߙ௝ଶ and ݓଷ = ටߤଶ + ߚ௝ଶ for 
݆ = 1,2,3, . .. .  
Thus, the overall temperature distribution of the hollow cylinder under the assumption 
made earlier that ܶ(ݎ, ݖ, ݐ) = ݁ି௞ఓమ௧ݑ(ݎ, ݖ) is  
 
ܶ(ݎ, ݖ, ݐ) = ௕ܶ ܨଵଶ ଶܶ(ܽ, ܾ, 0)ܯି(−݅ߣ) ቐ ଴ܻ(ݓଵܽ)ܬ଴(ݓଵݎ) −  ܬ଴(ݓଵܽ) ଴ܻ(ݓଵݎ)∏ {−݅ߣ + ݅ߙ௡}ஶ௡ୀଵ ∏ {−݅ߣ − ݅ߚ௡} ஶ௡ୀଵ ݁ିఒ௭   + ෍ ଴ܻ(ݓଶܽ)ܬ଴(ݓଶݎ) −  ܬ଴(ݓଶܽ) ଴ܻ(ݓଶݎ)
൫−݅ߙ௝ + ݅ߣ൯∏ {−݅ߙ௝ + ݅ߙ௡}ஶ ௡ୀଵ,௡ஷ௝ ∏ ൛−݅ߙ௝ − ݅ߚ௡ൟ ஶ௡ୀଵஶ௝ୀଵ ݁ିఈೕ௭
−෍
଴ܻ(ݓଷܽ)ܬ଴(ݓଷݎ) −  ܬ଴(ݓଷܽ) ଴ܻ(ݓଷݎ)
൫݅ߚ௝ + ݅ߣ൯∏ {݅ߚ௝ + ݅ߙ௡}ஶ௡ୀଵ ∏ ൛݅ߚ௝ − ݅ߚ௡ൟ ஶ௡ୀଵ,௡ஷ௝ ݁ఉೕ௭ஶ௝ୀଵ ቑ݁ି௞ఓమ௧. 
             (3.37) 
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3.4 Heat Flux on the Surface   
In practical problems, we are more concerned about the heat flux rather than the 
temperature distribution. Now, we define the heat flux by 
ݍ௥(ݎ, ݖ, ݐ) = −݇݁ି௞ఓమ௧ ߲ݑ(ݎ, ݖ)߲ݎ ,                                                                                           (3.38) 
given that ܶ(ݎ, ݖ, ݐ) = ݁ି௞ఓమ௧ݑ(ݎ, ݖ).  
Now, on taking the Fourier transform in ݖ of equation (3.38), we get  
ݍ௥
∗(ݎ,ߙ, ݐ) = −݇݁ି௞ఓమ௧ ߲ݑ∗(ݎ, ߙ)
߲ݎ
.                                                                                      (3.39) 
Thus, substituting the heat flux obtained in equation (3.33) at ݎ = ܾ into equation  (3.39), we get  
ݍ௥
∗(ܾ, ߙ, ݐ) = −݇݁ି௞ఓమ௧݅ ௕ܶ(ߙ + ݅ߣ)ܯି(−݅ߣ)ܯା(ߙ).                                                          (3.40) 
Now, taking the Fourier inverse transform ‘ߙ’, we get  
ݍ௥(ܾ, ݖ, ݐ) = − ݇݁ି௞ఓమ௧݅ ௕ܶ2ߨܯି(−݅ߣ) න ݁ି௜ఈ௭(ߙ + ݅ߣ)ܯା(ߙ)  ݀ߙ.ஶ
ିஶ
                                                       (3.41) 
Again, since ܯା(ߙ) is given in the Appendix I as: ܯା(ߙ) =  ܨభమ∏ ቄఈା௜ఈ೙ఈା௜ఉ೙ቅ ,ஶ௡ୀଵ  where ±݅ߙ௡ and ±݅ߚ௡ are simple zeros of ଵܶ(ܽ, ܾ, ߙ) and ଶܶ(ܽ, ܾ,ߙ) respectively.  
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Thus, equation (3.41) becomes  
ݍ௥(ܾ, ݖ, ݐ) = − ݇݁ି௞ఓమ௧݅ ௕ܶ2ߨܨଵଶܯି(−݅ߣ) න ∏ (ߙ + ݅ߚ௡)ஶ௡ୀଵ ݁ି௜ఈ௭∏ (ߙ + ݅ߙ௡)ஶ௡ୀଵ (ߙ + ݅ߣ)  ݀ߙ.
ஶ
ିஶ
                                  (3.42) 
Finally, applying the residue theorem by enclosing the contour in the lower half-plane, 
the contributions of the poles as ߙ = −݅ߣ and − ݅ߙ௡ for ݊ = 1,2,3 … give the overall heat 
flux on the surface of the cylinder as   
ݍ௥(ܾ, ݖ, ݐ) = ௞்್
ி
భ
మெష(ି௜ఒ) ൤∑ ∏ (௜ఉ೙ି௜ఈೕ)ಮ೙సభ ௘
షഀೕ೥
൫௜ఈೕି௜ఒ൯∏ ൫௜ఈ೙ି௜ఈೕ൯
ಮ
೙సభ,೙ಯೕஶ௝ୀଵ − ௘
షഊ೥
ெశ(ି௜ఒ)൨ ݁ି௞ఓమ௧ .           (3.43)  
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CHAPTER FOUR 
HEAT CONDUCTION IN A CIRCULAR CYLINDER 
WITH GENERAL BOUNDARY CONDITIONS 
4.0 Introduction   
In chapter two, we introduced in details the Jones’ modification of the Wiener-Hopf 
technique and there after used to solve a wave diffraction problem in two-dimension 
subject to known mixed boundary conditions. There again, we determined the solution of  
ݑ௫௫ + ݑ௬௬ + ݇ଶݑ = 0 in  ݕ ≥ 0, −∞ < ݔ < ∞, 
such that ݑ represents the outgoing waves at infinity; also ݕ = 0, the mixed conditions 
were given on ݑ = 0, ݔ > 0 and ݑ௬ = ݅݇ sinߠ  ݁ି௜௞௫ୡ୭ୱఏ. Furthermore, Nobel [19] stated 
that the same problem can have generalized mixed boundary conditions, that is, on ݕ =0; ݑ = ݂(ݔ) for  ݔ > 0 and  ݑ௬ = ݃(ݔ) for ݔ < 0 respectively, where |݂(ݔ)| <
ܥଵ݁
ఛష௫ as ݔ → ∞ and |݃(ݔ)| < ܥଶ݁ఛశ௫ as  ݔ → −∞ with ܥଵ and ܥଶ are constants.  
However, in this chapter, we intend to study and solve the heat conduction problem in an 
infinite circular solid cylinder with finite radius when subjected to general mixed 
boundary conditions on its outer surface. The generalized mixed boundary conditions 
present on both the half-plane surfaces of the cylinder allow the use of the Jones’ 
modification of the Wiener-Hopf technique based on the application of Fourier 
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transforms. In this regard, the solution of the boundary value problem is aimed at 
determining the temperature distribution and that of the heat flux of the problem under 
consideration. Lastly, we determine an explicit analytical solution of the problem for 
some special boundary conditions of interest.   
4.1 Formulation of the Problem  
We consider an infinite cylindrical rod of uniform cross section and finite radius ݎ. The 
cylinder is assumed to have the general mixed boundary conditions on the boundary; that 
is, the temperature is given to by ݂(ݎ, ݖ, ݐ ) in  −∞ < ݖ < 0 while ݃(ݎ, ݖ, ݐ) represents the 
heat flux in 0 < ݖ <  ∞ as shown in Figure 4.1. The temperature ܶ in the cylinder 
satisfies the governing equation  
௥ܶ௥ + 1ݎ ௥ܶ + 1ݎଶ ఏܶఏ + ௭ܶ௭ = 1݇ ௧ܶ                                                                                              (4.1) 
and further assume that the heat conduction is axially symmetry, so that equation (4.1) 
becomes  
௥ܶ௥ + 1ݎ ௥ܶ + ௭ܶ௭ = 1݇ ௧ܶ                                                                                                               (4.2) 
where ݇ is the thermal diffusivity, expressed as ݇ = జ
ఘ஼
  with ߭ thermal conductivity, 
ߩ density and ܿ  specific heat constant all depending on the material. The initial and 
boundary conditions are as follows  
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(i) The initial condition  
ܶ(ݎ, ݖ, ݐ) = 0;   ܽݐ ݐ = 0.          (4.3) 
(ii) The temperature on  ݖ < 0, 
ܶ(ݎ, ݖ, ݐ) = ݂(ݎ, ݖ, ݐ );     −∞ < ݖ < 0,    0 ≤ ݎ ≤ ܽ.      (4.4) 
(iii) The heat flux on ݖ > 0, 
௭ܶ(ݎ, ݖ, ݐ) = ݃(ݎ, ݖ, ݐ);    0 < ݖ <  ∞,    0 ≤ ݎ ≤ ܽ.      (4.5) 
(iv) The continuity condition at  ݖ = 0, 
ܶା(ݎ, ݖ, ݐ) = ܶି(ݎ, ݖ, ݐ);  ܽݐ ݖ = 0.       (4.6) 
In addition, the functions ݂(ݎ, ݖ, ݐ ) and  ݃(ݎ, ݖ, ݐ) are assumed to be of exponential order 
as |ݖ| turns ∞.  
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Figure 4.1: Geometry of the problem  
4.2 Wiener-Hopf Equation  
The Laplace transform in the time variable ݐ and its inverse transform in ݏ are defined {if 
exist} by:  
ℒ{ܶ(ݐ)} = න ܶ(ݐ)݁ି௦௧݀ݐ = തܶ(ݏ)ஶ
଴
                                                                                                (4.7) 
and  
 ℒିଵ{ തܶ(ݏ)} = 12ߨ݅ න തܶ(ݏ)݁௦௧݀ݏ௜ஶା௛
ି௜ஶା௛
= ܶ(ݐ)                                                                               (4.8) 
In the same way, we define the Fourier transform in  ݖ  and its corresponding inverse 
Fourier transform in ߙ  {if exist} by:  
ℱ{ܶ(ݖ)} = න ܶ(ݖ)݁௜ఈ௭݀ݖஶ
ିஶ
= ܶ∗(ߙ)                                                                                           (4.9) 
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and  
  ℱିଵ{ܶ∗(ߙ)} = 12ߨ න ܶ∗(ߙ)݁ି௜ఈ௭݀ߙஶ
ିஶ
= ܶ(ݖ)                                                                        (4.10) 
with  ߙ = ߪ + ݅߬.  
Moreover, we also introduce the half range Fourier transforms as  
න ܶ(ݖ)݁௜ఈ௭݀ݖஶ
଴
= ାܶ∗(ߙ)                                                                                                              (4.11) 
and    
නܶ(ݖ)݁௜ఈ௭݀ݖ଴
ିஶ
= ܶି∗(ߙ)                                                                                                             (4.12) 
So that,  
ܶ∗(ߙ)  = ାܶ∗(ߙ) +  ܶି∗(ߙ),                                                                                                          (4.13) 
 
ܶ(ݖ) = 0(݁ఛ_௭) as ݖ → ∞ and ܶ(ݖ) = 0(݁ఛశ௭) as ݖ → −∞. Thus ାܶ∗(ߙ) is an analytic function of  
ߙ in the upper half-plane ߬ > ߬_, while ܶି∗(ߙ) is an analytic function of ߙ in the lower half-plane 
߬ < ߬ା  respectively. Thus, ܶ∗(ߙ) defined an analytic function in the common strip ߬_ < ߬ < ߬ା 
with ߬ = ܫ݉(ߙ).  
We now take the Laplace transform in ݐ and Fourier transform in ݖ of equation (4.2) to 
get  
തܶ௥௥
∗ + 1
ݎ
തܶ௥
∗ − ቀߙଶ + ݏ
݇
ቁ തܶ∗ = 0.                                                                                              (4.14) 
The transformed boundary conditions are given by   
(i) തܶ∗(ݎ,ߙ, 0) = 0,              (4.15) 
(ii) തܶି∗(ܽ,ߙ, ݏ) =  ݂̅ି∗(ܽ,ߙ, ݏ),                      (4.16) 
(iii) തܶା∗
ᇱ(ܽ,ߙ, ݏ) =  ݃̅ା∗ (ܽ,ߙ, ݏ),                   (4.17)  
(iv) തܶି∗(ݎ, 0, ݏ) =   തܶା∗(ݎ, 0, ݏ).                             (4.18) 
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Where ܶ′ is the differentiation of ܶ with respect to z variable and later transformed to 
ߙ after taking the Fourier transform of ܶ with respect to ݖ. Hence, the solution of 
equation (4.14) is given by  
 
തܶ ∗(ݎ,ߙ, ݏ) = ܣ(ߙ)ܫ଴(ݍݎ) + ܤ(ߙ)ܭ଴(ݍݎ).                                                                           (4.19) 
      
Where ܫ଴(ݍݎ) and ܭ଴(ݍݎ) are modified Bessel functions of first and second kinds 
respectively, and ݍ(ߙ) = ටߙଶ + ௦
௞
. Furthermore, for the boundedness of our solution, we 
obtain our solution from (4.19) as  
 
തܶ∗(ݎ,ߙ, ݏ) = ܣ(ߙ)ܫ଴(ݍݎ) for 0 ≤ ݎ ≤ ܽ.       (4.20) 
Thus,  
തܶ∗(ݎ,ߙ, ݏ) =  ൜ܣଵ(ߙ)ܫ଴(ݍݎ), for −∞ < ݖ < 0
ܣଶ(ߙ)ܫ଴(ݍݎ), for    0 < ݖ ∞ .      (4.21) 
 
From boundary conditions (3.16) and (3.17) we get 
തܶା
∗(ܽ, ߙ, ݏ) + ݂̅ି∗(ܽ, ߙ, ݏ) = ܣଵ(ߙ)ܫ଴(ݍܽ) ,       (4.22) 
and 
തܶି∗ᇱ(ܽ,ߙ, ݏ) +  ݃̅ା∗ (ܽ, ߙ, ݏ) = ܣଶ(ߙ) ܽ ߙ ூభ(௤௔)௤ .      (4.23) 
 
Also, from continuity boundary condition in equation (4.18) at  ݖ = 0 we get 
ܣଵ(ߙ) ܫ଴ ቆටݏ݇ ܽቇ = ܣଶ(ߙ) ܫ଴ ቆටݏ݇ ܽቇ  ∀ ݎ ∈ [0,ܽ]. 
Thus,  
ܣଵ(ߙ) = ܣଶ(ߙ) = ܣ(ߙ).                                                                                                         (4.24) 
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Thus, equations (4.22) and (4.23) become  
 
തܶା
∗(ܽ, ߙ, ݏ) + ݂̅ି∗(ܽ, ߙ, ݏ) = ܣ(ߙ)ܫ଴(ݍܽ),       (4.25) 
and  
തܶି∗ᇱ(ܽ,ߙ, ݏ) +  ݃̅ା∗ (ܽ, ߙ, ݏ) = ܣ(ߙ)ܽ ߙ ூభ(௤௔)௤ .       (4.26) 
From equations (4.24) and (4.26), we get the Wiener-Hopf equation given by  
 
തܶି∗ᇱ(ܽ,ߙ, ݏ) +  ݃̅ା∗ (ܽ, ߙ, ݏ) = ௔ఈ ூభ(௤௔)௤ூబ(௤௔)  ൛ തܶା∗(ܽ,ߙ, ݏ) + ݂̅ି∗(ܽ,ߙ, ݏ)ൟ.   (4.27) 
 
4.3 Solution of the Wiener-Hopf Equation 
In equation (4.27), the mixed term 
ܽߙ ܫଵ(ݍܽ)
ݍܫ଴(ݍܽ) = ܽ݅ ߙ  ܬଵ(݅ݍܽ)ݍܬ଴(݅ݍܽ), 
is denoted by  ܭ(ߙ).  {Note that ܫ௡(ݖ) = ݅ି௡ܬ௡(݅ݖ) as stated in chapter 1}. 
We then factorize ܭ(ߙ) being a product of two meromorphic functions using 
factorization theorem 2.4.2 as  
 
ܭ(ߙ) = ܽ ߙ ܫଵ(ݍܽ)
݅ ݍ ܫ଴(ݍܽ) = ܭା(ߙ)ܭି(ߙ)                                                                                     (4.28) 
 
(see Mittra and Lee [18] and Nobel [19]). Where ܭା(ߙ) and ܭି(ߙ) are analytic in the 
upper and lower half planes respectively. The expression for ܭା(ߙ) and ܭି(ߙ)  are given 
in Appendix II in equations ܦଵ and ܦଶ respectively.  Thus, equation (4.27) becomes  
തܶି ∗ᇱ(ܽ,ߙ, ݏ)
ܭି(ߙ) + ݃̅ା∗ (ܽ,ߙ, ݏ)ܭି(ߙ) =  ܭା(ߙ) തܶା∗(ܽ,ߙ, ݏ) + ܭା(ߙ)݂̅ି∗(ܽ,ߙ, ݏ).                            (4.29) 
Again, decomposing the mixed terms in equation (4.29) using additive decomposition 
theorem 2.4.1 we get as follows   
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ܯ(ߙ) = ݃̅ା∗ (ܽ,ߙ, ݏ)
ܭି(ߙ) − ܭା(ߙ)݂̅ି∗(ܽ,ߙ, ݏ) = ܯା(ߙ) + ܯି(ߙ),                                        (4.30) 
where ܯା(ߙ) and ܯି(ߙ) are given to be  
ܯା(ߙ) = 12ߨ݅ න ቊ݃̅ା∗ (ܽ, ߞ, ݏ)ܭି(ߞ) − ܭା(ߞ)݂̅ି∗(ܽ, ߞ, ݏ)ቋ 1ߞ − ߙ ݀ߞ ,ஶା௜௖ିஶା௜௖                                  (4.31) 
and 
ܯି(ߙ) = − 12ߨ݅ න ቊ݃̅ା∗ (ܽ, ߞ, ݏ)ܭି(ߞ) − ܭା(ߞ)݂̅ି∗(ܽ, ߞ, ݏ)ቋ 1ߞ − ߙ ݀ߞஶା௜ௗିஶା௜ௗ ,                             (4.32) 
respectively, where ܿ and ݀ are in the analytic region.  
That is, ߬− < ܿ < ܫ݉(ߙ) < ݀ < ߬+. Finally, equation (4.30) becomes 
തܶି∗ᇱ(ܽ,ߙ, ݏ)
ܭି(ߙ) + ܯି(ߙ) = ܭା(ߙ) തܶା∗(ܽ,ߙ, ݏ) −ܯା(ߙ).                                                       (4.33) 
Equation (4.33) defines an entire function in the whole ߙ − ݌݈ܽ݊݁ by analytic 
continuation. In which the left hand side is analytic in the lower half-plane ߬ < ߬+, while 
the right hand side is analytic in the upper half plane ߬ > ߬_  respectively.  In addition, 
both sides can be shown to be zero by the extended form of Liouville’s theorem 2.4.3 
as  ߙ → ±∞.  
Thus, our unknown functions are found to be:  
തܶା
∗(ܽ,ߙ, ݏ) = ܯା(ߙ)
ܭା(ߙ) ,                                                                                                               (4.34) 
and 
തܶି ∗ᇱ(ܽ,ߙ, ݏ) = −ܯି(ߙ)ܭି(ߙ).                                                                                               (4.35) 
We note that ܭି(ߙ) and  ܭା(ߙ)  are given by  
ܭା(ߙ) = √ܽ
√݅
ܮା(ߙ)
ାܲ(ߙ), 
ܭି(ߙ) = √ܽ
√݅
ߙ
ܮି(ߙ)
ܲି (ߙ), 
and their explicit details are given in Appendix II in equations ܦଵ and ܦଶ, while ܯି(ߙ) 
and ܯା(ߙ) are given by equations (4.31) and (4.32) in terms of known functions 
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respectively. Equations (4.34) and (4.35) can be then used together with (4.25) and (4.26) 
to determine the overall temperature distribution in the transformed domain as  
തܶ∗(ݎ,ߙ, ݏ) = തܶା∗(ܽ,ߙ, ݏ) + ݂̅ି∗(ܽ,ߙ, ݏ)
ܫ଴(ݍܽ) ܫ଴(ݍݎ). 
The inverse Laplace transform and the inversion Fourier transform can then be taken to 
obtain the temperature distribution ܶ(ݎ, ݖ, ݐ) and the heat flux ܶݖ(ݎ, ݖ, ݐ) respectively. 
Hence, on taking these inversions we got the overall temperature distribution of the body 
under consideration as follows:   
 
ܶ(ݎ, ݖ, ݐ) = 14ߨଶ݅ න න ቊ തܶା∗(ܽ,ߙ, ݏ) + ݂̅ି∗(ܽ,ߙ, ݏ)ܫ଴(ݍܽ) ܫ଴(ݍݎ)ቋ௜ஶା௛
ି௜ஶା௛
݁௦௧݁ି௜ఈ௭ ݀ݏ ݀ߙஶ
ିஶ
.        (4.36) 
 
4.4 Evaluation of the Temperature Distribution & Heat Flux 
in Some Special Cases 
Here, we intend to consider some boundary conditions specified on the outer surface of 
the cylinder under consideration. That is, we consider a special case of transient heat 
conduction, that is, the steady periodic heat conduction of the type  
ܶ(ݎ, ݖ, ݐ) = ܶ(ݎ, ݖ) ݁ି௜ఠ௧, 
where ߱ is the angular frequency. However, to determine the explicit analytical solutions 
of the temperature distribution and the heat flux, we use the method of transforming a 
transient heat conduction problem to a steady state problem suggested by Nobel [19]. 
That is, we transform the Laplace transform parameter  ݏ to ݅߱ in the above equations 
(4.31), (4.32), (4.34) and (4.35) respectively and also in  ܭି(ߙ) and ܭା(ߙ) functions 
given in the Appendix II respectively.  
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4.4.1 Case I   
In case I, we assume the boundary conditions of the type  
 ܶ(ݎ, ݖ, ݐ) = ௢ܶ ,    ݖ < 0    ܽ݊݀     ௭ܶ(ݎ, ݖ, ݐ) = 0, ݖ > 0 at ݎ = ܽ                        (4.37) 
Transforming the boundary conditions after taking Laplace transform in t and Fourier 
transform in z we get,  
തܶି∗(ܽ, ߙ, ݏ) = ೚்
௜ఈ௦
 and തܶ ∗ା
ᇱ (ܽ, ߙ, ݏ) = 0,                                                                      (4.38) 
where  ܶ_ and ାܶ′  are the temperature distribution for  ݖ < 0 and is the heat flux for 
ݖ > 0 at ݎ = ܽ respectively, and the prime stands for the derivative with respect to z.  
Here, we use the method by Nobel [19] of transforming ݏ to ݅߱ in the equation (4.38), 
that is,  ݏ ↔ ݅߱, we get   
ܶି∗(ܽ, ߙ) = − ೚்
ఈఠ
   and   ାܶ∗ᇱ(ܽ,ߙ) = 0                                               (4.39) 
So, on substituting the above transformed boundary conditions into equations (4.31) and 
(4.32), we get  
ܯା(ߙ) = ௢ܶ2ߨ݅ √ܽ߱√݅ න ܮା(ߞ)ߞ(ߞ − ߙ) ାܲ(ߞ)݀ஶା௜௖ିஶା௜௖ ߞ,                                                                    (4.40) 
and  
ܯି(ߙ) = − ௢ܶ2ߨ݅ √ܽ߱√݅ න ܮା(ߞ)ߞ(ߞ − ߙ) ାܲ(ߞ)݀ஶା௜ௗିஶା௜ௗ ߞ,                                                               (4.41) 
where, ାܲ(ߞ) =  ඨܬ଴(݅ට௜ఠ௞ ܽ)∏ (1 + ఍௜ఈ೘)ஶ௠ୀଵ  and ܮା(ߞ) = ඨܬଵ(݅ට௜ఠ௞ ܽ)∏ (1 + ఍௜ఈ೙)ஶ௡ୀଵ . 
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Thus, to evaluate the integrals in equations (4.40) and (4.41); we examine the simple 
poles there present and make use of the complex residue calculus considering the 
contours of integration closed in the upper half-plane by a semi-circle for both ܯି(ߙ) 
and ܯା(ߙ) as evaluated below: 
For ܯା(ߙ); we have simple poles at ߞ = 0, ߞ = ߙ and ߞ = −݅ߙ௠ = ߚ௠  for ାܲ(ߞ), where 
ߙ௠ = ݅ටቀ௝బ,೘௔ ቁଶ + ௜ఠ௞  for ݉ = 1, 2, … and ݆଴,௠ are the zeros of Bessel function of first 
kind of order zero (see Appendix III).  
Hence, equation (4.40) is evaluated below after closing the contour in the upper half-
plane such that all the poles lie inside, {߬ି < ܿ < ݀} as:    
ܯା(ߙ) = ௢ܶ√ܽ
߱√݅
൥෍
ܣ௠
ߙ − ߚ௠
ஶ
௠ୀଵ
+ ܮା(ߙ)
ߙ ାܲ(ߙ) − ܮା(0)ߙ ାܲ(0)൩ ,                                                        (4.42) 
where, ܣ௠ = ି௅శ(ఉ೘)ఉ೘௉శᇲ (ఉ೘).  
 
Similarly, for ܯି(ߙ), we have simple poles at ߚ௞,ߚ௞ାଵ, . . ., ݇ ≪ ݉. Where  ߚ௞′ݏ  are 
above the line −∞ + ݅݀ to  ∞ + ݅݀ as such those ܿ < ݀ < ߬ା. Thus, equation (4.41) is 
evaluated as:    
ܯି(ߙ) = ௢ܶ√ܽ
߱√݅
෍
࡮࢑
ߙ − ߚ௞
,ஶ
௞ୀଵ
                                                                                                   (4.43) 
where ࡮࢑ = ௅శ(ఉೖ)ఉೖ௉శᇲ (ఉೖ).  
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4.4.1.1 Evaluation of the Temperature Distribution   
To determine the temperature distribution on the surface of the cylinder at ݎ = ܽ for 
ݖ > 0 having determined the explicit function of ܯା(ߙ) in equation (4.42); we get the 
following formula from equation (4.34): 
ାܶ
∗(ߙ) = ܯା(ߙ)
ܭା(ߙ),  
where  
ܭା(ߙ) = √ܽ
√݅
ܮା(ߙ)
ାܲ(ߙ) 
Thus, our transformed temperature for ݖ > 0 from equations (4.34) and (4.42) and after 
using the expression of  ܭା(ߙ) we obtain:  
 
ାܶ
∗(ܽ, ߙ) = ௢ܶ
߱
൥෍ ܣ௠
ାܲ(ߙ)(ߙ − ߚ௠)ܮା(ߙ)ஶ௠ୀଵ + 1ߙ − ܮା(0) ାܲ(ߙ)ߙ ାܲ(0)ܮା(ߙ)൩ .                                    (4.44) 
 
Now, to evaluate the temperature distribution for ݖ > 0, in z-variable; we take the Fourier 
inverse transform of equation (4.44) with respect to z as   
 
ାܶ(ܽ, ݖ) = ௢ܶ߱ 12ߨන ൥෍ ܣ௠ ାܲ(ߙ)(ߙ − ߚ௠)ܮା(ߙ)ஶ௠ୀଵ + 1ߙ − ܮା(0) ାܲ(ߙ)ߙ ାܲ(0)ܮା(ߙ)൩ ݁ି௜ఈ௭݀ߙ.ஶିஶ        (4.45) 
Here, evaluation of equation (4.45) follows the same procedure applied to equations 
(4.40) and (4.41), that is, via residue calculus.  
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Equation (4.45) has simple poles at  ߙ = 0, ߙ = ߚ௠  for  ݉ = 1,2, …    and 
 ߙ = −݅ߙ௡ = ߚ௡ for ܮା(ߙ), where ߙ௡ = ݅ටቀ௝భ,೙௔ ቁଶ + ௜ఠ௞  for ݊ = 1, 2, … and 
ߚ௠ = ටቀ௝బ,೘௔ ቁଶ + ௜ఠ௞  for ݉ = 1,2, … with ݆଴,௠ and ଵ݆,௡ are the zeros of Bessel function of 
first kind of order zero and order one respectively.  
So, from equation (4.45), we apply Jordan’s lemma 2.4.6 as follows:  
For   ݖ > 0; we close the contour in the lower half-plane and since there is no pole in the 
closed contour, then  
ାܶ(ܽ, ݖ) = 0  for ݖ > 0.                                                                                               (4.46) 
For ݖ < 0; we close the contour in the upper half-plane, but in such a way that  ߙ = 0 
would lie in the upper half-plane (i.e. would be inside the semi-circle). Thus, we get  
ାܶ(ܽ, ݖ) =
೚்
ఠ
݅ ൜∑ ൤ܣ௝ ௉శ൫ఉೕ൯௅శ൫ఉೕ൯ ݁ି௜ఉೕ௭ + ∑ ܣ௝ ௉శ(ఉ೙)൫ఉ೙ିఉೕ൯௅శᇲ (ఉ೙) ݁ି௜ఉ೙௭ஶ௡ୀଵ,௡ஷ௝ ൨ − ∑ ௅శ(଴)௉శ(ఉ೙)ఉ೙௉శ(଴)௅శᇲ (ఉ೙)ஶ௡ୀଵஶ௝ୀଵ ݁ି௜ఉ೙௭ൠ,  
                                                           for,   ݖ < 0          (4.47) 
where,   ܣ௝ = ି௅శ൫ఉೕ൯  ఉೕ௉శᇲ (ఉೕ). 
Thus the overall temperature distribution is obtained by adding equations (4.46) and 
(4.47) as  
ାܶ(ܽ, ݖ) =
೚்
ఠ
݅ ൜∑ ൤ܣ௝ ௉శ൫ఉೕ൯௅శ൫ఉೕ൯݁ି௜ఉೕ௭ + ∑ ܣ௝ ௉శ(ఉ೙)൫ఉ೙ିఉೕ൯௅శᇲ (ఉ೙)݁ି௜ఉ೙௭ஶ݊=1,݊≠݆ ൨ − ∑ ௅శ(଴)௉శ(ఉ೙)ఉ೙௉శ(଴)௅శᇲ (ఉ೙)ஶ௡ୀଵஶ௝ୀଵ ݁ି௜ఉ೙௭ൠ        
 (4.48) 
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Hence, to regain the time parameter in the temperature distribution, we get from our 
earlier assumption that  
ାܶ(ܽ, ݖ, ݐ) =  
௢ܶ
߱
݅ ቐ෍቎ܣ௝ ାܲ൫ߚ௝൯ܮା൫ߚ௝൯ ݁ି௜ఉೕ௭ + ෍ ܣ௝ ାܲ(ߚ௡)൫ߚ௡ − ߚ௝൯ܮାᇱ (ߚ௡) ݁ି௜ఉ೙௭ஶ௡ୀଵ,௡ஷ௝ ቏ஶ௝ୀଵ
−෍
ܮା(0) ାܲ(ߚ௡)
ߚ௡ ାܲ(0)ܮାᇱ (ߚ௡)ஶ௡ୀଵ ݁ି௜ఉ೙௭ቑ ݁ି௜ఠ௧ . 
(4.49) 
4.4.1.2 Evaluation of the Heat Flux 
The heat flux of the cylinder on ݎ = ܽ for ݖ < 0 is to be determined from equation (4.35) 
given that the heat flux on ݖ > 0 is zero from equation (4.37); as   ܶ∗ିᇱ (ܽ,ߙ) = −ܯି(ߙ)ܭି(ߙ), 
where   
ܭି(ߙ) = √ܽ
√݅
ߙ
ܮ_(ߙ)
ܲ_(ߙ) 
Thus, we get the heat flux function in the transformed domain for ݖ < 0 from equations 
(4.37) and (4. 43) and also by the use of ܭି(ߙ) function as:  
 
 ܶ∗ିᇱ (ܽ,ߙ) = − ௢ܶܽ߱݅ ෍ ܤ௞ߙ − ߚ௞ஶ௞ୀଵ  ߙ ܮ(ఈ)ܲ(ఈ) .                                                                             (4.50) 
And on taking the Fourier inversion transform in z, we obtain:  
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ߱݅ 12ߨ݅ න ෍ܤ௞ ߙܮ(ఈ)(ߙ − ߚ௞)ܲ(ఈ)ஶ௞ୀଵ  ݁ି௜ఈ௭݀ߙஶିஶ .                                         (4.51) 
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So, we apply Jordan’s lemma 2.4.6 as follow to evaluate equation (4.51) as follows:  
For ݖ > 0, we close the contour in the lower half-plane with simple poles at  ߙ = −ߚ௠,  ݉ = 1,2, … we obtain  
 
 ܶ∗ିᇱ (ܽ, ݖ) = ௢ܶܽ߱ ෍൝෍ ࡮࢐ ߚ௠ܮ_(−ߚ௠) (ߚ௠ + ߚ௝)ܲ′_(−ߚ௠) ݁௜ఉ೘௭ஶ௠ୀଵ ൡஶ௝ୀଵ , ݖ > 0                                (4.52)  
Similarly, for ݖ < 0, we close the contour in the upper half-plane with the simple poles at 
ߙ = ߚ௞, ݇ = 1,2, … we obtain  
 
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ߱ ෍࡮࢐ ߚ௝ܮି൫ߚ௝൯ܲିᇱ൫ߚ௝൯ ݁ି௜ఉೕ௭ஶ௝ୀଵ , ݖ < 0                                                            (4.53) 
 
Thus, the overall heat flux for ݖ < 0 is the summation of equations (4.52) and (4.53) as   
 
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ߱ ෍൝࡮࢐ ߚ௝ܮି൫ߚ௝൯ܲିᇱ൫ߚ௝൯ ݁ି௜ఉೕ௭ − ෍ ࡮࢐ ߚ௠ ܮି(−ߚ௠)൫ߚ௠ + ߚ௝൯ܲିᇱ(−ߚ௠) ݁௜ఉ೘௭ஶ௠ୀଵ ൡஶ௝ୀଵ   (4.54) 
where ࡮௝ = ௅శ൫ఉೕ൯ఉೕ௉శᇲ (ఉೕ).  
Also to regain the time variable from our assumption, equation (4.54) for heat flux is:  
ܶ∗ି
ᇱ (ܽ, ݖ, ݐ) = − ௢ܶܽ
߱
෍൝࡮࢐
ߚ௝ܮି൫ߚ௝൯
ܲିᇱ൫ߚ௝൯
݁ି௜ఉೕ௭ − ෍ ࡮࢐
ߚ௠ ܮି(−ߚ௠)
൫ߚ௠ + ߚ௝൯ܲିᇱ(−ߚ௠) ݁௜ఉ೘௭ஶ௠ୀଵ ൡஶ௝ୀଵ ݁ି௜ఠ௧. 
             (4.55) 
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4.4.2 Case II   
We consider the boundary conditions of the type:  
ܶ(ݎ, ݖ, ݐ) = ௢ܶ݁ఒ௭, ߣ > 0, ݖ < 0    and      ௭ܶ(ݎ, ݖ, ݐ) = 0, ݖ > 0 at ݎ = ܽ.   (4.56) 
So, transforming the boundary conditions after taking Laplace transform in t and Fourier 
transform in z we get,  
തܶି∗(ܽ, ߙ, ݏ) = ೚்
௜௦(ఈି௜ఒ) and തܶ ∗ାᇱ (ܽ,ߙ, ݏ) = 0,                                                         (4.57) 
 
where  ܶ_ and ାܶ′  are the temperature distribution for  ݖ < 0 and the heat flux for ݖ > 0 
at ݎ = ܽ respectively, whereas the prime {′} stands for the derivative of   ܶ  with respect 
to z.  
Here, we use the method by Nobel [19] of transforming ݏ to ݅߱ in the equation (4.56), 
that is, ݏ ↔ ݅߱, we get   
 
ܶି∗(ܽ, ߙ) = − ೚்
ఠ(ఈି௜ఒ) and ାܶ∗ᇱ(ܽ, ߙ) = 0.        (4.58) 
So, on substituting the above transformed boundary conditions into equations (4.31) and 
(4.32), we get  
ܯା(ߙ) = ௢ܶ2ߨ݅ √ܽ߱√݅ න ܮା(ߞ)(ߞ − ݅ߣ)(ߞ − ߙ) ାܲ(ߞ)݀ஶା௜௖ିஶା௜௖ ߞ                                                        (4.59) 
and  
ܯି(ߙ) = − ௢ܶ2ߨ݅ √ܽ߱√݅ න ܮା(ߞ)(ߞ − ݅ߣ)(ߞ − ߙ) ାܲ(ߞ) ݀ஶା௜ௗିஶା௜ௗ ߞ.                                                  (4.60) 
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Where ାܲ(ߞ) =  ඨܬ଴(݅ට௜ఠ௞ ܽ)∏ (1 + ఍௜ఈ೘)ஶ௠ୀଵ  and ܮା(ߞ) = ඨܬଵ(݅ට௜ఠ௞ ܽ)∏ (1 + ఍௜ఈ೙)ஶ௡ୀଵ . 
Thus, to evaluate the integrals in equations (4.59) and (4.60); we examine the simple 
poles there present and make use of the complex residue calculus considering the 
contours of integration. 
For ܯା(ߙ); we have simple poles at ߞ = ݅ߣ, ߞ = ߙ and ߞ = −݅ߙ௠ = ߚ௠  for ାܲ(ߞ), 
where ߙ௠ = ݅ටቀ௝బ,೘௔ ቁଶ + ௜ఠ௞  for ݉ = 1, 2, … and ݆଴,௠ are the zeros of Bessel function of 
first kind of order zero.  
Hence, equation (4.59) is evaluated using the method as in above as 
ܯା(ߙ) = ௢ܶ√ܽ
߱√݅
൥෍
ܣ௠
ߙ − ߚ௠
ஶ
௠ୀଵ
+ ܮା(ߙ)(ߙ − ݅ߣ) ାܲ(ߙ) − ܮା(݅ߣ)(ߙ − ݅ߣ) ାܲ(݅ߣ)൩ ,                             (4.61) 
where  ܣ௠ = ି௅శ(ఉ೘)(ఉ೘ି௜ఒ)௉శᇲ (ఉ೘).  
 
Similarly for ܯି(ߙ); we have simple poles at  ߚ௞,ߚ௞ାଵ, . . .,   ݇ ≪ ݉. Where  ߚ௞′ݏ  are 
above the line −∞ + ݅݀ to  ∞ + ݅݀ as given in the above. Thus,   
ܯି(ߙ) = ௢ܶ√ܽ
߱√݅
෍
ܤ௞
ߙ − ߚ௞
ஶ
௞ୀଵ
,                                                                                                    (4.62) 
where ܤ௞ = ௅శ(ఉೖ)(ఉೖି௜ఒ)௉శᇲ (ఉೖ). 
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4.4.2.1 Evaluation of the Temperature Distribution   
To determine the temperature distribution on the surface of the cylinder at ݎ = ܽ for 
ݖ > 0 having determined the explicit function of ܯା(ߙ) in equation (4.61); we got the 
following formula from equation (4.34): 
ାܶ
∗(ߙ) = ܯା(ߙ)
ܭା(ߙ),  
where  
ܭା(ߙ) = √ܽ
√݅
ܮା(ߙ)
ାܲ(ߙ) 
Thus, our temperature equation in the transformed domain for ݖ > 0 is derived from 
equations (4.34) and (4.61) and indeed after using the expression of  ܭା(ߙ) as follows  
 
ାܶ
∗(ܽ,ߙ) = ௢ܶ
߱
൥෍ ܣ௠
ାܲ(ߙ)(ߙ − ߚ௠)ܮା(ߙ)ஶ௠ୀଵ + 1ߙ − ݅ߣ − ܮା(݅ߣ) ାܲ(ߙ)(ߙ − ݅ߣ) ାܲ(݅ߣ)ܮା(ߙ)൩ .             (4.63) 
 
Now, to evaluate the temperature distribution for ݖ > 0, in z-variable; we take the Fourier 
inverse transform of equation (4.63) with respect to z as   
ାܶ(ܽ, ݖ) = ೚்ఠ ଵଶగ ∫ ቂ∑ ܣ௠ ௉శ(ఈ)(ఈିఉ೘)௅శ(ఈ)ஶ௠ୀଵ + ଵఈି௜ఒ− ௅శ(௜ఒ)௉శ(ఈ)(ఈି௜ఒ)௉శ(௜ఒ)௅శ(ఈ)ቃ ݁ି௜ఈ௭݀ߙ.ஶିஶ      
             (4.64) 
Here, evaluation of equation (4.64) follows the same procedure applied to equations 
(4.59) and (4.60), that is, via residue calculus.  
Equation (4.64) has simple poles at  ߙ = ݅ߣ, ߙ = ߚ௠  for  ݉ = 1,2, …    and 
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 ߙ = −݅ߙ௡ = ߚ௡ for ܮା(ߙ), where ߙ௡ = ݅ටቀ௝భ,೙௔ ቁଶ + ௜ఠ௞  for ݊ = 1, 2, … and 
ߚ௠ = ටቀ௝బ,೘௔ ቁଶ + ௜ఠ௞  for ݉ = 1,2, … with ݆଴,௠ and ଵ݆,௡  the zeros of Bessel function of 
first kind of order zero and order one respectively.  
So, from equation (4.64), we apply Jordan’s lemma as follow:  for   ݖ > 0; we close the 
contour in the lower half-plane and since there is no pole in the closed contour, then  
ାܶ(ܽ, ݖ) = 0  for ݖ > 0.                                                                                               (4.65) 
For ݖ < 0; we close the contour in the upper half-plane, but in such a way ߙ = ݅ߣ would 
lie in the upper half-plane (i.e. would be inside the semi-circle). Thus, we get  
ାܶ(ܽ, ݖ) =
೚்
ఠ
݅ ൜∑ ൤ܣ௝ ௉శ൫ఉೕ൯௅శ൫ఉೕ൯ ݁ି௜ఉೕ௭ + ∑ ܣ௝ ௉శ(ఉ೙)(ఉ೙ିఉೕ)௅శᇲ (ఉ೙) ݁ି௜ఉ೙௭ஶ௡ୀଵ,௡ஷ௝ ൨ − ∑ ௅శ(௜ఒ)௉శ(ఉ೙)(ఉ೙ି௜ఒ)௉శ(௜ఒ)௅శᇲ (ఉ೙)ஶ௡ୀଵஶ௝ୀଵ ݁ି௜ఉ೙௭ൠ  
for,  ݖ < 0   (4.66) 
where ܣ௝ = ି௅శ൫ఉೕ൯(ఉೕି௜ఒ)௉శᇲ (ఉೕ). 
Thus, the overall temperature distribution is obtained by adding equations (4.65) and  
(4. 66) as  
ାܶ(ܽ, ݖ) =
೚்
ఠ
݅ ൜∑ ൤ܣ௝ ௉శ൫ఉೕ൯௅శ൫ఉೕ൯ ݁ି௜ఉೕ௭ + ∑ ܣ௝ ௉శ(ఉ೙)(ఉ೙ିఉೕ)௅శᇲ (ఉ೙) ݁ି௜ఉ೙௭ஶ௡ୀଵ,௡ஷ௝ ൨ − ∑ ௅శ(௜ఒ)௉శ(ఉ೙)(ఉ೙ି௜ఒ)௉శ(௜ఒ)௅శᇲ (ఉ೙)ஶ௡ୀଵஶ௝ୀଵ ݁ି௜ఉ೙௭ൠ        
 (4.67) 
Hence, to regain the time parameter in the temperature distribution, we get from our 
earlier assumption that  
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ାܶ(ܽ, ݖ, ݐ) = ܶ݋߱ ݅ ቐ෍቎ܣ݆ ܲ+ ቀߚ݆ቁܮ+ ቀߚ݆ቁ ݁−݅ߚ݆ݖ + ෍ ܣ݆ ܲ+൫ߚ݊൯(ߚ݊ − ߚ݆)ܮ+′ ൫ߚ݊൯ ݁−݅ߚ݊ݖ
∞
݊=1,݊≠݆ ቏
∞
݆=1
−෍
ܮ+(݅ߣ)ܲ+൫ߚ݊൯(ߚ
݊
− ݅ߣ)ܲ+(݅ߣ)ܮ+′ ൫ߚ݊൯∞݊=1 ݁−݅ߚ݊ݖቑ ݁ି௜ఠ௧ 
(4.68) 
4.4.2.2 Evaluation of the Heat Flux 
The heat flux for ݖ < 0 at ݎ = ܽ as it is given to be zero on the other side by equation 
(4.56) is to be determined from equation (4.35) given by   ܶ∗ିᇱ (ܽ,ߙ) = −ܯି(ߙ)ܭି(ߙ), 
where,   
ܭି(ߙ) = √ܽ
√݅
ߙ
ܮ_(ߙ)
ܲ_(ߙ) 
Thus, we get the heat flux function in the transformed domain for ݖ < 0 from equations 
(4.57) and (4.62) and also by the use of ܭି(ߙ) function as:  
 ܶ∗ିᇱ (ܽ, ߙ) = − ௢ܶܽ߱݅ ෍ ܤ௞ߙ − ߚ௞ஶ௞ୀଵ  ߙ ܮ_(ߙ)ܲ_(ߙ).                                                                            (4.69) 
And on taking the Fourier inversion transform in z, we obtain:  
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ߱݅ 12ߨ݅ න ෍ܤ௞ ߙܮି(ߙ)(ߙ − ߚ௞)ܲି (ߙ)ஶ௞ୀଵ  ݁ି௜ఈ௭݀ߙஶିஶ                                          (4.70) 
So, we apply Jordan’s lemma to evaluate equation (4.70) as follows:  for ݖ > 0, we close 
the contour in the lower half-plane with simple poles at ߙ = −ߚ௠,݉ = 1,2, … we obtain  
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 ܶ∗ିᇱ (ܽ, ݖ) = ௢ܶܽ߱ ෍൝෍ ࡮࢐ ߚ௠ܮ_(−ߚ௠) (ߚ௠ + ߚ௝)ܲ′_(−ߚ௠) ݁௜ఉ೘௭ஶ௠ୀଵ ൡஶ௝ୀଵ , ݖ > 0                                (4.71)  
Similarly, for ݖ < 0, we close the contour in the upper half-plane with the simple poles at 
ߙ = ߚ௞, ݇ = 1,2, … we obtain  
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ߱ ෍࡮࢐ ߚ௝ܮି൫ߚ௝൯ܲିᇱ൫ߚ௝൯ ݁ି௜ఉೕ௭ஶ௝ୀଵ , ݖ < 0                                                            (4.72) 
Thus, the overall heat flux for ݖ < 0 is the summation of equations (4.71) and (4.72) as   
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ߱ ෍ቐ࡮݆ ߚ݆ܮ− ቀߚ݆ቁܲ−′ ቀߚ݆ቁ ݁−݅ߚ݆ݖ −෍ ࡮݆ ߚ݉ܮ_(−ߚ݉) (ߚ݉ + ߚ݆)ܲ′_(−ߚ݉) ݁݅ߚ݉ݖ
∞
݉=1 ቑ
ஶ
௝ୀଵ
     (4.73) 
where ࡮࢐ = ௅శ൫ఉೕ൯(ఉೕି௜ఒ)௉శᇲ (ఉೕ). 
Thus, to regain the time variable from our assumption, equation (4.73) for heat flux is:  
 ܶ∗ିᇱ (ܽ, ݖ, ݐ) = − ௢ܶܽ߱ ෍ቐ࡮݆ ߚ݆ܮ− ቀߚ݆ቁܲ−′ ቀߚ݆ቁ ݁−݅ߚ݆ݖ −෍ ࡮݆ ߚ݉ܮ_(−ߚ݉)ቀߚ݉ + ߚ݆ቁܲ′_(−ߚ݉) ݁݅ߚ݉ݖ
∞
݉=1 ቑ
ஶ
௝ୀଵ
݁ି௜ఠ௧. 
       (4.74) 
4.4.3 Case III   
In case III, we consider the boundary conditions of the form:  
ܶ(ݎ, ݖ, ݐ) = ௢ܶ݁ିఓ௧,ߤ > 0 , ݖ < 0 and  ௭ܶ(ݎ, ݖ, ݐ) = 0, ݖ > 0  at ݎ = ܽ                  (4.75) 
So, transforming the boundary conditions after taking Laplace transform in t and Fourier 
transform in z we get,  
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തܶି∗(ܽ, ߙ, ݏ) = ೚்
௜ఈ(௦ାఓ) and തܶ ∗ାᇱ (ܽ,ߙ, ݏ) = 0,                                                           (4.76) 
where  ܶ_ and ାܶ′  are the temperature distribution for  ݖ < 0 and is the heat flux for 
ݖ > 0 at ݎ = ܽ respectively, and the prime stands for the derivative with respect to z.  
Here, we ݏ to ݅߱ in the equation (4.76), so that:   
ܶି∗(ܽ, ߙ) = − ೚்
ఈ(ఠି௜ఓ) and ାܶ∗ᇱ(ܽ,ߙ) = 0.                                       (4.77) 
So, on substituting the above transformed boundary conditions into equations (4.31) and 
(4.32), we get  
ܯା(ߙ) = ௢ܶ2ߨ݅ √ܽ(߱ − ݅ߤ)√݅ න ܮା(ߞ)ߞ(ߞ − ߙ) ାܲ(ߞ)݀ஶା௜௖ିஶା௜௖ ߞ                                                        (4.78) 
and  
ܯି(ߙ) = − ௢ܶ2ߨ݅ √ܽ(߱ − ݅ߤ)√݅ න ܮା(ߞ)ߞ(ߞ − ߙ) ାܲ(ߞ)݀ஶା௜ௗିஶା௜ௗ ߞ,                                                  (4.79) 
where ାܲ(ߞ) =  ඨܬ଴(݅ට௜ఠ௞ ܽ)∏ (1 + ఍௜ఈ೘)ஶ௠ୀଵ  and ܮା(ߞ) = ඨܬଵ(݅ට௜ఠ௞ ܽ)∏ (1 + ఍௜ఈ೙)ஶ௡ୀଵ . 
Thus, to evaluate the integrals in equations (4.78) and (4.79); we examine the simple 
poles as in above to evaluate ܯି(ߙ) and ܯା(ߙ) as follows:  
For ܯା(ߙ); we have simple poles at ߞ = 0, ߞ = ߙ and ߞ = −݅ߙ௠ = ߚ௠  for ାܲ(ߞ), where 
ߙ௠ = ݅ටቀ௝బ,೘௔ ቁଶ + ௜ఠ௞  for ݉ = 1, 2, … and ݆଴,௠ are the zeros of Bessel function of first 
kind of order zero.  
Hence, equation (4.78) is evaluated as:  
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ܯା(ߙ) = ௢ܶ√ܽ(߱ − ݅ߤ)√݅ ൥෍ ܣ௠ߙ − ߚ௠ஶ௠ୀଵ + ܮା(ߙ)ߙ ାܲ(ߙ) − ܮା(0)ߙ ାܲ(0)൩                                              (4.80) 
where, ܣ௠ = ି௅శ(ఉ೘)ఉ೘௉శᇲ (ఉ೘).  
Similarly for ܯି(ߙ); we have simple poles at ߚ௞,ߚ௞ାଵ, . . .,   ݇ ≪ ݉. Where  ߚ௞′ݏ  are 
above the line −∞ + ݅݀ to  ∞ + ݅݀ as described above.  Thus,   
ܯି(ߙ) = ௢ܶ√ܽ(߱ − ݅ߤ)√݅෍ ܤ௞ߙ − ߚ௞ஶ௞ୀଵ ,                                                                                         (4.81) 
where ܤ௞ = ௅శ(ఉೖ)ఉೖ௉శᇲ (ఉೖ).  
4.4.3.1 Evaluation of the Temperature Distribution   
To determine the temperature distribution on the surface of the cylinder at ݎ = ܽ for 
ݖ > 0 having determined the explicit function of ܯା(ߙ) in equation (4.80); we got the 
following formula from equation (4.34): 
ାܶ
∗(ߙ) = ܯା(ߙ)
ܭା(ߙ),  
where  
ܭା(ߙ) = √ܽ
√݅
ܮା(ߙ)
ାܲ(ߙ) 
Thus, our temperature equation the transformed domain for ݖ > 0 is derived from 
equations (4.34) and (4.80) and indeed after using the expression of  ܭା(ߙ) as follows  
ାܶ
∗(ܽ,ߙ) = ௢ܶ(߱ − ݅ߤ) ൥෍ ܣ௠ ାܲ(ߙ)(ߙ − ߚ௠)ܮା(ߙ)ஶ௠ୀଵ + 1ߙ − ܮା(0) ାܲ(ߙ)ߙ ାܲ(0)ܮା(ߙ)൩ .                        (4.82) 
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Now, to evaluate the temperature distribution for ݖ > 0, in z-variable; we take the Fourier 
inverse transform of equation (4.82) with respect to z as   
ାܶ(ܽ, ݖ) = ೚்(ఠି௜ఓ) ଵଶగ∫ ቂ∑ ܣ௠ ௉శ(ఈ)(ఈିఉ೘)௅శ(ఈ)ஶ௠ୀଵ + ଵఈ − ௅శ(଴)௉శ(ఈ)ఈ௉శ(଴)௅శ(ఈ)ቃ ݁ି௜ఈ௭݀ߙ.ஶିஶ               (4.83)  
Here, evaluation of equation (4.83) follows the same procedure applied to equations 
(4.78) and (4.79), that is, via residue calculus.  
Equation (4.83) has simple poles at  ߙ = 0, ߙ = ߚ௠  for  ݉ = 1,2, …    and 
 ߙ = −݅ߙ௡ = ߚ௡ for ܮା(ߙ), where ߙ௡ = ݅ටቀ௝భ,೙௔ ቁଶ + ௜ఠ௞  for ݊ = 1, 2, … and 
ߚ௠ = ටቀ௝బ,೘௔ ቁଶ + ௜ఠ௞  for ݉ = 1,2, … with ݆଴,௠ and ଵ݆,௡  the zeros of Bessel function of 
first kind of order zero and order one respectively.  
So, from equation (4.83), we apply Jordan’s lemma as follow:  for   ݖ > 0; we close the 
contour in the lower half-plane and since there is no pole in the closed contour, then  
ାܶ(ܽ, ݖ) = 0  for ݖ > 0.                                                                                               (4.84) 
 
For ݖ < 0; we close the contour in the upper half-plane, but in such a way ߙ = 0 would 
lie in the upper half-plane (i.e. would be inside the semi-circle). Thus, we get  
ାܶ(ܽ, ݖ) =
೚்(ఠି௜ఓ) ݅ ൜∑ ൤ܣ௝ ௉శ൫ఉೕ൯௅శ൫ఉೕ൯ ݁ି௜ఉೕ௭ + ∑ ܣ௝ ௉శ(ఉ೙)൫ఉ೙ିఉೕ൯௅శᇲ (ఉ೙) ݁ି௜ఉ೙௭ஶ௡ୀଵ,௡ஷ௝ ൨ − ∑ ௅శ(଴)௉శ(ఉ೙)ఉ೙௉శ(଴)௅శᇲ (ఉ೙)ஶ௡ୀଵஶ௝ୀଵ ݁ି௜ఉ೙௭ൠ, 
ݖ < 0,                      (4.85) 
where,   ܣ௝ = ି௅శ൫ఉೕ൯  ఉೕ௉శᇲ (ఉೕ). 
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Thus the overall temperature distribution is obtained by adding equations (4.84) and 
(4.85) as  
ାܶ(ܽ, ݖ) =
೚்(ఠି௜ఓ) ݅ ൜∑ ൤ܣ௝ ௉శ൫ఉೕ൯௅శ൫ఉೕ൯ ݁ି௜ఉೕ௭ + ∑ ܣ௝ ௉శ(ఉ೙)൫ఉ೙ିఉೕ൯௅శᇲ (ఉ೙) ݁ି௜ఉ೙௭ஶ௡ୀଵ,௡ஷ௝ ൨ − ∑ ௅శ(଴)௉శ(ఉ೙)ఉ೙௉శ(଴)௅శᇲ (ఉ೙)ஶ௡ୀଵஶ௝ୀଵ ݁ି௜ఉ೙௭ൠ.         
 (4.86) 
Hence, to regain the time parameter in the temperature distribution, we get from our 
earlier assumption that  
ାܶ(ܽ, ݖ, ݐ) =  
௢ܶ(߱ − ݅ߤ) ݅ ቐ෍቎ܣ௝ ାܲ൫ߚ௝൯ܮା൫ߚ௝൯ ݁ି௜ఉೕ௭ + ෍ ܣ௝ ାܲ(ߚ௡)൫ߚ௡ − ߚ௝൯ܮାᇱ (ߚ௡) ݁ି௜ఉ೙௭ஶ݊=1,݊≠݆ ቏ஶ௝ୀଵ
−෍
ܮା(0) ାܲ(ߚ௡)
ߚ௡ ାܲ(0)ܮାᇱ (ߚ௡)ஶ௡ୀଵ ݁ି௜ఉ೙௭ቑ ݁ି௜ఠ௧ 
(4.87) 
4.4.3.2 Evaluation of the Heat Flux 
To determine the heat flux for ݖ < 0 and ݎ = ܽ, as it is given to be zero on ݖ > 0 by 
equation (4.75); is to be determined from equation (4.35) given by   ܶ∗ିᇱ (ܽ,ߙ) = −ܯି(ߙ)ܭି(ߙ), 
where   
ܭି(ߙ) = √ܽ
√݅
ߙ
ܮ_(ߙ)
ܲ_(ߙ) 
Thus, we get the heat flux equation in the transformed domain for ݖ < 0 from equations 
(4.77) and (4.81) and also by the use of ܭି(ߙ) function as:  
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 ܶ∗ିᇱ (ܽ,ߙ) = − ௢ܶܽ(߱ − ݅ߤ)݅෍ ܤ௞ߙ − ߚ௞ஶ௞ୀଵ  ߙ ܮ_(ߙ)ܲ_(ߙ)                                                                   (4.88) 
And on taking the Fourier inversion transform in z, we obtain:  
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ(߱ − ݅ߤ)݅ 12ߨ݅ න ෍ܤ௞ ߙܮ(ఈ)(ߙ − ߚ௞)ܲ(ఈ)ஶ௞ୀଵ  ݁ି௜ఈ௭݀ߙஶିஶ .                               (4.89) 
So, we apply Jordan’s lemma as follow to evaluate equation (4.89) as follows:  for ݖ > 0, 
we close the contour in the lower half-plane with simple poles at ߙ = −ߚ௠,݉ = 1,2, … 
we obtain  
 ܶ∗ିᇱ (ܽ, ݖ) = ௢ܶܽ(߱ − ݅ߤ)෍൝෍ ࡮࢐ ߚ௠ܮ_(−ߚ௠) (ߚ௠ + ߚ௝)ܲ′_(−ߚ௠) ݁௜ఉ೘௭ஶ௠ୀଵ ൡஶ௝ୀଵ , ݖ > 0                        (4.90)  
Similarly, for ݖ < 0, we close the contour in the upper half-plane with the simple poles at 
ߙ = ߚ௞, ݇ = 1,2, … we obtain  
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ(߱ − ݅ߤ)෍࡮࢐ ߚ௝ܮି൫ߚ௝൯ܲିᇱ൫ߚ௝൯ ݁ି௜ఉೕ௭ஶ௝ୀଵ , ݖ < 0                                                    (4.91) 
Thus, the overall heat flux for ݖ < 0 is the summation of equations (4.90) and (4.91) as   
 ܶ∗ିᇱ (ܽ, ݖ) = − ௢ܶܽ(߱ − ݅ߤ)෍൝࡮࢐ ߚ௝ܮି൫ߚ௝൯ܲିᇱ൫ߚ௝൯ ݁ି௜ఉೕ௭ − ෍ ࡮࢐ ߚ௠  ܮି(−ߚ݉)൫ߚ௠ + ߚ௝൯ܲିᇱ(−ߚ݉)݁௜ఉ೘௭ஶ௠ୀଵ ൡஶ௝ୀଵ    (4.92) 
where, ࡮௝ = ௅శ൫ఉೕ൯ఉೕ௉శᇲ (ఉೕ).  
Thus,  to regain the time variable from our assumption, equation (4.92) for heat flux is:    
ܶ∗ି
ᇱ (ܽ, ݖ, ݐ) = − ೚்௔(߱−݅ߤ)∑ ൜࡮࢐ ఉೕ௅ష൫ఉೕ൯௉షᇲ ൫ఉೕ൯ ݁ି௜ఉೕ௭ − ∑ ࡮࢐ ఉ೘ ௅ష(−ߚ݉)൫ఉ೘ାఉೕ൯௉షᇲ ൫−ߚ݉൯ ݁௜ఉ೘௭ஶ௠ୀଵ ൠஶ௝ୀଵ ݁ି௜ఠ௧           
    (4.93)   
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CHAPTER FIVE 
CONCLUSION AND RECOMMENDATIONS  
5.1 CONCLUSION 
In conclusion, we have first considered a mixed boundary value problem arising from 
heat conduction of an infinite hollow circular cylinder and solved it using the Jone’s 
modification of the Wiener-Hopf technique. The closed form solution of the temperature 
distribution and that of heat flux on the surface of the cylinder are later used to evaluate 
the overall temperature distribution of the body.    
Further, in the later part, a mixed boundary value problem arising from heat conduction 
in an infinite homogeneous solid cylinder has been considered and solved using the same 
method. The boundary of the cylinder has been subjected to two different boundary 
conditions (general mixed boundary conditions), that is, one part of the boundary is held 
at a prescribed temperature while the heat flux is prescribed on the other part. The 
solutions of the respective temperature distribution and that of heat flux in the half-ranges 
of the cylinder have finally been obtained under some special cases of interest.   
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5.2 RECOMMENDATIONS  
This work can be extended by: 
 Including the angle dependence in the problem thereby dropping the assumption made 
for axial symmetry. 
 Considering the heat conduction in concentric/coaxial cylinders consisting of two 
different materials. The interface conditions can be those of perfect contact with 
mixed boundary conditions on the surface or imperfect contact resulting in mixed 
conditions at the interface. 
Nuruddeen 
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APPENDICES  
APPENDIX I  
ܯ(ߙ) = ଵܶ(ܽ, ܾ, ߙ) 
ଶܶ(ܽ, ܾ,ߙ) =  ଴ܻ(ݓܽ)ܬ଴(ݓܾ) −  ܬ଴(ݓܽ) ଴ܻ(ݓܾ)      ݓ{ܬ଴(ݓܽ) ଵܻ(ݓܾ) − ଴ܻ(ݓܽ) ܬଵ(ݓܾ)}. 
Where                                          ଵܶ(ܽ, ܾ,ߙ) =  ଴ܻ(ݓܽ)ܬ଴(ݓܾ) −  ܬ଴(ݓܽ) ଴ܻ(ݓܾ),                          (ܣଵ)  
                                       ଶܶ(ܽ, ܾ,ߙ) =  ݓ{ܬ଴(ݓܽ) ଵܻ(ݓܾ) − ଴ܻ(ݓܽ) ܬଵ(ݓܾ)}.                   (ܣଶ)   
 
The infinite product representation [] of the above expressions are given below: 
  
ଵܶ(ܽ, ܾ,ߙ) = ଵܶ(ܽ, ܾ, 0)∏ {ߙ + ݅ߙ௡}ஶ௡ୀଵ ∏ {ߙ − ݅ߙ௡}ஶ௡ୀଵ∏ ߙ௡ஶ௡ୀଵ , 
ଶܶ(ܽ, ܾ,ߙ) = ଶܶ(ܽ, ܾ, 0)∏ {ߙ + ݅ߚ௡}∏ {ߙ − ݅ߚ௡} ஶ௡ୀଵஶ௡ୀଵ ∏ ߚ௡ஶ௡ୀଵ . 
Where ±݅ߙ௡ and ±݅ߚ௡ are simple zeros of ଵܶ(ܽ, ܾ,ߙ) and ଶܶ(ܽ, ܾ,ߙ) respectively.  
Thus,  
ܯ(ߙ) = ଵܶ(ܽ, ܾ,ߙ) 
ଶܶ(ܽ, ܾ, ߙ) = ܨෑ൜ߙ + ݅ߙ௡ߙ + ݅ߚ௡ൠஶ௡ୀଵ ෑ൜ߙ − ݅ߙ௡ߙ − ݅ߚ௡ൠ ,ஶ௡ୀଵ  
with  
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                                           ܯା(ߙ) =  ܨଵଶෑ൜ߙ + ݅ߙ௡ߙ + ݅ߚ௡ൠ ݁௜ ఈ௡గ{௕ି௔}ାఞ(ఈ),ஶ௡ୀଵ                               (ܤଵ) 
and  
                                          ܯି(ߙ) = ܨଵଶෑ൜ߙ − ݅ߙ௡ߙ − ݅ߚ௡ൠ ݁ି௜ ఈ௡గ{௕ି௔}ିఞ(ఈ),ஶ௡ୀଵ                              (ܤଶ) 
where,  
ܨ = ෑቊߚ௡ଶ
ߙ௡ଶ
ቋ
ஶ
௡ୀଵ
{ ଴ܻ(ߤܽ)ܬ଴(ߤܾ) −  ܬ଴(ߤܽ) ଴ܻ(ߤܾ)}
ߤ{ܬ଴(ߤܽ) ଵܻ(ߤܾ) − ଴ܻ(ߤܽ) ܬଵ(ߤܾ)} 
and  
߯(ߙ) = ݅ ߙ
ߨ
൤1 − ܥ + ln ൬ 2ߨ
ܾ − ܽ
൰ + ݅ ߨ2൨. 
where ܥ is the Euler’s Constant given by 0.57721 …  
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APPENDIX II 
Recall that from equation (4.28),  
ܭ(ߙ) = ܽߙ ܬଵ(݅ݍܽ)
݅ ݍܬ଴(݅ݍܽ) = ܽ݅ ߙ ቊܬ1(݅ݍܽ)ݍ ቋ ቊ 1ܬ0(݅ݍܽ)ቋ = ܽ݅ ߙ ܮ(ߙ)ܲ(ߙ) = ܽ݅ ߙ ܮା(ߙ)ାܲ(ߙ) ܮି(ߙ)ܲି (ߙ), 
thus,  
ܭ(ߙ) = ܭା(ߙ) ܭି(ߙ). 
with 
ܮ(ߙ) = ௃భ(݅ݍܽ)
௤
 and  ܲ(ߙ) = ܬ଴(݅ݍܽ). 
For ܮ(ߙ) = ܬ1(݅ݍܽ)
ݍ
: 
ܬ1(௜௤௔)
ݍ
 is an even function of  ߙ  that has no branch points or poles, but does have zeros 
when ܬଵ(݅ݍܽ) = 0, ݍ ≠ 0. The small zeros ݆ଵ,௡ of ܬଵ(ݖ) are tabulated in Abramowitz 
and Stegun [1]. Now,  
ܮ(ߙ) = ܮା(ߙ)ܮି(ߙ),         (ܣଵ) 
where ܮ(ߙ) is given below using infinite product theorem []; 
ܮ(ߙ) =  ௃భ(௜௤௔)
௤
= ௃బቆ௜ටೞೖ௔ቇ
ට
ೞ
ೖ
 ∏ {1 − ఈ
௜ఈ೙
}ஶ௡ୀଵ ݁ି೔ഀೌ೙ഏ  ∏ {1 + ఈ௜ఈ೙}ஶ௡ୀଵ ݁೔ഀೌ೙ഏ .  (ܣଶ) 
Where and ߙ௡ = ±݅ටቀ௝భ,೙௔ ቁଶ + ݅ ఠ௞ , for ݊ = 1,2,3, …are the simple zeros of  ௃భ(௜௤௔)௤  given 
that ݍ = ටߙଶ + ௦
௞
.  
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Thus,  
ܮା(ߙ) = ඩ௃బቆ௜ටೞೖ௔ቇ
ට
ೞ
ೖ
∏ {1 + ఈ
௜ఈ೙
}ஶ௡ୀଵ ݁೔ഀೌ೙ഏାఞ(ఈ)      (ܣଷ) 
ܮି(ߙ) = ඩ௃బቆ௜ටೞೖ௔ቇ
ට
ೞ
ೖ
∏ {1 − ఈ
௜ఈ೙
}ஶ௡ୀଵ ݁ି೔ഀೌ೙ഏିఞ(ఈ)      (ܣସ) 
where  
߯(ߙ) = ݅ ߙܽ
ߨ
൤1 − ܥ + ln ൬2ߨ
݇ܽ
൰ + ݅ ߨ2൨, 
with ܥ is the Euler’s Constant given by 0.57721 …  
 
For ܲ(ߙ) = ܬ଴(݅ݍܽ): 
ܬ଴(݅ݍܽ) is an even function of  ߙ  that has no branch points or poles, but does have zeros 
when ܬ଴(݅ݍܽ) = 0. The small zeros ݆଴,௡ of ܬ଴(ݖ) are tabulated in Abramowitz and 
Stegun [1] too. 
ܲ(ߙ) = ାܲ(ߙ)ܲି (ߙ),         (ܤଵ) 
 
ܲ(ߙ) = ܬ଴(݅ݍܽ) = ܬ଴ ൬݅ට௦௞ ܽ൰  ∏ {1 − ఈ௜ఈ೘}ஶ௠ୀଵ ݁ି೔ഀೌ೘ഏ  ∏ {1 + ఈ௜ఈ೘}ஶ௠ୀଵ ݁೔ഀೌ೘ഏ  (ܤଶ) 
where  ߙ௠ = ±݅ටቀ௝బ,೙௔ ቁଶ + ݅ ఠ௞ , for ݉ = 1,2,3, …are the simple zeros of ܬ଴(݅ݍܽ). 
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Thus,  
ାܲ(ߙ) = ඨܬ଴ ൬݅ට௦௞ ܽ൰∏ {1 + ఈ௜ఈ೘}ஶ௠ୀଵ ݁೔ഀೌ೘ഏ ,      (ܤଷ) 
ܲ(ఈ) = ඨܬ଴ ൬݅ට௦௞ ܽ൰∏ ቄ1 − ఈ௜ఈ೘ቅஶ௠ୀଵ ݁ି೔ഀೌ೘ഏ .      (ܤସ) 
Thus, from appendices (ܣ) and (ܤ) above; we obtain   
ܭ(ߙ) = ௔ఈ ௃భ(௜௤௔)
௜ ௤௃బ(௜௤௔) = ௔௜ ߙ ௅శ(ఈ)௉శ(ఈ)  ௅ష(ఈ)௉ష(ఈ) = ܭା(ߙ) ܭି(ߙ),    (ܥଵ) 
where,  
ܭା(ߙ) = ඨ௔ ௃భቆ௜ටೞೖ௔ቇ
ඨ௜ට
ೞ
ೖ
 ௃బቆ௜ටೞೖ௔ቇ
∏ {ଵା ഀ
೔ഀ೙
}ಮ೙సభ
∏ {ଵା ഀ
೔ഀ೘
}ಮ೘సభ ݁೔ഀೌഏ ቀభ೙ି భ೘ቁାఞ(ఈ),     (ܦଵ) 
 
ܭି(ߙ) = ඨ௔ ௃భቆ௜ටೞೖ௔ቇ
ඨ௜ට
ೞ
ೖ
 ௃బቆ௜ටೞೖ௔ቇ
ఈ∏ {ଵି ഀ
೔ഀ೙
}ಮ೙సభ
∏ {ଵି ഀ
೔ഀ೘
}ಮ೘సభ ݁ି೔ഀೌഏ ቀభ೙ି భ೘ቁିఞ(ఈ).    (ܦଶ) 
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APPENDIX III  
Roots of Bessel functions 
 
              The n-th roots of  ࡶ૙(ࢠ) = ૙         The n-th roots of  ࡶ૚(ࢠ) 
n  Root ࡶ૙(ࢠ) n  Root ࡶ૚(ࢠ) 
1 2.40482555769577 1 3.8317059702075  
2 5.52007811028631 2 7.0155866698156  
3 8.65372791291101 3 10.1734681350627  
4 11.7915344390142 4 13.3236919363142 
5 
. 
. 
. 
14.9309177084877 5 
. 
. 
. 
16.4706300508776 
 
   The n-th roots of  ࢅ૙(ࢠ) = ૙           The n-th roots of  ࢅ૚(ࢠ) 
n  Root  ࢅ૙(ࢠ) n  Root  ࢅ૚(ࢠ) 
1 0.8935769662791 1 2.1971413260310 
2 3.9576784193148 2 5.4296810407941 
 3 7.0860510603017 3 8.5960058683311 
4 10.2223450434964 4 11.7491548308398   
5 
. 
. 
. 
13.3610974738727 5 
. 
. 
. 
14.8974421283367  
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