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Abstract
In a seemingly unrelated regression model with pðX2Þ equations, this paper considers the
problem of testing independence of equations against a one-sided alternative hypothesis. The
power functions of invariant tests are evaluated and the locally most mean powerful invariant
test is obtained.
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1. Introduction
The seemingly unrelated regression (SUR) model considered here is a set of p
different linear regression models with cross-correlation:
yi ¼ Xibi þ ei ði ¼ 1;y; pÞ; ð1:1Þ
where yi : m  1; Xi’s are m  ki known matrices of rank ki; bi : ki  1; and the error
terms ei’s are distributed as the normal distribution Nmð0; siiImÞ with Eðeie0jÞ ¼ sijIm
ði; j ¼ 1;y; pÞ: This model can be rewritten as
y ¼ Xbþ e with eBNnð0;S#ImÞ; ð1:2Þ
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by letting n ¼ pm; k ¼Ppi¼1 ki; y ¼ ðy01;y; y0pÞ0 : n  1; X ¼ diagfX1;y; Xpg : n  k
of rank k; b ¼ ðb01;y; b0pÞ0 : k  1 and e ¼ ðe01;y; e0pÞ0 : n  1; where diag denotes the
block diagonal matrix and# Kronecker product.
As is well known, when the matrix S is known, the Gauss–Markov estimator
(GME) of the form
#bðSÞ ¼ ðX 0ðS
1#ImÞX Þ
1X 0ðS
1#ImÞy
is the best linear unbiased estimator of b in (1.2). However, in most cases, S is
unknown and hence the GME is not feasible. Estimators often used for such cases
may be the ordinary least-squares estimator (OLSE) #bðIpÞ ¼ ðX 0XÞ
1X 0y and a
generalized least-squares estimator (GLSE) of the form #bð #SÞ; which is obtained by
replacing unknown S in the GME #bðSÞ by an appropriate estimator #S of S: Typical
choices are the restricted Zellner estimator (RZE) and the unrestricted ZE (UZE)
proposed by Zellner [13,14]. The RZE is a GLSE, #bð #SÞ with #S ¼ ð #sijÞ and #sij ¼
e0iej=m; where
e ¼ ðe01;y; e0pÞ0 ¼ Ny : ðn 
 kÞ  1 with N ¼ I 
 XðX 0XÞ
1X 0 ð1:3Þ
and thus
ei ¼ Niyi :m  1 with Ni ¼ Im 
 XiðX 0i XiÞ
1X 0i ði ¼ 1;y; pÞ: ð1:4Þ
On the other hand, the UZE is deﬁned by #bðSÞ with
S ¼ Y 0½Im 
 XðX 0XÞþX 0Y=ðm 
 rank XÞ;
where Y ¼ ðy1;y; ypÞ :m  p; X ¼ ðX1;y; XpÞ : m  k and Aþ denotes the Moore–
Penrose inverse of matrix A: As is summarized in Srivastava and Giles [12], many
authors have investigated the efﬁciencies of the GLSEs relative to the OLSE mainly
in the model with p ¼ 2; and clariﬁed from various viewpoints that the OLSE can be
better than the GLSEs when the sample size is small and/or the correlation
coefﬁcients of the error terms are close to zero. Some of these facts are extended to
the general case where pX2 by Kurata and Kariya [8] and Kurata [7], in which upper
bounds for the covariance matrices of typical GLSEs and the OLSE were derived
and compared.
Motivated by these researches, we consider the problem of testing independence of
p SUR equations, that is, H : sij ¼ 0 for 1piojpp; which is equivalent to
H : y ¼ 0 ð1:5Þ
with
y ¼ ðy12;y; y1p; y23;y; yp
1;pÞ0 : pðp 
 1Þ
2
 1; ð1:6Þ
where yij is the correlation coefﬁcient between ei and ej:
yij ¼ yji ¼ sij=ðsiisjjÞ1=2 ði; j ¼ 1;y; pÞ:
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The alternative hypothesis considered here is one-sided:
K : yX0 and ya0; ð1:7Þ
where the inequality yX0 means yijX0 for all 1piojpp:
This problem has two aspects: the parameter of interest is multi-dimensional, and
the alternative hypothesis is one-sided. When p ¼ 2; the parameter y in (1.6), which is
a maximal invariant parameter under an appropriate group action, is one-
dimensional, and the optimal invariant test is available. Kariya [3] showed that a
locally best invariant (LBI) test for H12 : y12 ¼ 0 against K12 : y1240 rejects H12 if the
sample correlation coefﬁcient is too large:
e01e2=jj e1jj jj e2jj4c; ð1:8Þ
where jjxjj ¼ ðx0xÞ1=2 for a vector x: He also derived an LBI unbiased test for
the two-sided alternative K 012 : y12a0: The result was further extended by Kariya,
et al. [4] (KFK) to testing independence between two correlated multivariate
linear regression models. Although the model considered by KFK is multi-
variate, the parameter of interest can be regarded as one-dimensional by group
invariance (see Theorem 3.1 of KFK). On the other hand, when pX2 in (1.2), we
cannot ﬁnd any group that is large enough to reduce the problem to the problem of
testing one-dimensional hypothesis. Apart from group invariance, the Lagrange
multiplier test derived by Breusch and Pagan [2] has been widely used when pX2:
The test rejects H if the sum of the squared sample correlation coefﬁcients is too
large:
X
1piojpp
fe0iej=jjeijj jjejjjg24c:
However, it is inappropriate to apply this test to the one-sided alternative K in (1.7).
Recently, King and Wu [6] suggested the importance of multi-parameter one-sided
testing problems from econometric points of view, and introduced a locally most
mean powerful invariant (LMMPI) test in a general setup. The LMMPI test is, in
short, an invariant test that locally maximizes an averaged quantity of the power
function (see Section 3 for precise deﬁnition). The test is naturally understood as a
one-sided analogue of the Lagrange multiplier test, and is LBI when the parameter is
one-dimensional. In this paper, we adopt their idea and derive an LMMPI test for
our problem. Some general results on LMMPI tests will be found in King and Wu
[6], which contains an overview on this topic based on over 40 references including
Lehmann [9] and SenGupta and Vermeire [10] and applications to several
econometric models.
In Section 2, following Kariya [3], we reduce the problem by invariance. In Section
3, a general expression of the power functions of invariant tests is derived. The result
is applied to constructing the LMMPI test.
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2. Reduction by invariance
In this section, we reduce the problem by invariance. Since the result in this section
is a straightforward generalization of Kariya [3], we often omit the detail. Let Ai ¼
ð0;NÞ ði ¼ 1;y; pÞ and deﬁne the group G as G ¼A1 ?Ap  Rk1 ?
Rkp ; which acts on the spaces of y and ðb;SÞ by
yi-aiyi þ Xigi ði ¼ 1;y; pÞ ð2:1Þ
and
bi-aibi þ gi and sij-aiajsij ði; j ¼ 1;y; pÞ; ð2:2Þ
respectively, where aiAAi and giARki ði ¼ 1;y; pÞ: The testing problem (1.5) and
(1.7) is clearly invariant under G:
Let qi ¼ m 
 ki and let Zi be an m  qi matrix satisfying
Z0iZi ¼ Iqi and ZiZ0i ¼ Ni; ð2:3Þ
where Ni is deﬁned in (1.4). Then the matrix deﬁned by
Z ¼ diagfZ1;y; Zpg : n  ðn 
 kÞ ð2:4Þ
satisﬁes Z0Z ¼ In
k and ZZ0 ¼ N; where N is deﬁned in (1.3). A maximal invariant
under G is given by
T ¼ tðzÞ ¼ ðz01=jjz1jj;y; z0p=jjzpjjÞ0 : ðn 
 kÞ  1; ð2:5Þ
where
z ¼ ðz01;y; z0pÞ0 ¼ Z0y : ðn 
 kÞ  1 with zi ¼ Z0iyi : qi  1; ð2:6Þ
and a maximal invariant parameter is y in (1.6). As is stated in Kariya [3,
p. 386–387], the maximal invariant T ¼ tðzÞ can be viewed as a maximal invariant
under the group G0 ¼A1 ?Ap acting on the space of z via z- %Az with
%A ¼ diagfa1Iq1 ;y; apIqpg; ð2:7Þ
and considering the testing problem in terms of y under the group G is equivalent to
considering it in terms of z under G0: Since the distribution of T ¼ tðzÞ depends on
ðb;SÞ only through y; we set bi ¼ 0 and sii ¼ 1 ði ¼ 1;y; pÞ without loss of
generality. And thus the distribution of z is the normal distribution Nn
kð0;OÞ;
where
O ¼ OðyÞ ¼
Iq1 y12Z
0
1Z2 ? y1pZ
0
1Zp
y12Z02Z1 Iq2 ? y2pZ
0
2Zp
^ ^ ? ^
y1pZ0pZ1 y2pZ
0
pZ2 ? Iqp
0
BBB@
1
CCCA: ð2:8Þ
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Hence by letting PTy be the probability measure induced by T ; the density function of
T with respect to PT0 is given by
dPTy
dPT0
ðtðzÞÞ ¼ f T ðtðzÞjyÞ ¼
R
G0
f ð %AzjOðyÞÞj %Ajnðda1;y; dapÞR
G0
f ð %AzjOð0ÞÞj %Ajnðda1;y; dapÞ
; ð2:9Þ
where f ðzjOðyÞÞ is the density function of Nn
kð0;OðyÞÞ; n is an invariant measure on
G0:
nðda1;y; dapÞ ¼
Yp
i¼1
a
1i dai
and dai’s are the Lebesgue measures on R
1 (The proof is same as Kariya [3]. General
theory of the distributions of maximal invariants are summarized, for example, in
Chapter 2 of Kariya and Sinha [5]).
The function f T above is rewritten more speciﬁcally as
f TðtðzÞjyÞ ¼ KðyÞ=Kð0Þ ð2:10Þ
with
KðyÞ ¼ jOðyÞj
1=2
Z N
0
?
Z N
0
Yp
i¼1
a
qi
1
i
 !
exp 
1
2
z0 %A0OðyÞ
1 %Az
 

Yp
i¼1
dai
 !
: ð2:11Þ
Since Oð0Þ ¼ In
k and since
z0 %A0 %Az ¼
Xp
i¼1
a2i jjzijj2 ¼
Xp
i¼1
a2i jjeijj2; ð2:12Þ
the denominator Kð0Þ in (2.10) is evaluated as
Kð0Þ ¼
Z N
0
?
Z N
0
Yp
i¼1
a
qi
1
i
 !
exp 
1
2
Xp
i¼1
a2i jjeijj2
 ! Yp
i¼1
dai
 !
¼
Yp
i¼1
Z N
0
a
qi
1
i exp ð
a2i jjeijj2=2Þdai
¼ 2n
k2 
p
Yp
i¼1
jjeijj
qiGðqi=2Þ
 !
: ð2:13Þ
3. Locally most mean powerful invariant test
In this section, we ﬁrst derive a general expression of the power functions of
invariant tests. The result is applied to ﬁnding an LMMPI test.
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Let Ca be the class of invariant tests of level a: Since any invariant test fACa is a
function of T ¼ tðzÞ; say f ¼ fðTÞ; the power function is expressed as
pðf; yÞ EyffðTÞg ¼
Z
fðtðzÞÞf TðtðzÞjyÞ dPT0
¼
Z
fðtðzÞÞ½KðyÞ=Kð0ÞdPT0 : ð3:1Þ
Theorem 3.1. For any fACa; the power function pðf; yÞ is evaluated as
pðf; yÞ ¼ E0ffg þ y0E0fBðfÞg þ oðf; jjyjjÞ; ð3:2Þ
where
BðfÞ ¼ ðB12ðfÞ;y; B1pðfÞ; B23ðfÞ;y; Bp
1;pðfÞÞ0 : p0  1 with p0 ¼ pðp 
 1Þ=2
BijðfÞ ¼ 2fðTÞgijrij ; ð3:3Þ
gij ¼ Gððqi þ 1Þ=2ÞGððqj þ 1Þ=2ÞGðqi=2ÞGðqj=2Þ ; rij ¼
e0iej
jjeijjjjejjj;
and
lim
jjyjj-0
sup
fACa
joðf; jjyjjÞj=jjyjj ¼ 0: ð3:4Þ
The proof is given in the end of this section.
Letting p ¼ 2 in Theorem 3.1 yields the LBI test for H12 : y12 ¼ 0 against
K12 : y1240 obtained by Kariya [3]. For pX3; Theorem 3.1 shows that there is no
LBI test. Hence we derive an LMMPI test, which is deﬁned by King and Wu [6] as an
invariant test maximizing
F˜ðfÞ ¼ lim
r-0
Fðf; rÞ=r; ð3:5Þ
where
Fðf; rÞ ¼
R
Sþr
fpðf; yÞ 
 pðf; 0ÞgdyR
Sþr
dy
with Sþr ¼ fyX0 j jjyjjorg:
King and Wu [6] obtained an expression of LMMPI tests in a general setup, which is
described as the sum of score functions. However, to apply their formula, an explicit
form of the density function of a maximal invariant is needed, and it should be
veriﬁed that the derivatives of the power function can be computed under the
integral sign. In our problem, it seems difﬁcult to check these conditions. Hence we
derive the test based on the original deﬁnition in (3.5) and Theorem 3.1. The results
below (Corollaries 3.2 and 3.3) are parallel to those of King and Wu [6]. For
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any fACa; it follows from Theorem 3.1 that
Fðf; rÞ ¼
Z
Sþr
ydy
 0
E0fBðfÞg þ
Z
Sþr
oðf; jjyjjÞdy
  Z
Sþr
dy
 
¼F1ðf; rÞ þ F2ðf; rÞ ðsayÞ: ð3:6Þ
It follows from (3.4) that for any e40; there exists r040 such that
sup
fACa
joðf; jjyjjÞjoejjyjj holds if jjyjjor0: ð3:7Þ
Therefore, for any fACa;Z
Sþr
oðf; jjyjjÞ dy

p
Z
Sþr
sup
fACa
joðf; jjyjjÞj dyoe
Z
Sþr
jjyjjdyoer
Z
Sþr
dy
holds if 0oror0: This implies that
lim
r-0
sup
fACa
jF2ðf; rÞj=r ¼ 0: ð3:8Þ
Furthermore, we can easily see that ðR
Sþr
ydyÞ=ðR
Sþr
dyÞ ¼ v  r1p0 ; where 1p0 ¼
ð1;y; 1Þ0 : p0  1 and v is a constant which does not depend on r: Thus for any
fACa;
F1ðf; rÞ=r ¼ vE0
X
ioj
BijðfÞ
( )
¼ 2vE0 fðTÞ
X
ioj
gijrij
( )
ð3:9Þ
holds. Since the right-hand side of (3.9) is free from r; we see that F˜ðfÞ ¼
2vE0ffðTÞ
P
ioj gijrijg: Here, applying the generalized Neyman–Pearson lemma [9]
to maximize this quantity yields the following result.
Corollary 3.2. The level a test which rejects H if
S 
X
1piojpp
gijrij4c ð3:10Þ
is LMMPI.
The LMMPI test is a test that locally maximizes the power function in the
direction y ¼ l1p0 ðl40Þ: More precisely, for fACa; substituting y ¼ l1p0 into
pðf; yÞ in (3.2) yields
*pðf; lÞ  pðf; l1p0Þ ¼ E0ffðTÞg þ 2lE0ffðTÞSg þ oðf; lÞ
where liml-0 supfACa joðf; lÞj=l ¼ 0: This implies that for any fACa such that
E0ffg ¼ a; there exists l040 such that
*pðf; lÞX *pðf; lÞ holds for any 0olol0;
where f is the LMMPI test obtained in Corollary 3.2. The following result is a
generalization of Corollary 3.2 from this viewpoint.
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Corollary 3.3. For any vector d ¼ ðd12;y; d1p; d23;y; dp
1;pÞ0 : p0  1 such that dX0;
let f be an invariant test whose rejection region is given by
SðdÞ 
X
1piojpp
dijgijrij4c: ð3:11Þ
Then for any fACa such that E0ffg ¼ a; there exists l040 such that
*pðf; lÞX *pðf; lÞ holds for any 0olol0;
where *pðf; lÞ ¼ pðf; ldÞ:
The critical points of the tests in Corollaries 3.2 and 3.3 can be determined by the
standard normal distribution Nð0; 1Þ; since under H : y ¼ 0;ﬃﬃﬃﬃ
m
p
SðdÞ
ðm=2Þ -LNð0; d
0dÞ ð3:12Þ
holds, where-L denotes the convergence in distribution. The proof of (3.12) is also
given in the end of this section.
Proof of Theorem 3.1. Let
OðyÞ ¼ In
k þ VðyÞ ¼ In
k þ V ; ð3:13Þ
where the ði; jÞth block element of V is yijZ0iZj : qi  qj (iaj), and 0 : qi  qi ði ¼ jÞ:
(See (2.8).) Then O
1 is expanded as
O
1 ¼ OðyÞ
1 ¼ ½In
k þ VðyÞ
1 ¼ In
k 
 V þ V 2O
1;
from which
z0 %A0O
1 %Az ¼ z0 %A0 %Az 
 z0 %A0V %Az þ z0 %A0VO
1V %Az ð3:14Þ
follows. Here the ﬁrst term of the right-hand side of (3.14) is given in (2.12), and the
last two terms are calculated as
z0 %A0V %Az ¼ 2
X
ioj
yijaiajz0iZ
0
iZjzj ¼ 2
X
ioj
yijaiaje0iej; ð3:15Þ
z0 %A0VO
1V %Az ¼
Xp
i;j¼1
Qij with Qij ¼
X
rai
yirarer
 !0
ZiOðijÞZ0j
X
saj
yjsases
 !
;
ð3:16Þ
respectively, where OðijÞ : qi  qj is the ði; jÞth block element of O
1:
As is done by KFK, replacing z0 %A0OðyÞ
1 %Az in KðyÞ in (2.11) by the right-hand
sides of (2.12), (3.15) and (3.16), and transforming ai ¼ bi=jjeijj ði ¼ 1;y; pÞ with
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Qp
i¼1 dai ¼ ð
Qp
i¼1 jjeijj
1Þ
Qp
i¼1 dbi in (2.11) yield
KðyÞ ¼ jOðyÞj
1=2
Yp
i¼1
jjeijj
qi
 ! Z N
0
?
Z N
0
Yp
i¼1
b
qi
1
i
 !
exp 
1
2
Xp
i¼1
b2i
 !
 exp
X
ioj
yijbibju0iuj
 !
exp 
1
2
Xp
i;j¼1
Qij
 ! Yp
i¼1
dbi
 !
; ð3:17Þ
where
ui ¼ ei=jjeijjði ¼ 1;y; pÞ ðhence jjuijj ¼ 1Þ;
Qij ¼
X
rai
yirbrur
 !0
ZiOðijÞZ0j
X
saj
yjsbsus
 !
:
Next we expand KðyÞ around y ¼ 0: The latent roots of the matrix V ¼ VðyÞ in
(3.13) are less than 1 in absolute value when jjyjj is sufﬁciently small, since the matrix
V is expressed as V ¼Pioj yijVij for some symmetric matrices Vij’s, where the
deﬁnitions of Vij’ are obvious and omitted. Hence we obtain by direct calculation
jOj
1=2 ¼ 1þ oðjjyjjÞ ¼ J11 þ J12 ðsayÞ; ð3:18Þ
where the equality trðVÞ ¼ 0 is used. Further, by Taylor’s expansion, for some
0pc1; c2p1;
exp
X
ioj
yijbibju0iuj
 !
¼ 1þ
X
ioj
yijbibju0iuj þ
1
2
exp c1
X
ioj
yijbibju0iuj
 !

X
ioj
yijbibju0iuj
 !2
¼ J21 þ J22 þ J23 ðsayÞ ð3:19Þ
and
exp 
 1
2
Xp
i;j¼1
Qij
 !
¼ 1þ exp 
 c2
2
Xp
i;j¼1
Qij
 !

 1
2
Xp
i;j¼1
Qij
 !
¼ J31 þ J32 ðsayÞ ð3:20Þ
hold. Hence by letting K ¼ 2
n
k
2

p Qp
i¼1 Gðqi=2Þð¼ Kð0Þ=ð
Qp
i¼1 jjeijj
qiÞÞ and
Irst ¼K
1 J1r
Z N
0
?
Z N
0
J2sJ3t
Yp
i¼1
b
qi
1
i
 !
 exp 
 1
2
Xp
i¼1
b2i
 ! Yp
i¼1
dbi
 !
ð3:21Þ
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for r ¼ 1; 2; s ¼ 1; 2; 3 and t ¼ 1; 2; the function KðyÞ=Kð0Þ is expressed as
KðyÞ=Kð0Þ ¼ I111 þ I121 þ
X
ðrstÞað111Þ;ð121Þ
Irst ¼ I111 þ I121 þ I ðsayÞ:
Thus the power function pðy;fÞ for fACa is written as
pðy;fÞ ¼
Z
fI111 dPT0 þ
Z
fI121 dPT0 þ
Z
fI dPT0 : ð3:22Þ
Since
I111 ¼ K
1
Z N
0
?
Z N
0
Yp
i¼1
b
qi
1
i
 !
exp 
 1
2
Xp
i¼1
b2i
 ! Yp
i¼1
dbi
 !
¼ 1; ð3:23Þ
the ﬁrst term of (3.22) is evaluated as E0ffg: Similarly, the second term of (3.22) is
proved to be y0E0fBðfÞg; since
I121 ¼K
1
Z N
0
?
Z N
0
X
ioj
yijbibju0iuj
 ! Yp
i¼1
b
qi
1
i
 !
 exp 
 1
2
Xp
i¼1
b2i
 ! Yp
i¼1
dbi
 !
¼K
1
X
ioj
yiju0iuj
Z N
0
?
Z N
0
bibj
Yp
r¼1
bqr
1r
 !
 exp 
 1
2
Xp
r¼1
b2r
 ! Yp
r¼1
dbr
 !
¼ 2
X
ioj
yijgiju0iuj: ð3:24Þ
Therefore, to complete the proof, we show that jIjpgðyÞ holds for some function
gðyÞ which does not depend on ui’s and gðyÞ ¼ oðjjyjjÞ: We ﬁrst treat the term
I131 ¼ K
1
Z N
0
?
Z N
0
J23
Yp
i¼1
b
qi
1
i
 !
exp 
 1
2
Xp
i¼1
b2i
 ! Yp
i¼1
dbi
 !
: ð3:25Þ
By using Cauchy–Schwarz inequality and u0iujp1;
X
ioj
yijbibju0iuj
 !2
pjjyjj2
X
ioj
b2i b
2
j ðu0iujÞ2
 !
pjjyjj2
X
ioj
b2i b
2
j
 !
: ð3:26Þ
Next by using yijpjjyjj; we obtain
exp c1
X
ioj
yijbibju0iuj
 !
p exp
X
ioj
yijbibjju0iuj j
 !
p exp jjyjj
X
ioj
bibj
 !
¼ expð
jjyjjb0½Ip 
 1p10pb=2Þ; ð3:27Þ
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where 1p ¼ ð1;y; 1Þ0 : p  1 and
b ¼ ðb1;y; bpÞ0 : p  1: ð3:28Þ
Then from (3.26) and (3.27), we have
jI131jpK
1 ðjjyjj2=2Þ
X
ioj
Z N
0
?
Z N
0
b2i b
2
j
Yp
r¼1
bqr
1r
 !
 expð
b0Mb=2Þ
Yp
r¼1
dbr
 !
; ð3:29Þ
where M ¼ MðyÞ ¼ ð1þ jjyjjÞIp 
 jjyjj1p10p : p  p: The latent roots of the matrix M
are
1þ jjyjj ðwith multiplicity p 
 1Þ and 1
 ðp 
 1Þjjyjj ¼ hðyÞ ðsayÞ;
and the smallest one is hðyÞ: If jjyjj is sufﬁciently small, hðyÞ is positive. Hence on a
neighborhood of y ¼ 0; the right-hand side of (3.29) is bounded from above by
K
1 ðjjyjj2=2Þ
X
ioj
Z N
0
?
Z N
0
b2i b
2
j
Yp
r¼1
bqr
1r
 !
expð
hðyÞb0b=2Þ
Yp
r¼1
dbr
 !
¼ K
1 ðjjyjj2=2Þf1=hðyÞg
n
k
2
þ2 X
ioj
Z N
0
?
Z N
0
c2i c
2
j
Yp
r¼1
cqr
1r
 !
 exp 

Xp
r¼1
c2r =2
 ! Yp
r¼1
dcr
 !
;
where the second equality is obtained by transforming br ¼ ð1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðyÞp Þcr
(r ¼ 1;y; p). Since the integral in the second line is independent of y and is ﬁnite,
and since hðyÞ-1 (as jjyjj-0), we obtain I131 ¼ oðjjyjjÞ:
Next we consider the term I112; where
I112 ¼ K
1
Z N
0
?
Z N
0
J32
Yp
i¼1
b
qi
1
i
 !
exp 

Xp
i¼1
b2i =2
 ! Yp
i¼1
dbi
 !
: ð3:30Þ
We begin with showing the inequality
jQijjpjjyjj2jjbjj2Yij for i; j ¼ 1;y; p; ð3:31Þ
where Yij ¼ ftrðOðijÞOðjiÞÞg1=2: For jQiij; by letting di ¼
P
rai yirbrur; we obtain
jQiij ¼ d 0i ZiOðiiÞZ0idi ¼ trfðZiOðiiÞZ0iÞðdid 0i ÞgpftrðO2ðiiÞÞg1=2jjdijj2;
where the inequality ftrðABÞg2ptrðA0AÞtrðB0BÞ for matrices A and B and the
equality Z0iZi ¼ Iqi are used. Furthermore, jjdijj is bounded from above by
jjdijj2p
X
rai
y2ir
 ! X
rai
b2r
 !
pjjyjj2jjbjj2:
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Hence result (3.31) is proved for i ¼ j: For the case where iaj;
jQijj ¼ jd 0i ZiOðijÞZ0jdjj ¼ jtrfðZiOðijÞZ0jÞðdjd 0i ÞgjpftrðOðijÞOðjiÞÞg1=2jjdijjjjdjjj;
from which (3.31) follows. Since inequality (3.31) yields
exp 
c2
Xp
i;j¼1
Qij=2
 !
p exp
Xp
i;j¼1
jQij j=2
 !
p
exp ðjjyjj2
Xp
i;j¼1
YijÞb0b=2
 !
; ð3:32Þ
we obtain
jI121jpK
1 ðjjyjj2=2Þ
Xp
r;s¼1
Yrs
 ! Z N
0
?
Z N
0
jjbjj2
Yp
r¼1
bqr
1r
 !
 expð
hðyÞb0b=2Þ
Yp
r¼1
dbr
 !
; ð3:33Þ
where hðyÞ ¼ 1
 jjyjj2ðPpr;s¼1YrsÞ: Since O
1-In
k as jjyjj-0; it is clear that
Yrs-
q
1=2
r ðr ¼ sÞ
0 ðrasÞ
(
;
Xp
r;s¼1
Yrs-
Xp
r¼1
q1=2r and hðyÞ-1:
Therefore, by transforming br ¼ ð1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðyÞp Þcrðr ¼ 1;y; pÞ in (3.33), and arguing in
the same way as in I131; we obtain I112 ¼ oðjjyjjÞ:
Finally we discuss the term I122; where
I122 ¼ K
1
Z N
0
?
Z N
0
J22J32
Yp
i¼1
b
qi
1
i
 !
exp 

Xp
i¼1
b2i =2
 ! Yp
i¼1
dbi
 !
:
ð3:34Þ
To prove that the other seven terms, I132 and I2st’s, are of oðjjyjjÞ is quite similar (or
clear since J12 itself is of oðjjyjjÞ) and hence omitted. By using (3.26),(3.31) and (3.32),
we see that jI122j is bounded from above by
K
1 ðjjyjj3=2Þ
Xp
r;s¼1
Yrs
 ! Z N
0
?
Z N
0
X
ros
b2r b
2
s
 !1=2 Xp
r¼1
b2r
 ! Yp
r¼1
bqr
1r
 !
 expð
hðyÞb0b=2Þ
Yp
r¼1
dbr
 !
;
pK
1 ðjjyjj3=2Þ
Xp
r;s¼1
Yrs
 ! Z N
0
?
Z N
0
X
ros
brbs
 ! Xp
r¼1
b2r
 ! Yp
r¼1
bqr
1r
 !
 expð
hðyÞb0b=2Þ
Yp
r¼1
dbr
 !
;
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where hðyÞ ¼ 1
 jjyjjðPpr;s¼1 YrsÞ and the inequality ðPros b2r b2s Þ1=2pðPros brbsÞ is
used in the second line. Since the function hðyÞ converges to 1 as jjyjj-0;
jI122j=jjyjj-0 follows. The proof of Theorem 3.1 is complete. &
Proof of (3.12). The proof is fairly routine. Let ei ¼ ðei1;y; eimÞ0 : m  1 ði ¼
1;y; pÞ: Since SðdÞ is invariant under G; we assume without loss of generality
that S ¼ Ip under the null hypothesis. Therefore, eij ’s are independently and
identically distributed as Nð0; 1Þði ¼ 1;y; p; j ¼ 1;y; mÞ; and hence the p  p
matrix mU with U  ðuijÞ ¼ ðe0iej=mÞ is distributed as the Wishart distribution
WpðIp; mÞ of mean mIp and degrees of freedom m:
ﬃﬃﬃﬃ
m
p
r and
ﬃﬃﬃﬃ
m
p
u below has the same
asymptotic distribution, where r ¼ r12;?; r1;p; r23;?; rp
1;p: From Theorem 2.7.2 of
Siotani et al. [11], the limiting distribution of
ﬃﬃﬃﬃ
m
p ðU 
 IpÞ is found to be multivariate
normal. More speciﬁcally, the vector u  ðu12;y; u1p; u23;y; up
1;pÞ0 ¼
ðe01e2=m;y; e01ep=m; e02e3=m;y; e0p
1ep=mÞ0 : p0  1 satisﬁesﬃﬃﬃﬃ
m
p
u-LNp0ð0; Ip0Þ:
On the other hand, by using the formula 6.1.46 of Abramowitz and Stegun [1], we
obtain
lim
qi-N
Gððqi þ 1Þ=2ÞÞ
fðqi=2Þ1=2Gðqi=2Þg
¼ 1;
which in turn implies gij=ðm=2Þ-1 (as m-N). Thus SðdÞ=ðm=2Þ-p
P
ioj dijuij ¼
d 0u holds.
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