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In the first part of this dissertation, we propose penalized spline (P-spline)-based
methods for functional mixed effects models with varying coefficients. This work is
motivated by a clinical study of Complicated Grief (Shear et al. 2005). In the Com-
plicated Grief Study, patients receive active treatment during a treatment period
and then enter a follow-up period during which they no longer receive active treat-
ment. It is conceivable that the primary outcome Inventory of Complicated Grief
(ICG) Scale shows different trajectories for the treatment phase and follow-up phase.
The length of treatment period varies across patients, i.e., some patients stay longer
in the treatment than the others, thus a model that can flexibly accommodate the
subject-specific curves and predict individual outcomes is desirable. In our proposed
model, we decompose the outcome into a sum of several terms: a population mean
function, covariates with time-varying coefficients, functional subject-specific random
effects, and a residual measurement error process. Using P-splines, we propose non-
parametric estimation of the population mean function, the varying coefficient, the
random subject-specific curves, the associated covariance function that represents
between-subject variation, and the variance function of the residual measurement er-
rors (which represents within-subject variation). The proposed methods offer flexible
estimation of both the population- and subject-level curves. In addition, decompos-
ing variability of the outcomes into a between- and within-subject sources is useful
for identifying the dominant variance component, which in turn produces an optimal
model for the covariance function. We introduce a likelihood-based method to select
the smoothing parameters. Furthermore, we study the asymptotic behavior of the
baseline P-spline estimator. We conduct simulation studies to investigate the per-
formance of the proposed methods. The benefit of the between- and within-subject
covariance decomposition is illustrated through an analysis of the Berkeley growth
data (Tuddenham and Snyder 1954). We identify distinct patterns in the between-
and within-subject covariance functions of the children’s heights. We also apply the
proposed methods to the Framingham Heart Study data.
In the second part of the dissertation, we applied a semiparametric marginal model
to analyze the Northern Manhattan Study (NOMAS) data (Sacco et al. 1998). NO-
MAS is a prospective, population-based study, with a goal of characterizing the func-
tional status of stroke survivors following stroke. The functional outcome is a binary
indicator of functional independence, defined by Barthel Index greater than or equal
to 95. Based on generalized estimating equation (GEE) models, a previous paramet-
ric analysis showed that the functional status declines over time and the trajectories
of decline are different depending on insurance status. The trend in functional status
may not be linear, however, which motivates our semiparametric modeling approach.
In this work, we consider a partially linear model with time-varying coefficient to
model the trend nonparametrically, and we include an interaction term between the
nonparametric trend and the insurance variable. We consider both kernel-weighted
local polynomial and regression spline approaches for estimating components of the
semiparametric model, and we propose a test for the presence of the interaction effect.
To evaluate the performance of the parametric model in the case of model misspeci-
fication, we study the bias and efficiency of the estimators under various misspecified
parametric models. We find that when the adjusted covariates are independent of
time, and the link function is identity, the estimators for those covariates are asymp-
totically unbiased, even if the time trend is misspecified. In general, however, under
other conditions and a nonidentity link, the parametric estimators under the mis-
specified models are biased. We conduct simulation studies and compare power for
testing the adjusted covariates when the time trend is modeled parametrically versus
nonparametrically. In the simulation studies, we observe significant gain in power of
those estimators obtained from a semiparametric model compared to the parametric
model when the time trend is nonlinear.
In the third part of the dissertation, we extend the semiparametric marginal model
in the second part to the multilevel functional data case. This work is motivated by
a clinical study of subarachnoid hemorrhage (SAH) at Columbia University, where
patients undergo multiple 4-hour treatment cycles and within each treatment cycle,
repeated measurements of subjects’ vital signs are recorded (Choi et al. 2012). This
data has a natural multilevel structure with treatment cycles nested within subjects
and measurements nested within cycles. Most literature on nonparametric analysis
of such multilevel functional data focus on conditional approaches using functional
mixed effects models. However, parameters obtained from the conditional models
do not have direct interpretations as population average effects. When population
effects are of interest, we may employ marginal regression models. In this work, we
propose marginal approaches to fit multilevel functional data through penalized spline
generalized estimating equation (penalized spline GEE). The procedure is effective for
modeling multilevel correlated categorical outcomes as well as continuous outcomes
without suffering from numerical difficulties. We provide a new variance estimator
robust to misspecification of correlation structure. We investigate the large sample
properties of the penalized spline GEE with multilevel continuous data and show that
the asymptotics falls into two categories. In the small knots scenario, the estimated
mean function is asymptotically efficient when the true correlation function is used
and the asymptotic bias does not depend on the working correlation matrix. In the
large knots scenario, both the asymptotic bias and variance depend on the working
correlation. We propose a new method to select the smoothing parameter for marginal
penalized spline regression based on an estimate of the asymptotic mean squared
error (MSE). Simulation studies suggest superior performance of the new smoothing
parameter selector to existing alternatives such as cross validation in several settings.
Finally, we apply the methods to the SAH study to evaluate a recent debate on
discontinuing the use of Nimodipine in the clinical community.
Key words: Functional random effects; Generalized estimating equation; Kernel
method; Multilevel functional data; Penalized GEE; Penalized splines; Regression
splines; Semiparametric longitudinal data analysis.
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This dissertation develops several new methods for semiparametric analysis of longi-
tudinal data and multilevel functional data. The dissertation consists of three parts.
In the first part of (Chapter 2), we propose flexible functional mixed-effects models
as conditional approaches for the analysis of longitudinal or functional data. The
proposed methods offer flexible estimation of both the population- and subject-level
curves. In the second and third parts (Chapters 3 and 4), we propose marginal
semiparametric generalized estimating equation (GEE) models and methods for the
analysis of single-level and multilevel functional data. In Chapter 3, we consider a
partially linear model with a varying coefficient function. We use both kernel weighted
local polynomial and regression splines approaches for estimating the components in
the semiparametric model, and propose a test for the presence of the interaction ef-
fect. In Chapter 4, we propose marginal approaches to fit multilevel functional data
through penalized splines. In contrast to Chapter 2, here we are interested in pop-
ulation averaged marginal means. Since the procedure only requires specification of
the first two moments, it is particularly effective for modeling multilevel categorical
outcomes and does not suffer from numerical difficulties.
21.2 Introduction to the functional mixed-effects
model
Repeated measurements are routinely collected in biomedical research studies. Com-
prehensive reviews of parametric methods for analyzing repeated measurements data
can be found in Diggle et al. (2002) or Fitzmaurice et al. (2004). In some applications,
concerns on model misspecification for parametric methods may call for more flex-
ible nonparametric or semiparametric approaches. Functional mixed effects models
are suitable tools to accommodate flexible population mean curves and subject-level
curves. For example, in many clinical studies, patients receive active treatment dur-
ing a treatment period and then enter a follow-up period during which they no longer
receive active treatment. Taking the Complicated Grief Study (Shear et al. 2005) as
an example, patients in the study are randomly assigned to either an interpersonal
psychotherapy or a complicated grief treatment in 16 sessions over a 16- to 20-week
treatment period. In addition to the treatment sessions, there is a 6-month follow-up
period. For each patient, their Inventory of Complicated Grief (ICG) Scale, a 19-item
self-report instrument that assesses symptoms of complicated grief, are obtained over
the treatment and follow-up periods. It is conceivable that the primary outcome, ICG,
shows different trajectories for the treatment phase and follow-up phase. Since each
patient received a different length of treatment ranging from 16 to 20 weeks, a flex-
ible model that can accommodate the subject-specific curves and predict individual
outcomes is desirable.
In other applications, in addition to modeling a mean function, modeling a covari-
ance function of the subject-specific processes is of scientific interest. For example, in
genetic studies such as the Framingham Heart Study, the covariance of related sub-
jects within a family represents genetic information. This function is used to compute
heritability (ratio of genetic variance and total trait variance) which quantifies the
genetic effect on a trait (Khoury et al. 1993). In some applications, although not
3of direct scientific interest, accurate estimation of a covariance function leads to effi-
ciency gain in estimating population mean function and fixed effects parameters (Fan
et al. 2007).
In the context of longitudinal data analysis, Diggle and Verbyla (1998) pro-
vided nonparametric estimation of covariance structure by using local polynomials
to smooth various moment estimators of the variance and covariance functions. Wu
and Pourahmadi (2003) and Huang et al. (2006) proposed nonparametric estimators
for large covariance matrix via Cholesky decomposition for balanced data, which are
guaranteed to be positive definite. In the context of functional data analysis, Guo
(2002) considered functional mixed effects models and introduced a Kalman filtering
algorithm to handle large matrices in the mixed model representation of smoothing
splines which may be computationally challenging. Krafty et al. (2008) dealt with a
varying coefficient model and pursued a smoothing spline based approach with an it-
eratively reweighted least square procedure to fit the model. Rice and Wu (2001) used
regression spline based methods and treated subject-specific curves to be nonparamet-
ric random curves. Fan et al. (2007) proposed a semiparametric method to estimate
the error covariance function where the variance function is modeled nonparametri-
cally with local polynomials and the correlation function is modeled parametrically.
To alleviate computational burden, Durban et al. (2005) pursued a simple penalized
spline (P-spline, Eliers and Marx 1996) based approach to fit subject-specific curves
which expressing these curves as a linear combination of truncated polynomial spline
basis with random coefficients and specified a simplified parametric covariance matrix
for the basis coefficients.
In the first part of the dissertation (Chapter 2), we present general models that
decompose longitudinal outcome as a sum of several terms: a baseline mean function,
covariates with time-varying coefficient, random subject-specific curves and a residual
measurement error process. Using penalized splines, we propose nonparametric esti-
mation of the baseline function, the varying coefficient, the subject-specific curves and
4the associated covariance function which represents between-subject variation, and
the variance function of the residual measurement errors (which represents within-
subject variation). Decomposing variability of the outcomes as a between-subject
source and a within-subject source is useful in identifying the dominant variance
component, which in turn produces an optimal model for the covariance function.
The benefit of such decomposition is illustrated through an analysis of the Berke-
ley growth data (Tuddenham and Snyder 1954), where we identify clearly distinct
patterns of the between- and within-subject covariance. Both covariance function
estimations proposed here satisfy the positive semidefinite constraint.
All nonparametric components of our model are estimated through P-splines,
which is considered as a reduced rank smoother. P-spline was originally proposed
by O’Sullivan (1986) and has gained popularity since publications of Eilers and Marx
(1996) and Ruppert, Wand, and Carroll (2003). A comprehensive review of penal-
ized splines can be found in Ruppert et al. (2003, 2009). The number of knots in
a penalized spline smoothing is usually less than the sample size which may lead
to computational advantage in estimating a covariance function and subject-specific
curves. More specifically, through the mixed effects model representation of a penal-
ized spline expansion of the random subject-specific curves, one would notice that the
dimensionality of the covariance matrix of the random basis functions is reduced due
to moderate number of knots. Theoretical work has shown that penalized spline as a
low rank approximation can be asymptotically as efficient as as full rank estimators
such as smoothing splines (Li and Ruppert 2008; Claeskens et al. 2009).
Current literature studies the asymptotic properties of penalized spline estima-
tor obtained from univariate data (a single measurement for each subject). Li and
Ruppert (2008) examined the asymptotics of a P-spline estimator with B-spine basis
and first or second order penalty assuming the number of knots is relatively large.
Kauermann et al. (2009) studied the P-spline estimator with generalized non-normal
outcomes. Claeskens et al. (2009) obtained two asymptotic scenarios of the P-spline
5estimator and showed the asymptotic bias and variance for each scenario with univari-
ate data. In the first part of this dissertation, we examine the asymptotic properties
of the P-spline nonparametric baseline function estimated with longitudinal data. We
show that under appropriate assumptions, the order of the bias and the variance term
is the same as for the univariate data as shown in Claeskens et al. (2009).
Chapter 2 is structured as follows. Section 2.2 proposes methods to estimate
the within-subject covariance function semiparametrically, and introduces likelihood
based methods to choose smoothing parameters. Section 2.3 develops methods for
a wider class of partially linear model with varying coefficients, random subject-
specific curves and heteroscedastic measurement errors. In Section 2.4, we show
the asymptotic bias, variance and normality of the penalized spline estimator with
balanced data. In Section 2.5, we conduct two simulation studies to investigate
performance of the proposed methods and apply them to analyze the Berkeley growth
data and the Framingham Heart Study data. In Section 2.6, we summarize our
findings and discuss possible extensions.
1.3 Introduction to the semiparametric analysis of
the Northern Manhattan Study data
In the second part of this dissertation (Chapter 3), we applied a semiparametric
model with interaction term to analyze the Northern Manhattan Study (NOMAS)
data. The NOMAS includes a population-based, prospective incident ischemic stroke
follow-up study, which is designed to determine stroke incidence, outcomes, and risk
factors in a multiethnic urban population (Sacco et al. 1998). One of the goals of
NOMAS is to characterize the functional status of stroke survivors over time after
stroke. All patients enrolled in the study were scheduled to have semi-annual follow
up visits for the first two years after stroke, then annually until 5 years of follow-up.
Dhamoon et al. (2009) analyzed functional outcomes among 379 subjects after stroke
6in the NOMAS cohort. The outcome is a binary indicator of functional independence,
defined by Barthel Index greater than or equal to 95. Based on Generalized Estimat-
ing Equation (GEE) models, Dhamoon et al. (2009) reported that functional status
declines over time, and the trajectories are different depending on insurance status,
adjusting for demographics and known risk factors. In addition, we noted that the
time trends may not be linear. Figure 1.1 shows that time trends for the two groups
defined by insurance status are different.
Figure 1.1: Percentage of subjects with Barthel index ≥ 95 by insurance status.
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In practice, parametric models are parsimonious and useful. However, they may
not be sufficient in describing the relationship between the outcome variable and the
covariates. Misspecification of the time trend could result in bias and inefficiency
of coefficient estimates for other covariates in a model. Semiparametric models re-
late the outcome variable with some covariates parametrically and other covariates
nonparametrically, hence semiparametric models keep the flexibility of the nonpara-
metric models for the time trend, and retain the parsimonious property of parametric
models as well. Lin and Carroll (2001) proposed a semiparametric model along with
the kernel weighted local polynomial method for estimation. They showed that the
estimator using working independence is quite efficient. However, in practice, when
7the within-subject correlation is strong, it will be less efficient if one uses working
independence (Wang 2003). Three more efficient approaches have been proposed:
Wang et al. (2005), Chen and Jin (2006) and Huang et al. (2007). The method in
Wang et al. (2005) involved residuals from an initial model, for example, the working
independence model in Lin and Carroll (2001), therefore, it is computationally in-
tensive to be implemented. Chen and Jin (2006), used piecewise local polynomial to
approximate the unknown function, obtained consistent estimator for the parametric
part, and then used backfitting to obtain a smooth estimator for the unknown func-
tion. Alternatively, Huang et al. (2007) applied regression splines to approximate the
unknown function, and obtained a smooth fit for the nonparametric function and con-
sistent estimators for the parametric part simultaneously. When the within-subject
correlation is strong, all the three aforementioned methods are more efficient than
the one in Lin and Carroll (2001). Among the three methods, Huang et al.(2007) is
easier to implement than the other two.
One of our goals is to apply a semiparametric model to reanalyze functional out-
come data after stroke to better understand the trajectory after stroke and to effi-
ciently estimate the covariates. Since Figure 1.1 shows that the trajectories of the two
insurance groups are different, we need to distinguish the two functions in the semi-
parametric model. First, we consider an extension of the method in Lin and Carroll
(2001) by allowing an interaction term between the nonparametric time trend and an
indicator variable. We show the asymptotic properties of the estimators and propose
a statistic to test the interaction term between the time trend and a covariate. We
also consider the regression spline-based method in Huang et al. (2007) and extend
the model to the time-varying coefficient model.
Another goal is to evaluate bias and efficiency of parametric model in case of model
misspecification. Specifically, we investigate the bias of the estimators from a possibly
misspecified parametric model. We identify conditions for the misspecified time trend
to still result in unbiased estimator of the covariates and compare their efficiency to
8the regression splines-based estimators. We find that when the adjusted covariates
are independent of the time, and the link function is identity, the estimators for the
covariates are asymptotically unbiased, even if the unknown function is misspecified.
In general, however, under other conditions and non-identity link, the parametric
estimators are biased and less efficient even when they are unbiased. This gives an
important message in designing and executing studies in that if measurements are
taken in a balanced way between the treatment or exposure groups, the resulting
modeling will be robust against misspecification.
The structure of Chapter 3 is as follows. Sections 3.2 and 3.3 respectively review
the parametric and semiparametric GEE methods for longitudinal data analysis. Sec-
tion 3.4 presents the semiparametric model with an interaction term, i.e., the time-
varying coefficient model, the algorithm for estimation, and a statistic for testing no
interaction. We also show the semiparametric analysis results for the NOMAS data
in Section 3.4. In Section 3.5, we study the bias of the estimators from misspecified
parametric model and compare the efficiency with the regression splines-based esti-
mators when misspecified parametric models give consistent estimators. In Section
3.6, we conduct simulation studies to compare the semiparametric methods with the
parametric method in terms of power for testing the adjusted covariates. Discussions
follow in Section 3.7.
1.4 Introduction to the penalized GEE model for
multilevel data
In the third part of the dissertation (Chapter 4), we extend the semiparametric
marginal model in the second part to the multilevel functional data case. Multi-
level functional data is often collected in many biomedical studies. For example, in
the study of the effect of Nimodipine on patients diagnosed with subarachnoid hem-
orrhage (SAH) at Columbia University, each patient is administered with one of the
9two doses of Nimodipine during multiple 4-hour treatment cycles (Choi et al. 2012).
Subarachnoid hemorrhage (SAH) is an acute cerebrovascular event caused by rup-
ture of a cerebral aneurysm. It can have devastating consequences, causing serious
morbidity and mortality. Nimodipine is the only medication shown in phase III tri-
als to improve clinical outcomes after SAH (Dorhout et al. 2007). Although initial
clinical studies did not document low blood pressure as a side effect, during routine
clinical usage a decrease in the blood pressure and even a decrease in brain oxygen
delivery has been observed (Stiefel et al. 2004). Given these more recent findings
and observations from clinical experience, the clinical utility of Nimodipine has been
challenged and recent clinical guidelines have suggested discontinuing the use of Ni-
modipine if it is associated with significant decreases in blood pressure. Although this
is a strong recommendation, the committee admits to little clinical data supporting
their recommendation (Dringer et al. 2011).
Nimodipine is administered to patients with SAH at one of the two doses every
4 hours, creating multiple 4-hour treatment cycles. Within each treatment cycle,
subjects’ vital signs such as mean arterial blood pressure (MAP) and brain tissue
oxygenation are recorded continuously and averaged over 10 minutes. Every 4 hours
a patient receives a high dose or a low dose of Nimodipine depending on his or
her clinical profile. This scenario creates a natural multilevel data structure with
treatment cycles nested within subjects and repeated outcome measurements nested
within cycles. Our primary research interest is to estimate mean physiologic outcomes
averaged across treatment cycles and across subjects to evaluate the acute effects
of Nimodipine on systemic and brain physiology. Specific research questions include
whether Nimodipine increases or reduces the MAP and its effect on the risk of cerebral
autoregulation loss.
Modeling multilevel functional data has received extensive attention recently.
Brumback and Rice (1998) used smoothing splines based methods to analyze multi-
level nested samples of functional data. Zhou et al. (2008) proposed jointly modeling
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of paired sparse functional data by reduced rank principal components. Baladan-
dayuthapani et al. (2008) and Staicu et al. (2010) developed functional mixed effects
model based Bayesian approaches for correlated multilevel spatial data. Apanasovich
et al. (2008) proposed composite likelihood based approach for correlated binary data.
Di et al. (2009) developed functional multivariate analysis of variance which used a
few functional principal components to reduce dimensionality. Greven et al. (2010)
proposed a computationally efficient functional principal components analysis appli-
cable to functional data observed at multiple time points.
The above methods on multilevel functional data in the current literature focus
on conditional approaches through a functional mixed effects model or functional
principal components analysis. In clinical trials, such as the SAH study (Choi et
al. 2012), the goal is to estimate the population average effect or group difference. To
achieve this goal, marginal approaches are more suitable than conditional approaches.
There is a wealth of literature on nonparametric marginal regression models through
local polynomial or kernel based methods (see for example, Lin and Carroll 2000,
Welsh et al. 2002, Lin et al. 2004). In particular, Welsh et al. (2002) compared the
efficiency of the local kernel based methods with spline based methods for marginal
models with single-level functional data. However, it is not straightforward to apply
kernel smoothing to accommodate the multilevel data structure. A few other works
that propose marginal models fitted by smoothing splines include Ibrahim and Su-
liadi (2010a, 2010b). In a variable selection setting, Fu (2003) proposed penalized
generalized estimating equation (penalized spline GEE) to handle collinearity among
variables.
The pros and cons of marginal versus conditional model for longitudinal data has
been debated extensively in literature (see for example, Diggles et al. 2002). Marginal
models provide a direct estimation of the population average effect. In contrast, for
categorical outcomes, conditional models do not directly give estimators of popula-
tion averaged marginal effects due to a non-identity link function. Therefore, when
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marginal effects are of interest, subject-specific random effects need to be integrated
out, usually through numerical integration. In addition, a potential computational
advantage of the marginal regression is that since the procedure only requires the
specification of the first two moments of the marginal distribution, it is particularly
effective for modeling correlated categorical outcomes. Numerical algorithms for con-
ditional approaches for multilevel functional data with categorical outcomes may not
always converge. In the SAH study, the functional mixed effects model with a two-
level random effects did not converge for the primary binary outcome. Furthermore,
a widely known advantage of using a robust sandwich variance estimator in marginal
models is that it remains consistent under a misspecified working correlation struc-
ture. For a parametric model, the estimated mean parameters are asymptotically
efficient when the true correlation is used. However, for nonparametric models fit-
ted by local polynomials, such property does not hold (Lin and Carroll 2000). To
take into account the within-cluster correlation to improve efficiency, seemingly un-
related kernel estimator should be used (Wang 2003, Lin et al. 2004). It may not
be straightforward to adapt local kernel based approaches to effectively account for
more complicated multilevel functional data.
There is few literature on marginal approaches for multilevel functional data
through reduced-rank penalized spline smoothing (P-spline; Eilers and Marx 1996;
Ruppert et al. 2003). In this work, we study semiparametric marginal models for
multilevel functional data through reduced-rank penalized spline smoothing. These
methods provide tools to evaluate population average effect for categorical outcomes
without integrating over distribution of random effects. We investigate large sam-
ple properties of the proposed estimator and show that similar to the asymptotic
results in Chapter 2, the asymptotics falls into two scenarios. For the small knots
scenario, the estimated mean function is asymptotically efficient when the true cor-
relation function is used, and the asymptotic bias does not depend on the working
correlation matrix. In contrast, for the large knots scenario, both the asymptotic bias
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and variance depend on the working correlation. A practical use of the asymptotic
results is to develop a new method for selecting the smoothing parameter based on an
estimated asymptotic mean squared error (MSE). Simulation studies suggest superior
performance compared to existing alternatives such as cross validation or generalized
cross validation.
The structure of Chapter 4 is as follows. Section 4.2 studies semiparametric
marginal models for single-level and multilevel functional data. Section 4.3 inves-
tigates large sample properties of the proposed estimator. Section 4.4 proposes a new
method to select the smoothing parameter based on an estimate of the asymptotic
mean squared error (MSE). In Section 4.5, we conduct simulation studies to evaluate
the performance of the proposed methods. In Section 4.6, we apply the proposed
methods to the study of Nimodipine on patients with SAH. Finally, in Section 4.7 we
summarize our findings and discuss some possible extensions of the work.
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Chapter 2




In this chapter, we propose flexible functional mixed-effects models as conditional
approaches for the analysis of longitudinal or functional data. The proposed methods
offer flexible estimation of both the population- and subject-level curves. In the first
section, we propose methods to estimate the within-subject covariance function semi-
parametrically and introduce likelihood based methods to choose smoothing param-
eters. In the second section, we develop methods for a wider class of partially linear
model with varying coefficients, random subject-specific curves and heteroscedastic
measurement errors. In the third section, we show the asymptotic bias, variance and
normality of the penalized spline estimator with balanced data. In the fourth section,
we conduct two simulation studies to investigate performance of the proposed meth-
ods and apply them to analyze the Berkeley growth data and the Framingham Heart
Study data. Finally, we summarize our findings and discuss possible extensions in
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the fifth section.
2.2 Semiparametric estimation of the within-subject
variation
2.2.1 Model and proposed methods
In this section we first propose methods to account for the within-subject het-
eroscedastic errors while estimating the mean function nonparametrically. In the next
section, we propose a wider class of models to accommodate covariates with varying
coefficients functions and functional subject-specific random effects. Consider a par-
tially linear model,




ijbi + ij, i = 1, · · · , n, j = 1, · · · ,mi, (2.1)
where f(t) is a nonparametric baseline function, Tij is the design time point, Xij is
a px × 1 vector of covariates and β0 is the associated parameter vector, bi are i.i.d.
random effect vectors following N(0, D), Zij are the associated design vectors, n is
the number of subjects, and mi is the number of repeated measurements for subject
i. The measurement errors i = (i1, · · · , imi)T are assumed to be independent of the
random effects and follow







where Vi = diag{σ2(Ti1), · · · , σ2(Ti,mi)} is the variance function which will be mod-
eled nonparametrically and Ri(ρ) is a parametric correlation matrix such as AR-1
or compound symmetry with ρ as the unknown vector of parameters. In practice
the parametric form of the mean function and the covariance function may be un-
known. For example, the Berkeley growth data which we analyzed in Section 2.5.2
clearly illustrates a non-linear trend of the mean function and the variance function of
children’s heights which are not straightforward to model parametrically. The Fram-
ingham data in Section 2.5.2 also shows features that may be missed if one specifies
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an incorrect parametric model. It is well known that when a parametric model is
misspecified, the model-based inferences are invalid. Therefore it is useful to examine
more flexible nonparametric or semiparametric models.
Define the pth order truncated polynomial spline base
B(t) = {1, t, · · · , tp, (t− τ1)p+, · · · , (t− τK)p+}, (2.3)
where τ1, · · · , τK are K knots.
Assume that the mean and the residual variance function can be approximated
by
f(t) ≈ B(t)βf , log{σ2(t)} ≈ B(t)η,
where B(t) is a row vector of basis functions and βf and η are the associated coef-
ficients for the mean and the variance function. The heteroscedastic variance of the
residual errors can be expressed as
Vi = diag{exp(B(Tij)η)}j=1,··· ,mi .
With the above notation, we can rewrite the model (2.1) as
Yi = Xiβ + Zibi + i,
where Yi = (Yij)j=1,··· ,mi , Bi = {BT (Ti1), · · · , BT (Timi)}T , Xi = {(Xi1, · · · , Ximi)T , Bi},
β = (βT0 , β
T
f )
T , and Zi = (Zi1, · · · , Zimi)T . Denote Y ∗i = Yi − Xiβ − Zibi, we define

















−1Y ∗i }+ λfβTf Pβf + λσηTPη, (2.4)
where λf and λσ are smoothing parameters for the mean and the variance function
and P is penalty matrix depending on the chosen basis. For example, for the p-th
order truncated polynomial basis with K knots, P = diag{0p+1, 1K} which implies
that (2.4) only penalizes the spline coefficients. Throughout this section, we use
truncated polynomial basis.
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For given variance components, we estimate the baseline function by minimizing




















i . To estimate the covariance matrix of the parametric
random effects D, we use the EM algorithm. To fit the variance function of the within-
subject residual measurement error, since no explicit solution exists for minimizing lp
with respect to η, we use the Newton-Raphson algorithm. To be specific, we obtain
η̂ iteratively by











where k index an iteration of the algorithm, and the first and the second derivatives
are easily obtained based on (2.4). The correlation parameters ρ are obtained by
minimizing lp also through a Newton-Raphson algorithm when no explicit solution
exists.
2.2.2 Choice of the smoothing parameters
The smoothing parameters play a crucial role in the estimation procedure. Too small
a penalty will lead to wiggly curves, while too large a penalty will result in flat
polynomial curves which may lose the characteristic of the functions. Wand (2003)
showed that by specifying spline coefficients of truncated polynomial basis functions
as random effects in a linear mixed effects model, the penalized spline estimate with
the smoothing parameter taken as the ratio of two variance components is identical
to the best linear unbiased predictor (BLUP) obtained from a mixed effects model.
Krivobokova and Kauermann (2007) showed that using the restricted maximized like-
lihood (REML) to estimate smoothing parameter outperforms other methods such
as (generalized) cross-validation or the Akaike information criterion especially when
the error correlation structure is misspecified. Krivobokova et al. (2008) formulated a
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hierarchical mixed model to estimate local smoothing parameter to achieve adaptive
penalized spline smoothing. Kauermann and Wegener (2011) proposed to view the
smoothing parameter of a variance function as a parameter and estimate it via max-
imizing the marginal log-likelihood. Here we use a similar likelihood-based strategy
to chose λf and λσ.
Denote X = (XT1 , · · · , XTn )T = (X(1), X(2)) where X(1) is the first px + p + 1
columns of X and X(2) is the remaining K columns, where px is the length of the





T as the associated parameter vector. Due to the
link of penalized spline likelihood and mixed effect models, we can treat the spline
coefficients β2 as random effects following N(0, σ
2
β2
I) (Wand 2003; Krivobokova and
Kauermann 2007). Integrating out the random components bi, i = 1, · · · , n, and β2
results in the marginal likelihood. The smoothing parameter can be obtained via
maximizing the marginal restricted log-likelihood
lm(λf ) = −1
2
log |Σ| − 1
2
(Y −X(1)β1)TΣ−1(Y −X(1)β1)− 1
2
log |XT(1)Σ−1X(1)|,
where Σ is the marginal covariance of Y , i.e.,
Σ = E{V ar(Y |b, β2)}+ V ar{E(Y |b, β2)}

















n }. Note that here the smoothing parameter

















where λ?f = 1/λf . The first and the second derivatives are easy to obtain. Finally,
we obtain λ̂f = 1/λ̂
?
f .
We use a similar strategy to choose the smoothing parameter λσ of the variance
function. To be specific, regard the spline coefficients in η as random effects and
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. Laplace approximation of a likelihood function has
been discussed in Wolfinger (1993) and Kauermann and Wegener (2011). Specifically,
we can approximate the marginal log-likelihood function
log
∫
exp{l(η)}dη ≈ l(η̂)− 1
2
log | − l′′(η̂)|+ const.
The above approximation has an error of order O(1/n). One important condition to
achieve this approximation rate is that the number of spline bases functions must be
small compared to the sample size n, that is, K  n (Severini 2000; Kauermann and
Wegener (2011)). This condition is satisfied by penalized spline smoothing since the
number of knots is much smaller than the sample size. Denote the right hand side of













(η̂TP η̂ + tr{H−1P}).
The above formula is used iteratively in conjunction with the estimation of η.
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2.3 Functional mixed effects model and nonpara-
metric estimation of the between-subject vari-
ation
2.3.1 Model and proposed methods
In this section, we propose methods for a wider class of functional mixed effects
models where we accommodate covariates with varying coefficients and in addition
to heteroscedastic errors, we accommodate functional subject-specific random effects.
To be specific, consider
Yij = X
T
ijβ0 + f(Tij) + wiβ(Tij) + νi(Tij) + ij(Tij), (2.5)






i ), Vi = diag{σ2(Ti1), · · · , σ2(Ti,mi)},
where νi(t) are functional subject-specific random effects assumed to be independent,
W (0, γ) is a Gaussian process with covariance function γ(s, t), and the residuals
ij are again assumed to have nonparametric variance σ
2(t). The model (2.5) can
handle nonparametric population mean function, varying-coefficients and unspecified
subject-specific curves with an unspecified covariance function, therefore one obtains
flexible estimation of both the population-level and subject-level curves.
Assume that the population mean, time-varying coefficient, functional random
effects and heteroscedastic error variance functions can be approximated as
f(t) ≈ B(t)βf , β(t) ≈ B(t)βc, νi(t) ≈ B(t)ξi, and log{σ2(t)} ≈ B(t)η,
where B(t) is a row vector of basis functions, βf , βc and η are the associated basis co-
efficients for the mean, varying coefficient, subject-specific curves and error variance
function, and ξi are vectors of random subject-specific basis coefficients. Since the
functional random effects νi(t) are approximated by a linear combination of spline
basis with random coefficients, the between-subject covariance function can be ap-
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proximated by
γ(s, t) ≈ B(s)ΩBT (t), where Ω = cov(ξi).
Let Bic = {wi1BT (Ti1), · · · , wimiBT (Timi)}T , Xi = {(Xi1, · · · , Ximi)T , Bi, Bic}, Zi =







T . Under regression splines approach, the model (2.5) can be
rewritten as
Yi = Xiβ + Ziξi + i,







Parameters estimated from a regular EM algorithm can be obtained via PROC
MIXED in SAS. Under penalized spline approach, we can treat ξi as missing data











−1(Yi −Xiβ − Ziξi) + ξTi Ω−1ξi}
+λfβ
T
f Pβf + λcβ
T





where λf , λc, λν and λσ are smoothing parameters and P is a penalty matrix depend-
ing on the chosen basis. For example, for the pth order truncated polynomial basis
with K knots, the penalty matrix is diag(0p+1,1K). The first three penalty terms in
(2.6) control the smoothness of the fitted population mean, varying coefficient and
error variance functions. The last penalty term controls smoothness of the fitted
subject-specific curves. It is motivated by the assumption that the random effects are
realizations of a Gaussian process with smooth covariance function. Similar penalty
was used in Krafty et al. (2008) for smoothing splines and in Wu and Zhang (2006).
Given the variance components Ω, Vi and Ri, we minimize the joint penalized



















i (Yi −Xiβ̂), (2.7)
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= (Ω̂−1+λνP )−1, and Pλf ,λc = diag(0px , λfP, λcP ),
where px is the length of Xij. The estimation of the between-subject variance com-






{ξ̂iξ̂Ti + Ω̂∗λν − Ω̂∗λνZTi MiZiΩ̂∗λν}, (2.8)
with Mi = Σ̂
−1






i Xi + Pλf ,λc)
−1XiΣ̂−1i .
To summarize, we use the following algorithm to estimate parameters in (2.5).
Assuming a working independent residuals with constant variance, we can obtain







i(0)(Yi − Xiβ̂(0)). We repeat the following step 1 and step 2 until
convergence is reached.
Step 1. Use methods introduced in Section 2.2.1 to estimate η and ρ which are
associated with the within-subject covariance function.
Step 2. Calculate the EM algorithm based estimators (2.7) and (2.8).
There are four smoothing parameters, λf , λc, λν and λσ, involved in the estima-
tion. A cross-validation based approach would be computationally intensive. It is also
complicated to carry out information criteria based model selection due to difficulties
in defining degrees of freedom. The smoothing parameters λf and λc for the mean
function and varying coefficient functions are chosen by REML as in Section 2.2.2.
λσ is chosen in the same fashion as in Section 2.2.2 for the variance function. λν is
selected by REML as well.
After the convergence is reached, the estimated nonparametric population-level




i (t)β̂0 +B(t)β̂f + wi(t)B(t)β̂c +B(t)ξ̂i.
Furthermore, the estimated between-subject covariance function is
γ̂(s, t) = B(s)Ω̂BT (t). (2.9)
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The covariance matrix of β̂ is obtained by
















i Xi + P )
−1,








i , which can be used to construct the pointwise 95%
confidence bands for the estimated mean and varying coefficient functions.
2.3.2 Testing the varying coefficients
In some applications, one may be interested in testing whether the varying-
coefficient changes with time, that is, the hypothesis
H0 : β(t) = β
∗ for any t vs. H1 : β(t) 6= β∗ for some t.
Due to the non-standard distribution of the likelihood ratio test under the null hy-
pothesis reported in Crainiceanu and Ruppert (2004a, 2004b), we compute p value of
the likelihood ratio test based on bootstrap resampling. Specifically, let
̂i = Yi −Xiβ̂0 −B(Ti)β̂f − wiB(Ti)β̂c − Ziξ̂i







f + wiβ̂c + Ziξ̂
H0
i + ̂i, i = 1, · · · , n,




f , β̂c and ξ̂
H0
i are the corre-
sponding estimators obtained under the null hypothesis. We resample the data Y
(b)
i
from the above model B times, and compute the likelihood ratio test with each copy
of the B samples. We then compute the p-value of the test based on the empirical
distribution of the bootstrapped likelihood ratio statistics. Similar procedure was
used in Huang et al. (2002).
2.4 Asymptotic properties
In this section, we investigate the asymptotic convergence rate of the bias and variance
of the estimated baseline function and examine the asymptotic normality. These
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results are closely related to those obtained in Claeskens et al. (2009) and Zhu et
al. (2008). Assume that the range of the variable Tij is [a, b], with −∞ < a < b <∞.
We will first consider the estimator with B-spline basis, and then extend the results to
the truncated polynomial basis by a transformation of the two sets of basis functions.
All the proofs of the theorems are shown in the Appendix A.
2.4.1 Preliminary
Let a = τ0 < τ1 < · · · < τK < τK+1 = b. In addition, define p knots τ−p =
τ−p+1 = · · · = τ−1 = τ0 and another set of p knots τK+1 = τK+2 = · · · = τK+p+1. The
B-spline basis functions are defined recursively (de Boor 2001)
Nj,1(t) = {




τj+p − τjNj,p(t) +
τj+p+1 − t
τj+1+p − τj+1Nj+1,p(t), j = −p, · · · , K.
Define 0/0 = 0. Let Y = (Y T1 , · · · , Y Tn )T , Denote the B-spline basis functions as
N(t) = {N−p,p+1(t), · · · , NK,p+1(t)}, let N = {NT (T11), · · · , NT (Tnm)}T and Σ =
diag{Σ1, · · · ,Σn}, with Σi = cov(Yi). We allow the covariance of Yi to be unstruc-
tured and assume it is known and does not change across subjects, i.e. Σi = Σ. As
described in Section 2.2, the population mean function is obtained by minimizing




where the penalty is the integrated squared qth order derivative of the B-spline func-
tion and is assumed to be finite. From the derivative formula for B-spline functions











where the coefficients β
(q)









(p+ 1− q)(β(q−1)j − β(q−1)j−1 )
τj+p+1−q − τj , q = 2, 3, · · · p.
Let R denote a matrix with elements Rij =
∫ b
a
Nj,p+1−q(t)Ni,p+1−q(t)dt, for i, j =
−p + q, · · · , K and let ∆q denote a difference operator. The penalty term can be
re-written as λβTf ∆
T
q R∆qβf . Let Dq = ∆
T
q R∆q, the fitted population mean function
can be expressed as a ridge regression estimator with weighted least square
f̂ = N(NTΣ−1N + λDq)−1NTΣ−1Y,
with f̂ = {f̂(T11), · · · , f̂(Tnm)}T . A regression spline estimator is the solution to
(2.10) ignoring the penalty term, that is,
f̂reg = N(N
TΣ−1N)−1NTΣ−1Y.
Denote Cp+1[a, b] = {f : f has p+ 1 continuous derivatives}. Under the assump-
tions A1, (A-1) in A2, and A3 stated in the Appendix A, and f ∈ Cp+1[a, b], Zhu et
al. (2008) obtained the approximation bias and variance for f̂reg as
Ef̂reg(t)− f(t) = ba(t, p+ 1) + o(δp+1),
V ar{f̂reg(t)} = 1
n
N(t)G−1NT (t) + o((nδ)−1),
where f̂reg(t) = N(t)(N
















where ρs and ρst are defined in the Appendix A. The approximation bias is









with Bp+1(t) as the (p+ 1)th Bernoulli polynomial (Barrow and Smith 1978). These
results will be used to derive the asymptotic properties of the penalized spline esti-
mator. The asymptotic results are in the sense of keeping number of measurements
per subject fixed and letting the number of subjects go to infinity.
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2.4.2 Asymptotic properties for P-spline estimators with B-
spline basis
Denote Kq = λK
2q/n and f̂(t) = N(t)(NTΣ−1N + λDq)−1NTΣ−1Y .
Theorem 2.4.1 1. Under assumptions A1, (A.1) in A2, A3, Kq = o(1), and f(·) ∈
Cp+1[a, b], the following statements hold
E{f̂(t)} − f(t) = ba(t, p+ 1) + bλ(t,Σ) + o(δp+1) + o(λn−1δ−q),










−1NT (t) + o(n−1δ−1),
and for K ∼ n1/(2p+3) and λ = O(n(p+2−q)/(2p+3)), the optimal rate for mean squared
error (MSE), n−(2p+2)/(2p+3), is attained by the penalized spline estimator.
2. Under assumptions A1, (A.2) in A2, A3, Kq = O(1) and f(·) ∈ W q[a, b] =
{f : f has q-1 absolutely continuous derivatives, ∫ b
a
{f (q)(x)}2dx < ∞} the Sobolev
space of order q, the following statements hold
E{f̂(x)} − f(x) = ba(t, q) + bλ(t,Σ) + o(δq) + o((λ/n)1/2),










−1NT (t) + o(n−1(λ/n)−1/2q),
and for λ ∼ n1/(2q+1) and K ∼ n1/(2q+1), the optimal rate for MSE, n−2q/(2q+1), is
attained by the penalized spline estimator.







−1Dqβ depends on Σ through G.
Remark 2 Theorem 2.4.1 holds for both fixed designs and random designs. The
asymptotic approximation bias does not depend on the design distribution. The asymp-
totic shrinkage bias depends on the design distribution through G.
Remark 3 Under different conditions, Theorem 2 in Claeskens et al. (2009) obtained
the same rate for the bias and the variance with m = 1 and Σ = σ2In, i.e., the
univariate case.
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Remark 4 The above theorem suggests that the asymptotic properties of the penalized
spline estimator are closer to the regression spline estimator when the number of knots
is small (Kq = o(1)) while its asymptotic properties are closer to the smoothing spline
estimators when the number of knots is large (Kq = O(1)). This observation is also
noted in Claeskens et al. (2009) for independent data.
Theorem 2.4.2 Assume K2p+3 ∼ n, λ = O(Kp−q+2), and h > 0, C > 0, such that
supi,j E|ij|2+h ≤ C. Then
f̂(t)− f(t)− ba(t, p+ 1)− bλ(t,Σ)√
V ar{f̂(t)}
−→ N(0, 1)
in distribution, as n −→∞.
Remark 5 Under the assumptions of this theorem, Kq = λK
2q/n = O(Kp−q+2K2q/n) =
O(n(p+q+2)/(2p+3)/n) = O(n−
p−q+1
2p+3 ) = o(1). Hence, the asymptotic normality ad-
dresses the first scenario in the Theorem 2.4.1.
2.4.3 Asymptotic properties for P-spline estimators with trun-
cated polynomial basis
We now extend the asymptotic properties in Section 2.4.2 to the truncated polyno-
mial basis. With a slight abuse of notation, let B(t) be the pth order truncated poly-
nomial basis with K knots, let B = {B(T11)T , · · · , B(Tnm)T}T , let P = diag(0p+1, 1K)
and let λ∗ denote the penalty for the truncated polynomial spline estimator. The fit-
ted estimator is
f̂∗ = B(BTΣ−1B + λ∗P )−1BTΣ−1Y.
Since there exists a square and invertible transition matrix L, such that N = BL (de
Boor 2001, Claeskens et al. 2009), we can rewrite the estimator as
f̂∗ = N(NTΣ−1N + λ∗LTPL)−1NTΣ−1Y.
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Therefore, replacing the penalty term λDq in a B-spline estimator by λ∗LTPL yields
an equivalent estimator, f̂∗. Denote f̂∗(t) = B(t)(BTΣ−1B + λ∗P )−1BTΣ−1Y and
Kp+1 = λK
2p+2/n. Applying the asymptotic results obtained in the previous section
to the f̂∗(t), we have the following theorems.
Theorem 2.4.3 Under the assumptions A1-A3 and f(·) ∈ Cp+1[a, b], the following
results hold:
1. If Kp+1 = o(1), then
E{f̂∗(t)} − f(t) = ba(t, p+ 1) + b∗λ(t,Σ) + o(δp+1) + o(λn−1δ−p),










−1NT (t) + o((nδ)−1),
and for K ∼ n1/(2p+3) and λ = O(n2/(2p+3)), the optimal rate for MSE n−(2p+2)/(2p+3)
is attained by the penalized spline estimator.
2. If Kp+1 = O(1), then
E{f̂∗(t)} − f(t) = ba(t, p+ 1) + b∗λ(t,Σ) + o(δp+1) + o((λ/n)(p+1)/(2p+1)),










−1NT (t) + o(n−1(λ/n)−1/(2p+1)),
and for λ ∼ n2/(2p+3) and K ∼ n1/(2p+3), the optimal rate for MSE n−(2p+2)/(2p+3) is
attained by the penalized spline estimator.
Remark 6 In contrast to the B-spline basis, the optimal rate of convergence for f(t)
estimated by truncated polynomial basis is the same for the small and large number
of knots case. This result also holds for univariate data (Claeskens et al. 2009).
Remark 7 Lin et al. (2004) showed that the asymptotic rate of the MSE of the
qth order smoothing spline is O((λ/n)2) + O(n−1+1/2qλ−1/(2q)). Thus when λ =
O(n−2q/(4q+1)) the optimal rate is achieved at O(n−4q/(4q+1)), which corresponds to
the second scenario of the Theorem 2.4.3 with p = 2q − 1.
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Theorem 2.4.4 Assume K2p+3 ∼ n, λ = O(K2) and h > 0, C > 0, such that
supi,j E|ij|2+h ≤ C. Then
f̂∗(t)− f(t)− ba(t, p+ 1)− b∗λ(t,Σ)√
V ar{f̂∗(t)}
−→ N(0, 1)




Our first simulation study examines performance of the semiparametric estimator
of the within-subject covariance presented in Section 2.2. We compared the proposed
P-spline estimator with three other alternatives: (1) Regression spline estimator (R-
spline) for both mean and variance function; (2) Penalized spline estimator for the
mean function when assuming working independent residuals with constant variance
(WI); and (3) Penalized spline estimator for the mean function when assuming a cor-
rectly specified parametric model for the covariance function of the residuals (Para-
metric). Two simulation scenarios were considered. In the first model, we generated
data from
Yij = sin(2piTij) + bi + ij(Tij),
where the variance function of the residuals was V ar{ij(t)} = exp(3t), and the
correlation structure was AR-1 with autoregressive parameter ρ = 0.6. The number of
subjects n = 200 and the number of repeated measurements per subject m = 10 with
probability of missing equals to 0.1. Hence the number of repeated measurements can
differ across subjects. The covariates Tij were generated from a uniform distribution,
U(0, 1). The random effects bi were generated independently from a standard normal
distribution.
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Table 2.1: Simulation results based on model 2.1, 200 replications
Method RMSE†f AMSEf RMSE
†




P-spline 1 0.0317 1 0.637 Parametric 1.001 0.0315
R-spline 0.948 0.0335 0.901 0.708 WI 0.829 0.0381
Case II
P-spline 1 0.0281 1 0.611 Parametric 1.005 0.028
R-spline 0.946 0.0297 0.889 0.687 WI 0.849 0.033
†RMSE: The ratio of AMSE between the proposed method and other methods.
In the second simulation model, we used f(t) = 7− 16t+ 30t2− 15t3 and σ2(t) =
10
√
t and all the other settings were the same as the first case.
We conducted 200 simulation runs. To evaluate performance of the estimated
nonparametric functions, the mean squared errors (MSEs) were calculated over grid
points {0.05, 0.06, · · · , 0.95} for each simulated dataset. The MSEs were then aver-
aged across the 200 simulated datasets to obtain the average MSE (AMSE). Table 2.1
summarizes the simulation results. The AMSEf and AMSEσ are the corresponding
AMSEs of f(t) and σ2(t). The RMSEf and RMSEσ are the ratios of AMSE of the
proposed P-spline estimators f̂(t) and σ̂2(t) over other estimators. The RMSEf of
the proposed method over assuming working independent residuals was around 0.85
for both simulation models which suggests efficiency gain of estimating mean function
by properly accounting for the within-subject covariance by the proposed semipara-
metric estimator. The RMSEf of the proposed P-spline estimator over the regression
spline was about 0.95. The corresponding AMSEσ for the variance function of the
proposed over the regression spline was about 0.90 for both simulation models, which
shows the proposed method to be also more efficient (10% reduction in AMSE) in es-
timating the variance function. To compare with the parametric approach assuming
the functional form of the variance function to be known, we note that the RMSEf
of the proposed over the parametric approach was slightly over one indicating low ef-
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P-spline 1 0.0749 1 0.120
R-spline 0.952 0.0787 0.932 0.129
WI 0.800 0.0935 0.841 0.143
Parametric 1.003 0.0746 0.988 0.122
Case II
P-spline 1 0.144 1 0.270
R-spline 0.998 0.144 0.991 0.273
WI 0.834 0.173 0.888 0.304





P-spline 1 0.111 1 0.606
R-spline 0.701 0.158 0.991 0.611
Case II
P-spline 1 0.0048 1 0.624
R-spline 0.831 0.0058 0.995 0.627
†RMSE: The ratio of AMSE between the proposed method and other methods.
ficiency loss in adopting the proposed semiparametric approach to estimate variance
functions.
Simulation Study II.
Our second simulation study examines methods proposed for the functional mixed
effects model with varying coefficients and nonparametric random subject-specific
curves in Section 2.3. We generated data from the model
Yij = f(Tij) + β(Tij) ∗ trti + bi0 + bi1 ∗ ν(Tij) + ij(Tij),
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where we considered two simulation scenarios. In the first scenario, we specified
f(t) = 2 sin(2pit), β(t) =
1
3
log t, ν(t) = 1.5 exp{−10(t− 0.8)2}, σ2(t) = exp(t).
The random coefficients bi0 and bi1 were sampled from N(0, 4) and N(0, 1), respec-
tively. The measurement errors ij(Tij) were generated independently fromN(0, σ
2(Tij)).
The group indicators, trti, were generated from Bernoulli distribution with probabil-
ity 0.6. The total number of subjects n = 200 while the repeated measurements within
each subject m = 10 with probability 0.15 of being missing. The measurement time
points were generated from U(0, 1).
In the second scenario, we specified
f(t) = 2 exp{sin(4t)}, β(t) = √t, ν(t) = 0.7 exp(t), σ2(t) = exp{−5(t− 0.1)2},
n = 100, and m = 20 with a missing probability of 0.15. All the other settings were
the same as the first case.
The simulation results are summarized in Table 2.2. Again the AMSEf , AMSEβ,
AMSEσ and AMSEγ are the corresponding AMSEs of f(t), β(t), σ
2(t) and γ(t, t), re-
spectively. The RMSEs are the ratios of the AMSE of the proposed method over other
methods. Similar to the first simulation study, we compared the proposed estimators
to regression spline (R-spline), P-spline assuming working independent residuals (WI)
and P-spline assuming a correctly specified parametric model for the subject-specific
random effects covariance and residual effects variance (Parametric). The efficiency
gains of the proposed method for estimating the mean and varying coefficient function
were about 15% compared to assuming working independent residuals in both simula-
tion scenarios, which is non-ignorable. For estimating the mean function, in the first
scenario, the proposed method performed better than the regression spline in terms
of AMSE, while in the second scenario their performance was similar. The AMESσ
for estimating the covariance function was 30% lower for the P-spline compared to
regression spline in the first scenario and 17% lower in the second scenario. Analogous
to the simulation study I, the differences in AMSE between the parametric approach
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assuming a correctly specified subject-specific random effects covariance and residual
effects variance and the proposed method were small in both simulation cases.
2.5.2 Data examples
2.5.2.1 Berkeley Growth Study
We applied proposed methods to analyze the Berkeley Growth Study (Tuddenham
and Snyder 1954) data, a long-term investigation of children’s developmental char-
acteristics conducted by the California Institute of Child Welfare. There were 93
subjects examined, including 39 boys and 54 girls. The heights of the children were
measured at each of the scheduled times. There were four measurements by a child’s
first birthday followed by annual measurements from two to eight years, and then
biannual measurements until the end of age 18.
Let Yij be the height of subject i measured at occasion j, and let Tij be the
corresponding age. We fitted the model
Yij = f(Tij) + sexi × β(Tij) + νi(Tij) + ij(Tij), i = 1, · · · , 93, j = 1, · · · , 31,
where f(t) was the mean height function for the boys, β(t) was the height difference
between girls and boys over time and νi(t) were the random subject-specific deviations
from their respective population mean function for boys and girls.
We used quadratic truncated polynomial splines for the mean, varying coefficient
and variance functions and linear splines for the random subject-specific curves. The
estimated varying coefficient and mean functions and the associated 95% confidence
bands were plotted in Figure 2.1. The mean function for boys increased rapidly and
then slowed down after age 16. The varying coefficient function β(t) decreased quickly
after age 12, while for the remaining time it was close to a constant. On average, the
girls were shorter than the boys by about 2cm under the age of 12. After age 12, the
difference between boys and girls increased quickly. At the age of 18, the maximum
difference of about 14cm was reached, with boys being taller. Also note that during
33
age 10 and 12, there was a visible bump of the difference between the boys and girls
corresponding to the first period of puberty of girls coming two years earlier than
boys.
Figure 2.1: Estimated population mean function for boys f(t) (left panel), varying




























































Using the bootstrap test introduced in Section 2.3.2, we tested whether the varying
coefficient function was a constant. We simulated B=100 bootstrap samples. The
observed likelihood ratio test statistic was T = logLH1− logLH0=3840. Based on the
simulated empirical distribution of T under the null hypothesis, the p-value < 0.01.
Therefore, we observed significant evidence that the height difference between boys
and girls varies across time. This can also be seen from the pointwise 95% confidence
interval for β(t).
The estimated covariance function γ(s, t) of the subject-specific curves is plot-
ted on the left panel of Figure 2.2. We can see that there was considerable varia-
tion of the subject-specific curves around their mean function, indicating substantial
between-subject variation of the height growth patterns across children compared
to the within-subject variation. The between-subject variation increased with age.
The estimated standard deviation function σ(t) of the residual measurement errors is
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Figure 2.2: Estimated between-subject variation γ(s, t) (left panel) and within-subject









































shown in the right panel of Figure 2.2. It is evident that the variance function is not a
constant. There was a decreasing trend of the variance function suggesting improve-
ment of the precision of height measurements as a child grows. It is conceivable that
height measurements for newborns are more variable than teenagers. The magnitude
of σ2(t) is much smaller compared to γ(t, t), suggesting that the dominant variance
component of the variation in children’s heights is the between-subject source.
2.5.2.2 Framingham Heart Study
In this example, we applied the proposed method to analyze the Framingham Heart
Study (FHS) longitudinal systolic blood pressure (SBP) data. The FHS is a large
ongoing prospective study of risk factors for cardiovascular disease (CVD) with the
third generation data collected between 2002 and 2005 (Splansky et al., 2007). We
analyzed subjects with age ranging between 30 and 75. There were 190 independent
subjects with 2406 observations. For each subject, their SBP, body mass index (BMI)
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and antihypertensive treatment status (trt) were measured over time. Sex was a
baseline covariate coded as one for females and negative one for males. We centered
the covariate BMI.
Let Yij be the SBP of subject i measured at occasion j, and Tij be the correspond-
ing age. We fitted the model
Yij = α1sexi + α2BMIij + f(Tij) + β(Tij)× trtij + νi(Tij) + ij(Tij),
where f(t) was the population mean SBP function, β(t) was the time varying effect of
the antihypertensive treatment and νi(t) were the random subject-specific deviations
from the population mean function. We used linear truncated polynomial spline
basis for the mean function, varying coefficient and random subject-specific curves;
and quadratic spline for the variance function. We show the estimated mean SBP
function for subjects with and without treatment in Figure 2.3. The population mean
SBP increased with age, and taking antihypertensive treatment reduced the SBP over
time. For example, the mean SBP was 128.8 (95% CI: [126.5, 131.1]) at age 40 and
then increased to 139.3 (95% CI: [136.5, 142.1]) at age 60.
We first tested whether the effect of antihypertensive is zero and the test was
found to be significant. Using the bootstrap procedure in Section 2.3.2, we then
tested whether there is any time-varying treatment effect (i.e., H0 : β(t) = β
∗).
The observed log-likelihood ratio test statistic T = 972 with p-value=0.02 based on
B=100 bootstrap samples. Therefore, we observe significant evidence that the effect
of antihypertensive treatment was non-zero and it varied with time. The square-root
of the estimated variance function, σˆ2(t), and between subject covariance function
γˆ(s, t) are plotted in Figure 2.4. The variance function appeared to be non-linear,
with a change of the rate of increase at around age 50 and 68.
36
Figure 2.3: Observed SBP values (dots) and estimated mean SBP function for treated
(f(t) + β(t), trt=1) and untreated subjects (f(t), trt=0).

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.4: Estimated between-subject variation γ(s, t) (left panel) and within-








































2.6 Conclusion and discussion
In this chapter, we propose flexible estimation of population-level and subject-level
curves in a class of functional mixed effects models with varying coefficients. We also
propose nonparametric estimation of the between-subject covariance and semipara-
metric estimation of the within-subject covariance which are useful descriptive tools
to examine the outcome variability over time. When parsimony is desirable, these
functions can be used to design reasonable parametric structures for the covariance
of the outcomes. It is easy to see that the estimated covariance functions satisfy
the positive semi-definite constraint. Furthermore, taking into account of the covari-
ance function improves efficiency in estimating the population mean function and
the varying coefficients. The relative efficiency of estimating the covariance function
with more subjects or more observations per subject depends on complexity of the
functions σ2(t) and γ(s, t).
In the model (2.5), we assumed that the covariance function γ(s, t) of the subject-
specific curves is the same for all subjects. It is possible that γ(s, t) differs across
groups of subjects. For example, the covariance function for boys and girls may be
different in the Berkeley Growth data. It is easy to accommodate such extension
through the proposed penalized spline methods by including an interaction between
the basis functions and a covariate. In addition, adding parametric random effects to
the model (2.5) is also straightforward.
The asymptotic theories for penalized spline estimator are under-developed until
very recently. In this work, we have extended the asymptotic bias and variance results
in Claeskens et al. (2009) for univariate data to the longitudinal data case and we show
the asymptotic normality for one of the asymptotic scenarios. The convergence rates
obtained are consistent with those in Claeskens et al. (2009). Although the sample
size required for the asymptotics to be an accurate approximation may be large, these
results suggest that the P-spline estimator can be asymptotically as efficient as other
smoothing techniques such as smoothing splines.
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Chapter 3
Semiparametric model for the
functional outcome after stroke:
The Northern Manhattan Study
3.1 Overview
In this chapter, we propose marginal semiparametric generalized estimating equation
(GEE) models and methods for the analysis of longitudinal data. Specifically, we
consider a partially linear model with a varying coefficient function. We use both
kernel weighted local polynomial and regression splines approaches for estimating the
components in the semiparametric model, and propose a test for the presence of the
interaction effect. We review the parametric and semiparametric GEE methods for
longitudinal data analysis in Sections 3.2 and 3.3. We present the semiparametric
model with an interaction term, and show the semiparametric analysis results for the
NOMAS data in Section 3.4. We study the bias of the estimators from misspecified
parametric model and compare the efficiency with the regression splines-based esti-
mators in Section 3.5. We conduct simulation studies to compare the semiparametric
methods with the parametric method in terms of power for testing the adjusted co-
39
variates in Section 3.6. Conclusions and discussions follow in Section 3.7.
3.2 Parametric GEE
Let (Yij, Xij, Tij) be the outcome, covariate and observation time for subject i
(i = 1, · · · , n) at the jth time point (j = 1, · · · , J). Denote Yi = (Yi1, · · · , YiJ)T ,
Xi = (Xi1, · · · , XiJ)T and Ti = (Ti1, · · · , TiJ)T . Assume µij = E(Yij|Xij, Tij) =
µ{m(Tij) +XTijβ0} and V ar(Yij|Xij, Tij) = φjv(µij) for j = 1, · · · , J , where µ(·) and
v(·) are smooth functions, φj are the dispersion parameters, and m(·) is the unknown
function to be estimated. The number of measurements within each subject is not
necessarily the same, however, we use the same J just for simplicity.
In parametric models, we assume m(Ti) = T˜
T
i βt, where T˜
T
i = (1mi , Ti) and βt are
the associated parameter vectors, therefore the number of parameters is finite. The
GEE method estimates β by solving the estimating equations (Liang and Zeger 1986
and Zeger and Liang 1986):
n∑
i=1




V −1i {Yi − µ(XiTβ + T˜ Ti βt)} = 0, (3.1)






i , Si = diag{V ar(Yij|Xij)} and R(ρ) is an invertible working
correlation matrix, with ρ an unknown parameter vector. The great advantage of the
GEE approach is that it returns consistent estimator of β and βt, even if R is far from
a true R0. Besides the working independence correlation, other convenient choices for
the correlation matrix include compound symmetry and the first-order autoregressive
(AR-1). The choice of correlation matrix affects the efficiency of estimators: it is more
efficient to use a correlation structure close to the true one.
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3.3 Semiparametric model for GEE
3.3.1 Local polynomial-based approach
Firstly, let us consider a nonparametric model. In nonparametric models, m(t) is ar-
bitrary except for certain differentiability properties. For some t in the neighborhood
of t0, applying Taylor expansion to m(t0), we have
m(t0) ≈ m(t) +m(1)(t)(t− t0) + m
(2)(t)
2!




where m(i)(t) is the ith derivative of m(t). Therefore we can locally approximate
m(t) by a pth order polynomial in t − t0. In order to preserve the locality, a kernel
function K(·) is introduced, which is a symmetric probability density function, and
a bandwidth h is used to control the size of the local neighborhood (Fan and Gijbels
1996). Let β˜j = m
(j)(t)/j! for j = 0, · · · , p, and Ti be a J × (p+ 1) matrix with the
(j, k)th element (Tij − t)k−1. Lin and Carroll (2000) estimates m(t) by solving the











ih{Yi − µ(Tiβ˜)} = 0,
where β˜ = (β˜0, · · · , β˜p)T , Kih = diag{Kh(Tij − t)} and ∆i = diag[µ(1){(1, · · · , (Tij −
t)p)β˜}]. Here Kh(t) = K(t/h)/h is the scaled kernel function. Hereafter we will
use the Epanechnikov kernel K(t) = 0.75 · (1 − t2)I(|t| ≤ 1) with I(·) the indicator
function.
Both parametric and nonparametric models have their own constraint; the para-
metric models have the linearity assumption which may not be true in practice, while
the nonparametric models relax the linearity assumption but could not properly ad-
just other covariates. Semiparametric models retain desirable features of both the
parametric and nonparametric models. Specifically, the marginal mean µij depends
on Xij and Tij through a known monotonic and differentiable link function g,




where m(·) is an unknown smooth function to be estimated and β is a q × 1 vector
of unknown parameters. The effects of T and X are modeled nonparametrically and
parametrically respectively.











ih (Yi − µi) = 0, (3.3)
n∑
i=1
∂µ{XiTβ + mˆ(Ti, β)}
∂β
V −1i [Yi − µ{XiTβ + mˆ(Ti, β)}] = 0. (3.4)
To be specific, for a given β we solve (3.3) to obtain the estimator of m(t). Then
given mˆ(t, β), we can obtain βˆ by solving (3.4).
3.3.2 Regression splines-based approach
Another approach for the estimation of the unknown function is regression splines.
Assume that the unknown function can be approximated by splines such that
m(t) ≈ Bm(t)βm,
where Bm(t) is the spline base and βm is the associated parameter vector. Following
that
g(µij) ≈ Bm(Tij)βm +XTijβ.
Denote Z1i = (Bm(Ti1)









V −1i (Yi − µi) = 0
to estimate both m(t) and β simultaneously. Huang et al. showed in their paper that
under some regularity conditions, the most efficient estimator is the one using the
true correlation structure. It is worth pointing out that the spline-based approach
is different from the local polynomial-based approach. While spline-based method
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is a ‘global’ approach, local polynomial-based method is a ‘local’ approach in terms
of estimating m(t) (see also Welsh et al. 2002, and Chen and Jin 2005). Spline-
based method takes advantage of all the data to estimate both the unknown function
and the parametric part simultaneously, while local polynomial-based method only
utilizes data that fall into the local window for the estimation of the unknown func-
tion, therefore, requires separate estimating equations for the estimation of m(t) and
β. Either backfitting or profile method is required for the local polynomial-based
approach.
3.4 Semiparametric model with interaction term
3.4.1 Estimation of the semiparametric model
One of our goals in NOMAS is to characterize functional outcomes after stroke ad-
justing for age at stroke, sex, race (white, black or Hispanic), high school education,
insurance status, and marital status. Insurance status is a binary indicator taking
value 1 if insured with Medicaid or uninsured, and 0 if insured with Medicare or
private insurance. Some potential risk factors are also considered: physical activity,
diabetes mellitus, stroke severity (mild, moderate and severe), side of stroke, coronary
artery disease and urinary continence. Out of 379 subjects, 170 subjects are insured
with Medicare or private insurance and 209 subjects are insured with Medicaid or
uninsured. Based on descriptive statistics and parametric model analysis in (Dham-
mon et al. 2009), subjects in the two insurance groups generally show different time
trends, thus we specify separate time trends by insurance status. Specifically, we use
the model
logit{pr(Yij = 1)} = XTijβ +m0(Tij)I(insurancei = 0) +m1(Tij)I(insurancei = 1).
(3.5)
Without loss of generality, assume that the first n1 subjects are insured with
Medicare or private insurance and the following n2 subjects are insured with Medicaid
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∂µ{XTi β + mˆ0(Ti, β)}T
∂β




∂µ{XTi β + mˆ1(Ti, β)}T
∂β
V −1i [Yi − µ{XTi β + mˆ1(Ti, β)}] = 0, (3.6)
where mˆ0(t, β) and mˆ1(t, β) are separately estimated via equation (3.3) using their
corresponding subsamples.
The algorithm for solving m0(t), m1(t) and β is similar to that in the Appendix
of Lin and Carroll (2001), and is stated as follows.
Step1. Assume parametric forms for both m0(t) and m1(t), for example linear function
forms, and solve the parametric GEE to obtain an initial value of β.
Step2. Given the value of β, solve the equation (3.3) by using Newton-Raphson algo-
rithm to obtain mˆ0 and mˆ1 using corresponding subsamples.
Step3. Calculate ∂µ
∂β




by using (A.17) and (A.18) in the Ap-
pendix B.
Step4. Update βˆ via solving equation (3.4).
Step5. Iterate steps 2, 3 and 4 until convergence.
Alternatively as in Section 3.3.2, we can also analyze model (3.5) via regression
splines. Moreover, we rewrite model (3.5) as the equivalent time-varying coefficient
model
logit{pr(Yij = 1)} = XTijβ +m0(Tij) + α(Tij)I(insurancei = 1), (3.7)
where α(t) is the time-varying effect of the insurance variable. Suppose that the mean
and time-varying coefficient functions m0(t) and α(t) can be approximated by splines
m0(t) ≈ Bm(t)βm, and α(t) ≈ Bα(t)βα,
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where Bα(t) is the spline base and βα is the associated parameter vector. Let
Z2i = (Bα(Ti1)
T , · · · , Bα(TiJ)T )T . We estimate the mean and time-varying coefficient
functions, and the parametric part simultaneously via the estimating equations
n∑
i=1
∂µ{XTi β + Z1i βm + Z2i βα}




V −1i (Yi − µi) = 0. (3.8)
Consequently, the smooth fits for the unspecified functions are
mˆ0(t) = Bm(t)βˆm, and αˆ(t) = Bα(t)βˆα.
3.4.2 Testing the interaction term
Of interest is whether there is a difference between the two insurance groups, or
equivalently to test the effect of the time-varying coefficient covariate. In model
(3.7), testing for m0(t) = m1(t) is equivalent to testing α(t) = m1(t)−m0(t) = 0. For
both the semiparametric approaches, we propose the following stratified permutation
test to test the hypothesis
H0 : α(t) = 0 for any t v.s. H1 : α(t) 6= 0 for some t.
The null hypothesis implies that the time trends of functional outcome after stroke
for the two groups of insurance status are the same. Define the weighted squared

















(Yij − µˆH1ij )2
V (µˆH1ij )
,
where µˆH0ij and µˆ
H1
ij are the estimated means underH0 andH1 respectively andN is the
total number of observations. Similarly as in Huang et al. (2002), we use TN =
R0−R1
R1
as the test statistic. In the NOMAS data the insurance variable is correlated with
some other social economic variables such as race and education. To adjust for race
and education, we use the stratified permutation test. The race variable has three
categories (White, Black and Hispanic) and the education variable has two categories
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(with or without high school education), thus in total there are 6 stratum. Using the
following procedure, we can obtain the null distribution of TN , thereby the p-value
for the test.
Step1. Calculate the test statistic TN .
Step2. Permutate the insurance variable in each strata, and use the new data to calcu-
late TN .
Step3. Repeating the above step B times, we can obtain the empirical distribution of
TN under H0.
Step4. Reject the null hypothesis H0 at the significance level α, if the observed test
statistic T ∗N ≥ the 100(1 − α)th percentile of the empirical distribution of TN .
The p-value of the test is (number of {TN ≥ T ∗N})/B.
3.4.3 Analysis of NOMAS data
Applying the aforementioned methods, we conducted the semiparametric analysis for
functional outcome after stroke in NOMAS. For the local polynomial approach, we use
local linear (p=1) model for the time trends. The bandwidth is chosen based on leave-
10-subjects-out cross-validation. We also applied the regression splines approach, and
used quadratic spline bases for both the mean and time-varying coefficient functions.
The smoothing parameter, number of knots, is chosen by leave-one-subject-out cross-
validation. The regression coefficients of the semiparametric models are summarized
in Table 3.1. Here we only present the local polynomial-based estimators for the
smooth curves, because the two approaches give similar results.
The estimated trajectories for subjects in the two insurance groups are shown
in Figure 3.1. As we anticipated, the two insurance groups show different trends
over time. The functional status of those insured with Medicare or private insurance
generally deteriorates first, and then recovers at approximately 2.5 years. On the
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Figure 3.1: Estimated Pr(Barthel index ≥ 95) stratified by insurance status.






















Medicare or private insurance
Medicaid or uninsured
Figure 3.2: Estimated m0(t) and m1(t) and their 95% pointwise confidence bands.













































Figure 3.3: Estimated α(t) and its 95% pointwise confidence band.

























other hand, functional status of those with Medicaid or no insurance deteriorates
over time. To see whether the change over time is significantly different from zero,
we placed the 95% pointwise confidence bands for the two functions m0(t) and m1(t).
Figure 3.2. (a) shows that m0(t) for subjects with Medicare or private insurance is
not significantly different from zero. Figure 3.2. (b) indicates that m1(t) for subjects
with Medicaid or no insurance is significantly different from zero after 2.7 years. To
evaluate whether the changes over time are the same for the two groups, we plot a
95% pointwise confidence band for α(t) = m1(t) −m0(t), shown in Figure 3.3. The
group difference function is significantly different from zero around year 4 but not for
the rest of time.
The test statistic for no interaction was computed T ∗N = 0.011. Based on 100
permutations (B=100), we obtained p-value of 0.03 implying that the time trends
are different for the two groups. Consistently, the p-value from the regression spline-
based test is 0.02. The divergence of functional outcomes among subjects with dif-
ferent insurance may be due to disparities in health care and more limited access to
rehabilitative services, information about health, and ongoing management of risk
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factors and chronic conditions that are known to have an impact on functional status
(Dhamoon et al. 2009).
In sequence, Table 3.1 shows the results of the spline-based and local polynomial-
based semiparametric models and parametric model with linear time trend. Notice
that all the significant covariate effects by parametric modeling are significant un-
der semiparametric models, and there is no remarkable difference between the two
semiparametric approaches. By using the semiparametric models, the effects of two
covariates become significant. They are high school education and left-sided stroke
with p-value 0.044 and 0.048 respectively for the local polynomial-based semipara-
metric model. This may be explained by the fact that correctly modeling the time
trend could reduce the potential bias and improve the efficiency to detect the effect
of the covariates. In the next section, we investigate further the effect of simply
modeling time trend as linear.
3.5 Bias and efficiency of the parametric estima-
tors
In this section, we investigate the bias and efficiency of estimators from the possibly
misspecified parametric model. We consider both the identity link and the general
link scenarios.
I. Identity link
In this scenario, µ(x) = x is the identity link function. Denote X∗i = (Xi, T˜i). The
solution to the estimating equations (3.1) isβˆp
βˆt













The following result summarizes the bias of the estimator of β from (3.1) in three
different cases.
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Result a. If m(·) is a linear function, i.e., m(Ti) = T˜ Ti βt, then the estimator βˆp is
unbiased.
b. If X and T are independent, without loss of generality, EX = 0, i.e., X are
centered, and EXT1 V
−1
1 X1 is finite, then the bias of βˆp is asymptotically zero.
c. If X and T are correlated, and m(·) is nonlinear, then the asymptotic bias of βˆp is{
EXT1 V
−1






1 m(T1)− (EXT1 V −11 T˜1)(ET˜ T1 V −11 T˜1)−1{ET˜ T1 V −11 m(T1)}
]
.
Remark 8 If the covariate X is independent of the time covariate T , consistent
estimator of β can still be obtained from the parametric model, even if the unknown
function is misspecified. One special case is that X is a binary group indicator, and
the two groups are balanced over time.
Since in the second case the asymptotic bias of the estimator is zero, we study
the asymptotic variance of βˆp under this condition. The asymptotic variance of the
estimator is




−1{EXT1 V −11 (µ1 − µ˜1)(µ1 − µ˜1)TV −11 X1}(EXT1 V −11 X1)−1,(3.9)
where µ˜i = µ(X
T
i β + T˜
T
i βt) and µi = µ{XTi β + m(Ti)}. Analogously, we can obtain
the asymptotic variance of the estimator βˆ based on the regression splines model:
V ar(βˆ) ≈ (EXT1 V −11 X1)−1. (3.10)
Comparing the two formulas (3.9) and (3.10), it is clear that due to the misspecifica-
tion of the unknown function, the estimator from the misspecified parametric model
is less efficient than the one from the spline-based model. In order to compare the
efficiency, we define the asymptotic relative efficiency (ARE) of the estimator from
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the parametric model as










We consider a numerical example under the following model:
Yij = Xiβ + d ∗ cos(2piTij) + ij,
where Xi is scalar Bernoulli random variable with success probability 0.5, and Tij is
uniform variable with support [0,1]. The measurement error i follows N(0, R(ρ)),
R(ρ) is a compound symmetry correlation matrix with ρ the associated parameter,
and d is the magnitude of the nonlinear function. The cluster size is assumed to be
J = 7 as in the NOMAS data. Figure 3.4 shows the ARE of βˆp as function of d. The
curves from bottom to top, correspond to ρ=0, 0.1, 0.3, and 0.5. We can see that
the efficiency decreases quickly with the increasing magnitude of the nonlinearity and
decreasing correlation.
Figure 3.4: ARE of the parametric estimator of β. The curves from bottom to top
corresponds to ρ=0, 0.1, 0.3, and 0.5.


















Under the general link, the bias of the estimator from the parametric model is











i (µi − µ˜i)
}
,
where matrices A˜11.2, A˜12, and A˜22 are defined in the Appendix B. The bias formula
shows that unless the function m(·) is linear, in general the bias of βˆp is nonzero. The
asymptotic bias of βˆp is{
EXT1 ∆1V
−1






1 (µ1 − µ˜1)− (EXT1 ∆1V −11 ∆1T˜1)(ET˜ T1 ∆1V −11 ∆1T˜1)−1{ET˜ T1 ∆1V −11 (µ1 − µ˜1)}
]
.
We show the details of the derivation of the asymptotic bias and variances in the
Appendix B.
3.6 Simulation study
To compare the performance of the semiparametric model with the parametric model,
we conducted the following simulation studies. In the first scenario, we consider con-
tinuous outcomes generated from multivariate normal distribution while in the second
scenario, we simulate binary outcomes to imitate our real data.
Scenario I
In this scenario, the outcomes are generated from multivariate normal distribution.
We consider three different cases. In Cases 1 and 2, there are n = 150 subjects and
J = 7 observations for each subject, and in Case 3 n = 300 and J = 7. The covariate
Tij, i = 1, · · · , n, j = 1, · · · , J are independently generated from Uniform(0,1). The
covariate {Xi, i = 1, · · · , n} are generated from Bernoulli distribution with success
probability p = 0.5. The group indicator {trti, i = 1, · · · , n} in Case 3 are gener-
ated from Bernoulli distribution with success probability p = 0.45. Specifically, the
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outcomes Yij, i = 1, · · · , n, j = 1, · · · , J , are generated from the following models:
Case 1 Yij = 2 ∗ cos(2piTij) + 0.2 ∗Xi + ij,
Case 2 Yij = Tij + 0.2 ∗Xi + ij,
Case 3 Yij = 2 ∗ cos(2piTij) + (1− Tij) ∗ I(trti = 1) + 0.2 ∗Xi + ij,
where i = (ij, · · · , iJ)T are multivariate normal distribution with a mean of zero
and AR-1 correlation with ρ=0.1 or 0 (independence). In all of the cases, we carry
out 200 simulation runs. We use working independence for the kernel weighted local
polynomial method and true correlation structure for both regression splines and
parametric methods. Table 3.2 summarizes the simulation results.
In Case 1, the linear time model-based estimators are considerably less efficient
than semiparametric model-based estimators, although the biases are negligible, which
is coherent with the results obtained in the first part of Section 3.5. The loss of power
for those misspecified parametric models can be up to 50% compared to those semi-
parametric models. When the time trend is linear as in Case 2, the difference in power
between semiparametric models and linear time model is ignorable. In Case 3, the in-
teraction model (time-varying coefficient model), the semiparametric models are more
efficient than linear time models in terms of power. Overall, we see that when the
within-subject correlation is not zero (ρ = 0.1), the regression splines method estima-
tor is more efficient than the local polynomial estimator using working independence.
On the other hand, when there is no within-subject correlation (ρ = 0), the two
semiparametric methods give similar results, i.e., there is no remarkable difference in
power.
Scenario II
In this scenario, binary outcomes are generated to imitate the NOMAS data. Parallel
to the first scenario, we utilize the following three models to generate the outcomes.
All the covariates are generated in the same fashion as in the first scenario, and
the same sample sizes are used for each case. To be specific, the outcomes Yij,
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i = 1, · · · , n, j = 1, · · · , J , are generated from the following models:
Case 1′ logit{Pr(Yij = 1)} = 2 ∗ cos(2piTij) + 0.4 ∗Xi,
Case 2′ logit{Pr(Yij = 1)} = Tij + 0.4 ∗Xi,
Case 3′ logit{Pr(Yij = 1)} = 2 ∗ cos(2piTij) + (1− Tij) ∗ I(trti = 1) + 0.4 ∗Xi,
where the within-subject correlation structure is AR-1 with ρ=0.1 or 0. For each of
the cases 200 simulation runs are carried out. Working independence are used for the
kernel weighted local polynomial approach while true correlation structure are used
for both the spline-based semiparametric and parametric models. The simulation
results are summarized in the second part of Table 3.2.
We see that with time trend as 2 cos(2pit) in Case 1′, the coefficient estimates
from the parametric models are substantially biased, and the powers are remarkably
smaller than those in semiparametric models. On the other hand, the biases in
those semiparametric models are negligible. It is encouraging that even if the time
trend is linear as in Case 2′, semiparametric models perform as well as correctly
specified parametric models, i.e. the bias and power are comparable to correctly
specified parametric models. In Case 3′, where two functions are specified for each
level of covariate as in our data, the semiparametric models have smaller bias and are
more powerful to detect the covariate effect. As in the Scenario I, the spline-based
approach could be more efficient than the local polynomial-based approach when
there is positive within-subject correlation.
The simulation studies suggest that semiparametric models can reduce potential
bias for the adjusting covariates that might be present when the time trend is in-
correctly specified by parametric models. Furthermore, semiparametric model can
improve power to detect the effect of parametrically modeled covariates. Even when
the true time trend is linear, the loss of power by using semiparametric models seems
negligible.
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3.7 Conclusion and discussion
Our results on bias and efficiency of parametric models provide a couple of practical
guidelines. First, in terms of design, it benefits to try to balance the time points
for visits between the key group membership variables. This balance grants robust
against model misspecification. Second, in terms of analysis, nonparametric modeling
of time trend not only allows us to assess the functional form of time trend, but also
does not lose efficiency comparing to correctly specified parametric model. In practice,
if the time trend is approximately linear, a parametric model is enough. On the other
hand, if the time trend is far away from linear, we suggest fitting a semiparamtric









































































































































































































































































































































































































































































































































































































































































Table 3.2: Semiparametric model versus linear time model, 200 replications
Regression splines Local polynomial Linear time model
| bias(β) | power | bias(β) | power | bias(β) | power
Scenario I
Case 1 ρ=0 0.002 0.875 0.006 0.850 0.003 0.450
Case 1 ρ=0.1 0.001 0.856 0.013 0.775 0.006 0.440
Case 2 ρ=0 0.003 0.910 0.005 0.905 0.003 0.900
Case 2 ρ=0.1 0.002 0.855 0.003 0.820 0.001 0.860
Case 3 ρ=0 0.001 0.990 0.003 0.975 0.001 0.790
Case 3 ρ=0.1 0.001 0.975 0.004 0.945 0.007 0.755
Scenario II
Case 1′ ρ=0 0.004 0.770 0.034 0.760 0.125 0.590
Case 1′ ρ=0.1 0.008 0.665 0.018 0.680 0.133 0.530
Case 2′ ρ=0 0.009 0.865 0.005 0.850 0.007 0.865
Case 2′ ρ=0.1 0.004 0.780 0.004 0.765 0.005 0.780
Case 3′ ρ=0 0.008 0.965 0.037 0.965 0.110 0.885
Case 3′ ρ=0.1 0.007 0.930 0.048 0.915 0.119 0.850
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Chapter 4
A marginal approach to
reduced-rank penalized spline
smoothing for multilevel data
4.1 Overview
In this chapter, we propose marginal approaches to fit multilevel functional data
through penalized splines. We first introduce semiparametric marginal models for
single-level and multilevel functional data in Section 4.2. Then we investigate large
sample properties of the proposed estimator in Section 4.3. We propose a new method
to select the smoothing parameter based on an estimate of the asymptotic mean
squared error (MSE) in Section 4.4. We conduct simulation studies to evaluate the
performance of the proposed methods and apply the proposed methods to the study
of Nimodipine in Sections 4.5 and 4.6. Finally, we summarize our findings and discuss
some possible extensions of the work in Section 4.7.
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4.2 Marginal semiparametric models and reduced
rank smoothing
4.2.1 Single-level models with continuous outcome
Let i = 1, · · · , n index subject and let j = 1, · · · , ni index observations within a
subject. Let Yi = (Yi1, · · · , Yini)T denote a vector of outcomes on the ith subject, and
let Ti = (Ti1, · · · , Tini)T denote a vector of covariates. For simplicity in illustration,
we present methods for a nonparametric model. It is straightforward to extend to
semiparametric models such as a partially linear model. Consider a nonparametric
model
E(Yij|Tij) = f(Tij), cov(Yi|Ti) = Σi,
where f(·) is an unspecified smooth function. Let B(t) denote an l-dimensional
vector of spline basis functions such as B-splines or truncated polynomials, and Bi =
{BT (Ti1), · · · , BT (Tini)}T denote the matrix of basis functions. Given the covariance











where θ is a vector of basis coefficients, and λ is a smoothing parameter. Using a
difference-based penalty matrix, the above formula can be expressed as
n∑
i=1
(Yi −Biθ)TΣ−1i (Yi −Biθ) + λθTDqθ,
where Dq is an appropriate penalty matrix depending on the chosen basis. For
example, for the pth order truncated polynomial basis, we have q = p + 1 and
Dq = diag(0p+1,1K). The fitted value at a fixed point is f̂(t) = B(t)θ̂ and its






















In practice, Σi is often unknown and will be estimated under a parametric model.
A misspecified parametric model would lead to inconsistent estimate of the standard
error of f̂(t).






i (Yi − Ziη) = 0,
where Vi is a working covariance matrix of Yi not necessary equal to the true covariance
Σi. Although no likelihood is assumed for GEE-based approaches, the estimating
equation can be regarded as the score equation for mean parameters from a partly
exponential model (Zhao, Prentice and Self 1992). For a model with a nonparametric
mean function, adding a roughness penalty to a partly exponential model and taking




































i (Yi −Biθ)(Yi −Biθ)TV −1i Bi.
The sandwich variance of f̂(t) is
var{f̂(t)} = B(t)cov(θ̂λ)BT (t). (4.4)
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Let ρ index a finite dimensional parameter vector for Vi and let V̂i = Vi(ρ̂). The













i (Yi −Biθ̂0)(Yi −Biθ̂0)T V̂ −1i Bi,
and θ̂0 is an initial estimator of θ such as a regression spline estimator. Note that
this estimator differs from the model-based estimator in (4.1).
Note that this new variance estimator (4.3) differs from the usual model-based
estimator in (4.1). It shares the robustness property as the sandwich variance esti-
mator for the parametric marginal regressions: the estimator remains consistent even
if the correlation structure is misspecified.
4.2.2 Single-level models with categorical outcome
For categorical outcomes, consider a simple nonparametric model
E(Yij|Tij) = µij, g(µij) = f(Tij),
where g(·) is a link function, and f(·) is again an unspecified smooth function. Let
µ(·) = g−1(·) denote the inverse function of the link function, and with a little abuse of












i (θ), Ai(θ) = diag{Var(Yi1), · · · ,Var(Yini)},
and Ri(ρ) is a working correlation matrix. Similar to the continuous outcome model,
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BTi Ai(θ){Vi(θ)}−1{Yi − µ(Biθ)}{Yi − µ(Biθ)}T{Vi(θ)}−1Ai(θ)Bi,
which can be estimated using θ̂λ in the above expressions.
The estimating equation in (4.5) and the variance formula are different from the
likelihood based conditional approaches. Unlike the continuous outcomes, here the
resulting fitted functions and parameters have different interpretations (population
average effects) from the conditional models (subject-specific effects).
4.2.3 Multilevel models
For multilevel functional data, let Yij(Tijk) denote the measurement on the ith sub-
ject during the jth cycle at the kth time point, where i = 1, · · · , n, j = 1, · · · , ni and
k = 1, · · · , nij. The marginal methods presented in previous sections can be applied
viewing all measurements on the ith subject as one analysis unit and using a working
covariance matrix. A good choice of working covariance matrix may improve estima-
tion efficiency. To obtain a reasonable working covariance, we present a regression
spline based two-way analysis of variance (ANOVA) working model,
Yij(Tijk) = µ(Tijk) + ηj(Tijk) + ξi(Tijk) + γij(Tijk) + εijk, (4.6)
where µ(t) is the grand mean function, ηj(t) is the deviation of the jth cycle from
the grand mean, or the cycle effect, ξi(t) is the subject-specific deviation from the
cycle-specific mean function, or the subject effect, γij(t) is the interaction effect, and
εijk ∼ N(0, σ2ε) is the residual measurement error.
Using spline basis expansion, we have
µ(t) ≈ B(t)µ, ηj(t) ≈ B(t)ηj, ξi(t) ≈ B(t)αi, γij(t) ≈ B(t)γij
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where µ, ηj, αi and γij are basis coefficients. Let Yij = {Yij(Tij1), · · · , Yij(Tijnij)}T and
Bij = {BTij(Tij1), · · · , BTij(Tijnij)}T . Then a working model using regression splines
can be expressed as
Yij = Bijµ+Bijηj +Bijαi +Bijγij + εij, (4.7)
ηj ∼ N(0,Θ), αi ∼ N(0,Λ), γij ∼ N(0,Γ), εij ∼ N(0, σ2εInij).
Under the model (4.7), a working covariance matrix is computed to improve estima-
tion efficiency. Other working covariance can also be used. We do not assume the
covariance structure to be correctly specified and will use the robust sandwich for-
mula to compute the standard error of the mean function. For generalized outcomes,
a similar functional ANOVA model can be defined.
4.3 Asymptotic properties
In Section 2.4, we examined asymptotics of a penalized spline estimator in a functional
mixed effects model framework for correlated continuous outcome. In this section,
we examine the asymptotics of penalized spline estimator in a marginal model for
correlated continuous data.
We assume cov(Yi) = Σ, thus the covariance matrix does not vary across subjects.
Let Vi = V denote a working covariance matrix of Yi, and V = diag{V1, · · · , Vn}.
Denote Kq = λK
2q/n, and B = (BT1 , · · · , BTn )T . Denote Cp+1[a, b] ={f : f has p+ 1
















where ρs and ρst are defined in the Appendix A. Let W = {wij} = V −1ΣV −1 and






















−1Dqβ, where β = (BTV −1B)−1BTV −1sf/n and sf (·) = BT (·)β
is the best L∞ approximation to the function f(·).
Theorem 4.3.1 Define Kq = λK
2q/n. Assume that conditions A1 through A4 in
the Appendix C hold.
1. If Kq = o(1) and f(·) ∈ Cp+1[a, b], the following statements hold



































and for K = O(n
1
2p+3 ) and λ = O(nγ) for γ ≤ (p + 2− q)/(2p + 3), the optimal rate
for mean squared error (MSE), n−
2p+2
2p+3 , is attained by the penalized spline estimator.
2. If Kq = O(1) and f(·) ∈ Cp+1[a, b], the following statements hold














































and for λ = O(n
1
2q+1 ) and K = O(n
1
2q+1 ), the optimal rate for MSE, n−
2q
2q+1 , is
attained by the penalized spline estimator.
We make the following remarks:
Remark 9 The asymptotic scenario 1 is close to regression spline, i.e., the optimal
rate of mean squared error (MSE) attained by the penalized spline estimator is similar
to a regression spline estimator shown in Zhu et al. (2008). In this case, the shrinkage
bias becomes negligible when smoothing parameter λ = O(nγ) is small, that is when
γ ≤ (p+ 2− q)/(2p+ 3). Therefore the asymptotic MSE is dominated by the squared
approximation bias and the asymptotic variance.
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Remark 10 The asymptotic scenario 2 is close to smoothing spline, i.e., the optimal
rate of MSE attained by the penalized spline estimator is similar to a smoothing
spline estimator shown in Lin et al. (2004). In this case, the approximation bias
becomes negligible when the number of knots K = O(nν) is large, that is when ν ≥
q
(2q+1)(p+1)
. Therefore the asymptotic MSE is dominated by the squared shrinkage bias
and the asymptotic variance. This property is useful for developing methods to choose
smoothing parameter.
Remark 11 In the asymptotic scenario 1, since the shrinkage bias is negligible, the
asymptotic bias does not depend on the choice of working covariance matrix or the
design density Q(x). The asymptotic variance is minimized when the true covariance
V = Σ is used, therefore the asymptotic MSE is minimized when V = Σ.
Remark 12 In the asymptotic scenario 2, the shrinkage bias is not negligible, and
the asymptotic bias depends on the working covariance matrix, the true covariance
matrix, and the design density Q(x). Therefore the penalized spline estimator is not
“design-adaptive” in the sense of Fan (1992). When λ converges to infinity at a
certain rate, we show in the Appendix C that the asymptotic variance is minimized
when V = Σ, which is similar to that reported in Welsh et al. (2002).
In many cases the working covariance matrix is estimated. Let ρ index a finite
dimensional parameter vector of the V and let V̂ = V (ρˆ). Suppose ρ can be estimated
at a parametric rate, i.e., ρˆ = ρ+ op(n
−1/2). The next theorem shows that estimation
of ρˆ does not have any effect on the asymptotic distribution of fˆ(t).
Theorem 4.3.2 Assume Kq = o(1), and there exists h > 0, C > 0, such that
supi,j E|ij|2+h ≤ C, where ij = Yij − f(Tij). Then




in distribution, as n −→∞. Furthermore, we have
v̂ar{f̂(t)} = var{f̂(t)}+ op(1).
Lastly, let f˜(t) = BT (t){∑ni=1(BTi V̂ −1Bi + λDq)−1∑ni=1BTi V̂ −1Yi}, then
f˜(t) = f̂(t) + op(1).
Proof of the Theorem 4.3.2 is in the Appendix C. Here the normality addresses
the small knots scenario.
4.4 Selection of the smoothing parameter
For penalized spline smoothing, there are two tuning parameters to be determined:
number of knots of the spline basis and smoothing parameter. Both empirical and
theoretical work have suggested that as long as the number of knots is sufficiently
large, further increasing it does not guarantee improvement in the quality of fit (Rup-
pert 2002; Li and Ruppert 2008). With sufficiently large number of knots, choice
of smoothing parameter is critical for satisfactory performance. Popular methods
to choose smoothing parameter include information criterion based approaches such
as AIC and BIC, cross-validation, generalized cross-validation (GCV, Craven and
Wahba 1979), generalized maximum likelihood (GML, Wahba 1985) and restricted
maximum likelihood (REML, Wand 2003). Opsomer et al. (2001) compared various
methods for choosing smoothing parameter with correlated data and found that GCV
may tend to under-smooth data. For multilevel data especially categorical data, it is
not straightforward how to choose the optimal smoothing parameter.
Here we propose a new method to select smoothing parameter by minimizing an
estimate of the asymptotic average mean squared error. The asymptotic analysis in
Section 4.3 reveals that when the number of knots is sufficiently large, the approxi-
mation bias is asymptotically ignorable and the bias of a penalized spline estimator
is dominated by the shrinkage bias. We propose to select the smoothing parameter
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by an estimate of the asymptotic MSE as the sum of squared shrinkage bias and








bˆ2λ(tj, V̂ ) + v̂ar{f̂(tj)}
]}
.
where tj, j = 1, · · · ,M, belong to a grid set on the range of Tij. Note that the
shrinkage bias is the difference between the bias of penalized spline estimator and
approximation bias, or the bias due to shrinkage effect. It can be estimated by
the difference between a regression spline estimator and a penalized spline estimator
through nonparametric bootstrap. Specifically, with a given λ and at a given t and
for each bootstrap copy of data, we obtain a penalized spline estimator, f̂ (b)(t), and
a regression spline estimator f̂
(b)
reg(t). We repeat this procedure B times, where B is
large, and estimate the squared shrinkage bias by





{f̂ (b)(t)− f̂ (b)reg(t)}2.
We compare the proposed MSE-based choice of smoothing parameter with GCV and
cross validation in simulation studies.
4.5 Simulation studies
To study performance of the proposed marginal approach, we conduct the following
four simulation studies. In the first two studies, we investigate methods for the
single-level models with continuous and binary outcome, respectively. In the last two
studies, we assess methods for multi-level models. In each case, we carried out 500
simulation runs. For penalized spline estimators, we used a quadratic spline with 20
knots.
Scenario I: Single-level model
Study I: Continuous outcome
In this set of simulations, we evaluate the performance of the proposed marginal
approaches with correlated continuous outcome data. We compared the proposed
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Table 4.1: Mean average MSE of f̂(t) using various smoothing techniques and smooth-
ing parameter selectors, continuous outcome, n = 200, m = 3, 500 replications.
f(t) Error dist. P-spline (MSE) P-spline (GCV) R-spline
log(t) N(0,1) 0.015 0.023 0.018
log(t) U(-3,3) 0.044 0.055 0.052
2 exp(t) N(0,1) 0.007 0.007 0.014
2 exp(t) Laplace(0,1) 0.021 0.021 0.041
2 sin(2pit) N(0,1) 0.011 0.065 0.013
2 sin(2pit) Laplace(0,1) 0.021 0.106 0.027
P-spline approach with a regression spline approach (R-spline) where no penalty is
imposed for the spline coefficients and the number of knots is chosen by leave-ten-
subjects-out cross-validation. For the P-spline estimator, we compared two methods
for choosing the smoothing parameter: the proposed MSE-based and GCV-based.
The GCV for correlated continuous data minimizes
GCV(λ) =
∑





where Y˜i = Σ̂
−1/2
0 Yi, B˜i = Σ̂
−1/2




i B˜i, and Σ̂0 is estimated based on an
initial regression spline estimator. The continuous outcomes are generated from the
model
Yij = f(Tij) + ij, i = 1, · · · , n, j = 1, · · · ,m, (4.8)
with n = 200, m = 3. The covariate Tij are independently generated from a uniform
distribution, U(0, 1), and the random errors are generated from a multivariate normal,
uniform or Laplace distribution with compound symmetry correlation and ρ = 0.2.
The true underlying functions f(t) are log(t), 2 exp(t) and 2 sin(2pit).
Table 4.1 summarizes the mean average MSE for all estimators. We see that in
several scenarios, the P-spline with MSE-based smoothing parameter is more efficient
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Table 4.2: Pointwise standard deviation, continuous outcome, f(t) = 2 sin(2pit), com-
pound symmetry correlation (ρ = 0.2), normal random error, n = 200, m = 3, 500
replications.
t 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
CS Empirical 0.105 0.101 0.104 0.103 0.096 0.099 0.101 0.103 0.110
Sandwich 0.105 0.102 0.101 0.101 0.097 0.097 0.099 0.105 0.105
Model-based 0.105 0.102 0.101 0.101 0.097 0.097 0.099 0.105 0.104
WI Empirical 0.119 0.116 0.122 0.119 0.104 0.117 0.121 0.109 0.115
Sandwich 0.113 0.111 0.110 0.109 0.107 0.107 0.109 0.110 0.115
Model-based 0.099 0.096 0.093 0.093 0.092 0.091 0.093 0.094 0.098
than the other two approaches. In all the cases, the P-spline with MSE-based smooth-
ing parameter yields lower mean average MSE than the R-spline. The efficiency gain
can be up to 18%. We also see that the P-spline estimator performs better than
R-spline under non-normal distributions such as uniform or Laplace. The P-spline
with GCV to choose smoothing parameter is less efficient compared to the other two
approaches, especially when the underlying function is 2 sin(2pit), the mean average
MSE is about five times higher than the other approaches. A close inspection of our
simulations suggest that in some cases, GCV tends to under-smooth data, which is
consistent with results reported in the literature (Welsh et al. 2002). Similar pattern
also holds for non-normal error distribution.
In Table 4.2, we show the estimated pointwise standard error using the sandwich
estimator for f(t) = 2 sin(2pit) under both the compound symmetry and working inde-
pendent covariance. We compared the results with empirical standard deviation and
the model-based standard error estimators. When the underlying covariance struc-
ture is correctly specified as compound symmetry, both the sandwich estimator and
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the model-based estimator are close to the empirical standard deviation of f̂(t). How-
ever, when assuming an independence covariance structure, the model-based standard
error underestimate the variability of f̂(t), while the sandwich estimator is still close
to the empirical standard deviation. Consistent with Theorem 2.4.1, the estimator
using compound symmetry covariance has lower empirical variance than the estima-
tor using a working independent covariance. Similar results are obtained for other
functions of f(t), which are not shown here.
Study II: Binary outcome
In this set of simulations, we assess performance of the proposed marginal ap-
proaches with correlated binary outcome data. The binary outcomes are generated
from the marginal model,
logit{pr(Yij = 1)} = f(Tij), i = 1, · · · , n, j = 1, · · · ,m, (4.9)
where n = 100, m = 5 and the within subject correlation is compound symmetry with
ρ = 0.2. The covariates Tij are independently generated from U(0, 1). We use three
different functions f(t) = sin(2pit), exp(t)−2 and 2−16t+30t2−15t3. Since standard
GCV does not apply to correlated binary data, we compare MSE-based smoothing
parameter selection with leave-ten-subjects-out cross validation (CV). Table 4.3 and
4.4 summarize the mean average MSE of f̂(t) and pointwise standard deviation. In
all three cases, the P-spline with MSE-based smoothing parameter selection is more
efficient than the other two approaches. The efficiency gain of P-spline (MSE) over
P-spline (CV) or R-spline is up to 20%.
We assess performance of the standard error estimation under the logit link func-
tion and f(t) = sin(2pit) under both the compound symmetry and working inde-
pendent correlation structures. The pointwise sandwich standard error estimator is
close to the empirical standard deviation of f̂(t) under both correlation structures.
The results for the other two functions are similar and are not shown here. Again,
when working independence is used, the model-based standard error is much smaller
than the empirical standard deviation of f̂(t). Similar to Study I, using a correctly
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Table 4.3: Mean average MSE of f̂(t) using various smoothing techniques and smooth-
ing parameter selection, binary outcome, n = 100, m = 5, 500 simulations
f(t) P-spline (MSE) P-spline (CV) R-spline
sin(2pit) 0.059 0.064 0.063
exp(t)− 2 0.047 0.057 0.058
2− 16t+ 30t2 − 15t3 0.060 0.066 0.065
Table 4.4: Pointwise standard deviation with binary outcome, exchangeable correla-
tion (ρ = 0.2), f(t) = sin(2pit), n = 100,m = 5, 500 replications.
t 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
CS Empirical 0.267 0.251 0.241 0.243 0.227 0.224 0.224 0.237 0.235
Sandwich 0.251 0.234 0.227 0.217 0.210 0.213 0.224 0.234 0.235
Model-based 0.251 0.235 0.228 0.217 0.210 0.213 0.224 0.234 0.234
Empirical 0.277 0.254 0.245 0.244 0.229 0.228 0.229 0.239 0.238
WI Sandwich 0.257 0.236 0.229 0.217 0.210 0.213 0.225 0.235 0.239
Model-based 0.231 0.210 0.202 0.189 0.181 0.183 0.198 0.210 0.211
specified covariance structure improves estimation efficiency of f̂(t).
Scenario II: Multilevel model
In this scenario, we evaluate the proposed method for the multilevel models.
Study I′: Continuous outcome
We generated the outcomes from a partially linear model,
Yijk = f(Tijk) +Xiβ + αi + ηij + ijk, (4.10)
i = 1, · · · , n, j = 1, · · · , J, k = 1, · · · ,m,
where n = 30, J = 5, and m = 10, αi ∼ N(0, 1) are subject-level random effects, and
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Table 4.5: Mean average MSE of f̂(t) and SE of βˆ using different correlation struc-
tures, continuous outcome, multilevel model, 500 replications.
f(t) R-spline P-spline (WI) P-spline (Ind cycles) P-spline (True)
2 sin(2pit)
AMSE 0.045 0.047 0.044 0.043
β 0.395 0.394 0.394 0.395
SE 0.221 0.221 0.221 0.221
2− 16t+ 30t2 − 15t3
AMSE 0.044 0.042 0.041 0.040
β 0.401 0.401 0.401 0.401
SE 0.243 0.243 0.243 0.242
ηij ∼ N(0, 1) are subject-specific cycle-level random effects. The covariates Tijk are
independently generated from U(0, 1), and the measurement errors ijk are indepen-
dently generated from N(0, 1). The subject-level covariates Xi are i.i.d. and follow
N(0, 1) and the coefficient β = 0.4. We used two different functions f(t) = 2 sin(2pit)
and f(t) = 2 − 16t + 30t2 − 15t3. We compared three different working correla-
tion structures: assuming all observations are independent, assuming observations
from different cycle are independent (between-cycle independence), and true corre-
lation structure (accounting for both between- and within-cycle correlation of the
observations on the same subject). For all three P-spline approaches, the proposed
MSE-based method was used to select the smoothing parameter.
Table 4.5 and 4.6 summarize the simulation results. In Table 4.5, we show the
mean average MSE of the nonparametric estimate and the standard error of the
parametric estimate. In terms of average mean squared error, using a correctly spec-
ified correlation structure yields the most efficient estimator, and accounting for the
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within-cycle correlation but ignore the between-cycle correlation ranks the second.
Using working independent covariance provides the least efficient estimator. Com-
pared to the R-spline, the P-spline estimator has smaller mean average MSE. For
the estimation of the parametric part, all the approaches lead to consistent estimate
with similar variance. Table 4.6 shows the pointwise estimate of the standard error
of f̂(t). For all the three correlation structures, the sandwich estimates are close to
their corresponding empirical estimates. However, properly accounting for correlation
increases the efficiency of the estimate. We see that the pointwise empirical standard
deviation decreases with using working independent, independent cycles, and cor-
rectly specified correlation. The same trend is observed for both functions 2 sin(2pit)
and 2 − 16t + 30t2 − 15t3. When the correct correlation is used, the model-based
pointwise standard error estimate is close to the empirical estimate as well.
Study II′: Binary outcome
We generate correlated binary outcomes using the following model
logit{pr(Yijk = 1)} = f(Tijk) +Xiβ, (4.11)
i = 1, · · · , n, j = 1, · · · , J, k = 1, · · · ,m,
where the between-cycle correlation is 0.07 and within-cycle correlation is 0.3, and
n = 50, J = 5, and m = 5. The covariates Tijk are independently generated from
U(0, 1). The subject-level covariate Xi are generated from U(0, 1) and the coefficient
β = 0.2. The two functions f(t) = sin(2pit) and exp(t) − 2 are used. We compare
the model using working independence to the one using working correlation assum-
ing between-cycle independence. For both the P-spline approaches with different
working correlation structures, the proposed MSE-based method is used to select the
smoothing parameter.
The simulation results are shown in Table 4.7 and 4.8. Table 4.7 summarizes the
AMSE of the nonparametric estimate and the SE of the parametric estimate. Table
4.8 summarizes the pointwise SE estimate for the nonparametric part. The results
are analogous to those in study I′ for the continuous outcome. In general, by properly
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accounting for the correlation will lead to more efficient estimate. For the parametric
part, all the approaches result in consistent estimate with similar variance. For the
nonparametric part, accounting for the correlation will slightly improve the efficiency
in view of AMSE. Both the P-spline estimators are more efficient than the R-spline
estimator. For the models using both the working independence and independent cy-
cles structures, the sandwich variance estimates are very close to their corresponding
empirical variance estimates. We also observe that the model accounts for within-
cycle correlation but ignore the between-cycle correlation leads to smaller pointwise
SE, in other words, it is more efficient than the one using working independence.
4.6 Data analysis
The Nimodipine study was carried out in the Neurological Intensive Care Unit at
Columbia University Presbyterian Hospital. 16 consecutive patients diagnosed with
SAH and treated with Nimodipine were included in this study. Nimodipine was
administered orally every 4 hours, and each patient received a dose of 30 mg (low
dose) or 60 mg (high dose). Patients underwent multiple treatment cycles and their
physiologic outcomes such as MAP and brain oxygenation during each treatment cycle
were recorded. The dose level does not change within a treatment cycle of the same
patient, but can change from cycle to cycle depending on the patient’s clinical profile.
The oxygen reactivity index (ORX) was calculated post-hoc as the running Pearson
correlation coefficient between the brain tissue oxygenation and cerebral perfusion
pressure, which takes value between -1 and 1. The ORX is an index of cerebral
autoregulation, a reflection of the cerebral vasculatures ability to control blood flow
to the brain independent of the systemic blood pressure. Higher ORX values indicates
a higher risk of poor outcome after acute brain injury (Jaeger et al. 2006).
Physiologic variables were measured continuously and averaged over 10 minutes.
Patients were monitored for 90 minutes before each dose, making for 9 measurements,
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and 120 minutes after the dose, making for 12 measurements. Including the time
of administration, each cycle had a total of 22 measurements. We observed 562
treatment cycles, among which 30 mg Nimodipine was given in 279 cycles and 60
mg Nimodipine was given in 283 cycles. The total number of observations is 11482.
In Figure 4.1, we show the scatter plot of a subject’s MAP during several treatment
cycles. A scatterplot smoothing line was added to each individual figure.
The primary research goal of the current study is to estimate the effect of Ni-
modipine on various outcomes in patients with SAH averaged across high-dose and
low-dose treatment cycles. The correlation between measurements taken at different
cycles on a subject and between repeated measurements within a cycle may be diffi-
cult to model. Such correlation is not of scientific interest but needs to be accounted
for. Hence, the marginal approach focusing on average effect with a robust standard
error estimate is the preferred analysis. For the continuous outcome of interest, MAP,
we fitted the marginal model under two working covariance structures: covariance as-
suming independent measurements between cycles and the two-way ANOVA in (4.6).
The marginal mean is specified with a varying coefficient model,
E(Yijk|Tijk,Wij, Zij) = f(Tijk) + β(Tijk)Wij +XTi γ, (4.12)
where Yijk is the MAP for subject i in cycle j at time point k, Tijk is time in a
treatment cycle, Wij is an indicator of being on the higher dose, Xi is a vector of
baseline covariates including age and gender. Here f(·) is the mean MAP over time
for the lower dose cycles and β(·) is the difference in MAP between the two dose
cycles.
In Figure 4.2, we show the estimated mean MAP for both dose cycles obtained
from model (4.12) (bottom panels) and compare to the sample average (top panel)
obtained by averaging measurements at the same time point across subjects and
treatment cycles. In Figure 4.2, the bottom left panel shows the estimate from model
(4.12) using an covariance assuming independence among observations between cy-
cles on the same subject, while the bottom right panel shows the estimate from the
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model using the two-way ANOVA in (4.6) accounting for the between- and within-
cycle correlation on the same subject. The solid and dashed lines are the estimated
curves and the dotted lines are the associated 95% pointwise confidence band based
on robust standard error estimate. The smooth estimates obtained from model (4.12)
reflect similar trend as the sample average. Using different working correlation struc-
tures gives similar point estimates. However, accounting for between-cycle correlation
provides an estimator with a narrower confidence band than when the between-cycle
correlation is ignored.
As expected, Nimodipine has a larger effect on decreasing the MAP in high dose
cycles than on the low dose cycles: the mean MAP in the former decreases from 120.7
(95% CI: [119.1, 122.3] to 116.4 (95% CI: [114.7, 118.0]), while in the latter it changes
from 106.5 (95% CI: [105.4, 107.6]) to 105.1 (95% CI: [104.0, 106.2]). The results also
suggest that the effect of Nimodipine in the high dose cycles lasts longer than the
low dose cycles. In the low dose cycles, there is a slight dip in mean MAP while the
MAP bounces back quickly around 50 minutes after administering the medication. In
contrast, in the high dose cycles, the mean MAP continues to decrease until about 90
minutes after administering the medication. To investigate the effect of Nimodipine
on MAP, we plot the estimated difference in MAP at a time point (time t) after
taking the medication and right before taking the medication (time t0) in both dose
cycles. Specifically, we compute the functions,
d̂1(t) = f̂(t)− f̂(t0) and d̂2(t) = f̂(t) + β̂(t)− f̂(t0)− β̂(t0).
From the pointwise confidence bands in Figure 4.3, we see that Nimodipine signifi-
cantly decreases the MAP in the high dose cycles over the course of treatment, while
it only slightly decreases the MAP in the low dose cycles.
The other goal of the study is to estimate the effect of Nimodipine on cerebral
autoregulation. We defined loss of autoregulation as the oxygen reactivity index
(ORX) greater than 0.2. Patients with prolonged loss of cerebral autoregulation are
at risk for worse outcomes. Let Rijk be the at risk indicator for subject i in cycle
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j at time point k. The functional mixed effects model failed to converge for this
binary outcome. We fit the following marginal model to assess the risk of loss of
autoregulation,
logit{pr(Rijk = 1)} = f(Tijk) + β(Tijk)Wij +XTi γ, (4.13)
where Tijk is the time in a treatment cycle, and all the other covariates are the same as
in model (4.12). The working covariance assuming independence among observations
between cycles on the same subject is used. Figure 4.4 shows the estimated risk for loss
of cerebral autoregulation in the low and high dose cycles. For the low dose cycles, the
probability of loss of cerebral autoregulation increases slightly before the medication
and until 33 minutes after the medication, at which the maximal probability of 28%
(95% CI [0.25, 0.31]) is attained. Then afterwards the probability decreases to the
minimal risk of 20% (95% [0.16, 0.25]) at the end of the treatment cycle. For the
high dose cycles the risk of loss of cerebral autoregulation is always more than 30%,
and varies between 31% and 35.5%. Analogous to the MAP outcome, we plot the
odds ratio of loss of cerebral autoregulation between a time point (time t) after taking
the medication and right before taking the medication (time t0) in both dose cycles.
Figure 4.5 shows that the estimated odds ratio is greater than one until about 65
minutes after administering Nimodipine in the low dose cycles. For the high does
cycles, the estimated odds ratio stays above one until about 95 minutes after the
administration.
In summary, we found some evidence of Nimodipine reducing the mean MAP
when administered at the 60 mg dose, but not at the 30 mg dose. Nimodipine does
not appear to have a significant effect on cerebral autoregulation. These findings can
be used to evaluate the safety concerns of Nimodipine and the recommendation of
discontinuing the use of Nimodipine in SAH patients that is proposed in Diringer et
al. (2011).
77
4.7 Conclusion and discussion
The proposed marginal approach provides an effective alternative to analyze multi-
level functional data when the population average effects are of interest. The robust
sandwich variance estimator can be used for both conditional models and marginal
models to protect against misspecification of correlation matrix, especially when the
data has a complicated multilevel structure. Our investigation of the asymptotic
properties reveals that for the small knots scenario, the asymptotic bias does not
depend on the working correlation matrix and that the estimated mean function is
asymptotically efficient when the working correlation is correctly specified. For the
large knots scenario, both the asymptotic bias and variance depend on the working
correlation. A practical use of the asymptotic properties is to develop a new method
to select the smoothing parameter in marginal approaches based on minimizing the
asymptotic mean squared error. Without a likelihood framework, information criteria
such as AIC or BIC are not applicable to choose the smoothing parameter. However,
for logistic regression with random intercepts, under a bridge distribution (Wang and
Louise 2003) the marginal model takes a logistic form; therefore, the regression pa-
rameters in a conditional model also has a marginal interpretation. Likelihood based
inference can then be obtained under a conditional model and it may be possible to
estimate the smoothing parameter from the likelihood using a bridge distribution for
single level data.
Our methods can be applied to other marginal models such as an additive model,
g{E(Yijk|Tijk, Xijk)} = f1(Tijk) + f2(Xijk),
where f1(·) and f2(·) are smooth functions. For the multilevel MAP data in our
example, we used a two-way ANOVA to obtain a working covariance function. Other
techniques, such as functional principal components can also be used to obtain an
efficient working covariance function and the standard error will be calculated by
the robust sandwich formula. Although consistency is guaranteed by the sandwich
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variance estimator, effective choice of covariance structure for multilevel binary data
deserves further research.
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Table 4.6: Pointwise standard deviation, continuous outcome, multilevel model, nor-
mal random error, 500 replications.
t 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
f(t) = 2 sin(2pit)
Empirical (WI) 0.224 0.215 0.210 0.207 0.201 0.215 0.225 0.221 0.221
Sandwich (WI) 0.214 0.212 0.213 0.214 0.207 0.210 0.214 0.211 0.212
Empirical (Ind cycles) 0.209 0.212 0.209 0.204 0.202 0.206 0.210 0.210 0.211
Sandwich (Ind cycles) 0.207 0.205 0.205 0.205 0.205 0.205 0.207 0.206 0.206
Empirical (True) 0.207 0.209 0.205 0.201 0.201 0.206 0.210 0.209 0.209
Sandwich (True) 0.204 0.202 0.202 0.203 0.203 0.203 0.204 0.203 0.203
Model-based (True) 0.211 0.210 0.209 0.209 0.209 0.209 0.210 0.210 0.211
2− 16t+ 30t2 − 15t3
Empirical (WI) 0.203 0.200 0.199 0.202 0.204 0.204 0.207 0.209 0.209
Sandwich (WI) 0.209 0.206 0.204 0.203 0.204 0.204 0.206 0.206 0.207
Empirical (Ind cycles) 0.202 0.199 0.198 0.199 0.202 0.203 0.204 0.206 0.204
Sandwich (Ind cycles) 0.203 0.202 0.201 0.201 0.201 0.202 0.202 0.202 0.202
Empirical (True) 0.197 0.196 0.194 0.195 0.197 0.199 0.200 0.203 0.203
Sandwich (True) 0.200 0.199 0.199 0.199 0.200 0.200 0.200 0.200 0.200
Model-based (True) 0.207 0.207 0.206 0.206 0.206 0.206 0.206 0.207 0.207
80
Table 4.7: Mean average MSE of f̂(t) and SE of βˆ using different correlation struc-
tures, binary outcome, multilevel model, 500 replications.
R-spline P-spline (WI) P-spline (Ind cycles)
f(t) = sin(2pit)
AMSE 0.077 0.075 0.074
β 0.205 0.203 0.203
SE 0.428 0.426 0.425
f(t) = exp(t)− 2
AMSE 0.075 0.073 0.071
β 0.191 0.191 0.191
SE 0.434 0.436 0.433
Table 4.8: Pointwise standard deviation, binary outcome, multilevel model, 500 repli-
cations.
t 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
f(t) = sin(2pit)
Empirical (WI) 0.273 0.273 0.270 0.259 0.264 0.268 0.267 0.267 0.271
Sandwich (WI) 0.255 0.255 0.251 0.247 0.246 0.247 0.251 0.252 0.257
Empirical (Ind cycles) 0.271 0.272 0.268 0.257 0.263 0.266 0.264 0.267 0.267
Sandwich (Ind cycles) 0.251 0.251 0.247 0.243 0.243 0.244 0.246 0.248 0.250
f(t) = exp(t)− 2
Empirical (WI) 0.262 0.261 0.254 0.250 0.255 0.260 0.260 0.257 0.263
Sandwich (WI) 0.254 0.246 0.242 0.239 0.237 0.237 0.237 0.241 0.251
Empirical (Ind cycles) 0.262 0.260 0.252 0.247 0.252 0.255 0.254 0.250 0.254
Sandwich (Ind cycles) 0.248 0.241 0.238 0.236 0.234 0.233 0.233 0.236 0.245
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Figure 4.1: Scatterplot of the MAP versus time measured on a subject during four
treatment cycles (dot: observed MAP; solid line: local polynomial smoothing using
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Figure 4.2: Estimated effect of Nimodipine on MAP (upper panel: sample average at
each time point; bottom left panel: assuming between-cycles independence; bottom
right panel: using two-way ANOVA model based correlation structure.)



















































































































The solid and dashed lines are the estimated curves and the dotted lines are the
associated 95% pointwise confidence bands.
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Figure 4.3: Estimated dˆ1(t) and dˆ2(t) for MAP. (Left panel: the low dose cycles;
Right panel: the high dose cycles.)


















































The solid lines are the estimated curves and the dotted lines are the associated 95%
pointwise confidence bands.
Figure 4.4: Estimated effect of Nimodipine on cerebral autoregulation (left panel: the
low dose cycles; right panel: the high dose cycles)






























































The solid lines are the estimated curves and the dotted lines are the associated 95%
pointwise confidence bands.
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Figure 4.5: Estimated odds ratio exp{dˆ1(t)} and exp{dˆ2(t)} of loss of autoregulation.
(Left panel: the low dose cycles; Right panel: the high dose cycles.)
















































A. Proofs of the theorems in Chapter 2
In this part of the appendix, we prove the theorems stated in Section 2.4. We first
state the following assumptions for the theorems to hold.
Assumption 1. Let δj = τj+1 − τj and δ = max0≤j≤K δj, where τj, j = 1, · · · , K are
the K knots. There exists a constant M > 0, such that δ/(min0≤j≤K δj) ≤ M and
δ ∼ K−1.
Assumption 2. For any j, l = 1, · · · ,m,
sup
x,y∈[a,b]
|Qn,jl(x, y)−Qjl(x, y)| = o(K−2), sup
x∈[a,b]
|Qn,j(x)−Qj(x)| = o(K−2), (A.1)
sup
x,y∈[a,b]
|Qn,jl(x, y)−Qjl(x, y)| = o(K−4), sup
x∈[a,b]
|Qn,j(x)−Qj(x)| = o(K−3), (A.2)




i=1 I(Ti,j ≤ x, Ti,l ≤ y), Qn,j(x) = 1n
∑n
i=1 I(Tij ≤ x), and
Qjl(x, y) and Qj(x) are certain distribution functions with positive continuous density
functions ρjl(x, y) and ρj(x) on [a, b]× [a, b] and [a, b], respectively, which are bounded
away from 0.




NTΣ−1N and HK,n = GK,n +
λ
n
Dq. Applying the Demmler and
Reinsch (1975) decomposition, we have
(NTΣ−1N)−1/2Dq(NTΣ−1N)−1/2 = UTdiag(S)U, (A.3)
where U is an orthogonal matrix.
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Lemma 1 Under the assumption A2 and for the eigenvalues obtained in (A.3),
s1 = · · · = sq = 0, sj = n−1(j − q)2q ĉ1 for j = q + 1, · · · , K + p+ 1, (A.4)
where ĉ1 = c1(1 + o(1)) with c1 a constant depending only on q and the design density
and o(1) converges to 0 as n → ∞ uniformly for j1n ≤ j ≤ j2n for any sequences
j1n →∞ and j2n = o(n
2
2q+1 ).
Since the minimal and maximal eigenvalues of the matrix (NTΣ−1N)−1/2(NTN)1/2
are of the same order, the Theorem 2.2 (2.5 d) in Speckman (1985) is applicable.
To prove the main results, we first show the following preliminary results.
Result R1 (Lemma A1 in Zhu et al. 2008)









|{GK,n −G}i,j| = o(δ2). (A.6)






NTΣ−1(f − sf ) ‖∞ = o(δp+2) (A.7)
|E{f̂reg(t)} − sf (t)| = o(δp+1). (A.8)
Result (A.8) follows from Lemma A3 in Zhu et al. (2008) and ‖ G−1K,n ‖∞= O(δ−1).
Result R3 (Lemma 6.1 in Cardot 2000)
‖ Dq ‖∞= O(δ1−2q). (A.9)
Lemma 2 Under the assumption A2 (A.2), we have
max
1≤i,j≤K+p+1
|{H−1K,n}i,j| = O(δ−1) (A.10)
‖ H−1K,n −H−1 ‖∞= o(δ−1) (A.11)
max
1≤i,j≤K+p+1



























= G∗{I + λdiag(S)}−1GT∗ ,






























g∗2il ≤‖ G−1K,n ‖∞= O(δ−1). (A.13)
The first inequality in (A.13) follows from Cauchy-Schwarz inequality, and second in-
equality follows from sl ≥ 0 for l = 1, · · · , K+p+1. Therefore, max1≤i,j≤K+p+1 |{H−1K,n}i,j| =
O(δ−1). Applying similar arguments as in Lemma A2 of Claeskens et al. (2009), leads
to
H−1 −H−1K,n = H−1K,n(GK,n −G){I −H−1K,n(GK,n −G)}−1H−1K,n. (A.14)
Combing (A.6) with (A.14), yields (A.11). Result (A.12) follows from (A.10) and
(A.11).























since ‖ G−1K,n λnDq ‖∞≤‖ G−1K,n ‖∞‖ λnDq ‖∞= O(δ−1δ1−2q λn) = O(Kq) = o(1). There-
fore ‖ H−1K,n ‖∞=‖ G−1K,n(I + G−1K,n λnDq)−1 ‖∞≤‖ G−1K,n ‖∞‖ (I + G−1K,n λnDq)−1 ‖∞=
O(δ−1). Thus we obtain ‖ H−1K,n −H−1 ‖∞= o(δ−1) using the assumption A2 (A.1).
Let sf (·) = N(·)β be the best L∞ approximation to the function f .
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A.1 Proof of Theorem 2.4.1
First, we can rewrite












TΣ−1Y . Then we have








NTΣ−1(f − sf + sf ).
Barrow and Smith (1978) showed that sf (t)− f(t) = ba(x, p+ 1) + o(δp+1). Here the
order of the second term is found in R2 (A.8).
Applying the definition gives s
(q)
f (t) = {N(t)β}(q) = Nq(t)∆qβ, with
Nq(t) = {N−p+q,p+1−q(t), · · · , NK,p+1−q(t)}. Noting β = G−1K,n( 1nNTΣ−1N)β = 1nG−1K,nNTΣ−1sf
and Dq = ∆
T





















































































NTΣ−1(f−sf ) are asymptotically ignorable. Note 0 ≤ Nj,q(·) ≤
1, it is easy to show that max{∫ b
a
Nq(t)dt} = O(δ). By the characteristic of the func-
tion space, supt∈[a,b] |s(q)f (t)| = O(1). For the second part of Theorem 2.4.1, when
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f (t)dt} = O(δ). By def-



















NTΣ−1(f − sf ) = o(λn−1δp−2q).
Therefore, Efˆ(t)− f(t) = ba(t, p+ 1) + bλ(t,Σ) + o(δp+1) + o(λn−1δ−q) = O(δp+1) +
O(λn−1δ−q).











{H−1GH−1 +H−1K,n(GK,n −G)H−1K,n +H−1G(H−1K,n −H−1)
+ (H−1K,n −H−1)GH−1K,n}NT (t).
Analogous to the bias, we have 1
n
N(t)H−1K,n(GK,n − G)H−1K,nNT (t), 1nN(t)(H−1K,n −
H−1)GH−1K,nN
T (t) and 1
n
N(t)H−1G(H−1K,n−H−1)NT (t) are of the same order o(n−1δ−1).
Finally, note that when Kq = O(1), o(λn
−1δ−q) = o((λ/n)1/2) and o(n−1δ−1) =
o(n−1(λ/n)−1/2q). This proves the theorem 2.4.1.
A.2 Proof of Theorem 2.4.2
First note from Theorem 2.4.1, we have



























where Cni = N(t)(N
TΣ−1N + λDq)−1NTi V
−1 with Ni = {NT (Ti1), · · · , NT (Tim)}T .
To check the Lindeberg condition, it suffices to show that
lim
n→∞
max1≤i≤n ‖ Cn,i ‖2∑n
i=1 ‖ Cn,i ‖2
= 0.
Rewrite
‖ Cni ‖2 = N∗(t)TNTi V −2NiN∗(t),
n∑
i=1

















−2Ni) ≤ λmax(V −2)λmax(NiNTi ),
max1≤i≤n λmax(NTi V
−2Ni) = O(1),
where λmin(A) and λmax(A) denote respectively the smallest and largest eigenvalues
for the matrix A,
max1≤i≤n ‖ Cn,i ‖2∑n










This proves the theorem.
A.3 Proofs of Theorems 2.4.3 and 2.4.4
Note that {N(t)β}(p) = ∑Kj=0Nj,1(t)β(p)j = ∑Kj=1 I(τj ≤ t)(β(p)j − β(p)j−1) + β(p)0 , where
β(p) is the pth difference of β defined in Claeskens et al. (2009). Since the derivative









The transition matrix L can be obtained from the equation










j − β(p)j−1)2 = β(p)TQTQβ(p), with Q as a (K + 1) × (K + p + 1)
transition matrix. For equidistant knots, β(p) = δp∇pβ where ∇p is a difference




Therefore, f̂∗ corresponds to a B-spline estimator with equidistant knots which satis-
fies λ∗LTPL = λDq = λδ−2p∇TpQTQ∇p. The asymptotic bias, variance and normality
can be obtained, following the arguments in the proof of Theorems 2.4.1 and 2.4.2
via replacing λDq by λ∗δ−2p∇TpQTQ∇p.
B. Appendix for Chapter 3
B.1 Asymptotic variance of mˆ0(t), mˆ1(t) and βˆ
In this section we derive the asymptotic variance of mˆ0(t), mˆ1(t) and βˆ. As shown
in (A.1) of Lin and Carroll (2001), mˆ0(t, βˆ) and mˆ0(t, β) have the same asymptotic
properties, because parametric estimators converge faster than nonparametric esti-
mators. Therefore, we will work on mˆ0(t, β) and mˆ1(t, β) directly. Following Lin and
Carroll (2000), we have













































where νjji is the jth diagonal element of V
−1
i and µij0 = g
−1{XTijβ +m0(Tij)}, µij1 =















where fj(t) is the marginal distribution of T1j for j = 1, · · · , J . The above quantities






















2νjji Kh(Tij − t).


























2νjji Kh(Tij − t)Xij. (A.18)
Denote X˜i0 = Xi +
∂mˆ0(t,β)
∂β

















Applying Newton-Raphson method, we can calculate βˆ by the following formula







Under some regularity conditions, similarly as in Lin and Carroll (2001), we have the



























































and V ar(mˆ1) can be defined similarly as V ar(mˆ0), where e1 is a (p + 1) × 1 vector
of with the first element 1 and all the other elements 0. Those variances can be
estimated by plugging the unknown quantities with their estimated values.
B.2 Derivation of the asymptotic bias and variance of the para-
metric estimator βˆ
In this section, we derive the expression of the asymptotic bias and variance of the
estimator from the parametric model.
I. Identity link







































where A11.2 = A11 − A12A−122 A21. With the above formula, we can represent the



























i (Xiβ +m(Ti))}, and
























i T˜i) = 0.
When X and T are independent, without loss of generality, EX = 0, i.e., X are
centered, and EXT1 V
−1


























a.s.−−→ EXT1 V −11 X1.
The first two equations follows from that X and T are independent and EX = 0, and







































































where µ˜i = µ(X
T
i β + T˜
T
i βt) and µi = µ{XTi β + m(Ti)}. The asymptotic variance of
































−1 + (EXT1 V
−1
1 X1)








i {Yi − µ(XiTβ + T˜ Ti βt)}.
Under some regularity conditions, we have the following expressionβˆp − β
βˆt − βt

















i (Yi − µ˜i),
where µ˜i = µ(X
T
i β + T˜
T







































with A˜11.2 = A˜11 − A˜12A˜−122 A˜21. Similarly as in the identity link condition, we can
obtain the bias of the estimator.
C. Proofs of theorems in Chapter 4
In this section, we show the proofs of the theorems in Chapter 4. We first prove
the theorem with B-spline basis. Similar to Claeskens et al. (2008) and the proof
in Appendix A, results with truncated polynomial basis can be obtained through a
transformation of the two sets of basis functions.
First we state some technical assumptions.
Assumptions 1, 2 and 3 are the same as shown in Appendix A.
Assumption 4. The eigenvalues of the working covariance V and true covariance Σ
are bounded away from zero.







−1Bi, Hn = Gn +
λ
n







Proof of Theorem 4.3.1 follows similar arguments as the proof of Theorem 2.4.1
in Appendix A, but distinguishing the assumed working covariance matrix and the
true covariance matrix, which is not shown here.
Now we prove Remark 10. Since ||G−1||∞ = O(K) and ||λnDq||∞ = ||λn∆Tq R∆q||∞ =
O(λ
n






K2q) = o(1). By















B(t)G−1MG−1BT (t) + o(1) + o(n−1(λ/n)−1/2q),
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which is minimized when V = Σ by the Cauchy-Schwartz inequality. 
To prove Remark 11, let θˆλ,Σ = (B
TΣ−1B + λDq)−1BTΣ−1Y , and f̂Σ(t) =
B(t)θˆλ,Σ. We would like to examine conditions for
var{f̂(t)} = B(t)cov(θˆλ)BT (t) ≥ var{f̂Σ(t)} = B(t)cov(θˆλ,Σ)BT (t)
to hold. To show the above equality is equivalent to show that cov−1(θˆλ,Σ) ≥
cov−1(θˆλ). We see that
cov−1(θˆλ,Σ)− cov−1(θˆλ) = A1 + λA2 + λ2A3,
A1 = B
TΣ−1B −BTV −1B(BTV −1ΣV −1B)−1BTV −1B,
A2 = 2Dq −Dq(BTV −1ΣV −1B)−1BTV −1B −BTV −1B(BTV −1ΣV −1B)Dq,
A3 = Dq{BTΣ−1B − (BTV −1ΣV −1B)−1}Dq.
By Cauchy-Schwartz inequality A3 ≥ 0. Let ωk = λmin(Ak), k = 1, 2, 3. By a result
in Welsh, Lin and Carroll (2002), when
λ < (
√
ω22 + 4ω1|ω3| − |ω2|)/(2|ω3|),
then uT{cov(θˆλ)− cov(θˆλ,Σ)}u ≥ 0, ∀u.
C.2 Sketch of proof of Theorem 4.3.2
The proof of the first half of the Theorem 4.3.2 is similar as the Theorem 2.4.2 in Ap-
pendix A, which is skipped here. Now we show f˜(t) and f̂(t) are asymptotically equiv-




















−1Yi, and H˜n = G˜n + λnDq. Note that from Claeskens et al. (2009),
we have








f˜(t)− f̂(t) = B(t)G˜−1n L˜n −B(t)G−1n Ln
− λ
n
{B(t)H˜nDqG˜−1n L˜n −B(t)HnDqG−1n Ln}




n −G−1n )L˜n +B(t)G−1n (L˜n − Ln) ≡ rn11 + rn12
and
|rn11| ≤ λmax(G˜−1n −G−1n )||B(t)|| · ||L˜n||,
where || · || denotes Euclidean norm and λmax(A) denotes the largest eigenvalue of a
matrix A. By Lemma 8 in Huang et al. (2007), we have
sup
u,v












n ) = Op(K), we have
λmax(G˜
−1






Let [L]j denote the jth component of a vector L. By Lemma A9 in Huang et al. (2007),
sup
B.j ,Y






















































where c = (0, · · · , 1, · · · , 0)T has the jth component to be one. It follows that







= [Ln]j + op(1).












Combining (A.19), (A.20) and note that ||B(t)|| = O( 1√
K









|rn12| ≤ λmax(G−1n )||B(t)|| · ||L˜n − Ln||.
Therefore












































n (L˜n − Ln)
≡ rn21 + rn22 + rn23.
Note that
H˜−1n −H−1n = H−1n (Gn − G˜n){I −H−1n (Gn − G˜n)}−1H−1n .
Since when Kq = o(1), λmax(H
−1
n ) = O(K), and when Kq = O(1), λmax(H
−1
n ) =
O[K/(1 +K2qq )] = O(K), it follows that

























n −H−1n )||B(t)|| · ||Dq||∞ · ||G˜−1n L˜n||.



















both for Kq = op(1) and Kq = Op(1). Similarly, we can show that rn22 = op(1) and
rn23 = op(1), therefore rn2 = op(1) and θ˜n,λ − θˆn,λ = op(1). Combining all terms, we
have
f˜(t)− f̂(t) = op(1),
that is, estimation of ρˆ in V̂ −1 does not affect the asymptotic distribution of f˜(t).






















−1Σ̂V̂ −1Bi, Σ̂ is a consistent estimator of cov(Yi), for ex-
ample, Σ̂ = (Yi − Biθˆ0)(Yi − Biθˆ0)T , where θˆ0 is an initial regression spline esti-
mator. Let εi(θ









B(t)(H˜−1n −H−1n )M˜nH˜−1n B(t) +
1
n2













Let εi(θˆ0) = Yi −Biθˆ0. To evaluate the eigenvalues of M˜n −Mn, note that
sup
||c||=1

























∗)(Vˆ −1i − V −1i )Bic|
≡ sn1 + sn2 + sn3.
Further note
V̂ −1(ρˆ) = V −1(ρ0) +DV −1(ρ0)(ρˆ− ρ0) +D2V −1(ρ˜)(ρˆ− ρ0)2,









and sn2 = op(n), and sn3 = op(n). We can also show that sup||c||=1 |cT [M˜n(θ∗) −
Mn]c| = op(n). Note that ||B(t)||2 = O(1/K), ||H−1n ||∞ = O(K), ||Mn||∞ = O( nK )








































= op(K/n) = op(1).
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