In this paper the iteration operator corresponding to the Picard-Lindel of iteration is considered as a model case in order to investigate the convergence theory of the Arnoldi process. We ask whether it is possible to use a theorem by N e v anlinna and Vainikko to obtain the spectrum of the local operator. In the cases considered here the answer is no.
Introduction
The Picard-Lindel of iteration is a commonly used iterative method when large systems of initial value problems are solved. Here we shall restrict our attention to linear problems. The iteration operator corresponding to the Picard-Lindel of iteration is an interesting example of an operator encountered in the theory of iterative methods which is not self-adjoint.
Here the iteration operator corresponding to the Picard-Lindel of iteration is considered as a model case in order to investigate the convergence theory of the Arnoldi process. More speci cally we ask whether it is possible to use a result by N e v anlinna and Vainikko 12] which tells us that under certain circumstances it is possible to obtain the spectrum of the local operator by looking at those of the Hessenberg matrices generated by the Arnoldi process. Our result is negative: we show t h a t i f in the cases considered we c hoose a bad starting vector for the Arnoldi process then the assumptions of the Nevanlinna-Vainikko theorem do not hold.
A description of the problem as well as some theoretical background is given in Section 2. In Section 3 we s h o w h o w the Arnoldi process works in practice by looking at a simple example. We shall then show in Section 4 that in the scalar case the assumptions of the Nevanlinna-Vainikko theorem do not hold. In Section 5 w e shall extend this result to the matrix case. Much of the theory presented is valid in general. The whole proof of a result similar to the scalar case is carried through in the case where the decomposition of the coe cient matrix is such that the resulting matrices can be transformed into their respective Jordan forms by the same transformation matrix.
The Problem
Suppose we h a ve a linear constant coe cient initial value problem _ x + Ax = f(t) t > 0 x(0) = x 0 where x(t), f(t), x 0 2 C d and A is a d d matrix. Introducing the decomposition of A : A = M ; N, w e get the iteration _ x n + Mx n = Nx n;1 + f(t) t > 0 (1) x n (0) = x 0 n = 1 2 : : :
If nothing better is available we can take x 0 (t) = x 0 . The original Picard-Lindel of iteration corresponds to the decomposition M = 0 and N = ;A. T h i s h o wever only converges on nite intervals. We shall look at the equations (1) in 0 1) and make the assumption that both A and M have spectra strictly in the right half plane, i.e. if 2 f (A) (M)g, t h e n R e > 0:
Now let K be the convolution operator Kx(t) = R t 0 e ;M(t;s) Nx(s) ds. The iteration (1) can be rewritten as a xed point iteration x n = Kx n;1 + ' where ' := e ;Mt x 0 + Z t 0 e ;M(t;s) f(s) ds. W e shall study the operator K in L 2 (R + C d ) and its invariant subspaces, with the inner product (x y) = R 1 0 y (t)x(t)dt, w h e r e y denotes the complex conjugate transpose y T of y.
We denote by K(z) the symbol of the operator K: K(z) : = ( z + M) ;1 N:
As customary, the spectrum of the operator K is denoted by (K) and the spectral radius by (K). = 0 where the in mum is over all j and over all monic polynomials of degree j. And last of all, the operator A on a separable, in nite dimensional, complex Hilbert space H is said to be quasitriangular if there exists a sequence fP n g of nite rank (orthogonal) projections on H converging strongly to 1 such that kP n AP n ; AP n k ! 0: We shall denote by N, QN, QA and QT the sets of nilpotent, quasinilpotent, quasialgebraic and quasitriangular operators respectively. Note that in general it is true that N QN QA QT.
By a theorem by H a l m o s 6 ] an operator A is quasialgebraic if and only if cap( (A)) = 0: Here cap( (A)) denotes the capacity of the spectrum. In general, capacities can be thought of as nonlinear generalizations of measures 3]. The logaritmic capacity o f a s e t E is obtained from the Green's function, which is de ned as follows. Given a compact set E C , denote by G 1 the unbounded component of the complement C ; E of E. The (classical) Green's function for G 1 with a pole at 1 is the unique function g( ) de ned in G 1 , with the following properties:
g is a harmonic function in G 1 g( ) = log j j + O(1) as j j ! 1 g( ) ! 0 a s ! from G 1 for every 2 @G 1 : Because g( ) ; log j j is bounded near 1 and harmonic, it has a removable singularity there. The value of the limit, := lim !1 g( ) ; log j j] is the Robin's constant for E and the (logaritmic) capacity is given by cap(E) = e ; : If the set E is such that a Green's function for G 1 with the above mentioned properties does not exits, the capacity of the set is zero. To illustrate the idea of capacities note that the capacity of a line segment o f l e n g t h l is l=4, whereas the capacity of a disk with radius r is r. S i n c e (K) is connected and contains both 0 and (K)e i for some we h a ve Corollary 4 K is nilponent , K is quasinilpotent , K is quasialgebraic.
Since quasialgebraicity implies quasitriangularity, the nilpotency of K will also imply the quasitriangularity o f K. In Corollary 4 we h a ve s h o wn that in the case of the Picard-Lindel of operator the rst three inclusions in N QN QA QT can be replaced by equalities: N = QN = QA. Is this true for the last inclusion as well? We shall not try to answer this question as it is here, but it is related to the question we set to examine.
In order to discuss quasitriangularity w e need the following de nition: The following characterization is due to Douglas In particular by Theorem 3 quasialgebraicity implies that inf n h n n;1 = 0 . The reverse is not necessarily true. It could be that inf n h n n;1 = 0 which b y Proposition 1 means that A b] is quasitriangular, but still n 1 h j j;1 ] 1=n 6 ! 0, which w ould mean that A is not quasialgebraic. The question is, is this the case for the Picard-Lindel of operator. As long as K is not nilpotent, which b y Corollary 4 means it is also not quasialgebraic, i.e. n 1 h j j;1 ] 1=n 6 ! 0, is it true that inf n h n n;1 > 0? That is, is it true, that the operator K b] is not quasitriangular for all nonnilpotent K and b 6 2 N 
The reason we are interested in inf n h n n;1 is that by 12] the condition inf n h n n;1 = 0 allows a convergence theorem for Arnoldi. For let A n be the n n Hessenberg matrix created on the n th iteration step of the Arnoldi process and denote by ((A n ) n2N ) the limit spectrum of the sequence (A n ), which is de ned as follows:
De nition 2 For n 2 N let A n be a b ounded linear operator in some complex What Theorem 4 actually says is that if the subdiagonal of the Hessenberg matrices created by the Arnoldi process has a subsequence which tends to zero, then the spectrum of the local operator is obtained from those of the Hessenberg matrices.
3 Functions Generated by the Arnoldi Process: an Example
We shall now look at the behavior of the Arnoldi process a simple example case, namely K with M = 1 =2 a n d N = ;1. The Arnoldi process was introduced in Section 2. We apply this process to our operator T x(t) = ; Z t 0 e ;(t;s)=2 x(s)ds, where x(t) is a function in L 2 (R + C ).The inner product is (x y) = R 1 0 x(s)y(s)ds. We c hoose the initial function v 1 (t) = e ;t=2 .
Before we continue let us introduce the Laguerre polynomials. They are de ned by L n (t) = P n k=0 n k (;1) k t k k! . Here we shall need the following properties of the Laguerre polynomials: rst of all, the set of functions n (t) = e ;t=2 L n (t) i s o rthonormal on the interval t 2 0 1), i.e. 
= (e ;t=2 L n+1 e ;t=2 L i;1 ) ; (e ;t=2 L n e ;t=2 L i;1 )] = ; i n+1 i = 1 ::: n + 1 w n+2 = T v n+1 ; h n+1 n+1 v n+1 = e ;t=2 (L n+1 (t) ; L n (t)) + e ;t=2 L n (t) = e ;t=2 L n+1 (t) h 2 n+2 n+1 = (w n+2 w n+2 ) = ( e ;t=2 L n+1 e ;t=2 L n+1 ) = 1 v n+2 = e ;t=2 L n+1 (t)
So the functions generated by Arnoldi are the Laguerre functions v n+1 = e ;t=2 L n (t). Moreover, the Hessenberg matrix generated by the Arnoldi process on the n th iteration step is the n n matrix
so subdiagonal elements of the Hessenberg matrix are h n n;1 = 1 f o r a l l n and it is true that inf n h n n;1 > 0. This means that we cannot use Theorem 4 to obtain the spectrum of T by looking at those of the Hessenberg matrices. Clearly (h n ) = f;1g for all n so the limit spectrum of the sequence (h n ) i s ( ( h n ) n2N ) = f;1g. In the next section we shall see that (T ) = f : j + 1 j 1g, so indeed ((h n ) n2N ) 6 = (T ).
4 The Scalar Case
We shall now consider same problem as in the previous section, namely the operator T x(t) = ; Z t 0 e ;(t;s)=2 x(s)ds, where x(t) is a function in L 2 (R + C ), but in a di erent formalism.
The Laguerre polynomials introduced in Section 3 and discussed in Appendix A shall be needed here. We shall also need the following proposition by Szeg 
We h a ve n o w shown that the functions v n (t) form an orthonormal basis of L 2 (R + C ). Furthermore (T + 1 ) v n = v n+1 for all n 1. This means that T + 1 shifts each basis vector v n to the next one and can thus be identi ed with the shift operator S in l 2 (Z + ).
Let us consider the shift operator S in l 2 (Z + ) = cl span n 0 fe n g: Se n = e n+1 . T h e following results are easily obtained. First of all, kT +1k = kSk = 1. Also, kT k = 2 . This is easy to see by rst noting that kT k = kS ; 1k k Sk + k1k = 2 : The inequality in the opposite direction follows by c hoosing x n = 1 p n (;1 1 ;1 1 : : : (;1) n 0 : : : ) where the n rst elements of x n are x n j = (;1) j p n , j = 1 : : : n , and the rest of the elements are 0. Evidently kx n k = 1 a n d kS ; 1k = sup kxk=1 k(S ; 1)xk k (S ; 1)x n k ; ! 2 n ! 1 :
8 S is the inverse shift operator de ned by S e n+1 = e n : Now N (S) = f0g, N (S ) = spanfe 0 g and the range R(S) o f S is R(S) = N (S ) ? = s p a n fe 0 g ? which i s c l o s e d . Precisely these properties, the boundedness of the operator and the nontriviality of the kernel of its adjoint, are the essence of quasitriangularity. S o N (T + 1 ) = fx j x = 0a.e.g, N (T + 1) = spanfv 1 g = spanfe ;t=2 g and R(T + 1) is closed.
Now w e h a ve the following result.
Proposition 3 T is not quasitriangular.
Proof. kT k = 2 s o T is a bounded linear operator in L 2 . Since N (T + 1 )=fx j x = 0 a.e.g and N (T + 1 ) = s p a n fe ; 1 2 t g, the index of T + 1 is negative: ind(T + 1 ) = dimN (T +1);dimN (T +1)< 0. The range R(T +1)=N (T +1) ? = s p a n fv 1 g ? is closed. So T 2 L(L 2 ) a n d T + 1 is a semi-Fredholm operator with negative index. From Theorem 2 it follows that T is not quasitriangular.
In order to prove that T is not quasitriangular it is su cient to consider T + 1. However the proof above can be done not only by considering T + 1 b u t b y considering T ; for any for which j + 1 j < 1. De ne := + 1 so that T ; S ; and T ; S ; . A n y x 2 l 2 can be expressed as x = P 1 n=0 x n e n . 
Let us examine the coe cients of e ;t=2 t p :
By using the series expansion of (1 + x) k for x = ; and k = ;p ; 1 w e get
This holds again for jxj = j ; j = j j = j + 1 j < where C = x 0 1; is a constant. We h a ve s h o wn that if x 2 N (T ; ) t h e n x = Ce t(1=2+1= ) , w h i c h does belong to L 2 when j + 1 j < 1. So N (T ; ) = spanfe t(1=2+1= ) g. On the other hand S ; h a s n o n o n trivial kernel so N (T ; ) = fx j x = 0 a.e.g. The range of S ; is l 2 so the range R(T ; ) o f T ; is L 2 which is closed. That j + 1 j < 1 actually means that belongs to the spectrum of T , since the spectrum of the shift operator is f : j j 1g, so the spectrum of T is (T ) = (S ; 1) = f ; 1 : j j 1g = f : j + 1 j 1g: So the proof above can be done by considering T ; for any inside the spectrum of T .
The above w as done for M = so u n+1 = ( 1 ; K)u n and 1 ; K is the shift operator in the basis fu n g 1 n=1 . N o w ; K can be identi ed with S, where S is the shift operator in l 2 (Z + ), and we can proceed as before to show t h a t i f Ku(t) = R t 0 e ; (t;s) u(s)ds, w h e r e and are scalars, 6 = 0 , R e > 0 a n d R e > Re , t h e n Proposition 4 K is not quasitriangular.
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By using the shift analogy it is easy to show t h a t K(u 1 K) = cl spanf( ) n n+1 X k=0 u k+1 (;1) k n + 1 k ! g 1 n=0 = c l s p a n fu n+1 g 1 n=0 = L 2 :
Since K u 1 ] = Kj L2 = K and K is not quasitriangular, by Proposition 1 we c a n conclude that inf n h n n;1 > 0 so Theorem 4 cannot be used.
Note that b = u 1 2 N (( ; K ) ) is a special starting vector, for it has the property that K(u 1 K) = L 2 . This is true for any v ector of the form b = P 1 i=1 i u i , 1 6 = 0 . If however 1 = 0 this result cannot be used, for then K(b K) = fu 1 : : : u m;1 g ? , where m is the rst index for which m 6 = 0 . I f w e then try to apply Theorem 2 in K(b K) instead of L 2 we r u n i n to problems, since N (( ; K ) ) will no longer be nonempty, for u 1 6 2 K(b K). However if we just look at the Arnoldi process, it is obvious that inf n h n n;1 = 1 > 0 i f w e c hoose any of the (scaled) Laguerre functions as the initial function.
5 The General Case
The Key Result
We h a ve the following theorem regarding the Arnoldi process. A theorem by Douglas and Pearcy 4] presents in a di erent formalism a related result the proof of which is similar to the proof of this theorem. Proof. Let P n be an ortogonal projection onto the n-dimensional Krylov subspace K n (A b) = s p a n fb Ab ::: A n;1 bg. Let b 2 N (A ) and consider A n := P n AP n j Kn . Since P n is an orthogonal projection, P n = P n so A n = P n A P n . Moreover P n b = b 2 K n . N o w A n b = 0 and A n is nite so there exist some vector a 2 K n , a 6 = 0 , kak = 1 such t h a t A n a = 0 . T h us P n AP n a = 0 and kAP n ; P n AP n k k (AP n ; P n AP n )ak = kAP n ak = kAak if kAxk kxk for all x. It is easy to verify that kAP n ; P n AP n k = h n+1 n .
Thus the Theorem 4 by Nevanlinna and Vainikko cannot be used if the operator is bounded from below and its adjoint h a s a n o n trivial null space, from which the starting vector for the Arnoldi process is chosen. We shall apply this to the operator ; K . W e examine the nu l l s p a c e o f ( ; K ) in Section 5.2 and the boundedness from below o f ; K in Section 5.3. A few comments on the subject are given in Section 5.4.
The Null Space of ( ; K )
Let us consider the operator Ku and now b y di erentiating we g e t ;e ;tM N u(t) = ; e ;tM M u(t) + e ;tM u 0 (t) ( M ; N )u(t) = u 0 (t) u 0 (t) = (M ; 1 N )u(t) u(t) = e (M ; 1 N )t C: So our candidates for functions belonging to the null space of ;K are the functions v(t) = N e (M ; 1 N )t C: For these to be members of the null space of ; K they must belong to L 2 . N o w assume that M ; 1 N has at least one eigenvalue j with a negative real part. Choose C to be the eigenvector corresponding to this eigenvalue. Here J a is a Jordan block w i t h a's on the diagonal. The rst three of these cases are ofcourse special cases of the fourth. We shall however present all of the proofs, though the basic structure in all of them is the same, since we are not only interested in proving the boundedness from below but we also wish to get an estimate for the lower bounds in the di erent cases.
We shall need the following result:
Lemma by de ning k = 0 for k < 0.
We shall also need the following lemma:
Lemma 2 , where C is given in the proofs of the Propositions 7 { 10. The Hessenberg matrices generated by K and ; Khave the same subdiagonal elements so also the subdiagonal elements of the Hessenberg matrix generated by the Arnoldi process for K satisfy h n n;1 > C (T ) . Our original question was, whether it is true, that the operator K b] is not quasitriangular for all nonnilpotent K and b 6 2 N (N). We only answer this in the case where M and N can be transformed into their Jordan forms by the same transformation matrix T and the b 2 N ( ; K ) for a suitable . Clearly if the starting vector is chosen from the null space of N, then the local operator is K b] 0. In this case the Nevanlinna-Vainikko theorem can be used but the result is not of general interest. If b is chosen at random it might coincide with a vector from the null space of ( ;K ) , in which case the Nevanlinna-Vainikko theorem cannot be used.
Corollary 5 De ne := 2Re > 0. N o w f(;1) n p e ; t L n ( t)g 1 n=0 =: fu n g 1 n=0 is an orthonormal basis for L 2 (R + C ) Proof. By Proposition 2 f m g 1 m=0 is a basis of L 2 (R + R). But then it is also a basis of L 2 (R + C ), for take a function f 2 L 2 (R + C ). Then f = u + iv where u v 2 L 2 (R + R) a n d f can be expressed as f = P k k k + i P k k k = P k ( k + i k ) k = P k k k k := k + i k . Let f now b e a n y function in L 2 So h(t) = X n n e ;t=2 L n (t) g(t) = h(2 t) = X n n e ; t L n (2 t) f(t) = e ;i!t g(t) = X n n e ;( +i!)t L n (2 t) = X n n e ; t L n ( t) where := + i! and := 2 = 2 R e . S o fe ; t L n ( t)g 1 n=0 is a basis of L 2 (R + C ) and moreover f p e ; t L n ( t)g 1 n=0 is an orthonormal basis of L 2 
