Let k be an algebraic extension of Q which contains all 2-power roots of unity, let g be a positive integer, and let α1, ... , α2g+1 be algebraically independent transcendental variables over k. Let K be the transcendental extension of k obtained by adjoining the elementary symmetric functions of the αi's. Let C be the hyperelliptic curve defined over K which is given by the equation
Introduction
Let k be an algebraic extension of Q which contains all 2-power roots of unity. Let K be the transcendental extension of k obtained by adjoining the coefficients of the cubic polynomial (x − α 1 )(x − α 2 )(x − α 3 ), where α 1 , α 2 , and α 3 are independent and transcendental over k. Fix an algebraic closureK of K. Suppose that E is the elliptic curve over K given by the Weierstrass equation
For any integer n ≥ 0, let E[2 n ] be the subgroup of E(K) of 2 n -torsion points, and let K n be the extension of K over which they are defined. (Note that K 0 = K.) Further, denote by E [2 ∞ ] the subgroup of all 2-power torsion points and denote by K ∞ the minimal (algebraic) extension of K over which they are defined.
In this paper, will denote the 2-adic Tate module of E; it is a free Z 2 -module of rank 2. Let
Then V 2 (E) is a 2-dimensional vector space over Q 2 which contains the rank-2 Z 2 -lattice T 2 (E). Clearly, Q × 2 acts upon the set of all rank-2 Z 2 -lattices in V 2 (E) as follows: for any such lattice Λ and any a ∈ Q × 2 , then aΛ := {aλ | λ ∈ Λ}, which is also a rank-2 Z 2 -lattice in V 2 (E). Now let L be the set of equivalence classes of such lattices, where two lattices Λ and Λ are equivalent if there exists a a ∈ Q × 2 such that aΛ = Λ . The equivalence class in L of a lattice Λ will be denoted [Λ] .
We endow L with the structure of a graph whose vertices are the elements of L as follows: two vertices are connected by an edge if they can be written as [Λ] and [Λ ] , where Λ ⊂ Λ and Λ /Λ ∼ = Z/2Z. It is easy to see that this relation is symmetric, so the edge set of this graph is well-defined. It is proven in [9] (Chapter II Section 1) that this graph is in fact a 3-regular tree, known as the Bruhat-Tits tree. We may designate v 0 := [Λ 0 ] as the root, and consider the Bruhat-Tits tree as a rooted tree.
Let |L| denote the set of vertices of L. Since L is a tree, one may define the "distance" between two vertices in |L| to be the number of edges in a simple path connecting them. For any integer n ≥ 0, let |L| n (respectively |L| ≤n ) denote the subset of vertices of L which are of distance n (respectively ≤ n) from the root [Λ 0 ]. The fact that L is a 3-regular tree implies immediately that each vertex v ∈ |L| n for n ≥ 1 has exactly one "parent", that is, a unique vertex v ∈ |L| n−1 of distance 1 from v. Furthermore, each v ∈ |L| n for n ≥ 2 has a "twin", that is, a unique lattice v ∈ |L| n different from v with the same parent as v. Note that for any v ∈ |L| n with n ≥ 2, v = v but (v ) = v.
Let v ∈ |L| 1 . Then there is a lattice Λ representing v such that Λ > Λ 0 and Λ/Λ 0 ∼ = Z/2Z. There are three such lattices Λ which represent the three vertices in |L| 1 , all contained in 1 2 Λ 0 . Then each such Λ can be identified with an order-2 subgroup of E [2] via the induced injection Λ/Λ 0 → 1 2 Λ 0 /Λ 0 composed with the obvious isomorphisms 1 2 Λ 0 /Λ 0 ∼ = Λ 0 /2Λ 0 = T 2 (E)/2T 2 (E) ∼ = E [2] . For i = 1, 2, 3, we denote by v i the vertex in |L| 1 corresponding in this way to the order-2 subgroup (α i , 0) of E [2] . We define the "twin" of v i to be v i := v i+1 , where i is considered as an element of Z/3Z. 
and for every v ∈ |L| n with n ≥ 3, Ψ(v) is a root of the quadratic polynomial Proof. For each N ≥ 1, define F N to be the set of all functions Ψ : |L| ≤n \{v 0 } that satisfy the conditions of Definition 1.1 for n ≤ N . Clearly, each F N is finite, and for each N < N , there is a map from F N to F N by restriction, so it will suffice to show that each F N is nonempty. By definition, F 1 is nonempty, and one can explicitly show that F 2 is nonempty and that any function Ψ ∈ F 2 takes nonzero values inK. Now we prove inductively that F N is nonempty for N ≥ 3 by showing that for each N ≥ 2 and function Ψ N ∈ F N , there is a function Ψ N +1 ∈ F N +1 restricting to Ψ N . This amounts to showing that for each v ∈ |L| n with n ≥ 2, the polynomial
2 has two distinct roots inK. It is clear from part (b) of the definition and a little computation that for v ∈ |L| 2 , the polynomial
has two distinct, nonzero roots inK. Now assume inductively that this claim holds for all v ∈ |L| n−1 for some n ≥ 3. Let v ∈ |L| n . If 0 were a root of
2 , which by the inductive assumption, has nonzero roots. Thus, the polynomial
2 has nonzero roots. Now suppose that its roots are equal. Then its discriminant 4(
, and by the inductive assumption, they are distinct and nonzero, so we have a contradiction. Now we may state the main theorem. Theorem 1.3. Let an elliptic curve E/K be defined as above, with Weierstrass roots α 1 , α 2 , and α 3 . Define the Bruhat-Tits tree L associated with this elliptic curve as above, and let Ψ be a decoration on L. Set
a) Choose i, j ∈ {1, 2, 3} with i = j, and choose an element √ α i − α j ∈K whose square is α i − α j . Then we have
b) The Galois group of K ∞ /K is isomorphic to SL 2 (Z 2 ), while the subgroup fixing K(α 1 , α 2 , α 3 ) is isomorphic to the congruence subgroup Γ(2) ¡ SL 2 (Z 2 ). Moreover, the Galois automorphism corresponding to the scalar matrix −1 ∈ Γ(2) acts on K ∞ by fixing K ∞ and sending
In Section 2, we will study families of hyperelliptic curves of odd degree 2g+1 parametrized by their sets of Weierstrass roots. (Note that an elliptic curve will be considered to be simply a hyperelliptic curve of genus 1.) In this context, the extensions of K(α 1 , α 2 , α 3 ) over which E [2 n ] is defined for n = 1, 2, 3, ...
will be viewed as function fields of covers of the configuration space of sets of Weierstrass roots. This will enable us to argue that Gal(K ∞ /K(α 1 , α 2 , α 3 )) is isomorphic to the level 2 congruence subgroup of SL 2 (Z 2 ). Then, in Section 3, we will construct K ∞ as a compositum of fields of definition of certain elliptic curves that have a 2-power isogeny to E. It will be shown that K ∞ is only a quadratic extension of K ∞ , which will lead to a proof of the above theorem. We will obtain additional results (Corollary 3.10 and Theorem 3.11) which relate each K n with K n and with the field generated by the x-coordinates of the points in E[2 n ]. We fix the following notation. Let R be a commutative ring with unity (such as Z 2 ), and let G be a multiplicative group of (invertible) matrices over R. If 2 is not invertible in R, for any integer n ≥ 0, we will denote by
the level 2 n congruence subgroup of G. It will be clear from context which matrix group has Γ(2 n ) as a subgroup. In some cases, for a free module M over R, without specifying a basis for M , we will write Γ(2 n ) ¡ Aut(M ) for the subgroup of automorphisms of M which act trivially on the quotient module M/2 n M .
Families of Hyperelliptic Jacobians
Fix a positive integer g. An affine model for a affine hyperelliptic curve over C of genus g may be given by
with α i 's distinct complex numbers. Now let α 1 , ..., α 2g+1 be independent transcendental variables, and let L be the subfield of C(α) := C(α 1 , ..., α 2g+1 ) generated over C by the elementary symmetric functions of the α i 's. For each n ≥ 0, let L n denote the extension of L over which the 2 n -torsion of J is defined, and let
Fix an algebraic closureL of L, and write G L for the absolute Galois group Gal(L/L).
Let C be the curve defined over L by equation (4), and let J/L be its Jacobian. Write SL(T 2 (J)) (resp. Sp(T 2 (J))) for the subgroup of automorphisms of the 2-adic Tate module T 2 (J) with determinant 1 (resp. automorphisms of T 2 (J) which preserve the Weil pairing). The main theorem of this section is the following. Before setting out to prove this theorem, we state some easy corollaries.
, part (a) immediately follows from the theorem. If g = 1, then fix a basis of T 2 (J) so that we may identify Sp(T 2 (J)) (resp. SL(T 2 (J))) with Sp 2 (Z 2 ) (resp. SL 2 (Z 2 )). Then it is well known that
, which is the statement of (b). To prove part (c), note that for any n ≥ 0, the image under ρ 2 of the Galois subgroup fixing the 2 ntorsion points is clearly G ∩ Γ(2 n ). But G > Γ(2), so for any n ≥ 1, the image under ρ 2 of Gal(L/L(2 n )) is Γ(2 n ). Then part (c) immediately follows by the definition ofρ
In order to prove Theorem 2.1, we study a family of hyperelliptic curves parametrized by all (unordered) subsets T = {α i } ⊂ C of cardinality 2g + 1 whose generic fiber is C. Let e 1 (α), e 2 (α), ..., e 2g+1 (α) be the elementary symmetric functions of the variables α i , and let ∆(α) be the discriminant function of these variables. Then the base of this family is the affine variety over C given by
This complex affine scheme may be viewed as the configuration space of subsets of cardinality 2g + 1 of C (see the discussion in Section 6 of [12] ). Thus, we consider each point T ∈ X(C) to be a subset of C of cardinality 2g + 1. The (topological) fundamental group of X is π 1 (X) ∼ = B 2g+1 , the braid group on 2g + 1 strands. Note that the function field of X is L. We also define the complex affine scheme
As a complex manifold, Y is the ordered configuration space of ordered subset of C of cardinality 2g + 1, whose points may be identified with ordered subsets of C of cardinality 2g + 1. The (topological) fundamental group of Y is π 1 (Y ) ∼ = P 2g+1 ¡ B 2g+1 , the pure braid group on 2g + 1 strands. Now denote by C → X the family whose fiber at any point T ∈ X is the hyperelliptic curve over C defined by the equation
Clearly, C/L is the generic fiber of C. Fix a basepoint T 0 of X, and a basepoint P 0 of C T0 . Then we have a short exact sequence of fundamental groups
We may define a continuous section s : X → C as in [12] , Lemma 6.1. This section defines the monodromy action of π 1 (X) ∼ = B 2g+1 on π 1 (C T0 ), given by σ ∈ π 1 (X) acting as conjugation by s(σ) on π 1 (C T0 ) ¡ π 1 (C). This induces an action of B 2g+1 on the abelianization of π 1 (C T0 ), the homology group H 1 (C T0 , Z), which is isomorphic to Z 2g . We denote this action by
This action respects the intersection pairing on C T , so the image of R is actually contained in the subgroup of symplectic automorphisms Sp(
The following theorem is proven in [1] (Théoréme 1), as well as in [5] (Lemma 8.12). Theorem 2.3. In the representation R : B 2g+1 → Sp(H 1 (C T0 , Z)), the image of P 2g+1 is exactly Γ(2).
We are now ready to prove the main theorem of this section.
Proof (of Theorem 2.1) .
We proceed in five steps.
Step 1: We switch from the affine curve C to a smooth compactification of C, which is defined as follows. Let C be the (smooth) curve defined over L by the equation
We glue the open subset of C defined by x = 0 to the open subset of C defined by x = 0 via the mapping
and denote the resulting smooth, projective scheme byC. Let ∞ ∈C(L) denote the "point at infinity" given by (x , y ) = (0, 0) ∈ C . The curveC has smooth reduction over every point T ∈ X and therefore can be extended in an obvious way to a familyC → X whose generic fiber isC/L. Note that C T is a smooth compactification of C T for each T ∈ X. There is a surjective map π 1 (C T0 , P 0 ) π 1 (C T0 , ∞ T0 ) induced by the inclusion C →C. Note also that the section s : X → C ⊂C can be continuously deformed to the "constant section"s : X →C sending each T ∈ X to the point at infinity ∞ T ∈ C T . Therefore,s * :
In this way, we may view the action of π 1 (X, T 0 ) on
ab as being induced bys * .
Step 2: We switch from (topological) fundamental groups toétale fundamental groups. Since X and C, as well as C T for each T ∈ X, can be viewed as a scheme over the complex numbers, Riemann's Existence Theorem implies that theétale fundamental groups of X, C, and each C T (defined using a choice of geometric base pointT 0 over T 0 ) are isomorphic to the profinite completions of their respective topological fundamental groups. Taking profinite completions induces a sequence ofétale fundamental groups
which is a short exact sequence by [4] , Corollaire X.2.2. Moreover, the section s : X →C similarly gives rise to an action of πé
Step 3: We switch fromC to its Jacobian. Define J → X to be the family of abelian varieties such that J T is the Jacobian of
, which is identified with J(L). By [3] ("Jacobian Varieties", Proposition 9.1), the induced homomorphism ofétale fundamental groups (f ∞ ) * : πé
Note that the composition of the sections : X →C with f ∞ is the "zero section" o : X → J mapping each T to the identity element 0 T ∈ J T . Thus, the action of πé
ab coming from the splitting of (8) is the same as the action of πé t 1 (X,T 0 ) on πé t 1 (JT 0 , 0T 0 ) coming from the splitting of (11) induced by the section o * : πé
Step 4: We now want to show that this action can be viewed as a Galois action on πé t 1 (JL, 0) (and therefore on its -adic quotient T (J)). Let η : Spec(L) → X denote the generic point of X. Note that we may identify πé t 1 (L,L) with G L , and that η * : G L πé t 1 (X,η) is a surjection (in fact, it is the restriction homomorphism of Galois groups corresponding to the maximal algebraic extension of L unramified at all points of X). Also, the point 0 ∈ J L may be viewed as a morphism 0 :
. LetT 0 andη be geometric points over T 0 and η respectively. Then we have ( [4] , Corollaire X.1.4) an exact sequence ofétale fundamental groups
Changing the geometric basepoint of X fromT 0 toη (resp. changing the geometric basepoint of J from 0η to 0T 0 ) non-canonically induces an isomorphism πé
. Then we have the following commutative diagram, where all horizontal rows are exact:
Here the vertical arrow from πé
is a change-of-basepoint isomorphism chosen to make the lower right square commute, and sp : πé
is the surjective homomorphism induced by a diagram chase on the bottom two horizontal rows. Grothendieck's Specialization Theorem ( [4] , Corollaire X.3.9) states that sp is an isomorphism, which implies that the second row is also a short exact sequence. Thus, the image of the action of πé 0) ). Since for any prime , the Tate module T (J) may be identified with the maximal pro-quotient of πé t 1 (JL, 0), R induces an action of G L on T (J), which we denote by R : G L → Aut(T (J)). One can identify the symplectic pairing on π 1 (J T0 , 0 T0 ) with the Weil pairing on T (J) via the results in [6] , Chapter IV, §24. Therefore, the image of R is a subgroup of Sp(T (J)).
Note that P 2g+1 is the normal subgroup of B 2g+1 ∼ = π 1 (X, T 0 ) corresponding to the cover Y → X, and the function field of
Step 5: We show that R = ρ , from which the statement of the theorem will follow by taking = 2. To determine R , we are interested in the action of G L on the group Aut JL (Z) for each -power-degree covering Z → JL. But each such covering is a subcovering of [ n ] : JL → JL, so it suffices to determine the action of G L on the group of translations {t P |P ∈ J[ n ]} for each n. Recall that 0 * :
Thus, for any σ ∈ G L , 0 * (σ) acts on any connectedétale cover of J L via σ acting on the coordinates of the points. Since R(σ) is conjugation by 0 * (σ) on πé . This lifts to the usual action of G L on T (J), and we are done.
One application of Theorem 2.1 is that it allows us to obtain an explicit description of L 2 . We will follow Yu's argument in [12] .
Proof. For n ≥ 1, let B n denote the set of bases of the free Z/2 n Z-module
Then it was shown in the proof of Theorem 2.1 that G L acts on B n through the map R :
. Hence, by covering space theory, there is a connected cover X n → X corresponding to an orbit of B n under the action of π 1 (X, T 0 ), and the function field of X n is the extension of L fixed by the subgroup of G L which fixes all bases of J[2 n ]. Clearly, this extension is L n . Thus, the Galois cover X n → X is an unramified morphism of connected affine schemes corresponding to the inclusion L → L n of function fields.
Note that, setting n = 1, we get that X 1 is the Galois cover of X whosé etale fundamental group can be identified with R −1 (Γ(2))¡π 1 (X, T 0 ). Theorem 2.3 implies that R −1 (Γ(2)) is isomorphic to P 2g+1 , the profinite completion of P 2g+1 . For n ≥ 1, theétale morphism X n → X 1 corresponds to the function field extension L n ⊃ L 1 , which by Corollary 2.2(c) has Galois group isomorphic to Γ(2)/Γ(2 n ). Therefore, X n is the cover of X 1 whoseétale fundamental group can be identified with a normal subgroup of P 2g+1 with quotient isomorphic to Γ(2)/Γ(2 n ). In the proof of Corollary 2.2 of [8] , it is shown that Γ(2)/Γ(4) ∼ = (Z/2Z)
It is also clear from looking at a presentation of the pure braid group P 2g+1 (see for instance [2] , Lemma 1.8.2) that the abelianization of P 2g+1 is a free abelian group of rank 2g 2 + g. Therefore, its maximal abelian quotient of exponent 2 is isomorphic to (Z/2Z) 2g 2 +g . Thus, P 2g+1 has a unique normal subgroup inducing a quotient isomorphic to (Z/2Z) 2g 2 +g . It follows that there is only one Galois cover of X 1 with Galois group isomorphic to Γ(2)/Γ(4), namely
is unramified except over primes of the form (α i − α j ) with i = j and is obtained from L 1 by adjoining 2g
is the function field of a Galois cover of X(2) with Galois group isomorphic to (Z/2Z) 2g 2 +g ∼ = Γ(2)/Γ(4). It follows that this cover of X 1 is X 2 , and that
is L 2 , the function field of X 2 .
As in Section 1, let k be an algebraic extension of Q which contains all 2-power roots of unity, and let K be the transcendental extension obtained by adjoining the coefficients of (4) to k. We will also fix the following notation. Let C K be the hyperelliptic curve defined over K given by the equation (4), and let J K be its Jacobian. For each n ≥ 0, let K n be the extension of K over which the 2 n -torsion of J K is defined. Note that, analogous to the situation with C/L, the extension K 2 is k(α 1 , ..., α 2g+1 ), which is Galois over K with Galois group isomorphic to S 2g+1 . Let ρ 2,K : Gal(K ∞ /K) → Sp(T 2 (J K )) be the homomorphism arising from the Galois action on the Tate module of J K .
We now investigate what happens to the Galois action when we descend from working over C to working over k. 
Proof. For any
(resp.ρ
by the restriction homomorphism of the Galois groups. It is easy to check that ρ
such that θ n (σ) acts trivially on K ∞ . Then σ acts trivially on K ∞ as well as on L n , so it acts trivially on their compositum K ∞ L n = L ∞ . Thus, θ n is injective. Now suppose that n ≥ 1. Then, as in the proof of 2.2, the image underρ of Gal(L ∞ /L n ) is the entire congruence subgroup Γ(2 n ). Therefore, since θ n is injective, the image underρ K of Gal(K ∞ /K n ) contains Γ(2 n ). But since K contains all 2-power roots of unity, the Weil pairing is Galois invariant, and so the image of Gal(K ∞ /K n ) must also be contained in Γ(2 n ). Therefore, θ n is an isomorphism for n ≥ 1. Now, using 2.2(a) and the fact that Gal(K(α 1 , ..., α 2g+1 )/K) ∼ = S 2g+1 , we get the commutative diagram below, whose top and bottom rows are short exact sequences.
By the Short Five Lemma, since θ 1 is an isomorphism, so is θ 0 .
Remark 2.6. a) Suppose we drop the assumption that k contains all 2-power roots of unity. Then ρ 2,K (G K ) is no longer contained in Sp(T 2 (J)) in general. However, the Galois equivariance of the Weil pairing forces the image of ρ 2,K to be contained in the group of symplectic similitudes
where e 2 : T 2 (J) × T 2 (J) → lim ←n µ 2 n ∼ = Z 2 is the Weil pairing on the 2-adic Tate module of J, and χ 2 :
is the cyclotomic character on the absolute Galois group of K. Galois equivariance of the Weil pairing also implies that K ∞ contains all 2-power roots of unity. Thus, K ∞ ⊃ K(µ 2 ∞ ), and the statements referred to in Proposition 2.5 still hold when we replace K with K(µ 2 ∞ ).
b) In addition, suppose that k is a number field. We may specialize by identifying each coefficient of the degree-2g +1 polynomial in (4) with an element of k, and defining the corresponding Jacobian J k /k and Galois representation ρ 2,k :
Then we may use Proposition 1.3 of [7] and its proof (see also [10] ) to see that for infinitely many choices of e 1 (α), ..., e 2g+1 (α) ∈ k, ρ 2,k (G k ) can be identified with ρ 2,K (G K ) from part (a). We have
, and therefore, the statements referred to in Proposition 2.5 still hold over k(µ 2 ∞ ).
Results on elliptic curves via 2-isogenies
The main goal of this section is to prove Theorem 1.3. We resume the notation used in Section 1: let k be an algebraic extension of Q which contains all 2-power roots of unity, let α 1 , α 2 , α 3 be (independent) transcendental variables over k, and let K be obtained by adjoining the elementary symmetric functions of the α i 's to k. Let E be the elliptic curve defined over K with Weierstrass equation
Define E[2 n ] and K n for n ≥ 0 as in Section 1. Clearly, K 0 = K and
We will often use "<" and ">" to indicate inclusion of Z 2 -lattices inside V 2 (E), or to indicate inclusion of subgroups of E [K] .
We now want to set up, for any n ≥ 0, a bijection between |L| n and the set of all cyclic subgroups of E[2 n ] of order 2 n . First, we will show that each vertex v ∈ |L| n has a unique representative lattice Λ containing Λ 0 such that Λ/Λ 0 ∼ = Z/2 n Z is an isomorphism of Z 2 -modules, and that conversely, each such Λ represents a vertex in |L| n . This statement is trivial for n = 0. Now let n ≥ 1, and assume inductively that the statement holds for n − 1. Let v ∈ |L| n . Thenṽ ∈ |L| n−1 , and there is a unique latticeΛ representingṽ which contains Λ 0 and such thatΛ/Λ 0 ∼ = Z/2 n−1 Z. Then, since there is an edge connecting v and v, there is a lattice Λ >Λ such that Λ/Λ ∼ = Z/2Z. So Λ > Λ 0 and the Now suppose Λ is a lattice which contains Λ 0 = T 2 (E) and such that Λ/T 2 (E) ∼ = Z/2 n Z. Then clearly 2 n T 2 (E) < 2 n Λ < T 2 (E), and so we may identify Λ/T 2 (E) with a subgroup of T 2 (E)/2 n T 2 (E). But since T 2 (E)/2 n T 2 (E) is naturally identified with E[2 n ], we may view N as a cyclic subgroup of E[2 n ] of order 2 n . Conversely, let N be any such subgroup. Then N is a subgroup of E[2 n ], and furthermore, it has an obvious Z 2 -module structure. By the inverse limit definition of T 2 (E), a subgroup of E[2 n ] lifts uniquely to a subgroup M of finite index of T 2 (E) which contains 2 n T 2 (E), and such that there is a canonical isomorphism M/2 n T 2 (E) ∼ = N which respects the Z 2 -module structure. It is clear that M is a sublattice of T 2 (E). Let Λ := 1 2 n M . Then there are natural isomorphisms of Z 2 -modules
By construction, this Λ is uniquely determined by N . It is easy to verify that these constructions establish a bijection between |L| n and the set of all cyclic 2 n -subgroups of E[2 n ] for any n ≥ 0, and hence, a bijection between |L| and the set of all cyclic 2-power torsion subgroups of E(K). For each v ∈ |L|, write N v for the 2-power torsion subgroup corresponding to v under this bijection. Note that, according to the definition from Section 1 of v i for i = 1, 2, 3, we have N vi = (α i , 0) .
Next we will assign to each v ∈ |L| n an elliptic curve E Nv and a 2 n -isogeny φ Nv : E → E Nv whose kernel is N v , which we will later show (Proposition 3.6(b)) is defined over K(N v ). We will do this using a well-known isogeny of degree 2 ( [11] , Chapter III, example 4.5) which is defined over the field of definition of its kernel. (Note that it is well known, as in exercise 3.13(e) of [11] , that for any finite subgroup N < E(K), there is an elliptic curve E ∼ = E/N and an isogeny E → E with kernel N which is defined over the extension K(N ) ⊇ K. However, the proof for this is not constructive.) In the following, for α i ∈ {α 1 , α 2 , α 3 }, we will write α i+1 or α i+2 as though i ∈ Z/3Z. Set E v0 := E, and let φ v0 : E → E v0 be the identity isogeny. For any z ∈K, denote by E z the elliptic curve with Weierstrass equation given by
Let t z the isomorphism E → E z sending (x, y) → (x + z, y). Define, for any β, γ ∈ K 1 , the elliptic curves E β,γ and E β,γ given by the following Weierstrass equations:
Let φ β,γ : E β,γ → E β,γ be the isogeny of degree 2 given by
Note that the kernel of φ β,γ has as its only nontrivial element the 2-torsion point (0, 0) ∈ E β,γ . Now define, for i ∈ Z/3Z,
We assign E Nv i := E αi+1−αi,αi+2−αi . Note that for each i, φ Nv i : E → E Nv i is an isogeny whose kernel is the cyclic subgroup N vi = (α i , 0) of order 2.
For each i ∈ Z/3Z, we may write the Weierstrass equation for E Nv i as
Since 0 is a root of the cubic in the above equation, we know that (0, 0) ∈ E Nv j [2] , and it is easy to verify that in fact, (0, 0) is the image of both points in E[2]\N vj . It follows that the inverse image of (0, 0) < E Nv j [2] under φ Nv j is E [2] . Then the inverse images of the other two order-2 subgroups of E Nv j (K) under φ Nv j are the two cyclic order-4 subgroups of E(K) which contain N vj . It follows that these cyclic order-4 subgroups must be N v and N v , where v and v are twin vertices in |L| 2 whose parent vertex is v j . Let a v (resp. a v ) be the (nonzero) root of the cubic in the above equation such that φ Nv j takes N v (resp. N v ) to the subgroup (a v , 0) (resp. (a v , 0) ) of E Nv j (K). Now, using the notation of above, we have the elliptic curve E −av,a v −av and the isogeny φ −av,a v −av • t −av : E Nv j → E −av,a v −av . Its kernel is a v , 0 . Therefore, if we assign E Nv := E −av,a v −av and
then φ Nv has kernel N v . Its Weierstrass equation can be written as
Thus, we have defined the desired E Nv and φ Nv for all v ∈ |L| 2 . Now we will define the desired φ Nv and E Nv for any v ∈ |L|\{v 0 } using induction. Choose any vertex v ∈ |L| n for n ≥ 2, and suppose (inductively) that we have assigned elements a v , a v ∈K, as well as an elliptic curve E Nv and an isogeny φ Nv : E → E Nv whose kernel is N v . Assume further the existence of an elliptic curve E Nṽ and an isogeny φ Nṽ : E → E Nṽ whose kernel is Nṽ.
Suppose that E Nṽ has Weierstrass equation
that E Nv has Weierstrass equation
and that φ Nv = φ −av,a v −av •t −av •φ Nṽ . Then as above, (0, 0) ∈ E Nv [2] , and it is easy to verify that, again as above, the inverse image of (0, 0) < E Nv [2] under φ −av,a v −av • t −av is E Nṽ [2] . The inverse image of (0, 0) < E Nv [2] under φ Nv therefore contains E [2] and is not a cyclic subgroup of E(K). The inverse images under φ Nv of the other two order-2 subgroups of E Nv (K) therefore correspond to the two order-2 n+1 cyclic subgroups of E(K) which contain the order-2 n cyclic subgroup N v . Therefore, these inverse images are N u and N u , where u is a vertex in |L| n+1 such thatũ = v. Let a u (resp. a u ) be the (nonzero) root of the cubic in the above equation such that φ Nv takes N u (resp. N u ) to the subgroup (a u , 0) (resp. (a u , 0) ) of E Nv (K). Now, using the notation of above, we have the elliptic curve E −au,a u −au and the isogeny φ −au,a u −au • t −au : E Nv → E −au,a u −au . Its kernel is (a u , 0) . Therefore, if we assign E Nu := E −au,a u −au and
then φ Nu has kernel N u . Its Weierstrass equation can be written as
Since the parent of every vertex |L| n+1 is a vertex in |L| n , it follows that through the method described above, we have defined the desired E Nv and φ Nv for all v ∈ |L| n+1 . In this way, E Nv , φ Nv , and a v ∈K are defined for all v ∈ |L|\{v 0 }. Furthermore, for all v ∈ |L|\{v 0 }, we define K Nv to be the extension of K obtained by adjoining the coefficients of the Weierstrass equation of E Nv given above.
Remark 3.1. With the above notation, for any v ∈ |L| n with n ≥ 2, let a u and a u be the two distinct nonzero roots of the cubic in (25). Then we have shown above that the isogeny
has kernel E Nṽ [2] . In fact, one can compute that it takes
to E au,a u :
These two elliptic curves are easily seen to be isomorphic over K; for instance, one can define an isomorphism E Nṽ → E au,a u by (x, y) → (4x, 8y).
Lemma 3.2. Using the above notation, define Ψ : |L|\{v 0 } →K by setting Ψ(v) = a v for v ∈ |L|\{v 0 }. Then Ψ is a decoration on |L|.
Proof. The assignments of a vi for i ∈ Z/3Z satisfy part (b) of Definition 1.1. For v ∈ |L| 2 , a v and a v are, by definition, the two nonzero roots of the cubic in (21). It follows immediately they are the two roots of the quadratic polynomial
Similarly, for v ∈ |L| n with n ≥ 3, a v and a v are, by definition, the two nonzero roots of the cubic in (23). It follows immediately that they are the two roots of the quadratic polynomial
Thus, part (c) of Definition 1.1 is satisfied. Finally, as in the proof of Proposition 1.2, the roots of the above quadratics must be distinct, fulfilling part (a) of Definition 1.1.
Definition 3.3. For any integer n ≥ 0, define the extension K n of K to be the compositum of the fields K Nv for all v ∈ |L| ≤n \{v 0 }. Define the extension K ∞ ofK to be the infinite compositum
In this way, we obtain a tower of field extensions
with
.., v n = v} be the sequence of vertices in the path of length n from v 0 to v. LetK Nv denote the compositum of the fields K Nv for all v ∈ {v 0 , v 1 , ..., v n }. Theñ
Proof. This is trivial for n = 1. Now assume inductively that the statement holds for some n ≥ 1 and all v ∈ |L| n . Choose any v ∈ |L| n+1 . We may apply the inductive assumption toṽ, sinceṽ ∈ |L| n . We know that E Nv is given by a Weierstrass equation of the form (21) or (23) 
. Thus, we have proved the claim for n + 1.
(In particular, the extensions K({Ψ(v)} v∈|L| ≤n \{v0} ) and K({Ψ(v)} v∈|L|\{v0} ) do not depend on the choice of decoration Ψ.)
Proof. Keeping in mind that K(a v1 , a v2 , a v3 ) = K(α 1 , α 2 , α 3 ), it follows directly from the definition of K n and the statement of Lemma 3.4 that
from which it follows that
Therefore, it suffices to show that for any decoration Ψ,K({Ψ(v)} v∈|L|n\{v0} ) = K({a v } v∈|L|n\{v0} ). Choose any decoration Ψ. By 1.1(b), Ψ(v) = a v for any v ∈ |L| 1 , so the above claim is true for n = 1. Now assume inductively that for some n ≥ 1, there is a permutation σ on |L| ≤n which preserves distances between vertices (in particular, it acts on each |L| i for 1 ≤ i ≤ n), such that Ψ(v) = a σ(v) for all v ∈ |L| ≤n . For any i ∈ {1, ..., n}, two vertices in |L| i are of distance 2 apart if and only if they are twins, so it is clear that σ(v ) = σ(v) for all v ∈ |L| ≤n . Now choose any v ∈ |L| n+1 . Since Ψ(v) is a root of the quadratic polynomial
, there must exist u ∈ |L| n+1 withũ = σ(ṽ) such that Ψ(v) = a u . Extend σ to be a permutation on |L| ≤n+1 by assigning σ to take each v ∈ |L| n+1 to the vertex u obtained in this way. Then this extension σ is clearly a permutation on |L| ≤n+1 , and one can easily check that σ preserves distances between vertices. Therefore, we have the equalities
and we are done. Proposition 3.6. With the above notation, a) the isogeny φ Nv is defined over K(N v ), and K Nv ⊆ K(N v ), b) for all n ≥ 0, K n ⊆ K n , and equality holds for n = 0, 1.
Proof. First of all, for i ∈ Z/3Z, E Nv i and φ Nv i are defined over
This implies the equality in the n = 1 case of the statament in part (b) (the equality in the n = 0 case is trivial). It also proves part (a) for v ∈ |L| 1 , since
. Now assume inductively that for some n ≥ 1 and all v ∈ |L| n , φ Nv is defined over K(N v ) and K Nv ⊆ K(N v ). Choose any v ∈ |L| n+1 . We may apply the inductive assumption toṽ, sinceṽ ∈ |L| n . Let P be a generator of the cyclic order-2 n+1 subgroup N v . Then P has coordinates in K(N v ) and φ Nṽ is defined over K(Nṽ) ⊆ K(N v ), and it follows that φ Nṽ (P ) = (a v , 0) has
, and so K Nv ⊆ K(N v ), thus proving part (a). Now part (a) and the fact that K n is the compositum of the fields K Nv for all v ∈ |L| ≤n \{v 0 } imply that K n is contained in the compositum of the extensions K(N v ) for all v ∈ |L| ≤n \{v 0 }. Since {N v } v∈|L| ≤n is the set of all cyclic subgroups of E[2 n ] and therefore generates E[2 n ], this compositum is K n . Thus, K n ⊆ K n , which is the statement of (b).
Next we want to determine how the absolute Galois group of K acts on the a v 's defined above. In order to describe this Galois action, we will adopt the following notation. The automorphism group Aut Q2 (V 2 (E)) acts on the set of rank-2 Z 2 -lattices in V 2 (E) by left multiplication, and this action descends to an action of Aut Z2 (T 2 (E)) on |L|. Thus, if we fix a basis of T 2 (E), we obtain an action of SL 2 (Z 2 ) on |L|. This action clearly preserves edge pairings, and therefore restricts to an action on |L| n for each n ≥ 1. We will denote this action
Note that this action of SL 2 (Z 2 ), when restricted to |L| ≤n , factors through SL 2 (Z/2 n Z), which we similarly denote by SL 2 (Z/2 n Z) × |L| → |L|, (s, v) → s · v. Meanwhile, the choice of basis of T 2 (E) also determines a homomorphism ρ 2 : Gal(K/K) → SL 2 (Z 2 ) and, for each n ≥ 0, a homomorphismρ (n) 2 : Gal(K n /K) → SL 2 (Z/2 n Z), arising from the natural Galois action on T 2 (E). For any Galois element σ ∈ Gal(K/K) and vertex v ∈ |L|, let v σ := ρ 2 (σ)·v.
If v ∈ |L| ≤n for some n ≥ 1, then let v σ|Kn :=ρ Proof. Choose any σ ∈ Gal(K/K 1 ). We will prove that a σ v = a v σ for all v ∈ |L| n for each n ≥ 1. The claim is trivially true for n = 1. Moreover, in the n = 1 case, E Nv and φ Nv are clearly defined over K 1 and are therefore fixed by σ. Now choose v ∈ |L| 2 . Then a v is a nonzero root of (21), which is the Weierstrass cubic for E Nṽ . Let P be a generator of the cyclic order-4 subgroup N v ; then φ Nṽ (P ) = (a v , 0) ∈ E Nṽ [2] , by the above construction of a v . So we have
But P σ generates N σ v = N v σ . Sinceṽ σ =ṽ, by the above construction, we have φ Nṽσ (P σ ) = (a v σ , 0). Then (36) implies that a σ v = a v σ . Now assume inductively that for some n ≥ 2 and σ ∈ |L| n , a σ v = a v σ , E σ Nv = E N v σ , and φ σ Nv = φ N v σ . Choose any v ∈ |L| n+1 . We may apply the induction assumption toṽ, sinceṽ ∈ |L| n . Then a v is a nonzero root of the cubic polynomial (23), which is the Weierstrass cubic for E Nṽ . Let P be a generator of the cyclic order-2 n+1 subgroup N v ; then φ Nṽ (P ) = (a v , 0) ∈ E Nṽ [2] , by the above construction of a v . Then we have φ Nṽσ (P σ ) = φ σ Nṽ (P σ ) = (φ Nṽ (P )) σ = (α σ v , 0).
But since P σ generates N σ v = N v σ , again we have φ Nṽσ (P σ ) = (a v σ , 0). Then (37) implies that a σ v = a v σ , and so the first statement is proven. Now let v ∈ |L| ≤n . Then a v ∈ K n by 3.6(b), and one easily checks from the definitions that v σ = v σ| Kn for any σ ∈ Gal(K/K). Thus, the second statement follows from the first. subgroup of scalars in SL 2 (Z 2 ) by Proposition 3.8, and that {±1} is contained in this subgroup of scalars. Part (c) then follows from the fact that K ∞ is the fixed field corresponding to the subgroup {±1} ¡ SL 2 (Z 2 ).
The description of K ∞ given in the statement of Theorem 1.3 provides us with recursive formulas for the generators of K n for each n ≥ 0. We will not similarly obtain formulas for the generators of each extension K n , but the above results do give us a way of "bounding" each K n , as follows: Theorem 3.11. For each n ≥ 2,
where the first inclusion is an equality if and only if n = 2. Furthermore, [K n : K n ( √ a 1 )] = 2 for n ≥ 3, and [K n+1 ( √ a 1 ) : K n ] = 4 for n ≥ 2.
Proof. Fix n ≥ 2. By Proposition 3.6(b), K n ⊂ K n , and by Proposition 2.4, √ a 1 ∈ K(4) ⊆ K n , thus implying the first inclusion. For n = 2, it has already been shown in the proof of Proposition 3.9 that the inclusion is an equality. Since √ a 1 / ∈ K ∞ , it follows that √ a 1 / ∈ K(2 i ) for any positive integer i. Note that by Proposition 3.8, for n ≥ 3, Gal(K n /K n ) is identified with the subgroup {±1, ±(2 n−1 + 1)} ¡ SL 2 (Z/2 n Z), which is of order 4. So for n ≥ 3, K n is an extension of degree 4 over K n , of which K n ( √ a 1 ) is a quadratic extension, and thus the degree of the first inclusion is 2 in this case. Similarly, for all n ≥ 2, K n+1 ⊃ K n+1 ( √ a 1 ) is an extension of degree 2. We have (viaρ (n+1)  2 
