Polynomiality of Plancherel Averages on Strict Partitions (Combinatorics of Lie Type) by 松本, 詔
Title Polynomiality of Plancherel Averages on Strict Partitions(Combinatorics of Lie Type)
Author(s)松本, 詔




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University




GraduateSchool of Science and Engineering
Kagoshima University




れたい.正の整数 n の分割とは,正の整数の非増加列  $\lambda$=($\lambda$_{1}, $\lambda$_{2}, \ldots, $\lambda$_{l}) のことである.
P( $\lambda$)=l と書き,これを  $\lambda$ の長さとよぶ.また | $\lambda$|=\displaystyle \sum_{i=1}^{l}$\lambda$_{i}=n と表し,これを  $\lambda$ の大き
さという.必要に応じて  i>\ell( $\lambda$) に対しては $\lambda$_{i}=0 と約束する.便宜上, \emptyset を  0 の唯一の
分割とし, |\emptyset|=0, \ell(\emptyset)=0 と約束する. n の分割全体のなす集合を \mathcal{P}_{n} , 分割全体のなす集
合を \displaystyle \mathcal{P}=\bigcup_{n=0}^{\infty}\mathcal{P}_{n} と表す.
分割  $\lambda$ に射して,集合
 Y( $\lambda$)=\{(i,j)\in \mathbb{Z}^{2} | 1\leq i\leq P( $\lambda$), 1\leq j\leq$\lambda$_{i}\}
を  $\lambda$ のヤング図形という.ヤング図形はしばしば例1.1のような図で表す.  $\lambda$ と \mathrm{Y}( $\lambda$) は同一
視することが多いが 後でシフトヤング図形も登場するので,ここではできるだけ区別す
ることにしよう.また \mathrm{Y}($\lambda$')=\{(i,j)\in \mathbb{Z}^{2} | (j ) i)\in \mathrm{Y}( $\lambda$)\} で定まる分割 $\lambda$' = (  $\lambda$í,  $\lambda$_{2}', \ldots )
を,  $\lambda$ の共役とよぶ.
 $\lambda$ を分割とするとき,箱  u=(i,j)\in \mathrm{Y}( $\lambda$) に対して,
h_{ $\lambda$}(u)=$\lambda$_{i}+$\lambda$_{j}'-i-j+1, c(u)=j-i
とおき,それぞれ  $\lambda$ の  u における鉤の長さ (hook length), 容量 (content) とよぶ.型 \mathrm{Y}( $\lambda$)
の標準ヤング盤 (standard Young tableau) とは, Y( $\lambda$) の箱の中に1から | $\lambda$| までの数字を
一つずつ入れて,右へ行くほど,また下へ行くほど数字が大きくなるようにしたものであ
る.型が Y( $\lambda$) の標準ヤング盤の個数を f^{ $\lambda$} と表す.
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例1.1. 分割  $\lambda$=(4,2,2,1)\in \mathcal{P}_{9} を考える.下は左から,  $\lambda$ のヤング図形,鉤の長さの一覧,
容量の一覧 \ovalbox{\tt\small REJECT} 標準ヤング盤の一例を表す.
例えば u=(1,2)\in Y( $\lambda$) に対して, h_{ $\lambda$}(u)=5, c(u)=1である.口
次の公式はよく知られている(hook length formula):
(1.1) f^{ $\lambda$}=\displaystyle \frac{| $\lambda$|!}{\prod_{u\in Y( $\lambda$)}h_{ $\lambda$}(u)}.
また次の等式が成り立つ.
(1.2) \displaystyle \sum_{ $\lambda$\in P_{n}}(f^{ $\lambda$})^{2}=n!.
等式 (1.2) は二つの解釈を持つ:
\bullet 組合せ論的解釈.ロビンソン対応 (RSK対応ともいう) の結果である.1, 2, . . . ,  n の
置換  $\sigma$ と,同じ型  $\lambda$(\in P_{n}) を持つ標準ヤング盤のペア (P, Q) とは,1対1に対応する.
\bullet 表現論的解釈.対称群  S_{n} において,分割  $\lambda$ 欧窺に対応する既約表現砿の次元は  f^{ $\lambda$}
で与えられる. S_{n}\times S_{n} の表現の既約分解 \mathbb{C}[S_{n}]\cong\oplus_{ $\lambda$\in p_{n}}V_{ $\lambda$}\otimes V_{ $\lambda$}^{\vee} において , 両辺の
次元を見ると (1.2) がしたがう.
1.2 Stanley の多項式性定理
分割  $\lambda$\in \mathcal{P}_{n} に対して,
(1.3) \displaystyle \mathbb{P}_{n}^{\mathrm{P}\mathrm{l}\mathrm{a}\mathrm{n}}( $\lambda$)=\frac{(f^{ $\lambda$})^{2}}{n!}
とおくと,(1.2) よりこれは \mathcal{P}_{n} 上の確率測度を定める.この \mathbb{P}_{n}^{\mathrm{P}\mathrm{l}\mathrm{a}\mathrm{n}} を (対称群 S_{n'}の) プラ
ンシエレル測度(Plancherel measure) とよぶ.
 $\Lambda$=$\Lambda$_{\mathbb{Q}} を,有理数を係数にもつ対称関数全体とする. \{x_{i}\}_{i\geq 1} を変数の列とするとき,べ
き和対称関数
p_{k}=p_{k} (x_{1}, x2, . . .)=\displaystyle \sum_{i\geq 1}x_{i}^{k} (k=1,2, \ldots)
60
が基本的である.  $\Lambda$ はこれらで生成される代数である:  $\Lambda$=\mathbb{Q} 「p_{1} ,p2, . . .]. また, \{p_{k}\}_{k\geq 1}
は \mathbb{Q} 上代数的に独立である.
次の R.P. Stanley による定理が,この講究録の主題である.
定理 L2 ([\mathrm{S}\mathrm{t}]) .  f\in $\Lambda$ とする.このとき,次で定める量は  n の多項式である.
(1) (part evaluation) \displaystyle \sum_{ $\lambda$\in P_{n}}\frac{(f^{ $\lambda$})^{2}}{n!}f($\lambda$_{1}-1 ) $\lambda$_{2}-2, \ldots , $\lambda$_{n}-n
(2) (content evaluation) \displaystyle \sum_{ $\lambda$\in \mathcal{P}_{n}}\frac{(f^{ $\lambda$})^{2}}{n!}f(c(u) : u\in Y( $\lambda$)) ;
(3) (hook‐length evaluation) \displaystyle \sum_{ $\lambda$\in \mathcal{P}_{n}}\frac{(f^{ $\lambda$})^{2}}{n!}f(h_{ $\lambda$}(u)^{2} : u\in \mathrm{Y}( $\lambda$)) .
ここで f (c(u) : u\in \mathrm{Y}( $\lambda$)) は,対称関数 f=f(x_{1}, x2, . . .) の最初の n個の変数 x_{i} に \mathrm{c}(u)
たちを代入し,残りの変数を 0 としたものである. f (h_{ $\lambda$}(u)^{2} : u\in \mathrm{Y}( $\lambda$)) も同様.3
いずれの量も,「  $\lambda$\mapsto f (  $\lambda$ で決まる量) 」 の形の確率変数の,プランシェレル測度に関す
る平均に他ならない.よってこれらを総称してプランシェレル平均とよぶ.
例1.3. 定理1.2の(2),  f=p_{1}^{2} の場合は,
\displaystyle \sum_{ $\lambda$\in P_{n}}\frac{(f^{ $\lambda$})^{2}}{n!}(\sum_{u\in Y( $\lambda$)}\mathrm{c}(駕 ))^{2}
がnの多項式であることを意味する.実際これは \displaystyle \frac{1}{2}(n^{2}-n) で与えられる ([St, page  94\displaystyle \int). □
定理1.2に登場する概念はいずれも組合せ論において基本的であるが, \mathrm{r}_{n} の多項式に
なる」 という主張は決して自明ではない.特に (3) において, h_{ $\lambda$}(u)^{2} を h_{ $\lambda$}(u) に置き換え
ると,多項式性は成立しない.Olshanski [0] は定理1.2(1),(2) の別証明を,shifted Schur
function を用いて得ている.なお (3)は,(1) と(2)を用いて証明される.
この講究録の目的は,Olshanski [O] の手法を用いて,定理1.2のstrict分割への類似を
得ることである.さらに次のような問題について考察する: 特別な対称関数 f を考えると
き,定理1.2のstrict 分割への類似に対して,
(i) n の多項式の明示的な形を求める.
(ii) 明示的な形が求まらなくても,多項式の次数 (の評価) を求める.




式を見つけること自体に興味があるが content evaluation は次のように行列積分と関連
していることに少しだけ触れておく. \mathrm{U}(\mathrm{N}) を N次のユニタリ行列のなすリー群とし, dU
をそのハール確率測度とする. (u_{i\mathrm{j}})_{1\leq i,\mathrm{j}\leq N} を \mathrm{U}(\mathrm{N}) 上の座標関数とする.このとき n<N
に対し,等式
\displaystyle \int_{\mathrm{U}(N)}|u_{11}u_{22}\cdots u_{nn}|^{2}dU=\sum^{\infty}(-1)^{k}N^{-n-k} \sum_{\prime,k=0 $\lambda$\in P_{n}}\frac{(f^{ $\lambda$})^{2}}{n!}h_{k}(\mathrm{c}(u) : u\in Y( $\lambda$))




2 Shifted Plancherel averages
2.1 strict 分割に関する諸定義
strict 分割に対する記号を準備しよう.分割  $\lambda$=($\lambda$_{1}, $\lambda$_{2}, \ldots, $\lambda$_{l})\ovalbox{\tt\small REJECT}よ $\lambda$_{1}>$\lambda$_{2}>\cdots> $\lambda \iota$>
0 を満たすとき,strict であるという. S\mathcal{P}_{n} を n のstrict 分割全体とし, \displaystyle \mathcal{S}\mathcal{P}=\bigcup_{n=0}^{\infty}\mathcal{S}\mathcal{P}_{n}
とおく.
strict 分割  $\lambda$ に対しては,通常,ヤング図形よりも次のシフト・ヤング図形を対応させる.
 S( $\lambda$)=\{(i,j)\in \mathbb{Z}^{2} | 1\leq i\leq\ell( $\lambda$), i\leq j\leq$\lambda$_{i}+i-1\}.
箱 u=(i,j)\in S( $\lambda$) に対して, Y( $\lambda$) のときと同様に, u の容量を c(u)=j-i で定義する.
容量はすべて非負になることに注意しよう.鉤の長さの定義は当面必要なく,§5で考える.
型が S( $\lambda$) の標準ヤング盤の個数を, g^{ $\lambda$} で表す.






(2.1) \displaystyle \sum_{ $\lambda$\in \mathcal{S}\mathcal{P}_{n}}2^{n-l( $\lambda$)}(9^{ $\lambda$})^{2}=n!.
これは (1.2) の 「strict版」 (もしくは 「射影版」 , 「スピン版」) であり,次の二つの解釈を
持つ.詳細は [HH] を参照.
\bullet 組合せ論的解釈.シフト ロビンソン対応(shifted RSK対応) の結果である.
\bullet 表現論的解釈.対称群  S_{n} の射影表現は,スピン対称群の線形表現に対応する.スピ
ン対称群の 「負の既約表現」 の次元を考えることで(2.1) が得られる.
2.2 Part evaluation
strict 分割  $\lambda$\in \mathcal{S}\mathcal{P}_{n} に対して,
(2.2) \displaystyle \mathbb{P}_{n}^{\mathrm{S}\mathrm{P}1}( $\lambda$)=\frac{2^{n-\ell( $\lambda$)}(g^{ $\lambda$})^{2}}{n!}
とおくと,(2.1) よりこれは S\mathcal{P}_{n} 上の確率測度を定める.この \mathbb{P}^{\mathrm{S}\mathrm{P}\mathrm{i}} をシフト プランシェ
レ ) \triangleright測度 (shifted Plancherel measure) とよぶ.文脈で \mathbb{P}_{n}^{\mathrm{P}\mathrm{l}\mathrm{a}\mathrm{n}} と区別できるときは, \mathbb{P}_{n}^{\mathrm{S}\mathrm{P}1} も
単にプランシェレル測度とよぶ.
 $\Gamma$ = $\Gamma$_{\mathbb{Q}} を, \{p_{2r+1}\}_{r=0,1,2},\ldots で生成される  $\Lambda$ の部分  Q代数とする. f \in  $\Lambda$ と  $\lambda$ =
($\lambda$_{1}, $\lambda$_{2}, \ldots, $\lambda$_{l})\in S\mathcal{P} に対し,
f( $\lambda$)=f($\lambda$_{1}, $\lambda$_{2}, \ldots, $\lambda$_{l})
と書くことにする.例えば p_{k}( $\lambda$)=\displaystyle \sum_{i=1}^{l}$\lambda$_{i}^{k}.
次の定理は,定理1.2(1) の類似に相当する.
定理2.2 ([\mathrm{M}]) .  F\in $\Gamma$ とする.このときプランシェレル平均




\displaystyle \mathrm{E}_{n}\lceil \mathrm{J}^{\mathrm{J}_{1}}]=\sum_{ $\lambda$\in \mathcal{S}P_{n}}\frac{2^{n-\ell( $\lambda$)}(g^{ $\lambda$})^{2}}{n!}\sum_{i=1}^{l( $\lambda$)}$\lambda$_{i}=n.

















あとで示すように, \mathbb{E}_{n}$\mu$_{k+1} ] は n の (高々) k+1次の多項式となる.口
注意2.4.  F\in $\Gamma$ という仮定は本質的である,実際, \mathrm{E}_{n^{\lceil}\mathrm{J}^{3_{2}}}] は n の多項式になりそうにな
い. \mathrm{E}_{n}[p_{2}] を nの明示的な関数で記述することは興味深い問題である.口
定理2.2の証明の概略を §3で与える.
注意2.5. 定理2.2は次のように少しだけ一般化できる.  $\mu$ \in  S\mathcal{P}_{m} を固定する.分割
 $\lambda$\in \mathcal{S}\mathcal{P}_{n+m} が S( $\lambda$)\supset S( $\mu$) を満たすとき,型が S( $\lambda$/ $\mu$):=S( $\lambda$)\backslash S( $\mu$) の標準ヤング盤の
個数を g^{ $\lambda$/ $\mu$} で表す. S( $\lambda$)\not\supset S( $\mu$) のときは 9^{ $\lambda$/$\mu$_{=0}} とおく.このとき,任意の  F\in $\Gamma$ に対
して,
\displaystyle \mathrm{E}_{ $\mu$,n}[F]:=\sum_{ $\lambda$\in SP_{n+m}}\frac{m!}{(n+m)!}2^{n-\ell( $\lambda$)+\ell( $\mu$)}\frac{g^{ $\lambda$}}{g^{ $\mu$}}g^{ $\lambda$/ $\mu$}F( $\lambda$)





ごく最近,strict 分割のプランシェレル平均について,Han‐Xiong [HX1] は次の定理を得
た.これは定理1.2(2) の類似に相当する.
定理2.6 ([\mathrm{H}\mathrm{X}1, \mathrm{M}  f\in $\Lambda$ とする.このとき





なぜ容量 c(u) ではなく \hat{c}(u) が登場するのだろうか.[HX1] ではその理由は述べられて
いないが,つぎのような意味付けができる.
\bullet 分割  $\lambda$\in \mathcal{P}_{n} に対し, S_{n} の既約表現 V_{ $\lambda$} を考える.Jucys‐Murphy elements の V_{ $\lambda$} への
作用を考えると, \{c(u)\}_{u\in Y}のがそのスペクトルとなることが知られている.
\bullet 一方,strict 分割  $\lambda$ \in \mathcal{S}\mathcal{P}_{n} に対し,スピン対称群の負の既約表現を考えると,spin
Jucys‐Murphy elements のスペクトルとして \{\hat{c}(u)\}_{u\in S( $\lambda$)} が登場する.[VS]を参照.
ここでは定理2.2を柱として,定理2.6の別証明を与えよう.実は,次の定理2.7のもと
で,定理2.6と定理2.2は同値である.
定理2.7 ([M]). 代数  $\Gamma$ は,関数
 S\mathcal{P}\ni $\lambda$\mapsto| $\lambda$|, S\mathcal{P}\ni $\lambda$\mapsto f(\hat{c}(u) : u\in S( $\lambda$))
(ただし  f\in $\Lambda$ ) で生成される代数と一致する.
つまり,任意の  f\in $\Lambda$ に対して,  F($\lambda$_{1}, \ldots, $\lambda$_{l})=f(\hat{c}(u) : u\in S( $\lambda$)) (\forall $\lambda$\in S\mathcal{P}) となる
ような  F\in $\Gamma$ が一意的に存在する.この  F を \hat{f}で表そう.すなわち




pl(蝕) : u\displaystyle \in S( $\lambda$))=\sum_{\mathrm{u}\in S( $\lambda$)}\frac{c(u)(c(u)+1)}{2}=\sum_{i=1}^{\ell( $\lambda$)}\sum_{j=1}^{$\lambda$_{i}}\frac{(j,-1)j}{2}
=\displaystyle \frac{1}{6}\sum_{i=1}^{\ell( $\lambda$)}($\lambda$_{i}^{3}-$\lambda$_{i})=\frac{1}{6^{-}}(p_{3}( $\lambda$)-p_{1}( $\lambda$))
となることが分かる.すなわち




p_{2m+1}=2^{m}(2m+1)\displaystyle \hat{p}_{m}+\sum_{r=0}^{m-1}a_{mr}\hat{p}_{r} (a_{mr}\in \mathbb{Q}, m=1,2, \ldots)
の形で書けることが証明できる ([\mathrm{M}]) . ただし, \displaystyle \hat{p}_{0}( $\lambda$)=\sum_{u\in S( $\lambda$)}1=| $\lambda$|(=p_{1}( $\lambda$)) と約束す
る.この線形方程式系を逆に解くと,
(23) \hat{p}_{k} = \displaystyle \frac{1}{2^{k}(2k+1)}物k+1 +\displaystyle \sum_{r=0}^{k-1}b_{kr}p_{2r+1} (b_{kr} \in \mathbb{Q}, k= 0,1,2, \ldots)
の形で書けることになる.したがって関数 p\hat{}k (  $\lambda$) = pk(竃u) : u\in S( $\lambda$) ) は  $\Gamma$ に属する. \square 
例2.9. 例2.8と同様にして, \displaystyle \hat{p}_{2}=\frac{1}{20}p_{5}-\frac{1}{12}p_{3}+\frac{1}{30}p_{1} と書ける.例2.3を用いて,













\displaystyle \sum_{ $\lambda$\in S\mathcal{P}_{n}}\frac{2^{n-\ell( $\lambda$)}(g^{ $\lambda$})^{2}}{n!}\sum_{u\in S( $\lambda$)}\prod_{i=1}^{r}\{\hat{c}(u)- \left(\begin{array}{l}
i\\
2
\end{array}\right)\}=\frac{(2r)!}{((r+1)!)^{2}}n^{\downarrow(r+1)} (r=0,1,2, \ldots) .
3 (Factorial) Schur Q‐functions
定理2.2の証明について述べよう.主な道具は factorial Schur Q‐関数である.まずは
(通常の) Schur Q‐関数について述べよう.詳細は [Mac, III‐8] を参照されたい.
定義3.1.  $\lambda$ \in \mathcal{S}\mathcal{P} とし, l = \ell( $\lambda$) とおく. N \geq  l のとき, N 変数 Schur P‐多項式
P_{ $\lambda$|N} (x_{1}, \ldots , x_{N}) をつぎで定義する.
P_{ $\lambda$|N} (  x_{1\text{）}}\ldots )  x_{N}) =\displaystyle \frac{1}{(N-l)!}\sum_{w\in S_{N}}w(x_{1}^{$\lambda$_{1}}\cdots x_{l}^{$\lambda$_{l}}\prod_{i=1j}^{l}\prod_{=i+1}^{N}\frac{x_{i}+x_{j}}{x_{i}-x_{j}})
ここで置換w は変数 x\mathrm{i} , . . , x_{N}の入れ換えとして作用する. N<lのときは P_{ $\lambda$|N}(x\mathrm{i}, \ldots, x_{N})=
0 と約束する.いつものように射影極限 \mathrm{h}\mathrm{m}P_{ $\lambda$|\mathrm{N}} によって,対称関数 P_{ $\lambda$} が定まる.これを
Schur P‐関数とよぶ.また Q_{ $\lambda$}:=2^{\ell( $\lambda$)}P_{ $\lambda$} を,Schur Q‐関数とよぶ.
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Schur P‐関数は,Hall‐Littlewood関数 P_{ $\lambda$}(t) の t=-1 の場合に対応する.なお乃 (t=0)
はSchur 関数 s_{ $\lambda$} に他ならない.次の事実はよく知られている [Mac, III, (8.9)].
命題3.2. \{P_{ $\lambda$}\}_{ $\lambda$\in 5\mathcal{P}} は  $\Gamma$ の基底をなす.
次に factorial Schur  Q‐関数について述べる.1変数 x と正の整数 k に対し,
x^{\downarrow k}=x(x-1)(x-2)\cdots(x-k+1)
と定める.また x^{\downarrow 0}=1 と約束する.次の factorial Schur P‐/Q‐関数は A Okounkov によ
り導入され [I] で初めて登場する.
定義3.3 ([\mathrm{I}]) .  $\lambda$\in \mathcal{S}P とし, l=\ell( $\lambda$) とおく. N\geq l のとき, N変数 facto短al Schur P‐多
項式 P_{ $\lambda$|N}^{*} (xi, . . . , x_{N} ) をつぎで定義する.
P_{ $\lambda$|N}^{*}(x_{1}, \displaystyle \ldots, x_{N})=\frac{1}{(N-l)!}\sum_{w\in S_{N}}w(x_{1}^{\downarrow$\lambda$_{1}}\cdots x_{l}^{\downarrow$\lambda$_{ $\iota$}}\prod_{i=1j}^{l}\prod_{=i+1}^{N}\frac{x_{i}+x_{j}}{x_{i}-x_{j}}) .
N<l のときは P_{ $\lambda$|N}^{*} (xl, . . . , x_{N}) =0 と約束する.射影極限 \displaystyle \lim_{\leftarrow}P_{ $\lambda$|N}^{*} によって,対称関数
澱が定まる.これを factorial Schur P‐関数とよぶ.また Q_{ $\lambda$}^{*} :=2^{\ell( $\lambda$)}P_{ $\lambda$}^{*} を,factorial Schur
Q‐関数とよぶ.
命題3. 4([\mathrm{I}]) . Factorial Schur P‐関数 P_{ $\lambda$}^{*} は次を満たす.
(i) P_{ $\lambda$}^{*} は  $\Gamma$ に属する.
(ii)  P_{ $\lambda$}^{*}=P_{ $\lambda$}+g の形で書ける.ただし  g\in $\Gamma$ は (§4.1の意味での) 次数が | $\lambda$| 未満であ
る.すなわち, P_{ $\lambda$}^{*} の最高次の部分が P_{ $\lambda$} である.
その他にも澱は, P_{ $\lambda$} と似た,もしくは別種の性質を多く持つことが知られている.た
とえば命題3.2と命題3.4より , \{P_{ $\lambda$}^{*}\}_{ $\lambda$\in S'P} は  $\Gamma$ の基底をなす.したがって,定理2.2を示す
には, \mathbb{E}_{n}[P_{ $\lambda$}^{*}] が n の多項式であることを示せば十分である.その場合は次のように明示的
な結果を得ることができる.
命題3.5. 任意の  $\nu$\in S\mathcal{P}_{k} に対し,




証明の詳細は [M] の議論から分かるが,[ \mathrm{O} , Theorem 3.3] の証明と全く同様である.与




注意3.6. Schur 関数 s_{ $\lambda$} に対し,shifted Schur function s_{ $\lambda$}^{*} が知られている. P_{ $\lambda$}^{*} はその定
義から, s_{ $\lambda$}^{*} の 「strict版」 にあたるので, \mathrm{r}_{sh}舵ed Schur P‐function」 とようなものであ
る. s_{ $\lambda$}^{*} は変数 \mathrm{x}=(x_{i}) の対称関数ではなく, y_{i}:=x_{i}-i に関して対称な,いわゆる sh諺ed
symmetric function になっている.一方で, P_{ $\lambda$}^{*} は P_{ $\lambda$} と同じ空間  $\Gamma$ に属しており,sh碗ed
symmetric ではないので 「sh旋ed Schur  P ‐function」 という名称はこの意味で妥当では
ない.
文献 [I]では特に名前が付いていなかったが,ここでは P_{ $\lambda$}^{*} を血ctorial SchurP‐functionと
呼んだ.しかしながら,「factoHal Schur P ‐function」 という名称は,より一般の P_{ $\lambda$}(\mathrm{x}|\mathrm{a})
という関数に用いられることもあるので注意が必要である.パラメータ \mathrm{a} = (a_{i})_{i\geq 1} を
a_{i}=i-1 と特殊化することで, P_{ $\lambda$}(\mathrm{x}|\mathrm{a}) は P_{ $\lambda$}^{*} に一致する.
4 次数の評価
定理2.2により,任意の f \in $\Gamma$ に対して \mathrm{E}_{n}[f] は n の多項式になる.前章で述べたよう
に,一般に \mathrm{E}_{n}[f] の具体的な形を記述するのは難しい問題である.そこで,ここでは \mathrm{E}_{n}[f]
の n の多項式としての次数を評価することを考えよう.3通りの次数の評価を考える.
4.1 第1の次数
まず代数  $\Lambda$ には自然な次数 \deg が定義されている.すなわち,べき和対称関数森 =
\displaystyle \sum_{i\geq 1}x_{i}^{k} に対して
\deg p_{k}=k, k=1 , 2, . . .
と定まる.
命題4.1.  f\in $\Gamma$ とする.  n の多項式 \mathrm{E}_{n}[f] の次数は,高々 \deg fである.
証明. (P_{ $\nu$}^{*})_{ $\nu$\in 8p} は  $\Gamma$ の基底をなすので,  f=P_{ $\nu$}^{*} のときに主張を示せば十分である.しか
しその場合は命題3.5より直ちにしたがう.口
命題4.1によれば, n の多項式 \mathbb{E}_{n}[p_{3}] の次数は,高々3である.ところが例2.3より,実際
の \mathrm{E}_{n}|p_{3}] の次数は2である.このように命題4.1の評価は最良とは限らないため, \deg以外
の次数を  $\Gamma$ に導入する必要がある.
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4.2 第2の次数
分割  $\lambda$ = ($\lambda$_{1}, \ldots, $\lambda$_{l}) \in \mathcal{P} は,全ての $\lambda$_{i} > 0 が奇数であるとき,odd であるという.
n の odd 分割全体を \mathcal{O}\mathcal{P}_{n} とし, \mathcal{O}P = \displaystyle \bigcup_{n=0}^{\infty}\mathcal{O}P_{n} とおく.よく知られているように,
|\mathcal{S}P_{n}|=|\mathcal{O}\mathcal{P}_{n}| が成立する.一般の分割  $\lambda$=($\lambda$_{1}, \ldots, $\lambda$_{l})\in \mathcal{P} に対し, p_{ $\lambda$}=p_{$\lambda$_{1}}\cdots p_{$\lambda$_{I}} と定
めるのだった.このとき \{p_{ $\lambda$}\}_{ $\lambda$\in \mathcal{P}} は  $\Lambda$ の, \{p_{ $\rho$}\}_{ $\rho$\in \mathcal{O}\mathcal{P}} は  $\Gamma$ の,それぞれ基底をなす.
 $\rho$\in \mathcal{O}\mathcal{P}_{k} とする. p_{ $\rho$} を \{P_{ $\lambda$}\}_{ $\lambda$\in \mathcal{S}\mathcal{P}_{k}} で展開したときの係数を X_{ $\rho$}^{ $\lambda$} で表す.すなわち
p_{ $\rho$}=\displaystyle \sum_{ $\lambda$\in \mathcal{S}\mathcal{P}_{k}}X_{p}^{ $\lambda$}P_{ $\lambda$}.
次のように定義される対称関数 \mathfrak{p}_{ $\rho$} を導入しよう.
定義4.2.  $\rho$\in \mathcal{O}P_{k} に対し,
\displaystyle \mathfrak{p}_{ $\rho$}=\sum_{ $\lambda$\in S\mathcal{P}_{k}}X_{ $\rho$}^{ $\lambda$}P_{ $\lambda$}^{*}
と定義する.
ベき和対称関数 p_{ $\rho$} と異なり,一般には \mathfrak{p}_{ $\rho$}\neq \mathfrak{p}_{($\rho$_{1})}\cdots \mathfrak{p}_{( $\rho \iota$)} であることに注意せよ.つぎの
命題は命題3.5と同値であることが確かめられる [\mathrm{M} , Corollary 4.3].
命題4.3.  $\rho$\in \mathcal{O}\mathcal{P}_{k} に対し, \mathrm{E}_{n}[\mathfrak{p}_{ $\rho$}]=$\delta$_{ $\rho$,(1^{k})}n^{\downarrow k} が成り立つ.
例4.4. p_{3} は
p_{3}=\mathrm{p}_{(3)}+3\mathfrak{p}_{(1^{2})}+\mathrm{p}_{(1)}
と展開されるので, \mathbb{E}_{n} 「p_{3}] =3n^{\downarrow 2}+nがただちにしたがう.口
\{\mathfrak{p}_{ $\rho$}\}_{p\in \mathcal{O}p} が  $\Gamma$ の基底となることに注意して,  $\Gamma$ に次のような次数 \deg_{1} を定義しよう.
\deg_{1}\mathfrak{p}_{ $\rho$}=| $\rho$|+m_{1}( $\rho$) ,  $\rho$\in \mathcal{O}\mathcal{P}.
ここで, m\mathrm{i}( $\rho$)=|\{i\geq 1 |$\rho$_{i}=1\}| である.このとき次の命題を得る.
命題 4.5_{\bullet}  f\in $\Gamma$ とする. \mathbb{E}_{n}[f] の次数は,高々 \displaystyle \frac{1}{2}\deg_{1}(f) である.
証明. f =\mathfrak{p}_{ $\rho$} のときに主張を示せば十分である. k = | $\beta$| とし,命題4.3を用いる.  $\rho$= (1^{k})
のとき, \mathbb{E}_{n}[\mathfrak{p}_{ $\rho$}] = n\downarrow k かつ \deg_{1}\mathfrak{p}_{ $\rho$} = 2k である.一方,  $\rho$ \neq (1^{k}) のとき, \mathrm{E}_{n}[\mathfrak{p}_{ $\rho$}] = 0 であ
る 口
もちろん,一般に,与えられた  f\in $\Gamma$ を基底 \{\mathrm{p}_{ $\rho$}\} で展開することは容易ではない.
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注意4.6. 係数 X_{ $\rho$}^{ $\lambda$} (  $\lambda$\in S\mathcal{P}_{k} )  $\rho$\in \mathcal{O}\mathcal{P}_{k} ) は,対称群の指標値 $\chi$_{ $\eta$}^{ $\xi$} ( $\xi$ ,  $\eta$\in \mathcal{P}科 の 「スピン版」
に相当する.実際, X_{ $\rho$}^{ $\lambda$} はスピン対称群の指標値を与える.対称関数 \mathfrak{p}_{ $\rho$} は次の表示を持つ
[M_{f} Proposition 3. 2]:
\mathfrak{p}_{ $\rho$}( $\mu$)= \left\{\begin{array}{ll}
n^{\downarrow k}\cdot x_{ $\rho$\cup(1^{n-k}) ,9^{ $\mu$}}^{ $\mu$} & (n=| $\mu$|\geq k)\\
0 & (n=| $\mu$| <k)
\end{array}\right. ( $\mu$\in S\mathcal{P}) .
したがって \mathfrak{p}_{ $\rho$} は正規化されたスピン既約指標であると言える.口
4.3 第3の次数
strict 分割  $\lambda$ のシフト ヤング図形  S( $\lambda$) を考える.箱 u=(i,j) \in S( $\lambda$) は, S( $\lambda$) から u
を除いても strict 分割を定めるとき,  $\lambda$ の outer corner という.また箱  u= (i,j) \not\in S( $\lambda$)
は, S( $\lambda$) に u を追加すると strict 分割を定めるとき,  $\lambda$ の inner corner という. \mathbb{O}_{ $\lambda$} と \mathbb{I}_{ $\lambda$}
で,それぞれ  $\lambda$ のouter corner と inner corner 全体を表す.
例4.7.  $\lambda$=(5,4,2)\in S\mathcal{P}_{11} を考える.このとき, \mathbb{O}_{ $\lambda$}=\{(2,5) , (3,4 \mathbb{I}_{ $\lambda$}=\{(1,6), (3,5), (4,4)\}
となる.図で 0 と書いてある箱が outer corner である. S( $\lambda$) から outer comer を取ると,
それぞれ strict 分割 (5 )3, 2) )(5, 4 ) 1 ) \in S\mathcal{P}_{10} を得る.一方,灰色の箱が inner corner であ
る. S( $\lambda$) に inner corner を加えると,それぞれ (6, 4, 2), (5, 4, 3), (5, 4, 2, 1)\in \mathcal{S}\mathcal{P}_{12} を得る.
口
定義4.8 ([\mathrm{H}\mathrm{X}1]) . 整数  k\geq  1 に対し, S\mathcal{P} 上の関数軌を
$\psi$_{k}( $\lambda$)=\displaystyle \sum_{u\in \mathbb{I}_{ $\lambda$}}\{c(u)(c(u)+1)\}^{k}-\sum_{u\in \mathbb{O}_{ $\lambda$}}\{c(u)(c(u)+1)\} ん




命題4 \cdot9 (Proposition 6.2, [M]). 各  k に対し,  $\psi$_{k}\in $\Gamma$ である.実際,




とかける.したがって定理2.2より, \mathbb{E}_{n}[$\psi$_{k}] は n の多項式である.
(4.1) の表示から \{$\psi$_{k}\}_{k\geq 1} は代数的に独立であり,代数  $\Gamma$ を生成する.そこで我々はつぎ
のような次数 \deg' を導入する.
\deg'$\psi$_{k} ⑤ k, k=1 , 2, . . . .






命題4.10.  f\in $\Gamma$ とする.  n の多項式 \mathbb{E}_{n}[f] の次数は,高々degf である.
この命題を用いて,次の等式 ( [\mathrm{H}\mathrm{X}1 , Theorem 1.2]) を示ぞう.
命題4.11. 関数 U_{r} (r=0,1,2, \ldots) を
U_{r}( $\lambda$)=\displaystyle \sum_{u\in S( $\lambda$)}\prod_{k=-r+1}^{r}(c(u)+\cdot k) ( $\lambda$\in \mathcal{S}\mathcal{P})
と定めるとき,
(4.2) \displaystyle \mathrm{E}_{n}[U_{r}]=\frac{2^{r}(2r)!}{((r+1)!)^{2}}n^{\downarrow(r+1)}.








砿 = 2^{r}\hat{p}_{r} + (\hat{p}0, . . . , \hat{p}_{r-1} の線形結合)
= \displaystyle \frac{1}{2r+1}p2r+1 + (p_{1} ,p3, . . . , p2r-1 の線形結合) (2.3) )
を得る.よって,  U_{r}\in $\Gamma$ かつ \mathrm{d}\mathrm{e}\mathrm{g}'(U_{r})=r+1 となる.命題4.10から, \mathbb{E}n[防] は高々 r+1 次
の n の多項式であることが分かった.
そこで, n=0 , 1, . . . , r+1 のときに等式 (4.2) が成立することを確認すれば,全ての n で
(4.2) は成立する.
\bullet  n \leq  r とし,  $\lambda$ \in \mathcal{S}\mathcal{P}_{n} とする.このとき各々の容量 c(u) (u\in S( $\lambda$)) は 0 \leq  c(u) \leq
 n-1\leq r-1 を満たすので, U_{r}( $\lambda$)=0 となる.したがって,(4.2) の左辺は 0. n\leq r
より n^{\downarrow(r+1)}=0 で,(4.2) の右辺も 0.
\bullet  n =r+1 とし,  $\lambda$ \in  S\mathcal{P}_{n} とする.上と同様に,  $\lambda$ \neq (r+1) のときは U_{r}( $\lambda$) = 0 となる.
また  $\lambda$ = (r+1) のときの容量は, 0 , 1, . . . , rで, U_{r}((r+1)) = \displaystyle \prod_{k=-r+1}^{r}(r+k) = (2r)!
となる.したがって,




ここでの議論は Olshanski [0] のアイディアと全く同じである.ふたつの strict 分割  $\lambda$,  $\mu$
に対し,  S( $\lambda$) に箱を一つだけ加えて S( $\mu$) が得られるとき (つまり S( $\mu$)\backslash S( $\lambda$)=\{v\} かつ
v\in \mathbb{I}_{ $\lambda$}\cap \mathbb{O}_{ $\mu$} のとき) ,  $\mu$\searrow $\lambda$ と書こう.このとき
 p^{\uparrow}( $\lambda,\ \mu$)=\displaystyle \frac{g^{ $\mu$}}{g^{ $\lambda$}}\frac{2^{ $\delta$(l( $\mu$)-\ell( $\lambda$))}}{| $\lambda$|+1}
と定義する.ここで,
 $\delta$(\ell( $\mu$)-\ell( $\lambda$))=\left\{\begin{array}{l}
1 \mathrm{i}\mathrm{f} P( $\mu$)=\ell( $\lambda$) ;\\
0 \mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{w}\mathrm{i}\mathrm{s}\mathrm{e}
\end{array}\right.
とおいた.  $\mu$\searrow $\lambda$ でないときは  p^{\uparrow}( $\lambda$,  $\mu$)=0 と約束する.
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この p^{\uparrow} . ) を,シフト プランシェレル測度 \mathbb{P}_{n}=\mathbb{P}_{n}^{\mathrm{S}\mathrm{P}1} の推移確率という.名前の由来
はつぎの等式による ([\mathrm{B}]) :
(4.3) \displaystyle \mathbb{P}_{n+1}( $\mu$)=\sum_{ $\lambda$\in \mathcal{S}P_{n}: $\mu$\searrow $\lambda$}\mathbb{P}_{n}( $\lambda$)p^{\uparrow}( $\lambda$,  $\mu$) ( $\mu$\in S\mathcal{P}_{n+1}) .
S\mathcal{P} 上の関数のなす空間に,微分 作用素 \partial をつぎの式で定義する: 関数  F に対し,




\displaystyle \mathrm{E}_{n}[F+\partial F]=\sum_{ $\lambda$\in S\mathcal{P}_{n}}\mathbb{P}_{n}( $\lambda$)(F( $\lambda$)+(\partial F)( $\lambda$))
=\displaystyle \sum_{ $\lambda$\in SP_{n}}\mathbb{P}_{n}( $\lambda$)\sum_{ $\mu$: $\mu$\searrow $\lambda$}p^{\uparrow}( $\lambda$,  $\mu$)F( $\mu$)
=\displaystyle \sum_{ $\mu$\in S\mathcal{P}_{n+1}}F( $\mu$)\sum_{ $\lambda$: $\mu$\searrow $\lambda$}\mathbb{P}_{n}( $\lambda$)p^{\uparrow}( $\lambda,\ \mu$)
=\displaystyle \sum_{ $\mu$\in \mathcal{S}\mathcal{P}_{n+1}}F( $\mu$)\mathbb{P}_{n+1}( $\mu$) (4.3) )
=\mathrm{E}_{n+1}[F].
補題4.12.  $\eta$\in \mathcal{P}_{k} とする.このとき \partial$\psi$_{ $\eta$} は $\psi$_{ $\xi$} ( $\xi$\in \mathcal{P}, | $\xi$|<k) たちの線形結合である.
証明.微分作用素 \partial は,[HX1] における微分作用素  D と本質的に同じものである.そのこ
とに注意すると,この主張は [HX1, Theorem 3.6] の言い換えに他ならない ロ
命題4.10の証明. \{$\psi$_{ $\eta$}\}_{ $\eta$\in \mathcal{P}} は  $\Gamma$ の基底をなすことを思い出そう. \mathbb{E}_{n}[$\psi$_{ $\eta$}] の次数が | $\eta$| 以
下であることを示せば十分である. k := | $\eta$| についての帰納法で示そう.まず \mathrm{E}_{n}[$\psi$_{1}] =
\mathbb{E}_{n}[2p_{1}]=2n なので, k=1 のとき主張は正しい.
つぎに k-1 まで主張が正しいと仮定し,  $\eta$ を  k の任意の分割としよう.このとき,
\bullet 補題4.12と帰納法の仮定から, \mathrm{E}_{n}[\partial$\psi$_{ $\eta$}] は高々k-1 次の n の多項式である.
\bullet 一方 (4.4) より,等式 \mathbb{E}_{n+1}[$\psi$_{ $\eta$}] -\mathrm{E}_{n}[$\psi$_{ $\eta$}] =\mathrm{E}_{n}[\partial$\psi$_{ $\eta$}] がすべての n で成立する.
73
上の二つの事実は, n の多項式 \mathrm{E}_{n}[$\psi$_{ $\eta$}] の次数が k以下であることを要求している.実際,
もし
\mathbb{E}_{n}[$\psi$_{ $\eta$}]=an^{p}+bn^{p-1}+ [terms of degree <p-1], (a\neq 0, p>k)
の形ならば,
\mathrm{E}_{n}[\partial$\psi$_{ $\eta$}]=\mathrm{E}_{n+1}[$\psi$_{ $\eta$}]-\mathrm{E}_{n}[$\psi$_{ $\eta$}]
=a\{(n+1)^{\mathrm{p}}-n^{p}\}+b\{(n+1)^{p-1}-n^{p-1}\}+ [terms of degree <p-1 ]
=apn^{p-1}+ [terms of degree <p-1 ]









定理2.2および定理2.6が,Stanley の定理1.2(1), (2) に対応する結果である.この最後
の章では,定理1.2(3) に対応する主張について考察する.
まずは strict 分割の鉤の長さの復習をしよう.  $\lambda$ = ($\lambda$_{1}, \ldots, $\lambda$_{l}) \in  S\mathcal{P}_{n} に対し,分割
D( $\lambda$)\in \mathcal{P}_{2n} を,フロベニウス記法で
D( $\lambda$)=[$\lambda$_{1}, . . . , $\lambda$_{l} | $\lambda$_{1}-1_{\text{）}}\ldots, $\lambda$_{l}-1]
と定義し,  $\lambda$ のdouble とよぶ.  D( $\lambda$) のヤング図形,つまり Y(D( $\lambda$)) も D( $\lambda$) で表すことに
する.箱 u\in S( $\lambda$) および u\in D( $\lambda$) の鉤の長さ h_{ $\lambda$}(u) は,ヤング図形 D( $\lambda$) の中での鉤の長
さで定義する.
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例5.1.  $\lambda$=(5,4,2,1) \in S\mathcal{P}_{12} とする.このとき D( $\lambda$)=[5 , 4, 2, 1 | 4 , 3, 1, 0] である.
S( $\lambda$) D( $\lambda$)=
ヤング図形 D( $\lambda$) の鉤の長さを箱に書き込むと,
となる.ただし, S( $\lambda$) に属さない箱の数字には下線をつけた.
hook length formula (1.1) の 「strict 版」 は次のようになる:
g^{ $\lambda$}=\displaystyle \frac{| $\lambda$|!}{\prod_{u\in S( $\lambda$)}h_{ $\lambda$}(u)},
分母の積は D( $\lambda$) でなく S( $\lambda$) の箱を渡ることに注意.
補題5.2.  $\lambda$\in S\mathcal{P}_{f} l=\ell( $\lambda$) とする.このとき次の2つの等式が多重集合として成立する.
\{h $\lambda$(駕 ) | u\in S( $\lambda$)\}\cup\{$\lambda$_{i}-$\lambda$_{j} | 1\leq i<j\leq l\}(5.1) =\{$\lambda$_{i}+$\lambda$_{j} | 1\leq i<j\leq l\}\cup\{1, 2, . . . , $\lambda$_{i} | i=1, 2, . . . , 1\},
\{h_{ $\lambda$}(u) | u\in D( $\lambda$)\}\cup\{$\lambda$_{1}, . . . , $\lambda$_{l}\}(5.2) =\{h_{ $\lambda$}(u) | u\in S( $\lambda$)\}\cup\{h_{ $\lambda$}(u) | u\in S( $\lambda$)\}\cup\{2$\lambda$_{1}, . . . , 2$\lambda$_{l}\}.
例5.3. 例5.1の  $\lambda$=(5,4,2,1) を考える.式(5.1) と (5.2) を具体的に書き下すとそれぞれ
次のようになる.
\{1 , 1, 2, 2, 3, 4, 5, 5, 6, 6, 7, 9\}\cup\{1, 1, 2, 3, 3, 4\}
=\{3, 5, 6, 6, 7, 9\}\cup\{1, 1, 1 , 1, 2, 2, 2, 3, 3, 4, 4, 5\},
\{1, 1, 1, 2, 2, 2, 2, 3, 3, 4, 4, 5, 5, 5, 6, 6, 6, 6, 7, 7, 8, 9, 9, 10\}\cup\{1, 2, 4, 5\}
=\{1, 1, 2, 2, 3, 4, 5, 5, 6, 6, 7, 9\}\cup\{1, 1, 2, 2, 3, 4, 5, 5, 6, 6, 7, 9\}\cup\{2, 4, 8, 10\}.
口
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5.2 2種類の hook evaluation
対称関数  f\in $\Lambda$ に対し,  S\mathcal{P} 上の関数 f^{\mathrm{H}\mathrm{S}} と f^{\mathrm{H}\mathrm{D}} を
f^{\mathrm{H}\mathrm{S}}( $\lambda$)=f(h_{ $\lambda$}(u)^{2} : u\in S( $\lambda$)) , f^{\mathrm{H}\mathrm{D}}( $\lambda$)=f(h_{ $\lambda$}(u)^{2} : u\in D( $\lambda$)) ( $\lambda$\in \mathcal{S}\mathcal{P})
と定義する.  f^{\mathrm{H}\mathrm{S}}\in $\Lambda$\backslash  $\Gamma$ かつ  f^{\mathrm{H}\mathrm{D}}\in $\Gamma$ であることを示そう.





\end{array}\right)B_{k}=0 (t=1,2, \ldots) .
例えば, B_{1}=\displaystyle \frac{1}{2}, B2=\displaystyle \frac{1}{6}, B_{3}=0, B_{4}=-\displaystyle \frac{1}{30}. n が3以上の奇数ならば B_{n}=0 となること
が知られている.ここでは次の積和の公式を用いる: 任意の自然数 n に対し,
(5.3) \displaystyle \sum_{j=1}^{n}j^{k}=\frac{1}{k+1}\sum_{t=0}^{k}\left(k & +1t\right)B_{t}n^{k+1-t}.
命題5.4. べき和対称関数 f=彿に対し, p_{k}^{\mathrm{H}\mathrm{S}},p_{k}^{\mathrm{H}\mathrm{D}} は次のように明示的に書ける.















したがって, f^{\mathrm{H}\mathrm{S}}( $\lambda$) , f^{\mathrm{H}\mathrm{D}}( $\lambda$) は $\lambda$_{1} , . . . , $\lambda$_{l} に関して対称多項式であり,さらに  f^{\mathrm{H}\mathrm{S}}\not\in $\Gamma$ かつ
 f^{\mathrm{H}\mathrm{D}}\in $\Gamma$ である.
証明.(5.1) より,
 p_{k}^{\mathrm{H}\mathrm{S}}( $\lambda$)=\displaystyle \sum_{u\in S( $\lambda$)}h_{ $\lambda$}(u)^{2k}=\sum_{1\leq i<j\leq l}\{($\lambda$_{i}+$\lambda$_{j})^{2k}-($\lambda$_{i}-$\lambda$_{j})^{2k}\}+\sum_{i=1}^{l}\sum_{j=1}^{$\lambda$_{ $\iota$}}j^{2}た
となる.右辺において,第1の \displaystyle \sum の各項は2項展開をして,第2の \displaystyle \sum には (5.3) を適用す
ると,




=\displaystyle \sum_{s=0}^{k-1}(_{2s+1^{\mathrm{X}}}2k (p_{2k-2s-1}( $\lambda$)p_{2s+1}( $\lambda$) 一馳 k( $\lambda$) ) +\displaystyle \frac{1}{2k+1}\sum_{\mathrm{t}=0}^{2k}\left(2k & +1t\right)B_{t}p_{2k+1-\mathrm{t}}( $\lambda$)
76
を得る.ここで \displaystyle \sum_{1\leq i<\mathrm{j}\leq l}($\lambda$_{i}^{r}$\lambda$_{j}^{s}+$\lambda$_{j}^{r}$\lambda$_{i}^{s})=p_{r}( $\lambda$)p_{s}( $\lambda$)-p_{r+s}( $\lambda$) となることを用いた.最後
の \displaystyle \sum_{t} は,易が t=1 のとき及び t が偶数のときのみ生き残ることに注意して整理すると,
(5.4) が得られる.(5.2) より擢\mathrm{D}_{=2p_{k}^{\mathrm{H}\mathrm{S}}}+(4^{k}-1)p_{2k} なので,(5.4) から (5.5) が直ちに得
られ,特に  p_{k}^{\mathrm{H}\mathrm{D}}\in $\Gamma$ が分かる.残る主張は  $\Lambda$=\mathbb{Q} 「p_{1} , p2, . . 1であることからしたがう.口
例5.5.
p_{1}^{\mathrm{H}\mathrm{S}}=\displaystyle \frac{1}{3}p_{3}+2p_{1}^{2}+\frac{1}{6}p_{1}-\frac{3}{2}p_{2} p_{1}^{\mathrm{H}\mathrm{D}}=\displaystyle \frac{2}{3}p_{3}+4p_{1}^{2}+\frac{1}{3}p\mathrm{i} )
p_{2}^{\mathrm{H}\mathrm{S}}=\displaystyle \frac{1}{5}p_{5}+8p_{3}p_{1}+\frac{1}{3}p_{3}-\frac{1}{30}p_{1}-\frac{15}{2}p_{4}, p_{2}^{\mathrm{H}\mathrm{D}}=\displaystyle \frac{2}{5}p_{5}+16p_{3}p_{1}+\frac{2}{3}p_{3}-\frac{1}{15}p_{1}.
口
注意5.6. 命題5.4の証明と全く同様にして, h_{ $\lambda$}(u) を2乗しない形の f(h_{ $\lambda$}(u) : u\in S( $\lambda$))
および f (h_{ $\lambda$}(u) : u\in D( $\lambda$)) も共に対称関数であることが示せる.ただしいずれも  $\Gamma$ には
属さない.
5.3 Hook evaluation の多項式性
次の定理は [HX2, Theorem 2.6] で与えられている.ここでは命題5.4を利用して定理
2.2に帰着させる証明を与えよう.
定理5.7 ([HX2]). 任意の  f\in $\Lambda$ に対して,
\displaystyle \mathrm{E}_{n}[f^{\mathrm{H}\mathrm{D}}]= \sum \frac{2^{n-l( $\lambda$)}(g^{ $\lambda$})^{2}}{n!}f(h_{ $\lambda$}(u)^{2} : u\in D( $\lambda$))
 $\lambda$\in SP_{n}
は nの多項式である.さらに, f=p_{ $\eta$} ( $\eta$\in \mathcal{P}) のとき, n の多項式 \mathrm{E}_{n}\mathbb{P}_{ $\eta$}^{\mathrm{D}} ] の次数は高々
| $\eta$|+\ell( $\eta$) である.
証明.前半の主張は  f^{\mathrm{H}\mathrm{D}}\in $\Gamma$ であること (命題5.4) と定理2.2より明らかである.後半
を示そう.(5.5) において  $\Gamma$ の第3の次数 \deg' を考えると, \deg'(p_{2r-1}) = r だったので,
\deg'(p_{k}^{\mathrm{H}\mathrm{D}}) = k+1 が分かる.よって \deg'(p_{ $\eta$}^{\mathrm{H}\mathrm{D}}) = | $\eta$|+\ell( $\eta$) となるから,命題4.10より
\mathbb{E}_{n}\mathrm{k}\mathrm{J}_{ $\eta$}^{\mathrm{H}\mathrm{D}}] の次数は高々 | $\eta$|+\ell( $\eta$)である.口
命m4.11と定理1.2を見比べると, f^{\mathrm{H}\mathrm{D}} ではなく f^{\mathrm{H}\mathrm{S}} を考えたいところなのだが,  f^{\mathrm{H}\mathrm{S}}\not\in $\Gamma$
なので \mathrm{E}_{n}[f^{\mathrm{H}\mathrm{S}}] が n の多項式になることは期待できない.
最後に,次の岡田‐Panova の等式 [P]
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