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Introduction
These lecture notes provide an introduction to the theory and application of
symmetry methods for ordinary differential equations, building on minimal pre-
requisites. Their primary purpose is to enable a quick and self-contained ap-
proach for non-specialists; they are not intended to replace any of the mono-
graphs on this topic. The content of the notes lies “transversal” to most stan-
dard texts, since we put emphasis on autonomous ODEs of first order, which
often play a relatively minor role. Moreover, we avoid the technical build-up
involving jet spaces and prolongations of group actions.
The notes are organized as follows. Chapter 1 contains basic material on ODEs
with analytic right hand side, most of which may be known to the reader. Some
remarks address differential equations with smooth right hand side, pointing
out similarities and differences. Chapter 2 introduces to Sophus Lie’s classical
theory of local one-parameter (orbital) symmetry groups in the context of first
order (mostly autonomous) equations, with a short digression to second order
equations. Chapter 3 deals with “multi-parameter symmetries”, including a
clarification of notions, and with invariant sets that are (in some way) forced
by symmetries. In Chapter 4 the table is turned: We start with a given (linear)
group and discuss differential equations that admit this group as a group of
symmetries, with an emphasis on toral groups. Finally we consider Poincare´-
Dulac normal forms as a special class admitting toral symmetry groups, and
focus on some of their special properties. While Chapters 1 - 3 contain no new
material (apart perhaps from organization and presentation), there is some less
known and some new material in Section 4. An Appendix (Section 5) contains,
for quick reference, a summary of facts on power series and analytic functions.
The theoretical results are accompanied and illustrated by some (rather small
and elementary) examples.
A short list of basic references is given, but – in line with the introductory nature
of these notes – there is no attempt to provide a complete list, which would be
longer than the present text. We refer to the bibliographies in the cited papers
and books.
These notes were originally written to accompany a series of lectures at Shanghai
Jiaotong University in September and October 2019, during a pleasant and pro-
ductive research visit. The author thanks the School of Mathematical Sciences
for the opportunity to work at SJTU, and in particular Xiang Zhang and his
colleagues and students at the Dynamical Systems Group for their hospitality.
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Chapter 1
Basic notions and facts
This chapter has preparatory character. Required are some knowledge of the
theory of ordinary differential equations and, later on, of properties of local an-
alytic functions and vector fields. (See Chapter 5 for background material on
the latter.) We recall some basic definitions and facts and present a number of
relevant constructions.
Throughout these notes K stands for R or C, and U ⊆ Kn is a nonempty,
open and connected set. The algebra of analytic K-valued functions on U will
be denoted by A(U), and the vector space of analytic Kn-valued functions on
U will be denoted by A(U). We consider an analytic autonomous ordinary
differential equation
(1.1) x˙ =
dx
dt
= f(x)
defined on U . Note that we will always assume the independent variable t to
be real.
1.1 Existence, uniqueness, dependence
Theorem 1.1.1. (a) Every initial value problem x˙ = f(x), x(0) = y ∈ U has
a unique solution F (t, y) on an interval Imax(y), which cannot be extended
beyond this interval.
(b) The set
U˜ :=
⋃
y∈U
(Imax(y)× {y}) ⊆ R× U
is open and the map
F : U˜ → U, (t, y) 7→ F (t, y)
is analytic.
2
(c) Local one-parameter group property: One has
F (0, y) = y
F (t1 + t2, y) = F (t1, F (t2, y))
for all y ∈ U and all t1, t2 ∈ R such that F (t2, y) and either F (t1, F (t2, y))
or F (t1 + t2, y) are defined.
In particular F (−t, F (t, y)) = y for all t ∈ Imax(y).
We call F the general solution (or the local flow) of (1.1), and we will some-
times refer to f as an infinitesimal generator of the local one-parameter trans-
formation group F .
Occasionally we will also consider non-autonomous ordinary differential equa-
tions
(1.2) x˙ = q(t, x)
with q defined and analytic on a nonempty, open and connected subset of R×
Kn, and corresponding initial value problems. One may “autonomize” such an
equation via
(1.3)
ξ˙ = 1
x˙ = q(ξ, x),
which allows to carry over, cum grano salis, results about autonomous systems
to the non-autonomous case.
Example 1.1.2. The partial derivative D2F (t, y) of the local flow of (1.1) with
respect to the variable y satisfies a non-autonomous linear differential equation,
the so-called variational equation
∂
∂t
D2F (t, y) = Df(F (t, y)D2F (t, y), D2F (0, y) = I
with I denoting the identity matrix. This is readily verified by differentiating
∂
∂tF (t, y) = f(F (t, y)).
1.2 Lie derivative
Definition 1.2.1. Given f as in (1.1), the corresponding Lie derivative Xf
acts on A(U) via
φ 7→ Xf (φ), Xf (φ) (x) := Dφ(x) f(x).
This definition is motivated by the observation
(1.4)
d
dt
φ(F (t, y)) = Xf (φ)(F (t, y)).
We note some properties of Lie derivatives.
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Proposition 1.2.2. Let f ∈ A(U). Then the following hold:
(a) Xf = 0⇔ f = 0.
(b) Xf is a derivation of A(U), thus is linear and satisfies the “product rule”
Xf(φ · ψ) = Xf (φ) · ψ + φ ·Xf (ψ) for all φ, ψ ∈ A(U).
(c) Lie series identity: For all φ ∈ A(U) one has
φ(F (t, y)) = exp(tXf )(φ)(y) =
∑
k≥0
tk
k!
Xkf (φ)(y).
Proof. Parts (a) and (b) are straightforward. To verify part (c), note that
analyticity implies the existence of an expansion
φ(F (t, y)) =
∑
k≥0
tkψk(y)
with analytic functions ψk, and moreover
k!ψk(y) =
∂k
∂tk
φ(F (t, y))|t=0.
Now use (1.4) and induction.
We remark in passing that every derivation of A(U) has the form Xf for
some analytic f . In 20th century language, these derivations are called vector
fields. We will frequently identify f and Xf , and also call f a vector field.
1.3 Lie bracket
The commutator of two derivations (of any algebra) is again a derivation; the
derivations therefore form a Lie algebra. This observation motivates the Lie
bracket of f, g ∈ A(U): For φ ∈ A(U) we have the identities
Xg(φ)(x) = Dφ(x) g(x)⇒ XfXg(φ)(x) = D
2φ(x)(g(x), f(x))+Dφ(x)Dg(x)f(x).
Reversing the order of f and g and using the symmetry of the second derivative
D2φ(x), one obtains the identity
(1.5) (XfXg −XgXf )(φ)(x) = Dφ(x) (Dg(x) f(x)−Df(x) g(x)) .
Definition 1.3.1. The Lie bracket of f, g ∈ A(U) is defined by
[f, g] (x) := Dg(x)f(x) −Df(x)g(x).
Moreover we define
ad f : A(U)→ A(U); g 7→ [f, g] .
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We collect properties of the Lie bracket:
Proposition 1.3.2. (a) For all f, g ∈ A(U) one has
X[f,g] = XfXg −XgXf .
(b) With the standard vector space operations and the bracket [·, ·], A(U) is
a Lie algebra, thus the bracket is bilinear, antisymmetric and satisfies the
Jacobi identity
[f, [g, h]] + [h, [f, g]] + [g, [h, f ]] = 0.
(c) For all f, g ∈ A(U) and all ψ ∈ A(U) one has the identity
[f, ψ g] = Xf (ψ) g + ψ [f, g] .
Proof. Part (a) is a restatement of (1.5), while part (b) follows from (a), the
Lie algebra structure of the derivations of A(U) and Proposition 1.2.2(a). Part
(c) follows from the definitions by straightforward calculation.
1.4 Solution-preserving maps (morphisms)
It is advisable to discuss mathematical structures together with structure-preserving
maps. For autonomous ODEs this leads to
Definition 1.4.1. Let (1.1) be given, and ∅ 6= U∗ ⊆ U open. Moreover let
V ⊆ Km be nonempty, open and connected, and g ∈ A(V ).
A map Φ : U∗ → V is called solution-preserving from (1.1) to x˙ = g(x) if Φ
maps every solution of (1.1) in U∗ to a solution of x˙ = g(x); thus
Φ(F (t, y)) = G(t,Φ(y)) for all y ∈ U∗, t ∈ Imax(y) with F (t, y) ∈ U
∗.
A priori we do not require Φ to be analytic (or smooth) here, since there
are interesting continuous (but not differentiable) solution preserving maps. We
note a simple criterion when Φ is at least differentiable.
Lemma 1.4.2. Let Φ and g be as in Definition 1.4.1, and Φ differentiable.
Then Φ is solution-preserving from (1.1) to x˙ = g(x) if and only if the identity
(1.6) DΦ(x) f(x) = g(Φ(x))
holds on U∗.
Proof. For one direction, differentiate the identity Φ(F (t, y)) = G(t,Φ(y)) with
respect to t and set t = 0. Conversely, assume that the identity (1.6) holds.
Then
∂
∂t
Φ(F (t, y)) = DΦ(F (t, y))f(F (t, y)) = g(Φ(F (t, y)),
whence Φ(F (t, y)) solves x˙ = g(x).
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Remark 1.4.3. The notion of solution-preserving maps includes coordinate
transformations: Let Û ⊆ Kn be open, connected and nonempty, and Ψ : Û →
U analytic such that DΨ(x) is invertible for all x ∈ Û . Define
f∗(x) := DΨ(x)−1f(Ψ(x)) for x ∈ Û .
Then Ψ is locally invertible and (by construction) solution-preserving from x˙ =
f∗(x) to x˙ = f(x). One may interpret Ψ as a coordinate transformation, and
interpret x˙ = f∗(x) as (1.1) being expressed in new coordinates.
We next show compatibility of solution-preserving maps with Lie derivatives
and Lie brackets.
Proposition 1.4.4. (a) Let Φ and g be as in Definition 1.4.1, and Φ analytic.
Then for any ρ ∈ A(V ) one has
Xf (ρ ◦ Φ) = Xg(ρ) ◦ Φ.
(b) For all f1, f2 ∈ A(U) and g1, g2 ∈ A(V ) such that DΦ(x) fi(x) = gi(Φ(x)),
i = 1, 2, one also has
DΦ(x) [f1, f2] (x) = [g1, g2] (Φ(x)).
Proof. Part (a) follows directly from the definitions and Lemma 1.4.2, and part
(b) is most easily proven as a consequence of part (a) and Proposition 1.3.2(a).
The following result (called the “straightening theorem”) is not hard to prove
but it is fundamental. It will turn out to be of practical value in the computation
of symmetry reductions, and it contributes to the theory by showing that the lo-
cal behavior of ordinary differential equations is very simple (and uninteresting)
near any non-stationary point.
Theorem 1.4.5. Let (1.1) be given, and let y0 ∈ U such that f(y0) 6= 0.
Then there exists a neighborhood U∗ of y0 and a locally invertible analytic map
Ψ : U∗ → U that is solution-preserving from x˙ =


1
0
...
0

 to x˙ = f(x).
Proof. By employing an affine coordinate transformation we may assume that
y0 = 0, f(y0) =


1
0
...
0

. Define Ψ(x) := F
(
x1,


0
x2
...
xn


)
. By Theorem 1.1.1 this is
analytic near 0. With ∂∂tF (t, y) = f(F (t, y)) one has furthermore
DΨ(x) ·


1
0
...
0

 = ∂Ψ∂x1 (x) = f
(
F
(
x1,


0
x2
...
xn


))
= f(Ψ(x));
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thus Ψ is solution-preserving as asserted.
Moreover ∂Ψ∂x1 (0) = f(0) =


1
0
...
0

, and from Ψ(


0
x2
...
xn

) =


0
x2
...
xn

 one finds that
DΨ(0) =


1 ∗ · · · ∗
0 1 0
...
. . .
0 0 1

 .
Invertibility of the linear map DΨ(0) implies local invertibility of Ψ.
Remark 1.4.6. The proof of the straightening theorem is, up to a point, con-
structive: If an explicit expression for the local flow F (t, y) is known then the
straightening map can be determined explicitly.
To finish this section, we establish a Lie series identity involving Lie brackets.
Proposition 1.4.7. Let f, h ∈ A(U).
(a) Then
∂
∂s
(
D2H(s, y)
−1f(H(s, y))
)
= D2H(s, y)
−1 [h, f ] (H(s, y)).
for all y and all s in the maximal existence interval for x˙ = h(x), x(0) = y.
(b) One has the identity
D2H(s, y)
−1f(H(s, y)) = exp(s adh)(f)(y) =
∑
k
sk
k!
(adh)k(f)(y).
Proof. For part (a), first recall the variational equation
∂
∂s
(D2H(s, y)) = Dh(H(s, y)) ·D2H(s, y).
Moreover the inversion map ι : X → X−1 of linear automorphisms of Kn is
rational, hence analytic and satisfies the identity Dι(X)Y = −X
−1Y X .
Using these facts, as well as the product rule and the chain rule, one obtains
∂
∂s
(
D2H(s, y)
−1f(H(s, y))
)
= −D2H(s, y)
−1
(
∂
∂s
D2H(s, y)
)
D2H(s, y)
−1f(H(s, y))
+D2H(s, y)
−1Df(H(s, y)) ·
(
∂
∂s
H(s, y)
)
= −D2H(s, y)
−1Dh(H(s, y))f(H(s, y)) +D2H(s, y)
−1Df(H(s, y)) · h(H(s, y)).
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For part (b), by analyticity there exists an expansion
D2H(s, y)
−1f(H(s, y)) =
∑
k
skgk(y)
with analytic gk, and
k !gk(y) =
∂k
∂sk
(
D2H(s, y)
−1f(H(s, y))
)
|s=0.
Now use part (a) and induction.
1.5 Invariant sets
A subset Y of U is called invariant for x˙ = f(x) if y ∈ Y implies F (t, y) ∈ Y
for all t ∈ Imax(y). In other words, a subset of U is invariant if and only
if it is a union of solution trajectories of (1.1). Thus the union, intersection
and set-theoretic difference of invariant sets are invariant, and from dependence
properties one sees that the closure, interior and boundary of a invariant set are
themselves invariant.
The following criterion is frequently useful.
Proposition 1.5.1. (a) Let ϕ1, . . . , ϕr ∈ A(U). If there exist analytic func-
tions µij (1 ≤ i, j ≤ r) on U such that
Xf (ϕi) =
∑
j
µijϕj for 1 ≤ i ≤ r ,
then the common zero set Y of ϕ1, . . . , ϕr is invariant for x˙ = f(x).
(b) For a partial converse, assume K = C, and let Y ⊆ U be a nontrivial
analytic invariant set for (1.1). For fixed y0 ∈ Y denote by J(Y ) the van-
ishing ideal of Y in the algebra of (germs of) analytic functions at y0. Let
ψ1, . . . , ψs be generators of J(Y ). Then there exist (germs of) analytic func-
tions νij such that
Xf (ψi) =
∑
j
νijψj for 1 ≤ i ≤ r.
Proof. For part (a) let y ∈ Y and abbreviate z(t) := F (t, y). By assumption we
have
d
dt
(ϕi(z(t))) =
∑
j
µij(z(t)) · ϕj(z(t)) (1 ≤ i ≤ r);
therefore w(t) :=


ϕ1(z(t))
...
ϕr(z(t))

 solves a homogeneous linear differential equation,
and y ∈ Y implies w(0) = 0. By uniqueness one has w(t) = 0 for all t.
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To prove part (b), let y be in a suitable neighborhood of y0 and ψ1(y) =
· · · = ψs(y) = 0. Invariance implies ψi(F (t, y)) = 0 for all t near 0, and
by differentiation and (1.4) one finds Xf (ψi)(y) = 0. The Hilbert-Ru¨ckert
Nullstellensatz (see the Appendix) now shows Xf (ψi) ∈ J(Y ), and the assertion
follows.
Remark 1.5.2. Analogous statements, with analogous proofs, hold for invari-
ant algebraic varieties of polynomial differential equations.
We introduce (resp. recall) special names.
Definition 1.5.3. Let ψ ∈ A(U) be nonconstant. Then:
(i) ψ is called a semi-invariant of (1.1) if there exists µ ∈ A(U) such that
Xf (ψ) = µψ.
(ii) ψ is called a first integral of (1.1) if Xf (ψ) = 0.
By Proposition 1.5.1 the vanishing set of a semi-invariant, as well as every
level set of a first integral, is invariant for x˙ = f(x). Note that we require
semi-invariants and first integrals to be nonconstant. As for the existence of
first integrals, one has:
Lemma 1.5.4. Let (1.1) be given, and y0 ∈ U with f(y0) 6= 0. Then there
exists an open neighborhood U∗ of y0 and functionally independent analytic first
integrals ψj : U
∗ → K, 1 ≤ j ≤ n− 1 of x˙ = f(x).
Proof. For the case of constant f =


1
0
...
0

, the assertion is obvious with ψj =
xj+1, 1 ≤ j ≤ n − 1. The general statement follows with the straightening
theorem and Proposition 1.4.4.
On the other hand, (nonconstant) first integrals will not in general exist near
stationary points.
1.6 Solutions and solution orbits (trajectories)
We distinguish between solutions F (t, y) (including parameterization) and so-
lution orbits
{F (t, y); t ∈ Imax(y)}
(also called trajectories) of an autonomous differential equation (1.1). This
leads to various notions of equivalence. In this section we make frequent use
of properties of (local) analytic functions; see the Appendix for background
information.
Definition 1.6.1. Let f, f∗ ∈ A(U).
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(i) We call f and f∗ (or rather, the corresponding differential equations) orbit
equivalent if they have the same solution orbits on U .
(ii) We call f and f∗ locally orbit equivalent near y0 if they have the same
solution orbits in a neighborhood U∗ of y0.
(iii) We call f and f∗ generically orbit equivalent if they have the same local
solution orbits in an open-dense subset of U .
One verifies easily that the above define equivalence relations. There is
one distinguished equivalence class which contains just f = 0 (recall that U is
connected). In the following we will consider nonzero vector fields.
Proposition 1.6.2. Let f, f∗ ∈ A(U).
(a) Given y0 ∈ U with f(y0) 6= 0, f and f∗ are locally orbit equivalent near
y0 if and only if there is an open neighborhood U
∗ of y0 and an analytic
µ : U∗ 7→ K without zeros such that f∗ = µ · f .
(b) f and f∗ are locally orbit equivalent near some y0 ∈ U with f(y0) 6= 0 if
and only if f and f∗ are generically orbit equivalent.
(c) Let K = C and assume that the sets of stationary points of f resp. f∗
contain no submanifold of codimension one. Then f and f∗ are generically
orbit equivalent if and only if they are orbit equivalent.
Proof. We let
f =


f1
...
fn

 and f∗ =


f∗1
...
f∗n

 .
(a) Let f and f∗ be orbit equivalent near y0. By the straightening theorem we
may assume that f =


1
0
...
0

, hence every solution trajectory of x˙ = f(x) lies in
a one dimensional affine subspace given by x2 = const., . . . , xn = const. The
same holds for the trajectories of x˙ = f∗(x), which implies f∗ =


f∗1
0
...
0

. For the
reverse direction, let z(t) be a solution of x˙ = f(x); f(z(0)) 6= 0, and f∗ = µf .
For the solution of x˙ = f∗(x), x(0) = z(0) make the ansatz z(τ(t)), with τ(t)
to be determined. Substitute to obtain
τ˙(t)f(z(τ(t))) = z˙(τ(t))·τ˙ (t) =
d
dt
(z(τ(t))) = f∗(z(τ(t))) = µ(z(τ(t)))·f(z(τ(t))) .
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This holds if and only if τ˙ (t) = µ(z(τ(t))), τ(0) = 0, which is a differential
equation for τ in R, with analytic right hand side. This shows the existence of
τ , and moreover τ˙(0) = µ(z(0)) 6= 0, hence τ has an inverse function near 0.
As for part (b), assume that f∗ = µ f , with µ having no zeros on some
neighborhood U∗ of y0. If f(y0) = 0 then f
∗(y0) = 0, and both (stationary)
trajectories are equal. Otherwise, assume f1(y0) 6= 0 with no loss of generality.
Then f∗1 = µ f1 and therefore
f∗1 f = f1 f
∗
on U∗. By connectedness and the identity theorem for analytic functions, this
holds on all of U . This shows the nontrivial part of the asserted equivalence.
To prove the nontrivial assertion of part (c), we may again assume that
f1 6= 0 and f∗1 f = f1 f
∗ on U . Let z0 such that f1(z0) = 0. Since the local ring
of analytic functions at z0 is a unique factorization domain, cancelling common
factors of f1 and f
∗
1 yields σ
∗f = σf∗ with relatively prime σ, σ∗. Assume
now that σ(z0) 6= 0, and let Y be an irreducible component of the zero set of
σ. Since σ∗ does not vanish identically on Y , f must vanish identically on Y ;
a contradiction. We find σ(z0) 6= 0 and, by the same argument, σ∗(z0) 6= 0.
Part (a) now shows local orbit equivalence at every point, which implies orbit
equivalence on U .
We note a consequence of the proof of part (b):
Corollary 1.6.3. Let f, f∗ ∈ A(U), both nonzero. Then f and f∗ are gener-
ically orbit equivalent if and only if in a neighborhood of some nonstationary
point of f , every analytic first integral of f is a first integral of f∗, and vice
versa.
Finally, a word of caution:
Remark 1.6.4. In dimension one, all nonzero analytic vector fields are gener-
ically orbitally equivalent.
1.7 Further remarks and notes
• Some basic references on the matters presented should be listed here: For
Theorem 1.1.1 see e.g. Cartan [8]; for Lie series one may consult Groebner
[16]. Lie derivatives and Lie brackets are essential tools in differential ge-
ometry; the introductory pages of Helgason [19] provide more information
(in the smooth setting). Occasionally we need some facts from Algebraic
Geometry; Shafarevich [34], Ruiz [30] and Zariski/Samuel [41] are good
sources for these. (See also the facts collected in the Appendix.)
• Most papers and monographs on symmetries nowadays – other than in
Lie’s times – deal with smooth (i.e., infinitely differentiable) functions
and vector fields, rather than analytic ones. For the present notes, we
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chose to discuss the analytic case, which in some aspects provides a more
satisfactory theory. We give a quick account of corresponding (and non-
corresponding) results for the smooth case.
Theorem 1.1.1 also holds, mutatis mutandis, for smooth systems, and
there is no problem in extending the definitions of Lie derivative and Lie
bracket to the smooth case. As for Propositions 1.2.2 and 1.3.2, parts
(a) and (b) hold as well, but parts (c) do not make sense in the smooth
case. All the results from Section 1.4 up to and including Proposition
1.4.7 remain correct in the smooth case, as does part (a) of Proposition
1.5.1 concerning invariant sets. The remainder of Section 1.5 again works
for smooth functions and vector fields. In Sction 1.6 one may transfer the
notions to the smooth case, but few general results remain, since many
arguments rely on special properties of analytic functions.
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Chapter 2
Local one-parameter
(orbital) symmetry groups
Sophus Lie seems to have been the first to observe the relevance of symmetries
(in particular of local one-parameter groups of symmetries) for the investigation
of differential equations, including reduction of dimension and finding explicit
solutions. We will distinguish symmetries from orbital symmetries; Lie’s work
focussed on the latter.
2.1 Symmetries
Definition 2.1.1. Let the system (1.1) be given.
• A symmetry of (1.1) is a solution-preserving map Φ (defined on some
open U∗ ⊆ U) from x˙ = f(x) to itself, such that the derivative DΦ(x) is
invertible for all x ∈ U∗.
• Moreover h ∈ A(U) is called an infinitesimal symmetry of (1.1) if h
generates a local one-parameter group of symmetries of (1.1), thus every
H(s, ·), with s near 0, is a symmetry.
We first characterize the infinitesimal generators of local one-parameter sym-
metry groups.
Proposition 2.1.2. Let h ∈ A(U). Then h generates a local one-parameter
group of symmetries for x˙ = f(x) if and only if [h, f ] = 0.
Proof. By Lemma 1.4.2, H(s, ·) is a symmetry of (1.1) if and only if
D2H(s, y)
−1f(H(s, y)) = f(y)
for all y ∈ U and s near 0. Proposition 1.4.7 shows that the latter is equivalent
to [h, f ] = 0.
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We turn to the reduction of symmetric systems.
Theorem 2.1.3. Let f, h ∈ A(U) with [h, f ] = 0. Moreover let ∅ 6=W ⊆ Kn be
open and let the analytic map Ψ :W → U be solution-preserving from x˙ =


1
0
...
0


to x˙ = h(x), with DΨ(x) invertible for all x. Define
f∗(x) := DΨ(x)−1f(Ψ(x)).
Then Ψ is solution-preserving from x˙ = f∗(x) to x˙ = f(x), and
f∗(x) =


f∗1 (x2, . . . , xn)
...
f∗n(x2, . . . , xn)


does not depend on x1.
Proof. Ψ is solution-preserving by construction. Since solution-preserving maps
respect Lie brackets (see Proposition 1.4.4), one obtains




1
0
...
0

 , f∗

 = 0, or
∂f∗
∂x1
= 0.
Therefore a solution of the system
x˙1 = f
∗
1 (x2, . . . , xn)
x˙2 = f
∗
2 (x2, . . . , xn)
...
x˙n = f
∗
n(x2, . . . , xn)
can be obtained by solving a differential equation in Kn−1 and an additional
quadrature. (In the present context one stipulates that quadratures are unprob-
lematic.) Thus, in effect one has reduced the dimension by one. In particular,
for dimension n = 2, with a separable equation for one variable, only quadra-
tures remain.
There is another approach to reduction.
Proposition 2.1.4. Let f, h ∈ A(U) with [h, f ] = 0. Then:
(a) For every γ ∈ A(U) with Xh(γ) = 0 one also has Xh (Xf(γ)) = 0.
(b) Let U∗ ⊆ U be nonempty and connected, and assume that γ1, . . . , γs : U
∗ →
K satisfy the following properties:
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• Each γi is a first integral of h.
• For every i, 1 ≤ i ≤ n and every y0 ∈ U∗ there exists an analytic
function σi in s variables such that Xf(γi)(x) = σi(γ1(x), . . . , γs(x))
in some neighborhood of y0.
Then the map
Γ :=


γ1
...
γs

 : U∗ → Ks
is solution-preserving from x˙ = f(x) to some differential equation on an
open subset of Ks.
Proof. Part (a) follows with
0 = X[h, f ](γ) = XhXf (γ)−XfXh(γ) = XhXf (γ)
using Proposition 1.3.2. Part (b) is then automatic, since
Xf (γi) = σi(γ1, . . . , γs), 1 ≤ i ≤ s
may be restated as
DΓ(x)f(x) =


σ1
...
σs

 (Γ(x)) .
Remark 2.1.5. The hypothesis of part (b) above is certainly satisfied when
for every first integral θ of h on U∗ and every y0 ∈ U∗ there exists an analytic
function σ in s variables such that θ(x) = σ(γ1(x), . . . , γs(x)) near y0. This is
the case, for instance, with s = n− 1 in a suitable neighborhood of any z with
h(z) 6= 0; see Lemma 1.5.4.
To apply Theorem 2.1.3 in a “practical” context, one needs to know a
straightening transformation for h. According to the proof of Theorem 1.4.5 this
transformation may be determined explicitly from the general solution H(t, y),
and therefore systems with “nice” infinitesimal symmetries are amenable to the
reduction method from Theorem 2.1.3.
Example 2.1.6. Let µ1 and µ2 be arbitrary functions of one variable, and
g(x) :=
(
−x2
+x1
)
. For
f(x) := µ1(x
2
1 + x
2
2) · x+ µ2(x
2
1 + x
2
2) · g(x)
one verifies [g, f ] = 0. (Thus f admits rotational symmetry.) Now with
Ψ(x) :=
(
arctan x2x1
x21 + x
2
2
)
, DΨ(x) =
( −x2
x2
1
+x2
2
x1
x2
1
+x2
2
2x1 2x2
)
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one has DΨ(x)g(x) =
(
1
0
)
. Transforming f , we get
DΨ(x)f(x) = (x21 + x
2
2)µ1(x
2
1 + x
2
2) ·
(
0
2
)
+ µ2(x
2
1 + x
2
2) ·
(
1
0
)
,
thus DΨ(x)f(x) = f˜(Ψ(x)), with f˜(x) =
(
µ2(x2)
2x2 · µ1(x2)
)
.
Note that Ψ is the inverse of a straightening function according to Theorem
1.4.5; therefore the strategy from Theorem 2.1.3 was modified. As expected,
x˙ = f˜(x) reduces to an equation in K and one quadrature.
One can also proceed via Proposition 2.1.4, with the first integral γ = x21 + x
2
2,
and
Xf (γ) = 2µ1(γ) · γ.
Lie went on to perform a kind of “reverse engineering”, by constructing dif-
ferential equations with prescribed symmetries. The procedure will be described
next.
Remark 2.1.7. Let h ∈ A(U), moreover W ⊆ Kn nonempty and open, and
Ψ : W → U∗ ⊆ U an analytic map that is solution-preserving from x˙ =


1
0
...
0


to x˙ = h(x), with DΨ(x) invertible for all x. For any f∗ ∈ A(W ) which
depends only on x2, . . . , xn, define f ∈ A(U) by DΨ(x)f∗(x) = f(Ψ(x)). Then
[h, f ] = 0, and f admits a reduction via Theorem 2.1.3. (To find f explicitly,
one needs to know explicitly the local inverse of Ψ.)
At first sight this procedure may seem strange, but with its help Lie managed
to provide a unified approach to large classes of differential equations (primarily
in dimension two) that were known to be solvable “by some trickery”, and
moreover to extend these classes.
Example 2.1.8. Let β ∈ K and
h(x) =
(
x1
β x2
)
, h
((
1
0
))
=
(
1
0
)
.
From the proof of the straightening theorem, with H(t, y) =
(
ety1
eq/p·ty2
)
, one
finds that
Ψ(x) = H
(
x1 − 1,
(
1
x2
))
=
(
ex1−1
eβ(x1−1)x2
)
satisfies DΨ(x)
(
1
0
)
= h(Ψ(x). The inverse of Ψ is easily computed as
Γ(x) =
(
1 + log x1
x−β1 x2
)
, with DΓ(x)−1 =
(
x1 0
βx21x2 x
β
1
)
.
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Now given f∗(x) =
(
f∗1 (x2)
f∗2 (x2)
)
, one computes
f(x) = DΓ(x)−1f∗(Γ(x)) =
(
x1f
∗
1 (x
−β
1 x2)
βx2f
∗
1 (x
−β
1 x2) + x
β
1f
∗
2 (x
−β
1 x2)
)
,
and one may directly verify that [f, h] = 0. We thus have constructed a class of
differential equations which admit a given infinitesimal symmetry (and locally
we determined all of these equations).
As can be seen from the discussion above, it is useful to know sets of commut-
ing vector fields (but trivial cases like h ∈ Kf do not help). One construction
method (see e.g. [18], although there should exist an earlier reference for this
result) is as follows.
Lemma 2.1.9. Let W ⊆ Kn be nonempty and open, and Γ : W → Kn analytic
with invertible derivative DΓ(x) for all x ∈ W . For any a ∈ Kn set
qa(x) := DΓ(x)
−1a.
Then
[qa, qb] = 0 for all a, b ∈ K
n.
Proof. Using the rule for differentiating matrix inversion, and with D2 denoting
the second derivative, one has
D
(
DΓ(x)−1a
)
z = −DΓ(x)−1D2Γ(x)(DΓ(x)−1a, z).
Therefore
D
(
DΓ(x)−1a
)
DΓ(x)−1b = −DΓ(x)−1D2Γ(x)(DΓ(x)−1a,DΓ(x)−1b).
Due to symmetry of the second derivative the last expression is symmetric in a
and b.
Perhaps surprisingly, the reverse also holds:
Proposition 2.1.10. Let g1, . . . , gn ∈ A(U) such that [gi, gj ] = 0 for 1 ≤ i, j ≤
n, and let y0 ∈ U such that g1(y0), . . . , gn(y0) are linearly independent in Kn.
Then there exist W and Γ as in Lemma 2.1.9 such that gi(x) = DΓ(x)
−1ei,
1 ≤ i ≤ n, where the ei denote the elements of the standard basis of Kn.
Proof. Define
Q(x) := (g1(x), . . . , gn(x))
−1
for all x in a suitable neighborhood of y0, and qa(x) := Q(x)
−1a for a ∈ Kn
(hence gi = qei). Using the identity
D
(
Q(x)−1
)
y = −Q(x)−1 (DQ(x)y)Q(x)−1
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(again invoking the derivative of matrix inversion) we find that [qa, qb] = 0
implies
0 = −Q(x)−1
(
DQ(x)(Q(x)−1b)Q(x)−1a−DQ(x)(Q(x)−1a)Q(x)−1b
)
.
By invertibility of Q(x) we obtain the closure condition
(DQ(x)u)w = (DQ(x)w) u for all u, w ∈ Kn;
therefore Q(x) is locally the derivative of some map Γ.
Example 2.1.11. In GL(n,K) ⊆ K(n,n) consider matrix inversion (which we
here call by a different name) Γ(x) = x−1. With the familiar rule one gets
DΓ(x)y = −x−1yx−1, qa(x) = DΓ(x)
−1a = xax.
This observation explains why it is easy to solve x˙ = xax. Note that the
polynomials qa appear as quadratic parts in the matrix Riccati equation.
Instead of matrix algebras one may work with an arbitrary associative unital
algebra here.
2.2 Orbital symmetries
Here we first need to clarify the notions.
Definition 2.2.1. Let f ∈ A(U), moreover let V ⊆ Km open, connected and
nonempty, and g ∈ A(V ).
(i) Given an open and nonempty Û ⊆ U , and an analytic map Φ : Û → V ,
we call Φ orbit-preserving from (1.1) to x˙ = g(x) if there exists f∗ ∈ A(Û )
which is orbit equivalent to f on Û , such that Φ is solution-preserving from
x˙ = f∗(x) to x˙ = g(x).
(ii) An orbital symmetry of (1.1) is an orbit-preserving map Φ (defined on
some open Û ⊆ U) from x˙ = f(x) to itself, with invertible derivative
DΦ(x) for all x ∈ Û .
(iii) Moreover one says that h ∈ A(U) is an infinitesimal orbital symmetry of
(1.1) if h generates a local one-parameter group of orbital symmetries of
(1.1), thus every H(s, ·), with s near 0, is an orbital symmetry.
Remark 2.2.2. From Proposition 1.6.2 one sees:
• If f 6= 0 and g ◦ Φ 6= 0, then Φ is orbit-preserving from x˙ = f(x) to
x˙ = g(x) if and only if there exist nonzero analytic ρ, σ on U such that
σ(x)DΦ(x) f(x) = ρ(x) g(Φ(x)) for all x ∈ U.
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• If K = C, and the zero set of f contains no local component of codimension
one, then Φ : U → U is an orbital symmetry of (1.1) if and only if there
is a µ ∈ A(U) without zeros such that
µ(x)DΦ(x) f(x) = f(Φ(x) for all x.
Remark 2.2.3. Orbit-preserving maps to a one-dimensional equation (in con-
trast to solution-preserving maps to dimension one) are not very interesting.
Indeed, given f ∈ A(U), any map Φ : U → K with Xf (Φ) 6= 0 and any g
(defined on a suitable subset of K) such that g ◦Φ 6= 0, one sees that the restric-
tion of Φ to a suitable open subset of U will be orbit-preserving to x˙ = g(x).
(Compare Remark 1.6.4.)
Proposition 2.2.4. Let h ∈ A(U) and ∅ 6= Û ⊆ U open. Then h generates a
local one-parameter group of orbital symmetries for x˙ = f(x) on Û if and only
if there is λ ∈ A(Û ) such that
[h, f ] = λf.
When K = C and the zero set of f has no local component of codimension
one then λ extends to an analytic function on U , and h generates a local one-
parameter group of orbital symmetries on all of U .
Proof. By the definitions and Remark 2.2.2, H(s, ·) is an orbital symmetry of
(1.1) if and only if
D2H(s, y)
−1f(H(s, y)) = µ(s, y)f(y)
for all y ∈ U and s near 0, with µ necessarily analytic. For one direction of
the proof, differentiate and use Proposition 1.4.7(a) to show that [h, f ] = λf ,
with λ(y) := ∂∂sµ(s, y)|s=0. For the reverse direction, use Proposition 1.4.7(b),
Proposition 1.3.2(c) and induction, with
[h, f ] = λf, [h, [h, f ]] = [h, λf ] =
(
Xh(λ) + λ
2
)
f, etc.
Remark 2.2.5. The case when there exists a one-codimensional set of station-
ary points must be excluded from the second statement of Proposition 2.2.4, as
the example f(x) = x, h(x) = 1 and λ(x) = 1/x in dimension one shows.
It is natural to ask to what extent infinitesimal symmetries and infinites-
imal orbital symmetries differ. The following result shows that (locally near
nonstationary points, resp. generically) infinitesimal orbital symmetries are
symmetries of an orbitally equivalent system.
Proposition 2.2.6. Let f, h ∈ A(U), and λ ∈ A(U) such that [h, f ] = λ f .
Then:
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(a) For every y0 ∈ U with h(y0) 6= 0 there exist an open neighborhood U∗ and
some σ ∈ A(U∗) without zeros such that [h, σf ] = 0.
(b) If ψ is a first integral of h, but not of f , on some open ∅ 6= Û ⊆ U then[
h,
1
Xf (ψ)
f
]
= 0
wherever Xf (ψ) does not vanish.
Proof. By Proposition 1.3.2(c), [h, σf ] = 0 is equivalent to
Xh(σ) + λσ = 0.
This linear first order partial differential equation has a solution near y0. For
direct verification use the straightening theorem to transform the equation into
∂σ∗
∂x1
= λ∗σ∗.
This is a linear ordinary differential equation (with parameters x2, . . . , xn), for
which the existence of nontrivial solutions is obvious.
For part (b), note that XhXf −XfXh = λXf , hence XhXf (ψ) = λXf (ψ)
by Proposition 1.3.2(a), and then use Proposition 1.3.2(c).
This result is not entirely satisfactory since it excludes stationary points,
thus interesting local dynamics. But with Proposition 2.2.6 and Theorem 2.1.3,
the proof of the following reduction theorem is obvious.
Theorem 2.2.7. Let f, h ∈ A(U) and λ ∈ A(U) with [h, f ] = λf . Moreover
let ∅ 6=W ⊆ Kn be open and Ψ :W → U analytic and solution-preserving from
x˙ =


1
0
...
0

 to x˙ = h(x), with DΨ(x) invertible for all x. Define
f̂(x) := DΨ(x)−1f(Ψ(x)).
Then Ψ is solution-preserving from x˙ = f̂(x) to x˙ = f(x), and moreover there
exists an analytic ρ on an open and dense subset of W such that
f̂(x) = ρ(x)


f∗1 (x2, . . . , xn)
...
f∗n(x2, . . . , xn)

 .
According to the proof of Proposition 1.6.2(a), solutions of x˙ = f̂(x) can be
obtained from solutions of x˙ =


f∗1 (x2, . . . , xn)
...
f∗n(x2, . . . , xn)

 with one further quadrature.
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In particular, for dimension n = 2 the existence of a nontrivial infinitesimal
orbital symmetry allows to solve x˙ = f(x) by quadratures alone.
We note that Remark 2.1.7 (Lie’s “reverse engineering”) carries over to the
orbital symmetry case, and indeed this was the situation that Lie focussed on.
Moreover, Proposition 2.1.4 carries over to the orbital symmetry case in an
obvious way, with the caveat that orbital reducibility to dimension one does not
yield useful information.
Example 2.2.8. We continue Example 2.1.8 for the orbital symmetry case:
According to Theorem 2.2.7, every vector field of the form
f̂(x) = σ(x)
(
x1f
∗
1 (x
−β
1 x2)
βx2f
∗
1 (x
−β
1 x2) + x
β
1f
∗
2 (x
−β
1 x2)
)
admits the infinitesimal orbital symmetry h, with h(x) =
(
x1
β x2
)
.
In dimension two, there is a different way to utilize infinitesimal (orbital)
symmetries.
Theorem 2.2.9. Let h, f ∈ A(U), and ϕ(x) := det(f(x), h(x)) not identically
zero.
If [h, f ] = λf for some λ ∈ A(Û ) (with ∅ 6= Û ⊆ U), then
Xf(φ) = div f · φ,
with div f = trDf . Thus φ−1 is an integrating factor of x˙ = f(x).
Proof. By multilinearity of the determinant, one has
Dφ(x)y = det (Df(x)y, h(x)) + det (f(x), Dh(x)y) ,
and therefore
Xf (φ)(x) = det (Df(x)f(x), h(x)) + det (f(x), Dh(x)f(x))
= det (Df(x)f(x), h(x)) + det (f(x), Df(x)h(x) + λ(x)f(x))
= det (Df(x)f(x), h(x)) + det (f(x), Df(x)h(x))
= trDf(x) · det (f(x), h(x)) ,
using the Lie bracket condition and the alternating property of the determinant.
One can make use of this result as follows: A two dimensional system x˙ =
g(x) on U ⊆ K2 is called Hamiltonian if div g = 0; locally this is equivalent to
g =
(
−∂̺/∂x2
∂̺/∂x1
)
for some ̺ ∈ A(U),
and ̺ is then a first integral of x˙ = g(x). (Finding first integrals of planar
Hamiltonian systems involves only quadratures.) Now σ ∈ A(U) is an integrat-
ing factor of (1.1) if and only if σ f is Hamiltonian.
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Remark 2.2.10. • The converse of Theorem 2.2.9 also holds: If the inverse
of det(f(x), h(x)) is an integrating factor of (1.1) then [h, f ] = λf on some
open Û ⊆ U , λ ∈ A(Û).
• The statement of the theorem extends to dimension n > 2, with the same
proof (up to greater writing effort): Let h1, . . . , hn−1 ∈ A(U) be such that
on some open and nonempty Û ⊆ U one has [hi, f ] = λif for λi ∈ A(Û ),
1 ≤ i ≤ n− 1. Then
φ(x) := det (f(x), h1(x), . . . , hn−1(x))
satisfies Xf (φ) = div f · φ. (The inverse of φ is a Jacobi multiplier of the
system.)
Example 2.2.11. • Let α ∈ K, α 6= 1 and
f(x) =
(
x1
αx2
)
, h(x) =
(
x1
x2
)
, with [h, f ] = 0.
From φ(x) = (1− α)x1x2 one finds the integrating factor (x1x2)
−1 for f .
• For
f(x) =
(
x21 − x
2
2
2x1x2
)
, h(x) =
(
x1
x2
)
, with [h, f ] = f,
one computes φ(x) = −
(
x21x2 + x
3
2
)
, and after a little work one finds the
first integral x−12 (x
2
1 + x
2
2) for x˙ = f(x).
Finally we look briefly at non-autonomous systems.
Remark 2.2.12. The (seemingly more general) notion of symmetries of non-
autonomous differential equations (1.2) blends in naturally with the discussion
of orbital symmetries. One only has to employ the trick to “autonomize” the
system into the form (1.3). Then symmetries of the nonautonomous system
stand in one-to-one correspondence with orbital symmetries of the autonomiza-
tion. First we note that in the non-autonomous context one considers locally
invertible transformations of the type(
t
x
)
7→
(
ρ(t, x)
R(t, x)
)
involving both independent and dependent variables. The obvious notion of a
symmetry of (1.2) is that it sends solutions to solutions. We now justify the
correspondence to orbital symmetries of the autonomized system (1.3).
(i) The solutions z(t) of (1.2) stand in 1 − 1 corespondence with solutions(
t
z(t)
)
of (1.3).
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(ii) The transformation above sends solutions of (1.3) to solutions of some
system
ξ˙ = γ(ξ, x)
x˙ = g(ξ, x)
, orbitally equivalent to
ξ˙ = 1
x˙ = γ(ξ, x)−1g(ξ, x)
.
(iii) By the correspondence noted above, the transformation sends solutions of
x˙ = q(t, x) to solutions of x˙ = γ(t, x)−1g(t, x). Thus we have a symmetry
of (1.2) if and only if γ−1g = q; equivalently(
γ
g
)
= γ ·
(
1
q
)
,
which is the condition for generic orbit equivalence.
The standard approach is to discuss this matter as a special case in the wider
(and more widely applicable) framework of jet spaces and prolongations; see
e.g. Olver [28], Section 2.3.
2.3 Intermezzo: The problem
At this point (or probably earlier) the question may arise why not every ordinary
differential equation (at least in dimension two) can be solved by quadratures:
After all, given f ∈ A(U), one just has to find some h such that [h, f ] = λf
(possibly with λ = 0), reduce and repeat as long as necessary. But the problem
lies in finding such a h. While there is the obvious trivial (but not useful) choice
h ∈ K · f , carrying out the procedure e.g. from Theorem 2.1.3 would require to
solve x˙ = f(x) first.
Perhaps surprisingly, finding explicit nontrivial infinitesimal (orbital) sym-
metries is complicated just because locally there exist too many of these: If y0 is
nonstationary for (1.1), then by the straightening theorem we may assume that
f =


1
0
...
0

, thus [h, f ] = 0 if and only if h depends only on x2, . . . , xn. But due
to this abundance there are too few restrictions, and this makes any ansatz to
explicitly compute a commuting vector field h for a general f ∈ A(U) (e.g. by
successive determination of power series coefficients) unfeasible. Here lies the
explanation for the fact that many textbooks and monographs on symmetries of
differential equations hardly discuss first order ordinary differential equations.
(Stephani [37] even calls this class “exceptional”.) Things are more interesting
locally near stationary points, and we will get back to this later. Moreover one
obtains an algorithmic approach for (a suitably restricted class of) symmetries
of higher order equations. We discuss a simple instance of the latter in the next
section.
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2.4 Symmetries of second order equations
There is a vast literature on symmetries of higher order equations, starting
with Lie’s own work, and usually the focus is on non-autonomous second order
equations. Here we just will give an impression of the matter, and will discuss
only autonomous equations of second order, following work of Loos [24, 25].
Thus we consider
(2.1) x¨ = h(x, x˙) on U˜ := U ×Kn,
with corresponding first order system
(2.2)
x˙ = y
y˙ = h(x, y).
We focus attention on symmetries of these equations of a special type, viz. those
that are induced by a map
(2.3) Ψ : U → U, x 7→ Ψ(x)
with invertible Jacobian everywhere. The induced map Ψ̂ : U˜ → U˜ is then
defined as
Ψ̂ :
(
x
y
)
7→
(
Ψ(x)
DΨ(x)y
)
.
For motivation, note the following: If γ(t) is a curve in U , then ddtΨ(γ(t)) =
DΨ(γ(t))γ˙(t), hence
Ψ̂
(
γ(t)
γ˙(t)
)
=
(
Ψ(γ(t))
DΨ(γ(t))γ˙(t)
)
.
(Again jet spaces and prolongations would provide the appropriate framework.)
Note that Ψ̂ is also locally invertible everywhere.
As a first step we consider solution-preserving maps in the given scenario:
Given a further equation x¨ = q(x, x˙) on U , what are the conditions to ensure that
Ψ maps (parameterized) solutions of this equation to (parameterized) solutions
of (2.1)? The answer is as follows:
Lemma 2.4.1. (a) Ψ sends solutions of x¨ = q(x, x˙) to solutions of x¨ = h(x, x˙)
if and only if
D2Ψ(x)(y, y) +DΨ(x)q(x, y) = h(Ψ(x), DΨ(x)y)
for all x, y.
(b) A local one-parameter group of transformations of U with infinitesimal gen-
erator g induces symmetries of x¨ = h(x, x˙) if and only if
(2.4) D2g(x)(y, y) +Dg(x)h(x, y) = D1h(x, y)g(x) +D2h(x, y)Dg(x)y.
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Proof. Concerning part (a), acccording to Lemma 1.4.2 the necessary and suf-
ficient condition is
DΨ̂(x, y) ·
(
y
q(x, y)
)
=
(
DΨ(x)y
h(Ψ(x), DΨ(x)y)
)
,
and the assertion follows with DΨ̂(x, y) =
(
DΨ(x) 0
D2Ψ(x)(y, ·) DΨ(x)
)
. For part
(b), set q = h, Ψ = G(s, ·), differentiate with respect to s and set s = 0.
The first observation here is that the vector space of all g satisfying (2.4)
is finite dimensional (while the vector space of all infinitesimal symmetries of
(2.2) near a nonstationary point in U˜ is infinite dimensional).
Proposition 2.4.2. If there exists x0 ∈ U such that g(x0) = 0 and Dg(x0) = 0,
then g = 0. Hence the vector space of all g that satisfy (2.4) has dimension
≤ n+ n2, and for any z ∈ U , g is uniquely determined by g(z) and Dg(z).
Proof. From (2.4) one sees that g(z) = 0 and Dg(z) = 0 imply D2g(z) = 0.
Now differentiate and use induction to show that Dkg(z) = 0 for all k.
The second observation is that one obtains a quasi-algorithmic approach to
compute infinitesimal symmetries of this special type, working degree by degree:
Expand
h(x, y) = h(0)(x) + h(1)(x)(y) + h(2)(x)(y, y) + h(3)(x)(y, y, y) + · · · ,
with h(j)(x) - at fixed x - a symmetric and multilinear map from Kn × · · · ×Kn︸ ︷︷ ︸
j terms
to Kn. Therefore
D1h(x, y)g(x) = Dh
(0)(x)g(x) +
(
Dh(1)(x)g(x)
)
(y) +
(
Dh(2)(x)g(x)
)
(y, y) + · · · ,
D2h(x, y)(w) = h
(1)(x)w + 2h(2)(x)(y, w) + 3h(3)(x)(y, y, w) + · · · ,
which allows a degree-by-degree evaluation.
• Degree 0: Dg(x)h(0)(x) = Dh(0)(x)g(x) (thus [g, h(0)] = 0 );
• Degree 1: Dg(x)h(1)(x)y −
(
Dh(1)(x)g(x)
)
y − h(1)(x)Dg(x)y = 0;
• Degree 2: D2g(x)(y, y)+Dg(x)
(
h(2)(x)(y, y)
)
−
(
Dh(2)(x)g(x)
)
(y, y)−
2h(2)(x)(y,Dg(x)y) = 0;
• Degree j ≥ 3: Dg(x)h(j)(x)(y, . . . , y)−
(
Dh(j)(x)g(x)
)
(y, . . . , y)
− jh(j)(x)(y, . . . , y,Dg(x)y) = 0.
The degree two condition, which stands out because it does not fit the pattern of
the other conditions, is amenable to a geometric interpretation: h(2)(x) defines a
torsion-free affine connection on Kn, with a corresponding differential equation
x¨ = h(2)(x)(x˙, x˙) for the geodesics. The definitions imply that the g generates a
local transformation group of automorphisms of this affine connection. We note
one special consequence:
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Proposition 2.4.3. If h(2) = 0, then D2g = 0, hence g(x) = c+B(x) is given
by an affine map.
In particular, equations of the form x¨ = h(0)(x) admit only affine maps as
symmetries of type (2.4), and moreover [g, h(0)] = 0.

One can generalize this result to equations x¨ = q(x, x˙) that are, by way of
Lemma 2.4.1, transformable to an equation x¨ = h(x, x˙) with h(2) = 0. The
degree two condition shows that this holds if and only if
q(2)(x) = −DΨ(x)−1D2Ψ(x).
In dimension n = 1 the condition reads −
Ψ′′
Ψ′
= q(2), which can always be
satisfied. We use this for a classification.
Example 2.4.4. Dimension 1: Let the equation x¨ = h(x, x˙) be given, w.l.o.g.
with h(2) = 0. Then one has the following conditions for infinitesimal symme-
tries:
• g′ · h(0) = h(0)
′
· g,
• h(1)
′
· g = 0 (hence h(1) is constant whenever g 6= 0);
• g′′ = 0 (hence g is a polynomial of degree ≤ 1);
• (1 − j)g′(x)h(j)(x) = h(j)
′
(x)g(x) for all j ≥ 3.
We use an elementary fact: If p,q are nonzero functions of one variable then
mq′p = p′q for some m ∈ Z if and only if p = γ · qm for some constant γ, and
vice versa.
Therefore, if there exists j > 2 such that h(j) 6= 0, then g is determined by
h(j) (up to a constant factor), and the space L of all vector fields satisfying the
infinitesimal symmetry condition has dimension ≤ 1. The same holds whenever
h(0) 6= 0.
In the case dimL = 1 one finds
(2.5) h(x, y) =
∑
j≥0
j 6=2
γjg(x)
1−jyj,
whenever there exists l 6∈ {1, 2} such that h(l) 6= 0. The remaining case is that
h(j) = 0 for all j 6= 1 and h(1) constant. Thus the differential equation is of the
form x¨ = γ · x, γ ∈ K, and all polynomials of degree ≤ 1 lie in L.
The equations (2.5), with one-dimensional space of symmetries, can be solved
by quadratures: Essentially one has either g = 1 and h(x, y) =
∑
γjy
j (thus
x¨ = r(x˙) with some function r; a first order equation for x˙), or g = x + β and
x¨ = (x+ β) r
(
x˙
x+ β
)
with some function r.
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In the latter case z :=
x˙
x+ β
satisfies z˙ =
(x+ β)x¨ − x˙2
(x + β)2
= r(z)− z2; again we
are left with quadratures.
Example 2.4.5. Motion in a central force field (Dimension 2): Here we have
the equation x¨ = r(x21 + x
2
2) · x, with r a nonzero function of one variable.
Due to h = h(0), infinitesimal symmetries of type (2.4) must be of the form
g(x) = B(x) + c (B linear, c constant).
Evaluate [g, h(0)] = 0 to obtain, with ϕ1(x) := x
2
1 + x
2
2:
(r′(ϕ1(x)) ·Dϕ1(x)(Bx + c)) · x+ r(ϕ1(x)) · c = 0.
The assumption c 6= 0 and generic linear independence of x and c yields the
contradiction r = 0; thus necessarily c = 0 and Dϕ1(x)Bx = 0. The latter
condition forces (w.l.o.g.) that B =
(
0 −1
1 0
)
.
The associated first order system ˙
(
x
y
)
= fˆ(x, y), in detailed notation
x˙ = y
y˙ = ρ(ϕ1(y))x,
therefore admits a one-parameter symmetry group with infinitesimal generator
Bˆ =
(
B 0
0 B
)
.
There exists a reduction via Proposition 2.1.4: Defining
ϕ2(x) = y
2
1 + y
2
2 , ϕ3(x) = x1y1 + x2y2, ϕ4(x) = x1y2 − x2y1,
the relations
Xfˆ (ϕ1) = 2ϕ3, Xfˆ (ϕ2) = 2r(ϕ1)·ϕ3, Xfˆ (ϕ3) = ϕ2+r(ϕ1)ϕ1, Xfˆ (ϕ4) = 0
show that Φ =


φ1
...
φ4

 sends solutions of ˙(xy) = fˆ(x, y) to solutions of
w˙1 = 2w3
w˙2 = 2r(w1)w3
w˙3 = w2 + r(w1)w1
w˙4 = 0
The last equation directly yields a conservation law (angular momentum), and
combining the first two equations leads to dw2/dw1 = r(w1), which yields a
first integral w2 − R(w1), with R′ = r (conservation of energy). Moreover the
relation ϕ1ϕ2 = ϕ
2
3 + ϕ
2
4 implies that only the (invariant) subvariety given by
w1w2 − w
2
3 − w
2
4 = 0 is of interest.
In Chapter 4 we will see how the φj may be found.
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2.5 Further remarks and notes
• From the abundant literature on symmetries of differential equations we
mention just a few books and monographs. The classical book [23] by
Sophus Lie is still available and readable (albeit in German), as is a later
account by Engel and Faber [11]. As for (relatively) modern accounts,
Olver’s monograph [28] stands out, but there are many other interest-
ing presentations from various perspectives, including Bluman and Kumei
[3], Stephani [37] and Gaeta [13]. For second order equations in Mechan-
ics (a highly relevant application field) see also Marsden and Ratiu [27].
Concerning explicitly solvable differential equations, the classical book by
Ince [21] contains a large list (and also a short introduction to symmetry
methods), and nowadays there exist many software packages (general and
specialized) which are devoted to this field.
• Concerning an extension to smooth vector fields and functions, one may
roughly say that everything in Section 2.1 continues to hold (in some
cases different proofs are necessary), mutatis mutandis, while everything
in Section 2.2 becomes problematic. Locally, near non-stationary points,
the results in this section can be salvaged, but (for instance) Remark 2.2.2
cannot be extended globally, and Proposition 2.2.4 is no longer true even
locally. On the other hand, Loos [24, 25] actually proved his results for
smooth second order equations, and considered the global setting. We
mention here that in most accounts for symmetries of second order equa-
tions – including Lie’s own [23] – one starts from non-autonomous equa-
tions, which yield somewhat different symmetry conditions that are also
amenable to an algorithmic approach.
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Chapter 3
Multiparameter symmetries
and invariant sets
We keep the notions and notation from Chapter 1. Moreover we introduce
M(U), the set of all meromorphic functions on U , i.e. functions that can (lo-
cally) be expressed as quotients of analytic functions. Since U is connected,
M(U) is a field due to the identity theorem.
In the present chapter we discuss the situation when “more than one” in-
finitesimal (orbital) symmetry of x˙ = f(x) is given (more precisely, the corre-
sponding vector space has dimension > 1). The basic strategy will be to reduce
by common first integrals of the symmetries.
3.1 Structure of infinitesimal symmetries and
reduction
Definition 3.1.1. Let f ∈ A(U), and ∅ 6= U∗ ⊆ U open and connected.
(i) We call
CU∗(f) := {h ∈ A(U
∗); [h, f ] = 0}
the centralizer of f in A(U∗), and we call
NU∗(f) := {h ∈ A(U
∗); [h, f ] = λ f for some λ ∈ A(U∗)}
the normalizer of f in A(U∗).
(ii) For given h1, . . . , hr ∈ A(U∗) we denote by
IU∗(h1, . . . , hr)
the set of constant functions and common first integrals of the hi on U
∗.
29
The naming “normalizer” slightly abuses language. To some extent, Propo-
sition 2.2.6 reduces investigation of the normalizer (and reduction) to investi-
gation of the centralizer, but this is not entirely satisfactory since these results
are local and do not apply to any neighborhood of a stationary point.
We collect some elementary properties first:
Lemma 3.1.2. Let the notation be as in Definition 3.1.1. Then:
(a) IU∗(h1, . . . , hr) is a subalgebra of A(U
∗).
(b) CU∗(f) and NU∗(f) are Lie algebras and also modules over IU∗(f).
(c) The set
{g ∈ A(U∗); Xg(ψ) = 0 for all ψ ∈ IU∗(h1, . . . , hr)}
is a Lie algebra as well as a module over A(U∗).
Proof. Part (a) follows from linearity and the product rule for derivations, the
nontrivial Lie algebra properties in part (b) are consequences of the Jacobi
identity and Proposition 1.3.2(c), and the latter also shows the module property.
As for part (c), see Propsition 1.3.2(a).
Thus, when dealing with common first integrals of two or more vector fields
one has to take into account that these are also first integrals of their commu-
tators. Taking a first step toward a fundamental existence result, we state:
Proposition 3.1.3. Let U∗ ⊆ U be nonempty, open and connected, and let
h1, . . . , hs ∈ CU∗(f) be linearly independent over the field M(U∗) of meromor-
phic functions. Then:
(a) If h =
∑
βihi ∈ CU∗(f) with βi ∈M(U∗), then all Xf (βi) = 0. Thus every
βi is constant or a first integral of (1.1).
(b) There exist r, with s ≤ r ≤ n and hj, s + 1 ≤ j ≤ r, such that h1, . . . , hr
are linearly independent over M(U∗), and moreover
[hi, hk] =
∑
ℓ
µikℓ hℓ, 1 ≤ i, k, ℓ ≤ r
with each µikℓ constant or a first integral of (1.1).
(c) The µikℓ are analytic on
Û := {y ∈ U∗; h1(y), . . . , hr(y) are linearly independent in K
n} .
Proof. Part (a), and the second assertion of part (b), follow with Propsition
1.3.2(c), which implies
0 =
[
f,
∑
βihi
]
=
∑
i
Xf (βi)hi +
∑
i
βi [f, hi] =
∑
i
Xf (βi)hi.
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The first assertion of part (b) is obtained by successively adjoining commutators
as long as they still yield a linearly independent set over M(U∗). (This implies
r ≤ n.) Finally, part (c) follows with Cramer’s rule.
Remark 3.1.4. In the setting of parts (b) and (c) above we say that h1, . . . , hr
are in involution on Û , and we extend this notion to any open set V ⊆ U∗ where
all the hi and all the µikℓ are analytic.
We illustrate with a small example how part (b) can be put to use.
Example 3.1.5. Systems in R3 with so(3,R)-symmetry: For the basis elements
h1(x) :=

 x2−x1
0

 , h2(x) :=

 x30
−x1

 , h3(x) :=

 0x3
−x2


of the Lie algebra so(3,R) one finds
h3 =
x3
x1
· h1 +
x2
x1
· h2.
Thus any vector field f admitting the infinitesimal symmetries h1, h2, h3 nec-
essarily admits the first integrals x2x1 and
x3
x1
. This implies f(x) = µ(x) · x for
suitable µ, and now Proposition 1.3.2(c) shows that µ is a common first integral
of the hi (hence a function of x
2
1 + x
2
2 + x
2
3).
The property underlying this particular effect is that the dimension of the
group SO(3,R) is greater than the generic dimension of the group orbits.
So far we have not yet established the existence of common first integrals,
except for the case of a single vector field (see Lemma 1.5.4). Existence is
(locally) taken care of by the next theorem, which is due to Frobenius.
Theorem 3.1.6. Let U∗ ⊆ U be nonempty, open and connected, and let 1 ≤
r < n and h1, . . . , hr ∈ CU∗(f) be linearly independent over M(U∗). Moreover
assume that
[hi, hk] =
∑
ℓ
µikℓ hℓ, 1 ≤ i, k, ℓ ≤ r, with µikℓ ∈M(U
∗),
and define
Û := {y ∈ U∗; h1(y), . . . , hr(y) are linearly independent in K
n} .
Then for every point of Û there exist a neighborhood V̂ and functionally inde-
pendent ϕ1, . . . , ϕn−r ∈ A(V̂ ) such that:
(a) Every ϕj is a common first integral of h1, . . . , hr.
(b) For every common first integral ψ of the hi on V̂ there exists an analytic
function σ of r variables such that ψ = σ(ϕ1, . . . , ϕn−r).
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Proof. (i) We first derive the following auxiliary result: There exist an open
and dense V ⊆ Û and analytic g1, . . . , gr on V such that
A(V )g1 + · · ·+A(V )gr = A(V )h1 + · · ·+A(V )hr
and furthermore [gi, gj ] = 0 for all i, j.
To prove this we may assume that the first r rows of the matrix
(h1(y), . . . , hr(y)) ∈ K
(n,r)
are linearly independent at every point y ∈ V . By Cramer’s rule there
exist αij ∈ A(V ) such that
gi :=
r∑
j=1
αijhj =


0
...
0
1
0
...
0
∗
...
∗




r
; with the 1 in position #i,
and (αij) is an invertible r × r matrix, with all entries of the inverse
matrix also in A(V ). Therefore all hj ∈ A(V )g1 + · · · + A(V )gr. Since
h1, . . . , hr are in involution on V , so are g1, . . . , gr (with coefficients in
M(V )). Evaluation of the Lie brackets now shows
[gi, gj] =


0
...
0
∗
...
∗



r
, which forces [gi, gj ] = 0.
(ii) According to (i), the common first integrals of h1, . . . , hr resp. g1, . . . , gr
coincide. To prove the theorem, one may therefore assume [hi, hj] = 0 for
all i, j. The proof is by induction on the dimension n, with the start n = 2
(and necessarily r = 1) known from Lemma 1.5.4.
For the induction step, by Proposition 1.4.4 and the straightening theorem
(on some V ⊆ V̂ ) one may assume that
h1 =


1
0
...
0

 .
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Now [h1, hi] = 0 implies that h2, . . . , hr are functions of x2, . . . , xn alone.
Setting
hi(x) =
(
µi(x2, . . . , xn)
gˆi(x2, . . . , xn)
)
, and h˜i(x) := hi(x)− µi(x2, . . . , xn)h1(x),
one verifies directly that [h˜i, h˜j ] = [h1, h˜i] = 0 for all i, j. By the induction
hypothesis, hˆ2, . . . , hˆr admit (n−1)−(r−1) = n−r independent common
first integrals on V ∩Kn−1 (possibly after replacing V by an open subset),
which satisfy both assertions. These common first integrals, considered as
functions of x1, . . . , xn, are also first integrals of h1 and thus of all hi.
The reduction theorem now is a direct application of Proposition 2.1.4.
Theorem 3.1.7. Let f ∈ A(U) and let h1, . . . , hr be analytic on a nonempty
open set Û ⊆ U such that [hi, f ] = λif with λi ∈ A(Û ), 1 ≤ i ≤ r. Further-
more assume that the hi are in involution on Û , with h1(y), . . . , hr(y) linearly
independent for all y ∈ Û . Finally, let ∅ 6= V ⊆ Û be open, and ϕ1, . . . , ϕn−r
common first integrals of the hi on V which satisfy the conclusion of Theorem
3.1.6.
(a) If all [hi, f ] = 0 then Φ =


ϕ1
...
ϕn−r

 : V → Kn−r sends solutions of x˙ = f(x)
to solutions of a system x˙ = g(x) on some open subset of Kn−r.
(b) If the λi are not necessarily zero, then the map Φ is orbit-preserving from
x˙ = f(x) (restricted to some open and dense subset of V ) to solutions of a
system x˙ = g(x) on some open subset of Kn−r.
Proof. Part (a) follows from Proposition 2.1.4. Part (b) is obvious when every
common first integral of the hi is also a first integral of f (and thus g = 0),
otherwise it is a consequence of part (a) and Proposition 2.2.6.
One might initially hope for a step-by-step reduction in the setting of The-
orem 3.1.7, with each step decreasing the dimension by one. This is, however,
not the case in general. The following result (essentially due to Bianchi [2])
shows what conditions are necessary for a first step.
Proposition 3.1.8. With the hypotheses as in Theorem 3.1.7, assume further-
more [hj, h1] ∈ A(Û)h1 for all j. Let y ∈ Û be nonstationary for h1, V a suitable
open neighborhood of y and Ψ : V → Kn locally invertible and solution preserv-
ing from x˙ =


1
0
...
0

 to x˙ = h1(x). On V define f∗(x) := DΨ(x)−1f(Ψ(x)) and
h∗j (x) := DΨ(x)
−1hj(Ψ(x)), 2 ≤ j ≤ r.
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(a) Then Ψ is solution-preserving from x˙ = h∗j (x) into x˙ = hj(x), and from
x˙ = f∗(x) into x˙ = f(x).
(b) Moreover
f∗(x) = µ(x)
(
ϕ(x2, . . . , xn)
fˆ(x2, . . . , xn)
)
; h∗j (x) =
(
ηj(x1, . . . , xn)
hˆj(x2, . . . , xn)
)
with suitable analytic functions and vector fields.
(c) The hˆj are in involution on a suitable open ∅ 6= V ∗ ⊆ Kn−1, and [hˆj , fˆ ] =
λˆj · fˆ , 2 ≤ j ≤ r, with suitable λˆj ∈ A(V
∗).
Proof. Part (a) is a direct consequence of the definitions. The first statement
of part (b) follows from Proposition 2.2.6, while the second can be seen from
∂h∗j
∂x1
= µj · h
∗
1 =


µj
0
...
0

 .
For part (c), set f˜ :=
(
ϕ
fˆ
)
. Then (with Proposition 1.3.2) one has [h∗j , f˜ ] = µ
∗
j ·f˜
for suitable µ∗j , while
[h∗j , h
∗
ℓ ] ∈
∑
i
A(V ) · h∗i , 2 ≤ j, ℓ ≤ r
continues to hold. With
[h∗j , f
∗] =
(
∗
[hˆj , fˆ ]
)
, [h∗j , h
∗
ℓ ] =
(
∗
[hˆj , hˆℓ]
)
the assertion follows.
Example 3.1.9. Let ̺(x) := 2x1x3−x22, and consider the differential equation
x˙1 = x2x3 + ̺ · x1
x˙2 = x
2
3 + ̺ · x2 ( briefly x˙ = f(x) ).
x˙3 = ̺ · x3
This equation admits the infinitesimal symmetries
h1(x) =

x2x3
0

 , h2(x) =

 x10
−x3

 , with [h1, h2] = 2h1.
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We straighten h1: For Φ(x) :=

x2/x3x3
̺(x)

 one has DΦ(x)hi(x) = h∗i (Φ(x)), with
h∗1 =

10
0

, h∗2 = −

x1x2
0

 , and DΦ(x)f(x) = f∗(Φ(x)), f∗(x) =

 x2x2x3
x23

 .
Since the hypotheses of Proposition 3.1.8 are satisfied, we can proceed with
hˆ2 =
(
−x2
0
)
and fˆ =
(
x2x3
x23
)
.
For this particular example one sees directly that the solution of x˙ = fˆ(x)
reduces to quadratures. Proceeding by straightening hˆ2 is possible but unnec-
essary.
3.2 Invariant sets
In this section we discuss invariant sets of an analytic first-order equation (1.1)
that are in some way related to, or induced from, symmetries or orbital sym-
metries. We start with first integrals, slightly generalizing Proposition 2.1.4(a).
The proof is a straightforward application of Proposition 1.3.2.
Proposition 3.2.1. Let f ∈ A(U), ∅ 6= U∗ ⊆ U open and h1, . . . , hr ∈ A(U∗)
such that [hi, f ] = λi f with λi ∈ A(U∗), 1 ≤ i ≤ r. Then:
(a) For any φ ∈ A(U∗) with Xf (φ) = 0 one also has Xf (Xhi(φ)) = 0 for
1 ≤ i ≤ r.
(b) For any γ ∈ A(U∗) such that all Xhi(γ) = 0 one has Xhi (Xf (γ)) =
−λiXf (γ) for 1 ≤ i ≤ r.
Remark 3.2.2. While the proof of Frobenius’ Theorem, and hence the reduc-
tion procedure from Theorem 3.1.7 is constructive only in a rather limited sense,
one may use Proposition 3.2.1 in a semi-constructive way to find reduced equa-
tions when some partial information is available. We outline one such instance.
• Assume that all [hi, f ] = 0 and that a common first integral γ of the hi is
given. Then all Xℓf (γ) are common first integrals of the hi (or constant),
and there exists a largest k ≥ 0 such that γ, Xf (γ), . . . , Xkf (γ) are func-
tionally independent on U∗. There is an open and dense subset of U∗ such
that in some neighborhood of any point one has
Xk+1f (γ) = σ(γ,Xf (γ), . . . , X
k
f (γ)),
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with some analytic function σ of k+1 variables, and this induces a solution-
preserving map from (1.1) to the differential equation
x˙0 = x1
...
x˙k−1 = xk
x˙k = σ(x0, . . . , xk)
• The non-constructive ingredient in the previous argument is the function
σ, whose existence is generally ensured only by the implicit function the-
orem. But one may replace the argument by an implicit version, which
becomes constructive at least for polynomial vector fields and functions,
and which we sketch now: Assume that f is a polynomial vector field and
γ a polynomial. Then – with k as above – there exists a polynomial ρ 6= 0
in k + 2 variables (which is in principle algorithmically accessible) such
that
ρ(γ,Xf(γ), . . . , X
k+2
f (γ)) = 0.
The map
U∗ → Kk+2, x 7→


γ(x)
Xf (γ)(x)
...
Xk+1f (γ)(x)


is then solution-preserving to some polynomial differential equation on
Kk+2 which admits the invariant set Y defined by ρ = 0. (And only the
restriction to Y is of interest.)
We look at further invariant sets, first dealing with symmetries.
Theorem 3.2.3. Let f ∈ A(U) and ∅ 6= U∗ ⊆ U open.
(a) If Φ : U∗ → U is a symmetry of x˙ = f(x), then the fixed point set of Φ is
invariant for x˙ = f(x).
(b) Let h ∈ A(U∗) and [h, f ] = 0. Then the set of stationary points of h is
invariant for x˙ = f(x).
(c) Let h1, . . . , hr ∈ A(U∗) and [hi, f ] = 0 for all i. Then for all s, 0 ≤ s ≤ r
the set
Zs := {y ∈ U
∗ : rank (h1(y), . . . , hr(y)) ≤ s}
is invariant for x˙ = f(x).
Proof. (a) Since Φ is a symmetry, one has Φ(F (t, y)) = F (t,Φ(y)) for all y ∈ U∗
and all t in the maximal existence interval for the restriction of (1.1) to U∗. Thus
Φ(y) = y implies Φ(F (t, y)) = F (t, y) for all t. To prove part (b), apply (a) to
Hs : y 7→ H(s, y). Then for every fixed s near 0 the fixed point set of Hs is
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invariant for x˙ = f(x), and so is the intersection of these fixed point sets, which
is equal to the set of stationary points of h.
As for part (c), we actually prove a more detailed statement, w.l.o.g. assuming
that Zs 6= Zs−1 in the argument. Thus let y0 ∈ Zs and rank (h1(y0), . . . , hr(y0)) =
s; we may assume that h1(y0), . . . , hs(y0) are linearly independent. There exist
µij ∈ K such that hj(y0) −
s∑
i=1
µijhi(y0) = 0 for s+ 1 ≤ j ≤ r; hence y0 lies in
the common zero set of the hj −
∑
µijhi, s + 1 ≤ j ≤ r. This set is invariant
by (b), and clearly a subset of Zs.
Remark 3.2.4. Note that the hi are not required to be in involution here.
Moreover one may include f among the hi.
We discuss some applications and limitations of the theorem.
Example 3.2.5. • Let K = R, n > 2 and assume that x˙ = f(x) admits
every element of SO(n,R) as a symmetry. Then f(x) = µ(x21+ · · ·+x
2
n) ·x
with a suitable function µ of one variable.
Indeed, if n is odd then every one-dimensional subspace of Rn is the fixed
point space of some element of SO(n,R). Thus f(y) and y are linearly
dependent in Rn for all y, which implies f(x) = ̺(x) · x. Moreover ̺ is
analytic and a first integral for every element of the Lie algebra so(n,R);
this implies the assertion.
If n > 2 is even then every two-dimensional subspace of Rn is the fixed
point space of some element of SO(n,R), and every one-dimensional sub-
space is the intersection of two such fixed point spaces, hence invariant.
The remainder of the argument works as above.
• In Example 2.1.11 we discussed homogeneous matrix Riccati equations
x˙ = qa(x) := xax in K
(n,n), and saw that [qa, qb] = 0 for all a, b. From
Theorem 3.2.3 one sees now, for instance, that for any c the set
Y0 = {y; ycy = 0}
is invariant for any equation x˙ = qa(x). This set includes, for example, all
matrices with y2 = 0 (taking c as the unit matrix).
• If x˙ = f(x) admits an isolated stationary point z, then z is also stationary
for any infinitesimal symmetry h, since H(s, z) is stationary for (1.1) for
all s near 0: For s → 0 one has H(s, z) → z, and since z is isolated, one
has H(s, z) = z for all s.
• Theorem 3.2.3 is not generally true for (infinitesimal) orbital symmetries.
For a counterexample, let
f(x) =
(
1
0
)
, h(x) =
(
x1
x2
)
on K2.
Then [h, f ] = −f , hence h is an infinitesimal orbital symmetry for x˙ =
f(x), but the set {0} of stationary points of h is not invariant for f .
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An appropriate version of Theorem 3.2.3 for infinitesimal orbital symmetries
follows.
Theorem 3.2.6. Let f ∈ A(U) and ∅ 6= U∗ ⊆ U open. Moreover, let h1, . . . , hr ∈
A(U∗) such that [hi, f ] = λif for suitable λi ∈ A(U), (1 ≤ i ≤ r). Then for
every s ≤ r the set
Ys := {y ∈ U : rank (f(y), h1(y), . . . , hr(y)) ≤ s+ 1}
is invariant for x˙ = f(x).
Proof. We may assume that s = r in the following, by discarding some hi if
necessary. (Note that invariance is a local property.)
(i) Linear algebra (reminder): Let ν1, . . . , νn denote the coordinate functions
on Kn; thus νi


x1
...
xn

 = xi; furthermore fix q < n. Every sequence 1 ≤
i0 < i1 < · · · < iq ≤ n of positive integers defines a multilinear and
alternating map
∆i0,...,iq : (K
n)q+1 → K, (v0, . . . , vq) 7→ det ((νik(vl))k,l) .
By the universal property of the Grassmann algebra, every (q + 1)-linear
alternating map from (Kn)q+1 to K is a linear combination of such ∆i0,...,iq .
Moreover consider a linear map B : Kn → Kn, and fix j0 < · · · < jq. Then
δB : (v0, . . . , vq) 7→
q∑
i=0
∆j0,...,jq (v0, . . . , vi−1, Bvi, vi+1, . . . , vq)
is clearly multilinear and alternating, hence
δB =
∑
(i0,...,iq)
αi0,...,iq (B) ·∆i0,...,iq
with suitable coefficients αi0,...,iq . One verifies that B 7→ αi0,...,iq (B) is
linear.
(ii) Yr is the common zero set of all
̺i0,...,ir (x) := ∆i0,...,ir(f(x), g1(x), . . . , gr(x)).
Fix j0, . . . , jr and abbreviate ∆ := ∆j0,...,jr , ̺ := ̺j0,...,jr .
Using the multilinearity of the determinant, we compute the Lie derivative
of ̺:
Xf (̺)(x) = D̺(x)f(x)
= ∆(Df(x)f(x), h1(x), . . . , hr(x))
+
∑
1≤i≤r ∆(f(x), h1(x), . . . , Dhi(x)f(x), . . . , hr(x))
= ∆(Df(x)f(x), h1(x), . . . , hr(x))
+
∑
1≤i≤r ∆(f(x), h1(x), . . . , Df(x)hi(x), . . . , hr(x))
−
∑
1≤i≤r ∆(f(x), h1(x), . . . , λi(x)f(x), . . . , hr(x)) ,
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using [hi, f ] = λif .
The last term on the right hand side vanishes, and by (i) the remaining
terms are linear combinations of suitable ̺j0,...,jr with analytic functions
as coefficients. The assertion follows with the invariance criterion from
Proposition 1.5.1.
This result generalizes Theorem 2.2.9 and Remark 2.2.10. As in Theorem
3.2.3 there is no requirement on the hi to be in involution.
Example 3.2.7. In K3 consider the polynomial vector fields
f(x) =

x21 − x2x32x1x2
2x1x3

 , h1(x) =

 x13x2
−x3

 , h2(x) =

x1x2x22
−x21

 ,
with [h1, f ] = f and [h2, f ] = 0. According to Theorem 3.2.6, the zero set of
̺(x) := det(f(x), g(x), h(x)) = −x2(x
2
1 + x2x3)
2
is invariant for x˙ = f(x). This yields the plane x2 = 0 and the less obvious
invariant cone x21 + x2x3 = 0.
Applying the theorem to f and h1 yields invariance of the common zero set of
det
(
x21 − x2x3 x1
2x1x2 3x2
)
= (x21−3x2x3)x2, det
(
x21 − x2x3 x1
2x1x3 −x3
)
= (−3x21+x2x3)x3
and
det
(
2x1x2 3x2
2x1x3 −x3
)
= −8x1x2x3.
This set is the union of three straight lines given by x1 = x2 = 0, x2 = x3 = 0,
and x3 = x1 = 0, respectively.
Finally we note that invariant sets may also be obtained from solution-
preserving maps.
Proposition 3.2.8. Let f ∈ A(U) and ∅ 6= U∗ ⊆ U open, moreover let Φ :
U∗ → V ⊆ Kn be solution-preserving from x˙ = f(x) into an equation x˙ = g(x).
Then for every nonnegative integer s the set
Ws := {z ∈ U
∗ : rank DΦ(z) = s}
is invariant for x˙ = f(x).
Proof. The hypothesis implies the identity
Φ(F (t, y)) = G(t,Φ(y))
for all y ∈ U∗ and all t near 0. Differentiate with respect to y to obtain
DΦ(F (t, y))D2F (t, y) = D2G(t,Φ(y))DΦ(y) .
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Now D2F (t, y), being the solution of the linear variational equation
X˙ = Df(F (t, y))X, X(0) = I,
is always invertible and the same property holds for D2G(t,Φ(y)). Therefore
rankDΦ(F (t, y)) = rankDΦ(y) for all t.
Example 3.2.9. Let h(x) :=


2x1
−2x2
3x3
−3x4

 in K4 and f analytic in 0 with [h, f ] = 0.
One verifies that φ1(x) := x1x2, φ2(x) := x3x4, φ3(x) := x
3
1x
2
4 and φ4(x) :=
x32x
2
3 satisfy Xh(φi) = 0, 1 ≤ i ≤ 4, Moreover (as will be seen in Chapter 4) any
analytic first integral of h in a neighborhood of 0 can be written as σ(φ1, . . . , φ4)
with some analytic function σ. By Proposition 2.1.4 one finds that
Φ(x) :=


x1x2
x3x4
x31x
2
4
x32x
2
3


is solution-preserving from x˙ = f(x) to some analytic differential equation x˙ =
g(x). We apply Proposition 3.2.8 with
DΦ(x) =


x2 x1 0 0
0 0 x4 x3
3x21x
2
4 0 0 2x
3
1x4
0 3x22x
2
3 2x
3
2x3 0

 .
Computing minors, one finds that always rankDΦ(x) ≤ 3, and furthermore
rank DΦ(x) ≤ 2⇐⇒ x1 = x3 = 0 or x2 = x4 = 0 or x1 = x2 = 0 or x3 = x4 = 0 ;
rank DΦ(x) ≤ 1⇐⇒ x1 = x2 = 0 or x3 = x4 = 0 ;
rank DΦ(x) = 0⇐⇒ x = 0.
This holds regardless of the special form of the symmetric differential equation
x˙ = f(x); any symmetric vector field must admit these “invariant sets forced
by symmetries”.
3.3 Further remarks and notes
• Section 3.1 is loosely based on [39]; the classical results are due to Lie [23]
and Bianchi [2]. See also the standard references mentioned earlier. The-
orem 3.1.7(a) is stated (in the given form) in Hermann [20]. Concerning
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invariant sets, one may consult Field [12] as well as Abud and Sartori [1]
for systems admitting compact symmetry groups (keyword stratification);
a discussion for linear algebraic symmetry groups is contained in [17]. In-
tegrability, while related to symmetry properties, is a vast field in its own
right; see e.g. the recent monograph [42] by Zhang.
• As for an extension to the smooth case, practically everything in Section
3.1 should be handled with care (locally, near nonstationary, resp. max-
imal rank points, things are ok), while practically everything in Section
3.2 carries over.
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Chapter 4
Linear symmetries and
normal forms
In this chapter we generalize Lie’s “reverse engineering” by starting from a
linear group G ⊆ GL(n,K) and discussing analytic differential equations that
admit G as a symmetry group. We remark that there are deeper reasons for
considering linear group actions: For instance every compact group action on
a manifold is – loosely speaking – equivalent to a linear group action on a
submanifold of some Rn. We discuss toral groups in some detail and then turn
to differential equations in Poincare´-Dulac normal form, a class of equations
which admit toral symmetry groups. Beyond symmetry, differential equations
in normal form possess further properties which we discuss in the last part of
the chapter.
In contrast to the previous chapters, the presentation in Chapter 4 is no longer
essentially self-contained, and some of the results are not standard, or new.
Some notions are introduced in a rather cursory manner, and some proofs are
omitted, in part because the technical build-up would be too expansive.
4.1 Linear symmetry groups
In the present section we consider analytic ordinary differential equations (1.1)
which admit every element of a given a subgroup G ⊆ GL(n,K) as a symmetry.
We will focus on linear algebraic groups; these are subgroups of GL(n,K) which
are also algebraic subvarieties of K(n,n). (Most of the familiar matrix groups
fall in this class.) We start with some elementary facts.
Lemma 4.1.1. Let the analytic ordinary differential equation x˙ = f(x) be given
on U ⊆ Kn. Then the following hold.
(a) A given T ∈ GL(n,K) defines a symmetry of (1.1) via x 7→ Tx if and only
if f(Tx) = Tf(x) on U .
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(b) The set
Ĝ := {T ∈ GL(n,K); f(Tx) = Tf(x) on U}
is an algebraic subgroup of GL(n,K).
Proof. Part (a) follows from Lemma 1.4.2. For part (b) the subgroup property
is straightforward. To see that this subgroup is algebraic, assume 0 ∈ U with
no loss of generality and consider the Taylor expansion f =
∑
j≥0 fj , with each
fj a homogeneous polynomial map of degree j. Then the defining condition is
equivalent to Tfj(x) = fj(Tx) for all x ∈ Kn, 0 ≤ j < ∞. Writing out these
conditions for the matrix entries of T and the (given) coefficients of the fj , one
sees that the entries of T are characterized by polynomial equations.
So, from now on it suffices to restrict attention to linear algebraic symmetry
groups of (1.1). To a linear algebraic group G we associate its Lie algebra
(4.1) L = L(G) :=
{
B ∈ K(n,n); exp(sB) ∈ G for all s
}
.
We adjust resp. introduce some notation.
Definition 4.1.2. Let G be a linear algebraic group. Then we denote by I(G)
the set of all polynomial invariants of G, i.e. all polynomials ϕ : Kn → K such
that ϕ ◦ T−1 = ϕ for all T ∈ G. Moreover we denote by P(G) the set of all
G-symmetric polynomial vector fields on Kn.
Next we note some structural properties.
Lemma 4.1.3. Let G be a linear algebraic group. Then I(G) is a subalgebra of
K [x1, . . . , xn], and P(G) is a Lie subalgebra of the Lie algebra of all polynomial
vector fields.
Moreover, if G is a symmetry group for a polynomial ordinary differential equa-
tion x˙ = f(x) then for any ϕ ∈ I(G) one has Xf (ϕ) ∈ I(G).
Proof. The first two statements are straightforward. For the last, differentiate
ϕ(Tx) = ϕ(x) to obtain Dϕ(Tx)T = Dϕ(x), hence
Xf (ϕ)(Tx) = Dϕ(Tx)f(Tx) = Dϕ(Tx)T T
−1f(Tx)
= Dϕ(x)f(x) = Xf (ϕ)(x)
An immediate consequence is the following variant of Proposition 2.1.4.
Proposition 4.1.4. Let G be a linear algebraic group. If the K-Algebra I(G)
admits a finite system ϕ1, . . . , ϕr of generators and f ∈ P(G), then
Φ :=


ϕ1
...
ϕr


is solution-preserving from x˙ = f(x) to some polynomial differential equation
x˙ = g(x) in Kr. The Zariski closure Y of Φ(Kn) is invariant for x˙ = g(x).
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Proof. As noted above,Xf(ϕj) ∈ I(G) for all j; hence there exist γj ∈ K [x1, . . . , xr]
such that Xf (ϕj) = γj(ϕ1, . . . , ϕr), 1 ≤ j ≤ r. Setting
g :=


γ1
...
γr

 ,
the condition DΦ(x)f(x) = g(Φ(x)) is therefore satisfied.
It suffices to prove the second assertion for the case K = C. The image of Φ
contains a Zariski-open subset Y˜ of Y , which is also open and dense with respect
to the restriction of the norm topology. Clearly Y˜ is invariant for x˙ = g(x), and
this also holds for the closure Y .
Example 4.1.5. Let m and p be relatively prime positive integers, and
Tλx =


λpx1
λ−px2
λmx3
λ−mx4

 , λ ∈ K∗, and G = {Tλ : λ ∈ K∗}.
The Lie algebra L(G) is spanned by B, with
Bx =


px1
−px2
mx3
−mx4

 .
For ϕ(x) = xm11 ·x
m2
2 ·x
m3
3 ·x
m4
4 one computes ϕ(Tλx) = λ
p(m1−m2)+m(m3−m4)ϕ(x).
As a consequence, the elements of I(G) are precisely the K-linear combinations
of monomials
xd11 · · ·x
d4
4 such that p(d1 − d2) +m(d3 − d4) = 0.
From this one sees that
ϕ1(x) = x1x2, ϕ2(x) = x3x4, ϕ3(x) = x
m
1 x
p
4 und ϕ4(x) = x
m
2 x
p
3
generate the algebra I(G) (and these form a smallest set of generators). Hence,
if x˙ = f(x) is G-symmetric then Φ =


ϕ1
...
ϕ4

 maps solutions of a polynomial
differential equation x˙ = f(x) to solutions of some polynomial system x˙ = g(x)
in K4. (Compare also Example 3.2.9 for the case p = 2, m = 3.)
The image of Φ is contained in the algebraic variety Y = {y ∈ K4 : ym1 y
p
2 −
y3y4 = 0}, as follows from the relation ϕm1 ϕ
p
2 − ϕ3ϕ4 = 0. Since dimY = 3 one
obtains (as intuitively expected) a reduction of dimension by one for symmetric
systems.
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The statement of Proposition 4.1.4 raises a few questions, which we will
address next.
Remark 4.1.6. Proposition 4.1.4 requires that the invariant algebra of a given
linear algebraic group is finitely generated. The following facts are known.
(a) There exist linear algebraic groups whose invariant algebra is not finitely
generated. The first example goes back to Nagata.
(b) On the other hand, any algebraic subgroup of the orthogonal group O(n,R)
(thus, a compact linear algebraic group) always admits a finite generator
system of the invariant algebra. Moreover, P(G) is a finitely generated
module over I(G). This result goes back to E. Noether.
(c) More generally, one may consider reductive linear algebraic groups. We
introduce this notion following Schwarz [33], which is the most appropriate
version for our purposes.
• Let H ⊆ GL(n,R) be a linear algebraic group, with defining equa-
tions τ1, . . . , τm. Then the vanishing set HC ⊆ GL(n,C) of τ1, . . . , τm
(which are now considedered as elements of C[x1, . . . , xn]) is a complex
algebraic group, and H is Zariski dense in HC.
• We call a complex algebraic group G reductive if there exists a compact
subgroup K of GL(n,R) such that G ≃ KC. A real algebraic group
H is called reductive if HC is reductive. This “un-algebraic” notion of
reductivity differs from the usual one (see e.g. Springer [36]), but the
notions can be shown to be equivalent.
• For example {0} is the only compact subgroup of (C,+), hence (C,+)
is not reductive. On the other hand, (C∗, · ) is reductive (take the
compact subgroup S1).
Using this definition and the finite generation property for compact groups
it is now easy to prove that the invariant algebra of every reductive linear
algebraic group is finitely generated. Moreover, P(G) is a finitely generated
module over I(G).
Finite generation guarantees that Proposition 4.1.4 is applicable, but Ex-
ample 4.1.5 already shows that the number of generators may be larger than
the dimension of the reduced system (restricted to an algebraic variety). We
illustrate next that this dimension may be substantially larger.
Example 4.1.7. (a) Let m ∈ N, Im the m×m identity matrix and
G =
{(
a · Im 0
0 a−1 · Im
)
; a ∈ K∗
}
⊆ GL(2m, K).
Denoting the diagonal elements by x1, . . . , x2m, one can verify that the
invariant algebra admits the (smallest) generator set
{γij := xixm+j ; 1 ≤ i, j ≤ m}
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with m2 elements. There exist many relations between these generators,
viz.
γij · γkℓ = γiℓ · γkj ,
and from these one may find that the image of the reduction map Φ is
an algebraic variety of dimension 2m − 1. (See the following section for
more details.) But one cannot avoid the problem of dealing with a high
dimensional embedding space, and with a rather complicated image of Φ.
(b) The irreducible 11-dimensional representation of SL(2,C) admits a smallest
generator system with 106 elements; see Brouwer and Popoviciu [5]. Thus
the embedding space of the variety Y from Proposition 4.1.4 (which has
dimension 8) is 106-dimensional. No relations between the generators are
given in [5], hence the image of the reduction map would not be readily
available.
Examples like these explain why reduction by invariants is sometimes unfea-
sible, and not very popular with some practitioners. An algebraic approach to
escape this dilemma is proposed in [31].
Finally, there is the question whether one can extend Proposition 4.1.4 from
polynomial to analytic differential equations. While the extension from polyno-
mials to formal power series is straightforward, convergence issues are a highly
nontrivial problem. The following result is due to Luna [26], building on work
by Schwarz [32] and Poenaru [29] for smooth real functions and vector fields
with compact symmetry groups.
Theorem 4.1.8. Let G ⊆ GL(n,K) be reductive, and ϕ1, . . . , ϕr a generator
system for I(G).
(a) For every G-invariant analytic function germ ψ in 0 (with values in K) there
exists a power series σ in r variables, with nonempty domain of convergence,
such that ψ = σ ◦Φ.
(b) Furthermore, if p1, . . . , ps is a generator system of the I(G)-module P(G),
then for every germ of a G-invariant analytic vector field f in 0 there exist
G-invariant analytic function germs ψ1, . . . , ψs such that f =
s∑
j=1
ψjpj.
4.2 Toral groups
In this section we will discuss one rather special, but important class of linear
algebraic groups, the toral groups. We first need some preparations concerning
the action of linear vector fields on polynomials and polynomial vector fields.
Let B ∈ K(n,n) and consider the linear map Kn → Kn, x 7→ Bx. (In the
following we will use terminology rather loosely and identify the map with the
matrix; for instance we will write XB.) Moreover let
(4.2) B = Bs +Bn, Bs semisimple, Bn nilpotent and [Bs, Bn] = 0
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be the Jordan-Chevalley decomposition of B. (If B is in Jordan canonical form
then Bs is just the diagonal part of B.) We note some facts about the operations
XB and adB.
Lemma 4.2.1. Let B be as above.
(a) XB maps each space Sm of homogeneous polynomials of degree m into itself,
and adB maps each space Pm of homogeneous polynomial vector fields of
degree m into itself.
(b) Let e1, . . . , en be an eigenbasis of Bs (possibly after complexification) and
denote by x1, . . . , xn the corresponding coordinates. Then with Bsei = λiei,
1 ≤ i ≤ n, the following hold.
• For ϕ(x) := xm11 · · ·x
mn
n one has XBs(ϕ) = (m1λ1 + · · ·+mnλn)ϕ;
• For p(x) := xd11 · · ·x
dn
n ej one has [Bs, p] = (d1λ1 + · · ·+ dnλn − λj)p.
(c) • XBs acts as a semisimple linear map on each Sm, XBn acts s a nilpo-
tent linear map on Sm, and XB = XBs +XBn is the Jordan-Chevalley
decomposition for XB on Sm.
• adBs acts as a semisimple linear map on each Pm, adBn acts s a
nilpotent linear map on Pm and adB = adBs + adBn is the Jordan-
Chevalley decomposition for adB on Pm.
Proof. Parts (a) and (b) follow directly from differentiation rules and simple
computations. As for part (c), the semisimplicity of XBs follows from (b), where
a basis of “eigenvectors” is given, and XBs , XBn commute by Proposition 1.3.2.
To verify that XBn acts nilpotently, one first shows by induction: If φ ∈ Sm and
φ̂ is the symmetric m-linear map from Km to K such that φ̂(x, . . . , x) = φ(x)
for all x, then XkBn(φ)(x) is a K-linear combination of terms
φ̂(Bi1n x, . . . , B
ir
n x) with all iℓ ≥ 0,
∑
iℓ = k.
This implies XmqBn (φ) = 0 if B
q
n = 0. The proof for adB runs similarly.
For further reference we specialize, resp. introduce, some definitions.
Definition 4.2.2. Let B ∈ K(n,n).
(i) We call
I(B) = I0(B) := {φ ∈ K[x1, . . . , xn]; XB(φ) = 0}
the set of invariants of B.
(ii) More generally, for every χ ∈ K we define
Iχ(B) := {φ ∈ K[x1, . . . , xn]; XB(φ) = χφ}
and call this the set of χ-semi-invariants of B.
47
(iii) Finally, we call
C(B) := {p ∈ P ; [B, p] = 0}
the centralizer of B.
With the product rule one easily verifies:
Lemma 4.2.3. Let B ∈ K(n.n). Then for all χ, η ∈ K one has
Iχ(B) · Iη(B) ⊆ Iχ+η(B).
In particular I(B) is a commutative and associative algebra and Iχ(B) is a
module over I(B).
We now define the central object of the present section, in a somewhat
unusual manner.
Definition 4.2.4. We call a connected linear algebraic group G ⊆ GL(n,K)
toral if there exists a semisimple B ∈ K(n,n) such that {exp(tB); t ∈ R} is
Zariski-dense in G.
Up to conjugacy, toral groups have a rather simple structure.
Proposition 4.2.5. Let 1 ≤ s < n and M = (mij) ∈ Z(s,n) with rankM = s.
Then
G := {diag (am111 , . . . , a
m1n
1 ) · · ·diag (a
ms1
s , . . . , a
msn
s ) ; ai ∈ C
∗}
is a toral subgroup of GL(n,C). Defining relations for this group are given by
td11 · · · t
dn
n = 1 for all integer vectors (d1, . . . , dn)
tr ∈ kerM , where the ti denote
the matrix diagonal entries, and all off-diagonal entries zero.
Proof. 1. To verify that G is a toral group in the sense of Definition 4.2.4,
let β1, . . . , βs ∈ R be linearly independent over the rationals Q, and define
B := β1diag (m11, . . . ,m1n) + · · ·+ βsdiag (ms1, . . . ,msn) .
Then with λk := β1m1k+ · · ·+βsmsk, the diagonal entries of exp(tB) are
exp (tλk) = exp(tβ1)
m1k · · · exp(tβs)
msk ,
which shows directly that exp(tB) ∈ G.
2. We show next that the set of all exp(tB) is Zariski dense in G, ap-
plying Lemma 4.2.1 to the diagonal entries of the matrices. Thus let
ψ ∈ C[x1, . . . , xn] such that ψ(exp(tB)) = 0 for all t. We will show
that ψ vanishes on all diag (t1, . . . , tn) ∈ G. By Lemma 4.2.1 one may
write ψ =
∑
χ ψχ, with XB(ψχ) = χ · ψχ, and ψ is a linear combination
of monomials tm11 · · · t
mn
n with χ =
∑
miλi. Differentiating the relation
ψ(exp(tB)) = 0, one finds
0 = XkB(ψ)(exp(tB)) =
∑
χkψχ(exp(tB)), all k ≥ 0,
and by a Vandermonde argument this implies
ψχ(exp(tB)) = 0 for all t.
Now, if two monomials tm11 · · · t
mn
n and t
ℓ1
1 · · · t
ℓn
n appear in some ψχ with
nonzero coefficients, then
(m1 − ℓ1)λ1 + · · ·+ (mn − ℓn)λn = 0
from above, and thus (m1 − ℓ1, . . . ,mn − ℓn) ∈ kerM . Therefore
tm1−ℓ11 · · · t
mn−ℓn
n = 1 for all elements of G.
This shows the assertion.
Remark 4.2.6. In the course of the proof we also have seen that φ ∈ I(G) if
and only if XB(φ) = 0.
By the first characterization in Proposition 4.2.5, G contains compact sub-
groups {diag (bmk1k , . . . , b
mkn
k ); |bk| = 1)}, and we obtain:
Lemma 4.2.7. Every toral group is reductive.
To show finite generation properties for toral groups, one could appeal to
this lemma and to Remark 4.1.6, but we will give direct (partly constructive)
proofs. These proofs imitate arguments used e.g. for compact groups, but they
are technically less involved.
Proposition 4.2.8. Let G be toral and B ∈ K(n,n) as in Definition 4.2.4, in
particular B is semisimple. Then the following hold.
(a) I(B) is a finitely generated algebra, and I(B) = I(G).
(b) For every χ ∈ K the I(B)-module Iχ(B) is finitely generated.
(c) The I(B)-module C(B) is finitely generated.
Proof. We first prove part (b). Let {ψi; i ∈ I} be an arbitrary generator set
of Iχ(B), and every ψi homogeneous without loss of generality. By Hilbert’s
Basissatz the ideal generated by these ψi admits a finite set of generators
which we rename {ψ1, . . . , ψr}. Now let ρ ∈ Iχ(B); we may assume that
ρ is homogeneous of degree d with no loss of generality. Then there exist
µi =
∑
η µi,η ∈ K[x1, . . . , xn] (with µi.η ∈ Iη(B) homogeneous with no loss
of generality) such that
ρ =
∑
i
µiψi =
∑
i
µi,0ψi +
∑
η 6=0
∑
i
µi,ηψi.
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Now ρ and the first term on the right hand side are elements of Iχ(B), while the
remaining terms lie in the sum of subspaces Iχ+η(B) by Lemma 4.2.3. Since Sd
is the direct sum of subspaces Iβ(B), one has necessarily that
ρ =
∑
i
µi,0ψi,
thus the ψi generate Iχ(B) as an I(B)-module. Part (c) is proven by a variant
of this argument, using a variant of Lemma 4.2.3.
To prove part (a), continue the proof of (b) with χ = 0, using induction on the
degree m of ρ to show that each µi,0 lies in K[ψ1, . . . , ψr].
As a consequence, Proposition 4.1.4 and Theorem 4.1.8 are applicable to
toral groups. We also note:
Corollary 4.2.9. Whenever I(B) = K then C(B) is a finite dimensional vector
space over K.
There exist toral groups with trivial invariant algebra, such as the following:
Example 4.2.10. Let d1, . . . , dn be positive integers and
G :=
{
diag (ad1 , . . . , adn); a ∈ C∗
}
, H :=
{
diag (ad1 , . . . , adn); a ∈ R∗>0
}
.
Then G is the complexification of H and I(G) as well as I(H) is trivial. To
verify this, consider B = diag (d1, . . . , dn), and note
∑
midi > 0 for all tuples
of nonnegative integers m1, . . . ,mn with positive sum.
For toral groups with trivial invariant algebra, reduction by invariants is not
applicable. But one may refine Corollary 4.2.9 to see that differential equations
admitting symmetry groups of this type admit elementary solutions.
Proposition 4.2.11. Let G be a toral group with trivial invariant algebra, and
let f ∈ C(G). Then there exist r ≥ 1 and subspaces W1, . . . ,Wr with Kn =
W1 ⊕ · · · ⊕Wr, such that for x =


x(1)
...
x(r)

 corresponding to this decomposition,
x˙ = f(x) takes the form
x˙(1) = A1x
(1)
x˙(2) = A2x
(2) + q2(x
(1))
...
x˙(r) = Arx
(r) + qr(x
(1), . . . , x(r−1))
with matrices Ai (of appropriate size) and polynomial maps qi. In particular,
every solution of the differential equation is elementary.
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Proof. Let B be as in Definition 4.2.4, with eigenvalues λ1, . . . , λn. We may
assume that B is diagonal. Then C(B) is spanned by monomial vector fields
xm11 · · ·x
mn
n ej with
∑
i
miλi = λj .
For a given monomial, call
∑
mi the length of the corresponding relation. Let
W be the subspace spanned by all ej admitting a relation of maximal length,
say W = 〈es+1, . . . , en〉 with no loss of generality. Then xs+1, . . . , xn do not
appear in any vector monomial xm11 · · ·x
mn
n ej ∈ C(B) with j ≤ s, and they
appear only in relations of degree one (thus, linearly) when j > s. This holds
true because in a relation ∑
ℓkλk = λp
with ℓj 6= 0 one may substitute
∑
imiλi = λj to obtain a relation of greater
length than either when both have length > 1.
Thus one has, with y =


x1
...
xs

 and z =


xs+1
...
xn

, a decomposition
y˙ = h1(y)
z˙ = Az + h2(y)
with a matrix A and polynomials hi. Proceed by induction. To verify the
statement about elementary solutions, solve the system from the top down.
Remark 4.2.12. For any toral G there exists a maximal B-invariant subspace
V such that every element of I(B) is constant on V , and with its B-invariant
complementary subspace U one obtains a decomposition Kn = U ⊕ W . If
both subspaces are nontrivial, there is a corresponding decomposition of any
G-symmetric differential equation in the form
u˙ = g(u)
v˙ = h(u, v).
Here one has a system (of smaller dimension) for u alone, and the equation for
v may be further split up in a manner similar to Proposition 4.2.11, but with
the coefficients of the Ai and qi now depending (polynomially or analytically)
on u. See [38] for more details.
We look more closely at the case V = {0}.
Proposition 4.2.13. Let M , G and B be as in Proposition 4.2.5, and assume
that V = {0} is the only B-invariant subspace on which every element of I(B)
is constant. Then:
(a) There exists a monomial xd11 · · ·x
dn
n ∈ I(B) with all di > 0.
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(b) Given a set of generators {φ1, . . . , φr} for I(B), the Jacobian of
Φ =


φ1
...
φr

 : Cn → Cr
has generically rank n − s (which is equal to the rank of the matrix M),
and the image of Φ contains a Zariski-open and dense subset of an n − s-
dimensional algebraic variety Y ⊆ Cr.
Proof. By assumption, for every index j there exists an element of I(B) which
is a multiple of xj . Taking a suitable product shows part (a). For the proof of
part (b), consider a basis of the kernel of M with integer entries and take these
basis elements as rows of a matrix P ∈ K(n−s,n). With the entries of the matrix
P and a positive integer ℓ, define
φ∗k := x
pk1+ℓd1
1 · · ·x
pkn+ℓdn
n
and
Φ∗ =


φ∗1
...
φ∗n−s

 , with DΦ∗




1
...
1



 =


p11 + ℓd1 · · · p1n + ℓdn
...
...
pn−s,1 + ℓd1 · · · pn−s,n + ℓdn

 .
For some ℓ > 0 the latter matrix has full rank. Since every φ∗j is a polynomial in
the φi, the generic rank of DΦ(x) must be ≥ s. On the other hand, every φi is
a rational function of the xpk11 · · ·x
pkn
n , 1 ≤ k ≤ n− s, hence the rank of DΦ(x)
is ≤ s. The remaining assertion follows from familiar properties of morphisms
of algebraic varieties.
We close this section with a few small examples.
Example 4.2.14. Let K = C (for the sake of simplicity), B = diag (λ1, . . . , λn),
and G the toral group corresponding to B as in Proposition 4.2.5 above. The
centralizer of B can be determined according to Lemma 4.2.1.
• If the equation m1λ1 + · · ·+mnλn − λj = 0 (with
∑
mi = r, 1 ≤ j ≤ n)
has no solution in nonnegative integers for r ≥ 2 (for instance, λ1, . . . , λn
are linearly independent over Q), then the only differential equations ad-
mitting G are linear equations x˙ = Cx. If the λi are pairwise different
then C is necessarily diagonal.
• A simple example to illustrate Proposition 4.2.11 is given by Bx =
(
x1
2x2
)
:
Every G-symmetric differential equation has the form
x˙ = Cx+ α ·
(
0
x21
)
, C linear, α ∈ C,
which is easily solved line by line.
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• Let n ≥ 2 and λ1 = 0, λ2 = · · · = λn = 1, thus we are in the situation of
Remark 4.2.12. For 2 ≤ i, j ≤ n let γij be analytic, moreover ψ analytic
with ψ(0) = 0. Then every differential equation
x˙1 = ψ(x1)
˙
x2
...
xn

 = (γij(x1))2≤i,j≤n ·


x2
...
xn


admits the symmetry group G, and conversely every G-symmetric differ-
ential equation with stationary point 0 has the form above. One reads
off directly the reduction to a one-dimensional equation, with a linear
non-autonomous equation remaining.
• Let
Bx =
(
x1
−x2
)
, ϕ(x) := x1x2.
Then x˙ = f(x) = B(x) + · · · admits the symmetry group G if and only if
there exist diagonal matrices Ci ∈ C(2,2) such that
f(x) = C0 x+
∑
i≥1
ϕ(x)i Cix.
Proposition 4.1.4 and Theorem 4.1.8 show that ϕ is solution-preserving
from x˙ = f(x) to a one-dimensional equation x˙ = g(x). Indeed, one finds
XCi(φ) = trCi · φ and therefore g(x) =
∑
i≥0
trCi · xi+1.
4.3 Poincare´-Dulac normal forms
We first recall the normal form problem for an analytic ordinary differential
equation (1.1) near a stationary point (which we may assume to be 0). Thus
we start from a Taylor expansion
(4.3) f = A+
∑
j≥2
fj ; A = Df(0), fj homogeneous of degree j.
The goal is to find a simpler (in a sense yet to be specified) equation x˙ = f∗(x)
and an invertible solution-preserving map Φ from x˙ = f∗(x) to x˙ = f(x).
Since Df∗(0) and A = Df(0) are conjugate via DΦ(0), we may assume that
Df∗(0) = A, DΦ(0) = I, and we get a Taylor expansion
(4.4) f∗ = A+
∑
j≥2
f∗j .
One possibility to proceed is degree by degree, as follows: If in the expansion
(4.3) the terms f2, . . . , fr−1 are deemed acceptable, then make the ansatz
f∗ = A+f2+· · ·+fr−1+f
∗
r+· · · , Φ = I+hr+· · · , DΦ(x) = I+Dhr(x)+· · · ,
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and evaluate the condition DΦ(x)f∗(x) = f(Φ(x)) from Lemma 1.4.2 for every
degree: For degrees 1, . . . , r − 1 equality holds automatically, while at degree r
equality holds if and only if
(4.5) f∗r (x) +Dhr(x)Ax = Ahr(x) + fr(x), i.e. [A, hr] = fr − f
∗
r .
Thus f∗r must be chosen so that fr − f
∗
r lies in the image of adA, and for any
such choice there exists hr such that (4.5) is satisfied. In other words, f
∗
r may
be chosen from any subspace Wr ⊆ Pr that satisfies im (adA) + Wr = Pr.
(Preferably the dimension of Wr should be as small as possible.) From an
algebraic perspective, a canonical choice is Wr = ker(adAs). In particular,
ker(adAs) is a direct summand for the image whenever A = As is semisimple.
We next establish the connection to the usual coordinate-dependent deriva-
tion of normal form transformations and normal forms.
Example 4.3.1. Assume that A = As = diag (λ1, . . . , λn) is diagonal. We then
have
fr =
∑
αm1,...,mn,j x
m1
1 · · ·x
mn
n ej ,
summation extending over all (m1, . . . ,mn, j) with m1 + · · · + mn = r, and
1 ≤ j ≤ n. With the ansatz hr =
∑
βm1,...,mn,j x
m1
1 · · · , x
mn
n ej and
[A, hr] =
∑
(m1λ1 + · · ·+mnλn − λj)βm1,...,mn,j x
m1
1 · · ·x
mn
n ej ,
one sees: Whenever m1λ1 + · · ·+mnλn − λj 6= 0, then one may eliminate the
term αm1,...,mn,j x
m1
1 · · ·x
mn
n ej in fr. There remains
f∗r =
∑
(m1,...,mn,j):
m1λ1+···+mnλn−λj=0
αm1,...,mn,jx
m1
1 · · ·x
mn
n ej ,
which satisfies [As, f
∗
r ] = 0. The more abstract approach taken above is helpful
when A is not semisimple (one avoids writing many indices), and indispensable
whenever the matrix As is not given in diagonal form.
To summarize: In a step-by-step approach, for every degree r ≥ 2 one may
choose f∗r ∈ ker(adAs), Φ = Φr := I + hr + · · · , and iterating this procedure
(with the sequence of compositions Φ2, Φ3 ◦ Φ2, . . . being convergent in formal
power series, since the orders of the changed terms tend to infinity) one obtains:
Theorem 4.3.2. Let x˙ = f(x) be given, with (formal) Taylor expansion (4.3).
Then there exist formal power series Φ(x) = x+ · · · and f∗(x) = Ax+
∑
j≥2
f∗j (x)
such that:
• Φ is formally solution-preserving from x˙ = f∗(x) to x˙ = f(x) (i.e., the
identity from Lemma 1.4.2 holds in formal power series);
• f∗ is in Poincare´-Dulac normal form, thus [As, f
∗] = 0 (equivalently, all
[As, f
∗
j ] = 0).
54
Remark 4.3.3. Theorem 4.3.2 is stated for formal power series. Regrettably, if
one starts with convergent series, convergence may be lost in the transformation.
Therefore many of the following results will be stated and proved for formal
power series and formal vector fields. Since the basic notions of Lie derivative,
Lie bracket etc., as well as their properties, carry over to the formal setting, this
will not cause any technical problems.
We note that vector fields in Poincare´-Dulac normal form admit the infinites-
imal symmetry As, and hence a toral symmetry group. In particular, Example
4.2.14 provides systems in normal form when one sets the semisimple linear part
equal to B.
Remark 4.3.4. Convergence problems for normal form transformations appear
in many cases when the normal form is not trivial (i.e., not linear) and therefore
would be interesting for the dynamics. But the step-by-step procedure under-
lying the proof of Theorem 4.3.2 shows that one may transform f to normal
form up to any prescribed degree r ∈ N (thus [As, f∗j ] = 0 for all j ≤ r) by an
analytic transformation. We refer to Bruno [6] (and the works cited therein)
for an extensive discussion of convergence and divergence issues, and only give
a brief sketch here:
(a) Poincare´ proved convergence for the case that all λi are contained in an
open half plane of C containing 0 in its boundary. Much harder to prove is
the following result by Siegel [35]: If there exist ε, ν > 0 such that
|m1λ1 + · · ·+mnλn − λj | ≥ ε(m1 + · · ·+mn + 1)
−ν
for all integers m1, . . . ,mn ≥ 0 and all j, then there exists a convergent
transformation to normal form, which is necessarily of the form x˙ = Ax
by Example 4.2.14. There exist examples (the first ones due to Bruno) for
necessarily divergent transformations when this condition is violated.
(b) Moreover there exist obstructions to convergence which are rooted in the
structure of the formal normal form. For instance consider
x˙ = f(x) =
(
x1
−x2
)
+ · · · .
Any corresponding normal form has a representation
f∗(x) = Ax+
∑
ϕ(x)i(α∗i x+ β
∗
i Ax);
compare Example 4.2.14. When all α∗i = 0 then one has convergence;
otherwise, there exist equations for which all normalizing transformations
diverge.
(c) Convergence questions and the question for existence of analytic infinites-
imal symmetries are related: If x˙ = f(x) admits a convergent transforma-
tion to normal form then there exists a nontrivial infinitesimal symmetry
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g /∈ Kf : If f∗ 6= As this follows from the defining characteristic of normal
forms, otherwise choose g∗ linear with [g∗, As] = 0. In dimension 2 the
converse holds; see [7]: The existence of a nontrivial infinitesimal symmetry
forces the existence of a convergent normalizing transformation. For par-
tial generalizations to higher dimensions see [10]. A quite comprehensive
characterization was found by Zung [43] (see also Zung’s subsequent work,
especially on Hamiltonian systems).
Obviously, the built-in symmetries of (analytic) systems in normal form can
be employed for symmetry reductions according to the previous sections. But, as
we will show in the following, some remarkable properties of systems in normal
form go beyond admitting symmetries. The first result of this kind (which holds
for the analytic as well as the formal case) is as follows:
Theorem 4.3.5. Let f = A +
∑
j≥2
fj be in Poincare´-Dulac normal form, and
g =
∑
gk such that [g, f ] = 0. Then [g,As] = 0.
Proof. Let g = gr + · · · , with gr 6= 0. Then [g, f ] = 0 is equivalent to
(4.6) [A, gr+j ] + [f2, gr+j−1] + · · ·+ [fj+1, gr] = 0 for all j ≥ 0.
We show by induction that [As, gr+j] = 0 for all j ≥ 0. For j = 0 the assertion
follows from [A, gr] = 0 and ker(adA) ⊆ ker(adAs) on Pr. For the induction
step apply adAs to (4.6) and recall that As and fj commute for all j. Therefore[
A, [As, gr+j]
]
+
[
f2, [As, gr+j−1]
]
+ · · ·+
[
fj+1, [As, gr]
]
= 0.
By induction hypothesis all terms after the first one vanish, hence one sees that
gr+j ∈ ker(adAs)
2 = ker adAs.
Example 4.3.6. Assume that x˙ = f(x) on U ⊆ Kn admits a stationary point
y0, with the eigenvalues of Df(y0) (for instance) linearly independent over Q.
If g1, . . . , gr are vector fields with [gi, f ] = 0 (1 ≤ i ≤ r), then the gi span
an abelian Lie algebra, and r ≤ n. To verify this (y0 = 0 with no loss of
generality), note that with A := Df(0) any transformation to normal form yields
f∗ = A, and the g∗i commute with A, hence are linear and commute pairwise
(see Example 4.2.14). Thus from the local theory one obtains restrictions on
the centralizer CU (f).
Considering normalizers, the roles of the vector field and the infinitesimal
orbital symmetry are no longer interchangeable. Therefore one has to discuss
two scenarios.
In the first scenario we assume that an infinitesimal orbital symmetry is in
normal form. The essential result is then that the semisimple part of its lin-
earization is itself an infinitesimal orbital symmetry.
Theorem 4.3.7. Let f = A + · · · be in Poincare´-Dulac normal form, and
furthermore let g be a formal vector field, λ = λ0 + λ1 + · · · a formal power
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series such that [f, g] = λg. Then there exists an invertible formal power series
σ = 1+ · · · such that g∗ := σg satisfies the identity [f, g∗] = λ∗g∗, with a series
λ∗ := λ0+λ
∗
1+· · · that in turn satisfies XAs(λ
∗) = 0. Moreover [As, g
∗] = λ0g
∗.
Proof. The proof is a (technically more involved) variant of the proof of Theorem
4.3.5. Thus let g = gr + · · · , gr 6= 0. By hypothesis one has in particular that
[A, gr] = λ0gr
and
(4.7) [A, gr+j ] + [f2, gr+j−1] + · · ·+ [fj , gr] = λ0gr+j + · · ·+ λjgr.
The first identity immediately shows [As, gr] = λ0gr. We proceed by induction
on j. Assuming that XAs(λk) = 0 for all k < j, make the ansatz g
∗ = (1+σj)g,
with a homogeneous polynomial σj of degree j, thus
g∗ = g∗r + g
∗
r+1 + · · · ,with g
∗
r = gr, . . . , g
∗
r+j−1 = gr+j−1, g
∗
r+j = gr+j + σjgr.
We then obtain from (4.7) that
[A, g∗r+j]+[f2, g
∗
r+j−1]+ · · ·+[fj, g
∗
r ] = λ0g
∗
r+j+ · · ·+λj−1g
∗
r+1+(λj+XA(σj)g
∗
r ,
thus we have λ∗k = λk for all k < j, and λ
∗
j = λj +XA(σj). The restriction of
XA to the image of XAs |Sj is invertible, and Sj is the direct sum of the kernel
and image of XAs ; hence σj may be chosen such that XAs(λ
∗
j ) = 0.
Since the infinite product (1 + σ1)(1 + σ2) · · · converges in formal power series,
we have the first assertion.
Concerning the second assertion, we show by induction that all [As, gr−j] =
λ0gr+j , which is obvious for j = 0. For the induction step, start from
[A, g∗r+j ] + [f2, g
∗
r ] + · · ·+ [fr, g
∗
j ] = λ0g
∗
r+j + · · ·+ λ
∗
jg
∗
r
and rearrange this as
[A, g∗r+j]− λ0g
∗
r+j = −[f2, g
∗
r+j−1]− · · · − [fj , g
∗
r ] + λ
∗
1g
∗
r+j−1 + · · ·+ λ
∗
jg
∗
r .
With all [As, fk] = 0 and XAs(λ
∗
ℓ ) = 0, Proposition (1.3.2) and the induction
hypothesis show that the right hand side lies in the λ0-eigenspace of adAs. By
semisimplicity of adAs the same holds for g
∗
r+1.
Remark 4.3.8. In the scenario of Theorem 4.3.7, if g(0) = 0 and λ0 6= 0, then
C := Dg(0) is necessarily nilpotent, by familiar facts from linear algebra (or by
considering the relations in Example 4.2.14).
We now reverse roles, but restrict the discussion to a special case, for which
we show that the normalizer (relative to the centralizer) has a quite simple
structure.
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Proposition 4.3.9. Let f = A + · · · as in (4.3), such that the eigenvalues
λ1, . . . , λn of A satisfy no resonance equation
∑
miλi−λj = 0 with all mi ≥ 0,∑
mi ≥ 2. If g is a formal vector field such that [g, f ] = αf with some formal
series α, then g = h+ βf , with some formal series β and [h, f ] = 0.
Proof. It is sufficient to prove the assertion when f = f∗ is in normal form, and
this normal form is just f∗ = A. With g = C+g2+· · · , [g,A] = αA is equivalent
to [C,A] = 0 and [gm, A] = αm−1A for all m ≥ 2. (Since the semisimple part of
A is nontrivial, [C,A] = α0A is only possible for α0 = 0.) For degree m > 1 the
assumption on the eigenvalues implies that adA|Pm and XA|Sm−1 are invertible.
Thus for every αm−1 ∈ Sm−1 there exists βm−1 with XA(βm−1) = −αm−1; we
obtain [βm−1A,A] = αm−1A, hence [gm − βm−1A,A] = 0 and gm = βm−1A by
invertibility of adA.
After discussing the special properties of normal forms with respect to Lie
brackets, there remains to discuss special properties of normal forms with re-
spect to Lie derivatives. The following facts concerning first integrals and semi-
invariants of normal forms (of formal vector fields) are proven in a very similar
manner to Theorems 4.3.5 and 4.3.7. (A proof for part (b) was first given in
[40], Lemma 2.2.)
Theorem 4.3.10. Let f = A + · · · be in Poincare´-Dulac normal form, and
φ =
∑
k>0 φk a formal power series with zero constant term.
(a) If φ is a first integral of f then φ is also a first integral of x˙ = Asx.
(b) If φ is a semi-invariant of f , thus Xf (φ) = βφ for some series β, then there
exists an invertible series σ = 1+· · · such that φ∗ := σ·φ is a semi-invariant
of f , with Xf (φ
∗) = β∗φ∗, and β∗ = β∗0 + β
∗
1 + · · · satisfying XAs(β
∗) = 0.
Moreover XAs(φ
∗) = β∗0φ
∗; in particular φ∗ (as well as φ) is a semi-
invariant of x˙ = Asx.
Note that φ is a semi-invariant of f if and only if the ideal 〈φ〉 of the formal
power series algebra is invariant with respect to Xf . Moreover, if φ and f are
convergent then the zero set of φ is invariant for the diffeerntial equation. There
exists a natural generalization of Theorem 4.3.10(b) to invariant ideals with an
arbitrary set of generators. We only consider the complex setting here, for the
sake of simplicity; for more background see also Chapter 5.
We denote by C[[x1, . . . , xn]] the commutative and associative algebra of
formal power series, and by C[[x1, . . . , xn]]c the subalgebra of power series with
a nonempty domain of convergence. A local analytic set near 0 may be identified
with the common zero set of certain elements of C[[x1, . . . , xn]]c that vanish at
0 (finitely many suffice due to the Noetherian property of this ring). By the
Hilbert-Ru¨ckert Nullstellensatz there is a 1-1 correspondence between analytic
sets and radical ideals of C[[x1, . . . , xn]]c. Now, if f is analytic in 0 and f(0) = 0
then an analytic set with vanishing ideal J is invariant for x˙ = f(x) if and only
if Xf (J) ⊆ J , as was shown in Proposition 1.5.1. While one cannot sensibly
extend the notion of invariant set to formal power series and vector fields, the
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notion of invariant ideals carries over, and this yields partial information on
analytic invariant sets. This is the setting we will consider now.
The following are two main results from the doctoral dissertation [22] of
N. Kruff. The proofs are too long (and a bit too technically involved) to be
presented here.
Theorem 4.3.11. Let f = A + · · · be a complex formal power series vector
field in n variables, in Poincare´-Dulac normal form. Then every ideal J ⊆
C[[x1, . . . , xn]] that is invariant with respect to Xf is also invariant with respect
to XAs .
This result (which corresponds to the first statement of Theorem 4.3.10(b))
is complemented by the following characterization of invariant ideals (which
may be said to correspond to the remaining statements of Theorem 4.3.10(b)).
Theorem 4.3.12. Let B = diag (µ1, . . . , µn). Then the following hold.
(a) Every XB-invariant ideal of C[[x1, . . . , xn]] admits a generator system con-
sisting of semi-invariants of B.
(b) Up to multiplication by an invertible series, for every semi-invariant φ of
B there exists α ∈ C such that φ is a series in monomials xd11 · · ·x
dn
n with∑
diµi = α.
These properties facilitate the investigation of invariant ideals (and thus
possible invariant analytic sets).
Example 4.3.13. Let B = diag (µ1, . . . , µn).
• Whenever µ1, . . . , µn are linearly independent over the rationals Q then
φ1 = x1, . . . , φn = xn are the only irreducible semi-invariants for B (up to
multiplication with invertible series). To see this, note that (d1, . . . , dn)
are uniquely determined by α =
∑
diµi, hence the linear combination
of monomials in part (b) of the Theorem contains only one term and is
reducible when
∑
di > 1. By Theorem 4.3.12, the only XB-invariant
prime ideals in C[[x1, . . . , xn]] have the form 〈xi1 , . . . , xir 〉.
• If Qµ1 + · · ·+ Qµn has dimension n− 1 over Q and there exist positive,
relatively prime integers m1, . . . ,mn with
∑
miµi = 0 then, again, φ1 =
x1, . . . , φn = xn are the only irreducible semi-invariants for B (up to
multiplication with invertible series). And again the only XB-invariant
prime ideals in C[[x1, . . . , xn]] have the form 〈xi1 , . . . , xir 〉. To see this,
first note that two monomials xd11 · · ·x
dn
n and x
e1
1 · · ·x
en
n contribute to a
semi-invariant with the same cofactor α ∈ C if and only if
(d1 − e1, . . . , dn − en) ∈ Z (m1, . . . ,mn).
From this one obtains with induction that every semi-invariant is (up to
multiplication by an invertible series) of the form
monomial×
∑
i
γi (x
m1
1 · · ·x
mn
n )
i ,
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which implies the assertion. By Theorem 4.3.11 this characterization car-
ries over to Xf -invariant ideals, for any f = B + · · · in normal form.
• The two cases above may be seen as exceptions: In general a linear
vector field will admit infinitely many (not associated) irreducible semi-
invariants.
4.4 Further remarks and notes
• The literature on compact symmetry groups and their various applications
is vast; we mention only Abud and Sartori [1], Golubitsky and coauthors
[14, 15], Marsden and Ratiu [27]. An important paper on dynamical sys-
tems with a compact symmetry group is due to Field [12]. A standard
reference to linear algebraic groups is Borel [4]. Regarding normal forms,
in particular convergence and divergence questions, Bruno’s work (see [6]
and the references therein) is fundamental. The coordinate-free approach
using Lie brackets was detailed in [38].
• Turning to the question what can be salvaged for the smooth case, the
first answer is “everything in 4.1” provided one considers only compact
(linear) symmetry groups. An essential ingredient is a theorem of Schwarz
[32] that corresponds to (and actually predates) Theorem 4.1.8, together
with an extension by Poenaru [29] to vector fields. As for normal forms,
power series represent smooth functions up to a flat remainder. By a
result of Chen [9], there is always a smooth normalizing transformation
provided that the linearization of the vector field is hyperbolic, i.e., does
not possess any eigenvalues with zero real parts.
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Chapter 5
Appendix: Some
background on power series
We collect here some facts on power series and analytic functions. Concern-
ing algebraic properties, more details can be found in Zariski and Samuel [41],
Ruiz [30] and Shafarevich [34]; for convergence properties see Cartan [8]. The
presentation uses a rather broad brush; see the literature for details.
Formal and convergent power series
1. A (formal) power series in n variables about b = (b1, . . . , bn)
tr ∈ Kn has
the form
ψ(x) =
∑
i1,...,in≥0
ai1,...,in (x1 − b1)
i1 · · · (xn − bn)
in =
∑
I∈Nn
0
aI(x − b)
I .
By definition this is just the (multi-index) sequence of the partial sums.
Usually we will take b = 0. One may then also write this series in the
form
ψ(x) =
∑
k≥0
ψk(x)
with each ψk a homogeneous polynomial in x1, . . . , xn of degree k. The
formal power series (with the Cauchy product as multiplication) form a
commutative K-algebra which we denote by K[[x1, . . . , xn]].
2. For series with multiple indices one has a good notion of absolute conver-
gence: Take any bijection τ : N0 → Nn0 and consider the series∑
k≥0
aτ(k)x
τ(k)
The notions of absolute convergence and limit may then be defined by the
corresponding properties of the latter series. This is unambiguous since
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choosing a different bijection would amount to a rearrangement of terms,
which does not affect convergence properties or limits.
3. Convergence domains of power series: If there is a z = (z1, . . . , zn)
tr ∈ K∗n
such that the series
∑
aIz
I converges absolutely then the power series
converges absolutely and locally uniformly in the open set defined by
|x1| < |z1|, . . . , |xn| < |zn|, and thus defines a function on this set. We
denote the power series which converge on some nonempty open set by
K[[x1, . . . , xn]]c; these form a subalgebra of K[[x1, . . . , xn]]. (We will
briefly speak of convergent power series.)
4. Rearrangement of summation: Given a power series with nonempty do-
main ∆ : |xi| < ρi, 1 ≤ i ≤ n of convergence, for every r with 1 ≤ r < n
one has the identity
∑
aI x
I =
∑
ir+1,...,in≥0

 ∑
i1,...,ir≥0
ai1,...,in x
i1
1 · · ·x
ir
r

xir+1r+1 · · ·xinn ;
thus each term in brackets converges absolutely and locally uniformly
for |x1| < ρ1, . . . , |xr | < ρr, and for fixed x1, . . . , xr in this domain the
remaining series in xr+1, . . . , xn converges absolutely and locally uniformly
in |xr+1| < ρr+1, . . . , |xn| < ρn.
5. Differentiation: Given a power series
∑
aIx
I with nonempty open domain
of convergence (defining a function ψ), the series of partial derivatives (of
any order) converges on the same domain and represents the corresponding
partial derivative of ψ. In particular
ak1,...,kn =
∂k1+···knψ
∂xk11 · · · ∂x
kn
n
(0).
6. Analytic functions: Given an open subset U of Kn and a function φ :
U → K, one calls φ analytic if at every b ∈ U there exists a power series
about b which has nonempty domain of convergence and represents φ on
this domain. (The definition extends to maps from U to Km.) One has
the identity theorem: If U is connected then φ = 0 if and only if φ|U∗ = 0
for some open and nonempty U∗ ⊆ U .
7. If one is interested in the behavior of analytic functions at a specific point
(w.l.o.g. 0) then the appropriate structure is the algebra of germs (V, φ),
with V a neighborhood of 0 and φ : V → K analytic. One identifies two
germs if representing functions agree in some neighborhood of 0. This
algebra is canonically isomorphic to K[[x1, . . . , xn]]c.
8. There are also relevant notions of convergence for formal power series,
related to the m-adic topology: Given nonzero ψ =
∑
ψk, the order of ψ
is defined as the smallest index ℓ with ψℓ 6= 0, and denoted by o(ψ). (The
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order of 0 may be defined as ∞.) With respect to the m-adic topology, a
sequence
∑
γk of formal power series converges to a formal power series γ
if and only if the orders of γk − γ tend to infinity as k →∞. Note: Every
sequence of formal power series with the property that o(γk−γℓ) tends to
infinity as k and ℓ tend to infinity (a Cauchy sequence) is convergent.
Some algebraic properties
1. A formal power series ψ is multiplicatively invertible in K[[x1, . . . , xn]] if
and only if its order equals 0. There is a unique maximal ideal m :=
{φ : φ0 = 0}. The same properties hold for K[[x1, . . . , xn]]c.
2. The ring of formal power series is Noetherian and a unique factorization
domain, thus every ideal is finitely generated and every nonzero non–
invertible series is a product of irreducible ones, the representation being
unique up to the ordering of factors and multiplication by invertible series.
Mutatis mutandis, these properties carry over to K[[x1, . . . , xn]]c.
3. Analytic subvarieties of Kn: Locally an analytic subvariety Y is given as
the common zero set of finitely many analytic functions φ1, . . . , φr. If one
is interested in a particular point (w.l.o.g. 0, as usual) then one should
(introduce an obvious equivalence relation and) consider germs of such
varieties and germs of defining functions. Then it is natural to associate
the ideal 〈φ1, . . . , φr〉 ⊆ K[[x1, . . . , xn]]c to Y and to additionally consider
the vanishing ideal
J (Y ) := {ψ ∈ K[[x1, . . . , xn]]c; ψ|Y = 0} .
Note that this is a radical ideal, thus ψm ∈ J (Y ) for some m > 0 implies
that ψ ∈ J (Y ).
4. Hilbert–Ru¨ckert Nullstellensatz: For K = C there is a 1−1 correspondence
between local analytic subvarieties and radical ideals of C[[x1, . . . , xn]]c:
Assigning to each radical ideal J its vanishing set V(J), the equality
J (V(J)) = J holds.
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