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Abstract: Urbanization leads to the replacement of natural areas by impervious surfaces and affects
the catchment hydrological cycle with adverse environmental impacts. Low impact development
tools (LID) that mimic hydrological processes of natural areas have been developed and applied to
mitigate these impacts. Hydrological simulations are one possibility to evaluate the LID performance
but the associated small-scale processes require a highly spatially distributed and explicit modeling
approach. However, detailed data for model development are often not available for large urban areas,
hampering the model parameterization. In this paper we propose a methodology to parameterize
a hydrological model to a large, ungauged urban area by maintaining at the same time a detailed
surface discretization for direct parameter manipulation for LID simulation and a firm reliance on
available data for model conceptualization. Catchment delineation was based on a high-resolution
digital elevation model (DEM) and model parameterization relied on a novel model regionalization
approach. The impact of automated delineation and model regionalization on simulation results was
evaluated for three monitored study catchments (5.87–12.59 ha). The simulated runoff peak was most
sensitive to accurate catchment discretization and calibration, while both the runoff volume and the
fit of the hydrograph were less affected.
Keywords: SWMM; model regionalization; DEM delineation; ungauged; large urban catchment; LID
1. Introduction
Urbanization is associated with land-cover modification and increased imperviousness through
the replacement of natural areas with features typical to urban landscapes such as rooftops, streets,
and parking lots. These changes alter the hydrological catchment processes [1,2] and have harmful
impacts on the receiving environment [3–10]. As a consequence, stormwater management practices
have been developed with the aim of mimicking hydrological processes of natural catchments (such as
infiltration, storage, and evapotranspiration) and to treat and reduce runoff at the source of its
generation [11,12]. These concepts are referred to as Low Impact Development (LID, used in this
paper) in the USA [12], Water Sensitive Urban Design (WSUD) in Australia [13], and Sustainable Urban
Drainage Systems (SUDS) in the United Kingdom [14]. LID covers a range of tools and planning
strategies, including green roofs, pervious pavement, or bio-retention, but also the minimization of
required impervious surfaces through planning and layout of newly constructed areas [12,15].
Model simulations are one option to assess the effectiveness of LID tools before their
implementation; the Stormwater Management Model (SWMM) [16,17] is a commonly used one,
providing the required capabilities [18]. LID tools represent small-scale hydrological processes and
thus require an explicit and spatially distributed modeling strategy [19]. This strategy is supported by
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the recent development of urban data banks [20] containing rather detailed information on the urban
land-cover and drainage network properties, but in addition to such spatial characteristics the modeling
also requires data on runoff. However, such data are still unavailable for many urban areas [21–23],
implying that the hydrological assessment of particularly larger urban areas has to be conducted using
less detailed information [24]. Consequently, LID tools are commonly simulated by the alteration of
lumped parameters [25] rather than explicitly describing their properties. Such approaches include the
curve number (CN) method used by Palla et al. [26] and Carter and Jackson [27]. Mentens et al. [28]
assessed the runoff reduction potential of green roofs for the city of Brussels (Belgium) using green
roof runoff retention values reported in the literature. Montalto et al. [29] estimated the effectiveness
of various LID tools in reducing combined sewer overflows (CSO) for a catchment in New York
(USA) using composite runoff coefficients. A more explicit approach to simulate green roof runoff
at the catchment scale was undertaken by Versini et al. [30,31]. They extracted roof areas from two
catchments for separate parallel simulation using their own computation module for green roof
description, while other catchment hydrological processes were simulated using SWMM. While
this approach could allow the detailed parameterization of larger (order of >10 km2) urban areas,
the application was so far reported only for smaller (2.4–5.5 km2) watersheds. Amaguchi et al. [19]
used vector-based catchment delineation to assess urban runoff for a 1.1 km2 watershed in Japan. They
used a very detailed surface description representing small and homogeneous elements of the urban
landscape, which would allow the individual alteration of parameter values for LID simulations.
Krebs et al. [23] reported that a hydrological model that discarded inter-subcatchment surface
flow and sewer pipe flow routing for conduits with a diameter smaller than 300 mm was well able to
replicate the temporal dynamics of urban runoff when compared to high-resolution (HR) model setups.
The low-resolution (LR) models proposed by Krebs et al. [23] omitted details on surface flow patterns
and information for small conduits, which often are not readily available. Still, their LR models were
based on a detailed vectorized surface discretization that allows direct parameter manipulation for LID
simulations. Catchment delineations were based on the HR models, for which surface flow patterns
were investigated during on-site visits and missing conduit data were manually complemented.
Missing conduit data manifested as both missing conduit information (such as invert elevations) that
had to be manually interpolated, and disconnected network sections, where entire conduits were
missing in the data set [23]. This approach, however, is not feasible for larger urban areas and thus
automated methods of catchment delineation utilizing high resolution DEMs are needed. The flow
of stormwater in urban areas does not necessarily follow the topography due to obstacles such as
buildings or street curbs [32]. Jankowfsky et al. [33] showed for a peri-urban catchment in France
that catchment properties (such as the drainage area) differed significantly when either only a DEM
was used for delineation or the topographical information was complemented with field survey data.
They stated, however, that for large parts of the catchment only a DEM with a low spatial resolution
(25 m) was available. Currently, with the expansion of airborne LIDAR observations, high-resolution
DEMs have become available for many urban regions and have been used for several hydrological
assessments in urban areas [34–38]. However, small-scale features, such as street curbs that influence
urban surface flow, remain unsatisfactorily represented in high-resolution terrain models [22,39,40].
While topographic information is to some extent available, many urban areas are ungauged and
thus rainfall–runoff data for model calibration are not always available [21,41–45] and consequently
alternative approaches for model parameterization are needed for ungauged catchments [46,47].
Parameterization of ungauged catchments is often referred to as model regionalization [48].
Numerous studies have addressed model regionalization and the methods investigated include
regression analysis [44,45,49,50], site-similarity [41,50], and the spatial proximity approach [51].
Kokkonen et al. [50] suggested that a direct parameter transfer is worthwhile when it can be assumed
that two catchments behave hydrologically in a similar way. While the model regionalization concepts
are well introduced and widely tested, the regionalization of model parameters is rarely accomplished
and demonstrated in urban catchments, which motivates our model application in a large urban area.
Water 2016, 8, 443 3 of 23
In this paper we propose a methodology to simulate the effectiveness of LID tools at the city
scale by complementing the results of Krebs et al. [23] for small urban study catchments. While
Krebs et al. [23] presented a surface discretization approach that supports the explicit simulation
of LID strategies along with the identification of a proper spatial resolution for urban hydrological
modeling, the extension of the methodology presented here is based on readily available spatial data
and omits many details that require on-site visits and manual data complementation. This extension,
together with earlier results [23], allows the parameterization of a large urban catchment while
allowing the direct alteration of model parameters for LID simulations. The impact of DEM-based
catchment delineation on simulation results was evaluated against HR model results and observed
runoff available from three study catchments. Subsequently, the Vesijärvi catchment (30 km2) of the
city of Lahti (Finland) was divided into subcatchments using digital elevation data. The Vesijärvi
catchment is ungauged and the parameter regionalization here is based on setting the same parameter
values for all areas sharing the same surface type, independent of their location. The feasibility
of the regionalization approach was evaluated by inter-changing parameter sets calibrated for the
three monitored study catchments and investigating the ability of each parameter set to replicate the
monitored runoff in the other study catchments.
2. Materials and Methods
2.1. Study Site and Data
The three study catchments are located within the city of Lahti, southern Finland (Figure 1).
The catchments are characterized by varying degrees of impervious cover and land-use intensity,
ranging from dense urban land-use in Catchment 1 to suburban residential housing in Catchment 3.
The Stormwater Management Model (SWMM) [16,17] was selected as the modeling platform for
this study and rainfall–runoff data collected by the University of Helsinki [52,53] between 2008
and 2010 were used for the parameterization of each catchment. Detailed results and further
description of the catchments and the hydro-meteorological data are presented in Krebs et al. [23,54]
and Valtanen et al. [52,53]. The hydrological impact of perturbations in the resolution of spatial
discretization of the urban landscape and infrastructure were explored in Krebs et al. [23]. In the
current paper we use the same catchments and data to further investigate the applicability of parameter
values calibrated to HR catchments to larger ungauged urban areas and the impact of automated
methods for catchment delineation on the simulated runoff.
The Vesijärvi catchment is in this study defined as the area of the city of Lahti that drains into
the Enonselkä basin of Lake Vesijärvi (Figure 1). The catchment was selected as the region of interest
for upscaling the model results for several reasons: (i) all three study catchments are located within
the Vesijärvi catchment; (ii) the catchment covers a large part of the city of Lahti, and is therefore
of interest for urban planning; (iii) the water quality of lake Vesijärvi is of substantial interest to
the city of Lahti; and (iv) the catchment is ungauged and sufficiently large (30 km2) to pose those
challenges that need to be overcome in hydrological assessments of large urban areas. The impervious
cover of the Vesijärvi catchment is ca. 27%, of which 25% (6.8% of the whole catchment) consists of
roof tops and the remaining 75% (20.5%) is associated with traffic infrastructure, including streets,
parking facilities, and sidewalks. The majority of the pervious land-cover consists of natural forested
areas (37% of the whole catchment) and cultivated green areas such as yards and parks (12.5% of the
catchment). Details on the land-cover of the Vesijärvi catchment and the three study catchments are
given in Table 1. The Vesijärvi catchment is drained through a separate stormwater sewer system and
two open streams flowing through the city and draining into Lake Vesijärvi. The stormwater sewer
network used for model development considered conduits with a minimum diameter of 300 mm.
Krebs et al. [23] proposed this diameter threshold for assessing small-scale processes in large urban
areas as it allows: (i) a sufficiently accurate replication of the dynamics of urban runoff and (ii) a feasible
model development considering the quality of available spatial data for large areas, where manual
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correction and complementation of the data is too laborious. The stormwater sewer network in the
Vesijärvi catchment has a length of 115.8 km and the open stream length is 28.6 km (Table 2).
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Figure 1. The Vesijärvi catchment of the city of Lahti, the drainage network (conduits with
a diameter ≥300 mm and open channels), and the outfalls of the system to the receiving water
bodies. The monitored study Catchments 1, 2, and 3 along with their outfalls and the two rainfall
stations (AP and LSB) are shown.
Rainfall input data for simulations of the Vesijärvi catchment were derived from a tipping
bucket gauge at Catchment 2 (AP in Figure 1) with a recording interval of 1 minute. Data from
this rainfall gauge were already used for calibration and validation of the study catchments [23].
Additionally, rainfall data recorded at 10-min intervals on the roof of the Lahti Science and Business
Park (LSB in Figure 1) were available and used for additional validation of the HR study catchment
models (VAL-LSB) [23]. Runoff data were recorded at the outfall of each study catchment through
2008–2010 with a 1-min recording interval. The rainfall–runoff data were scanned to identify events
where both the rainfall and runoff measurements were functioning [23]. The sequence of events used
for calibration (CAL) consists of six, six, and three events for Catchments 1, 2, and 3, respectively.
The sequence of validation events using AP rainfall data (VAL-AP) consists of six, five, and one
event(s) for Catchments 1, 2, and 3, respectively. The sequence using LSB rainfall data (VAL-LSB)
consists of five, three, and eight events for Catchments 1, 2, and 3, respectively. A comprehensive
list of rainfall events is given in Krebs et al. [23]. These data are used in this paper to evaluate the
impact of DEM-based delineation and model regionalization on simulation results. Spatial data for
the discretization of the urban landscape and the drainage network included a DEM (2-m resolution,
provided by the Geological Survey of Finland), data on the building roofs and the road network,
and digitized maps of the drainage network.
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Table 1. Surface and land-use types and their fractions of the catchment for HR and LR-DEM models of the study catchments 1, 2, and 3, and for the Vesijärvi catchment.
Surface Type SurfaceType CODE
Land-Use
Type
1 2 3 Vesijärvi
Area (ha) Fraction (%) Area (ha) Fraction (%) Area (ha) Fraction (%) Area
(ha)
Fraction
(%)HR LR DEM HR LR DEM HR LR DEM HR LR DEM HR LR DEM HR LR DEM
Asphalt A
Other - - - - - - - - - 0.002 - 0.0 36.2 1.2
Parking lot 1.505 1.016 25.6 18.7 0.783 0.888 11.8 13.1 0.140 0.163 1.1 1.4 165.3 5.5
Pavement 0.846 1.048 14.4 19.3 0.412 0.493 6.2 7.3 0.053 0.064 0.4 0.6 83.9 2.8
Street 1.126 1.075 19.2 19.8 0.492 0.516 7.4 7.6 0.679 0.673 5.4 6.0 157.4 5.3
Concrete C
Other - 0.107 - 2.0 - 0.007 - 0.1 - - - - 7.7 0.3
Parking lot - 0.044 - 0.8 - 0.051 - 0.8 - - - - 0.7 0.0
Pavement - - - - - 0.114 - 1.7 - - - - 3.9 0.1
Street - - - - - 0.030 - 0.4 - - - - 0.3 0.0
Gravel G
Other 0.130 0.143 2.2 2.6 0.184 0.023 2.8 0.3 - - - - 72.2 2.4
Parking lot 0.130 0.002 2.2 0.0 0.892 0.640 13.4 9.5 0.033 0.053 0.3 0.5 23.4 0.8
Pavement - 0.004 - 0.1 0.002 0.049 0.0 0.7 0.010 - 0.1 - 37.8 1.3
Railway - - - - - - - - - - - - 7.4 0.2
Street - - - - 0.011 0.011 0.2 0.2 - - - - 7.1 0.2
Natural stone
paver NS
Other - - - - - 0.001 - 0.0 - - - - 0.0 0.0
Pavement - - - - - - - - - - - - 0.0 0.0
Cobble stone CS
Other 0.247 0.007 4.2 0.1 0.109 0.128 1.6 1.9 0.015 - 0.1 - 3.6 0.1
Parking lot - - - - 0.232 0.124 3.5 1.8 0.095 0.006 0.8 0.1 1.4 0.0
Pavement - 0.021 - 0.4 0.131 0.017 2.0 0.2 - - - - 0.3 0.0
Street - - - - 0.024 - 0.4 - - - - - 2.3 0.1
Metal sheeting MS
Roof
1.149
1.474
19.6
27.2
1.275
1.406
19.2
20.8
-
0.915
-
8.1 203.0 6.8Sheeting - - - - 0.020 0.2
Tiles/Sheeting TS - - - - 1.342 10.7
Crop CR
Green
- - - - - - - - - - - - 33.3 1.1
Lawn L 0.383 0.099 6.5 1.8 0.325 0.005 4.9 0.1 0.500 0.015 4.0 0.1 75.2 2.5
Lawn/Vegetation LV - 0.105 - 1.9 0.493 0.285 7.4 4.2 0.923 2.619 7.3 23.2 262.9 8.8
Peat P - - - - - - - - - - - - 3.0 0.1
Vegetation/Lawn VL - 0.040 - 0.7 0.570 1.503 8.6 22.2 1.198 0.352 9.5 3.1 372.9 12.5
Vegetation V 0.358 0.241 6.1 4.4 0.697 0.467 10.5 6.9 0.200 0.028 1.6 0.3 234.1 7.9
Swamp SW - - - - - - - - - - - - 13.2 0.4
Rock R Rock - - - - - - - - - 0.266 - 2.4 64.4 2.2
Forest F Forest - - - - - - - - 7.381 6.137 58.6 54.3 1107.6 37.2
Σ 5.874 5.427 100 100 6.632 6.756 100 100 12.588 11.292 100 100 2980.6 100
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Table 2. Drainage network subdivision for the HR and LR-DEM models of the study catchments and
the Vesijärvi catchment.
Drainage Type Material
1
Length (m)
2
Length (m)
3
Length (m) Vesijärvi
Length (m)
HR LR-DEM HR LR-DEM HR LR-DEM
Conduit
Concrete 762 611 835 624 1649 1041 101,805
PVC 1851 26 2397 - - - 13,957
Open channel Natural - - - - 74 - 28,620
∑ 2613 637 3232 624 1723 1041 144,382
2.2. DEM-Based Delineation (LR-DEM)
Krebs et al. [23] studied the impact of spatial resolution for urban hydrological modeling and
concluded that the temporal dynamics can be sufficiently well replicated with a model that (i) discards
stormwater sewer conduits with a diameter smaller than 300 mm and (ii) discards surface flow routing
between subcatchments before surface runoff enters the drainage network. Reduction of network
conduits represented in the model (dmin ≥ 300 mm) results in a replacement of conduit flow by
overland flow in the discretized catchment. Additionally, the neglecting of surface flow routing affects
the effective impervious area (EIA) [23]. Thus, the approach presented in Krebs et al. [23] implies
that EIA equals the total impervious area (TIA) of the catchment. The increase of EIA depends on the
catchment structure; the changes were reported to be minor for highly urbanized catchments (+0.3% in
Catchment 1) and larger (up to 155% for Catchment 3) for suburban catchments, where impervious
surfaces are sometimes not connected to the drainage network [23]. Despite the network conduit and
surface flow assumptions, the concept presented by Krebs et al. [23] allows the direct application of
LID tools in the model as subcatchment delineation is based on identifying homogeneous surface
types (such as rooftops or street sections) at a high spatial resolution.
The LR-DEM model developed in the current study follows the principles described above to
maintain the ability to replicate the temporal dynamics of urban runoff. However, the contributing
drainage area for each stormwater network inlet is delineated in an automated manner using a DEM
(2 m resolution) rather than manually determining the surface routing pattern as in Krebs et al. [23].
While this automated method for catchment delineation is suitable for large urban areas where on-site
observation of surface flow patterns is not feasible, small-scale features of the urban landscape (such as
street curbs) that are not well presented in DEMs [39,40] will be neglected in the model surface
discretization. As a result, the HR and LR-DEM models differ not only in EIA, length of the drainage
network, and representation of inter-subcatchment surface flow, but also in terms of catchment
boundaries (i.e., area) and consequently the catchment TIA. While this approach obviously discards
important information on the catchment, the suggested simplifications for model development allow
the assessment of larger urban areas in a feasible manner. Subsurface drainage conduits are naturally
not represented in a DEM and, thus, the DEM is commonly pre-processed by burning the conduit
network into the DEM surface [22]. In this study a constant value was reduced from DEM grid cells
where conduits were located and thereafter depressions filled to allow for hydraulic connectivity.
Gironás et al. [22] suggested that all conduits, even though not explicitly modeled, should be included
when pre-processing a DEM to allow for realistic drainage basin delineation in urban areas. Following
this suggestion, all available conduit information was used to derive the pre-processed DEM, even
though only conduits with a minimum diameter of 300 mm were included in the LR-DEM model.
The LR-DEM model was developed using the following steps: (i) the surface was digitized based
on both surface (such as asphalt, gravel, or different vegetation types) and land-use types (such as
streets, parking lots, or rooftops) derived from spatial data and aerial images (see Table 1); (ii) the
stormwater drainage network was digitized using conduits with a minimum diameter of 300 mm;
(iii) the contributing drainage area of each inlet present in the minimum diameter was delineated based
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on the pre-processed DEM; and (iv) the digitized surface map was discretized using the delineated
drainage areas resulting in a number of subcatchments per drainage inlet. The described LR-DEM
model was developed for the entire Vesijärvi catchment, including the three study catchments.
Krebs et al. [23] concluded that the neglecting of inter-subcatchment surface flow routing for
models with lower resolution resulted in decreased model performance for the least urbanized
Catchment 3, due to the fact that roof runoff in this catchment is, unlike described in guidelines
by the city [55], not drained into the drainage network but onto adjacent green areas. The associated
large change in hydraulically connected impervious area when neglecting inter-subcatchment flow
resulted in over-prediction of runoff volumes and peaks. Thus, also for the LR-DEM model in this paper,
roof runoff was diverted to adjacent green areas in this study catchment. However, this exemption
applies only to roof runoff and also in Catchment 3 runoff from all other subcatchments was directly
routed to the corresponding drainage network inlet. Surface and conduit related parameters were
adopted from the calibrated study catchment model. Model parameters related to the subcatchment
and conduit geometry were derived from spatial data. While the subcatchment flow width FWHR
for the HR models was determined using Equation (1), the corresponding flow width FWLR for the
LR-DEM model was determined using Equation (2):
FWHR =
A
L
(1)
FWLR = k
√
A, (2)
where A (m2) is the subcatchment area, L (m) is the length of the overland flow path, and k (-) is
a dimensionless coefficient. Krebs et al. [23] determined 0.7 to be a suitable value for k. This value
was based on the distribution of k for 2652 subcatchments, for which FWHR was calculated using
Equation (1) and used herein to define FWLR.
The impact of this automated model parameterization procedure that neglects details of the
stormwater drainage description with respect to both the network and surface flow was first evaluated
against monitored runoff in the three study catchment. The model performance was thereafter
evaluated against the HR model results reported in Krebs et al. [23,54]. The HR study catchment
models were used as reference, as they include all catchment details concerning both the surface and
network drainage. The model evaluation was conducted both by visual inspection of simulated and
observed hydrographs and using model performance statistics. The performance statistics were the
Nash-Sutcliffe efficiency E [56], the peak flow error PFE, and the volume error VE.
2.3. Parameter Regionalization
Krebs et al. [23,54] initially developed the HR models for the three study catchments with the
aim to assess the much larger ungauged Vesijärvi catchment. The use of separate surface types for
catchment subdivision produces a mosaic of subcatchments with homogenous hydrological properties.
To allow for the transfer of parameters from sample catchments to an ungauged area, subcatchments
with similar homogenous properties (such as a stretch of asphalt street) have to be identified both
in each study catchment and in the entire Vesijärvi catchment. In other words, a similar detailed
subdivision of the catchment surface for all study catchments and the targeted up-scale area are
a prerequisite for the regionalization approach conducted in this study. While this condition mainly
concerns the technical applicability of parameter values in the ungauged area, the question remains
whether the application is hydrologically justified. The calibration of the HR study catchment models
was conducted independently for each catchment [23,54]. Krebs et al. [23] showed that the parameter
values calibrated for the same surface types (e.g., an asphalt surface) were similar for each of the three
study catchments.
To further investigate the hydrological applicability, in this paper, the parameter sets of each
study catchment were applied to the remaining two study catchments to evaluate the regionalization
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impact on simulated flow. The HR study catchment models were used for this purpose and three
parameter sets were defined based on the parameter values calibrated to the study catchments (V1 for
Catchment 1, V2 for Catchment 2, and V3 for Catchment 3). Additionally, a reference parameter set
(VRef) was compiled based on parameter value suggestions given in SWMM user manuals [16,17].
Parameter values were either adopted as the mean value in the case of a suggested parameter value
range or as a single suggested value. The application of VRef represents a common strategy for the
parameterization of ungauged catchments [57] and is thus used herein to evaluate the performance of
calibrated parameter values transferred to an ungauged catchment.
For surface types that were not present in the study catchment used for defining the parameter
values, the corresponding values were selected from one of the remaining study catchments to attain
a complete set of parameters for simulation. Parameters that are specific to a subcatchment rather
than a surface type were derived directly from spatial data. Surface-type specific parameters were
the depression storage D, Manning’s roughness no for overland flow, and the imperviousness I, while
the subcatchment slope, the flow width FWHR or FWLR, and the subcatchment area depend on the
subcatchment geometry. The required model parameter values for the drainage network were derived
in a similar manner. However, only the Manning’s roughness nc for conduit flow is specific for
a certain conduit material, while parameters such as the conduit length and slope are specific for each
conduit. A full list of values for the three derived parameter sets (V1, V2, and V3) and the reference
parameter set VRef are given in Table 3 (surface parameters) and Table 4 (drainage network parameters).
The effect of parameter transfer on simulated flow for the HR models was evaluated for the calibration
and validation sequences used in Krebs et al. [23] as well as for individual events. Additionally,
the hydrological applicability of calibrated parameters to other urban catchments was investigated by
applying the three calibrated parameter sets (V1, V2, and V3) and the reference parameter set (VRef)
to the LR-DEM model to evaluate the parameter set related variation of simulated flow for both the
study catchments and the entire Vesijärvi catchment. Details on the hydro-meteorological properties of
selected rainfall–runoff events and sequences can be found in Krebs et al. [23].
Table 3. The parameter sets V1, V2, V3, and VRef for the depression storage D, the Manning’s roughness
for overland flow no, and the imperviousness I. Parameters that were calibrated for the catchment have
a gray background, uncalibrated values have a white background, and the subscripts 1–3 indicate from
which study catchment values were adopted if corresponding surfaces were missing. Parameter values
of VRef with subscript a were derived from Rossman [17], values with subscript b were derived from
Huber and Dickinson [16], and values with subscript ab were interpolated between suggestions in
Rossman [17] and Huber and Dickinson [16]. A description of the “surface type codes” is given in
Table 1.
Surface
Type
D (mm) no (−) I (%)
V1 V2 V3 VRef V1 V2 V3 VRef V1 V2 V3 VRef
A 0.39 0.42 0.62 1.91a 0.011 0.011 0.013 0.007b 100.0 88.5 100.0 100.0
C 0.39 0.42 0.62 1.91a 0.011 0.011 0.013 0.007b 100.0 88.5 100.0 100.0
G 2.54 2.49 2.54 1.91a 0.020 0.030 0.024 0.021b 0–50 33.4 69.5 0
NS 1.01 0.39 1.09 1.91a 0.012 0.020 0.020 0.024a 91 86.6 100.0 100.0
CS 1.01 0.39 1.09 1.91a 0.012 0.020 0.020 0.024a 91 86.6 100.0 100.0
MS
0.18 0.10 2.54 1.91a 0.012 0.011 0.014 0.007ab 100.0 100.0 100.0 100.0S
TS
CR 4.18 4.13 7.53 7.62a 0.300 0.667 0.790 0.600a 0.0 0.0 0.0 0.0
L 4.98 4.82 5.07 3.81a 0.150 0.168 0.200 0.150b 0.0 0.0 0.0 0.0
LV 4.222 4.22 5.07 5.08a 0.2382 0.238 0.300 0.375ab 0.0 0.0 0.0 0.0
P 7.393 7.393 7.39 7.62a 0.6683 0.6683 0.668 0.600a 0.0 0.0 0.0 0.0
VL 3.592 3.59 2.54 5.08a 0.3262 0.326 0.399 0.375a 0.0 0.0 0.0 0.0
V 4.18 4.13 7.53 7.62a 0.300 0.667 0.790 0.600a 0.0 0.0 0.0 0.0
SW 50.00 50.00 50.00 50.00 0.500 0.500 0.500 0.500 0.0 0.0 0.0 0.0
R 7.393 7.393 7.39 7.62a 0.6683 0.6683 0.668 0.600a 100.0 100.0 100.0 100.0
F 7.393 7.393 7.39 7.62a 0.6683 0.6683 0.668 0.600a 0.0 0.0 0.0 0.0
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Table 4. The parameter sets V1, V2, V3, and VRef for the Manning’s roughness for conduit flow nc.
Calibrated parameter values have a grey background, un-calibrated values have a white background
and the subscripts 1–3 indicate from which study catchment values were adopted if corresponding
surfaces were missing. Parameter values of VRef were derived from Rossman [17].
Drainage Type Material
nc (−)
V1 V2 V3 VRef
Conduit
Concrete 0.011 0.015 0.015 0.013
PVC 0.011 0.011 0.0112 0.013
Open channel Natural 0.0493 0.0493 0.049 0.05
3. Results
3.1. DEM Delineation
As a result of the DEM delineation, the areas of Catchments 1 and 3 decreased, while the area of
Catchment 2 increased compared to the areas determined for the HR models (Table 5, Figure 2). While
the change of area was similar for the Catchments 1 and 3 (8%) it was smaller for Catchment 2 (2%).
The ability of the LR-DEM approach to correctly represent the HR catchments was further evaluated
by determination of the overlapping and excessive surface. The first is defined as the fraction of
the HR catchment that is included in the LR-DEM catchment and the second defines the fraction of
the LR-DEM catchment that is not included in the HR catchment. The best overlap was found for
Catchment 2, where 97% of the HR catchment was included in the LR-DEM catchment (i.e., 3% of the
HR Catchment 2 were omitted due to the simplification implied by the automated delineation process).
For the same catchment, 5% of the LR-DEM catchment surface was excessive; this area was included in
the LR-DEM Catchment 2 due to the simplified delineation process. For Catchments 3 and 1 the overlap
was lower at 89% and 80%, respectively, and while the excessive surface for Catchment 3 was 3% it was
clearly higher (13%) for Catchment 1 (Table 5). As runoff generation in urban areas is dominated by
processes on impervious surfaces, the simulated runoff volume and dynamics are not only affected by
the change in catchment size, but also by the associated alteration in both TIA and EIA. The HR model
of Catchment 1 had a TIA of 5.04 ha, of which most of the area was hydraulically effective (EIA 5.03 ha),
while both the EIA and TIA of the LR-DEM model were lower at 4.79 ha. The fraction of hydraulically
connected impervious surfaces was smaller for the HR model of Catchment 2, for which EIA and TIA
were 3.23 ha and 3.56 ha, respectively. Besides the catchment area, also EIA increases for the LR-DEM
model of Catchment 2 to 3.74 ha as most of the excessive catchment area comprised rooftops and street
sections. For Catchment 3, the reduction in TIA is proportional to the reduction of catchment area and
TIA reduces from 2.37 ha (HR model) to 2.13 ha (LR-DEM model). However, as stated above, EIA does
not equal TIA for this catchment due to roof runoff routing onto adjacent green areas. The neglecting
of inter-subcatchment surface flow routing in the LR-DEM model, while maintaining the original
surface flow pattern for roofs (onto adjacent green areas) results in EIA of 1.23 ha consisting of streets,
pavements and driveways. This corresponds to an increase of 0.3 ha (32%) in EIA compared to the
HR model of Catchment 3. Roofs account for 0.9 ha in Catchment 3 and also remain hydraulically
disconnected from the network in the LR-DEM model setup. The boundaries, contributing drainage
areas for each inlet, and subcatchments of the three study catchments are illustrated in Figure 2.
Differences in catchment area, TIA, and EIA naturally affect the simulated catchment runoff
(Figure 3, Table 6). The effects were evaluated by comparison of LR-DEM simulated runoff for
Catchments 1, 2, and 3 with HR simulated and observed runoff through visual hydrograph inspection
and evaluation of model performance statistics. The smallest impact of DEM delineation on simulated
runoff was found for Catchment 1, for which the LR-DEM model yielded a similar efficiency E (0.87) for
the calibration sequence (CAL) than achieved with the HR model (0.88). A similar minor degradation in
efficiency was found for the LSB validation sequence where the LR-DEM model achieved an efficiency
of 0.83 compared to 0.84 achieved by the HR model. The degradation in model efficiency for VAL-AP
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was slightly larger with an efficiency of 0.81 for the LR-DEM model compared to 0.85 achieved by
the HR model. In terms of simulated runoff volumes only small impacts were observed with the
LR-DEM and HR model producing similar volume errors VE (3.7%–7.0% for the HR model compared
to 1.4%–6.5% for the LR DEM model) for the three simulation sequences of Catchment 1. The largest
impact of the lower resolution and the DEM delineation method on model performance for Catchment
1 can be seen in the peak flow errors (PFE). While the HR model absolute mean PFE for simulated
events was 12.4%, 8.1%, and 13.7%, for CAL, VAL-AP, and VAL-LSB, respectively, it increased to 23.9%,
26.0%, and 25.3%, for the same sequences of Catchment 1 using the LR-DEM model.
The LR-DEM model efficiency for Catchment 2 showed a larger decrease from the HR simulations
than was found for Catchment 1, especially for CAL. However, the performance remained acceptable
for both CAL (E = 0.82) and VAL-AP (E = 0.90) (Table 6). The performance for VAL-LSB was lower
(E = 0.53), but it should be noted that for this sequence also the HR model produced lower efficiencies
(0.61), which may be explained by the relatively large distance between the LSB rainfall station and
Catchment 2. With an increasing distance, the temporal dynamics of recorded rainfall and runoff show
lower correspondence, which negatively affects simulation results [23]. The capability of the LR-DEM
model to replicate observed peak flows in Catchment 2 was better than for Catchment 1, but it can be
noted also here that PFE is the most sensitive performance criterion in terms of accurate surface flow
routing. The impact of the lower resolution on the simulated runoff volume is larger for Catchment 2
compared to Catchment 1, but VE remains within acceptable limits (ranging from −1 to 19.5%) for
Catchment 2.
The impact of the LR-DEM model development procedure on simulation results for Catchment 3
was comparable to that seen for Catchment 2. The LR-DEM model achieved efficiencies of 0.70
(HR model 0.80), 0.56 (0.66), and 0.75 (0.81), for CAL, VAL-AP, and VAL-LSB, respectively. It is to
be noted, however, that for Catchment 3 only a single event was available for VAL-AP, due to the
remote location of the catchment related to the rainfall measurement station. The change in PFE
was the smallest for all three catchments except for the single AP validation event. In terms of VE,
the LR-DEM and HR model performed equally well, with identical or very similar errors for CAL and
VAL-LSB. Again, a larger change was found for the AP validation event.
Table 5. Catchment properties of the HR and LR-DEM models of the three study catchments and the
overlapping and excessive surface areas.
Unit
1 2 3
HR LR-DEM HR LR-DEM HR LR-DEM
Area (ha) 5.87 5.43 6.63 6.76 12.59 11.58
TIA (ha) 5.04 4.79 3.56 3.74 2.37 2.13
EIA (ha) 5.03 4.79 3.23 3.74 0.93 1.23
Overlapping surface (%) 100 80 100 97 100 89
Excessive surface (%) 0 13 0 5 0 3
Subcatchments (−) 690 317 784 426 821 413
Drainage basins (−) 160 22 188 15 90 28
Drainage network (m) 2613 637 3232 628 1722 1041
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Figure 2. (A1,A2,A3) Surface discretization for the HR model and (B1,B2,B3) the boundaries based on 
DEM delineation and the surface discretization for the LR‐DEM model for Catchments 1, 2, and 3. 
Figure 2. (A1,A2,A3) Surface discretization for the HR model and (B1,B2,B3) the boundaries based on
DEM delineation and the surface discretization for the LR-DEM model for Catchments 1, 2, and 3.
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Figure 3. Observed and simulated (HR and LR‐DEM) flow for (A) Catchment 1; (B) Catchment 2; and 
(C) Catchment 3, and the model efficiency E (event rainfall depth 22.0 mm, peak intensity 1.73 mm/5 min). 
3.2. Parameter Regionalization 
Application of model parameters to larger, ungauged areas necessitates that a model parameter 
set  calibrated  to one  catchment  also produces  acceptable  simulation  results  for other  catchments 
within the same region. Thus, parameter sets calibrated for the HR models of Catchment 1 (V1), 2 
(V2), and 3 (V3) (Tables 3 and 4) were applied to the other two catchments to evaluate the performance 
difference to the parameter set specifically calibrated to the catchment. Additionally, the reference 
parameter set VRef was applied to each of the study catchments. As the large‐scale Vesijärvi catchment 
model was developed using the LR‐DEM methodology the performance of regionalized parameters 
(V1, V2, V3,  and VRef) was  furthermore  investigated  for  the  LR‐DEM models  of  the  three  study 
catchments. The performance of parameter transfer was evaluated using events of the calibration and 
Observed and simulated (HR and LR-DEM) flow for (A) Catchment 1; (B) Catchment 2;
and (C) Catchme t 3, and th model effici cy E (event rainfall de th 22.0 mm, peak intensity
1.73 mm/5 min).
3.2. Parameter Regionalization
Application of model parameters to larger, ungauged areas necessitates that a model par meter set
calibrated to one catchment al o roduces acceptable simulation r sults for other catchments within the
same region. Thus, parameter sets calibrate f r the HR models of Catchment 1 (V1), 2 (V2), and 3 (V3)
(Tables 3 and 4) we e applied to the other two c tchments to evaluate the performance diff
to the parameter set pecifically c librated to the c tc t. Additionally, the ref rence p rameter
set VRef was applied to each of the study catc ments. As the large-scal Vesijärvi catchment odel
Water 2016, 8, 443 13 of 23
was developed using the LR-DEM methodology the performance of regionalized parameters (V1, V2,
V3, and VRef) was furthermore investigated for the LR-DEM models of the three study catchments.
The performance of parameter transfer was evaluated using events of the calibration and validation
periods for each catchment investigating both the entire sequences and individual events; the impact
of parameter transfer was thus evaluated for a total of 18 simulation sequences (HR and LR-DEM
models for each catchment using three sequences each, Table 6) and a total of 86 simulation events.
Table 6. Model performance statistics (efficiency E, absolute peak flow error ABS PFE, and volume error
VE) for the HR and LR-DEM models of the study Catchments 1, 2, and 3 for the alternative parameter
sets V1, V2, V3, and VRef and the three studied sequences of events. Performance statistics with
a grey background were produced by the parameter set specifically calibrated to the study catchment.
ABS PFE in the first row of each parameter set represents the mean value for the sequence events while
the values given in parentheses represent the range of ABS PFE.
Sequence Resolution Parameter Set
E (−) ABS PFE (%) VE (%)
1 2 3 1 2 3 1 2 3
CAL
HR
V1 0.93 0.71
12.4 17.1 29.2 −1.8 26.80.88 (4.1–20.4) (4.0–37.3) (6.4–51.5) 7.0
V2 0.86 0.73
21.3 13.1 35.4
18.7 36.10.97 (10.3–33.8) (3.3–24.9) (4.4–56.5) 9.3
V3 0.81 0.91
24.6 25.8 35.7
14.6 4.00.80 (2.5–53.9) (0.7–53.1) (20.9–53.3) 32.2
VRef 0.73 0.89 0.75
30.7 34.3 42.6
25.6 22.5 36.8(2.1–99.8) (3.4–100.0) (17.2–79.2)
LR-DEM
V1 0.58 0.66
23.9 53.9 25.7 −29.2 31.40.87 (5.9–86.7) (19.2–77.8) (7.9–36.3) 6.5
V2 0.91 0.66
14.4 31.2 33.2
15.1 38.30.82 (0.3–22.6) (5.2–51.3) (18.7–41.5) −19.5
V3 0.87 0.74
23.5 37.9 26.5
18.1 −18.40.70 (2.2–54.6) (24.0–49.4) (9.0–36.3) 32.2
VRef 0.74 0.65 0.66
38.1 53.1 45.5
26.9 1.8 38.6(6.5–100.0) (26.2–100.0) (35.3–65.9)
VAL-AP
HR
V1 0.93 0.64
8.1 10.5 3.8
8.9 5.00.85 (0.0–27.6) (1.1–30.1) - 6.5
V2 0.83 0.67
17.8 16.1 16.7
18.2 13.70.94 (12.3–27.5) (7.0–38.4) 17.8
V3 0.81 0.91
26.6 22.6 29.0
13.3 12.70.66 (11.8–42.0) (1.7–43.0) - 16.1
VRef 0.81 0.84 0.64
21.9 24.9 27.1
21.0 29.5 23.3(4.7–46.5) (9.6–39.2) -
LR-DEM
V1 0.79 0.40
26.0 37.3 12.2 −12.3 26.10.81 (7.2–65.8) (11.2–64.4) - 4.5
V2 0.86 0.54
10.6 18.5 8.6
14.5 34.20.90 (4.2–22.7) (2.8–40.1) - −1.0
V3 0.85 0.92
19.3 12.9 2.1
14.2 −1.60.56 (0.4–44.7) (2.6–21.1) - 27.9
VRef 0.76 0.85 0.52
26.6 12.6 0.3
20.2 12.5 37.5(4.6–49.4) (1.7–22.2) -
VAL-LSB
HR
V1 0.59 0.78
13.7 16.2 26.3 −1.0 11.40.84 (0.3–26.5) (4.7–23.3) (1.2–69.4) 3.7
V2 0.82 0.80
30.1 21.9 37.0
16.3 24.00.61 (18.7–38.0) (2.9–34.6) (2.7–75.2) 9.7
V3 0.80 0.54
26.8 15.8 33.8
11.4 0.50.81 (18.0–36.1) (5.7–23.2) (2.6–71.4) 19.9
VRef 0.78 0.60 0.78
20.6 21.4 33.0
18.3 17.1 31.5(7.8–34.0) (6.7–28.9) (0.1–70.9)
LR-DEM
V1 0.45 0.65
25.3 8.3 33.0 −24.6 16.40.83 (0.6–46.9) (0.2–20.6) (11.1–96.4) 1.4
V2 0.87 0.72
17.1 12.8 35.4
10.8 25.40.53 (2.5–32.2) (11.5–13.8) (10.5–67.3) −14.9
V3 0.86 0.43
15.9 7.9 27.6
10.8 −19.90.75 (2.9–35.8) (1.0–21.2) (1.8–64.4) 19.0
VRef 0.79 0.49 0.73
22.6 10.9 28.3
16.7 −3.4 33.8(4.6–32.4) (6.1–15.0) (0.9–64.2)
With respect to model efficiency E, the specifically calibrated parameter set achieved the best
performance for 13 of the 18 sequences; while for five sequences a transferred parameter set
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outperformed the specifically calibrated set, VRef did not achieve a higher efficiency for any of the
evaluated sequences (Table 6). For the simulation events, the specifically calibrated parameter set
achieved a mean efficiency E of 0.76. While the transferred parameter sets achieved a mean efficiency
E of 0.70, VRef yielded a lower mean efficiency of 0.52. The specifically calibrated parameter set
achieved the best efficiency for 62% of the events. For 35% of the simulation events a transferred
parameter set achieved the highest efficiency, while VRef yielded the highest efficiency for 3% of the
events. While the efficiency of VRef was inferior to both transferred sets for 70% of the simulation
events, it outperformed the transferred sets for 9% of the events.
With respect to the simulated runoff volume for entire simulation sequences, a better replication
of sequences was achieved by the transferred parameter sets compared to specifically calibrated
parameters; while the specific parameter sets produced the most accurate volume replication for seven
of the 18 sequences, nine of the sequences were best simulated by a transferred parameter set, and the
volume of two sequences was best replicated using VRef (Table 6). The best performing parameter set
concerning runoff volume was V1, which performed best for all sequences of Catchment 1 (for which
it was calibrated) as well as for all sequences of Catchment 3. It is to be noted, however, that a low VE
for a sequence of events may also be achieved even though the VE for individual events is high. This
would be the case if there is a balance between events with a volume underestimation and a volume
overestimation. When looking at individual simulation events, the specifically calibrated parameter
sets produced a lower mean absolute volume error (17.8%) compared to the performance of the
transferred sets (21.9%), while VRef yielded a clearly larger mean volume error (33.9%). The specifically
calibrated parameter set produced the smallest volume errors (VE) for 40% of the simulation events,
and while for 49% of the events a transferred parameter set produced the smallest VE, VRef performed
best for 11% of the simulation events. While VRef produced a larger volume error than both transferred
sets for 72% of the simulation events, it outperformed the transferred sets for 13% of the events.
The performance of parameter sets concerning the simulated peak flow was similar to the
performance found for the runoff volume. For six sequences the best mean PFE was achieved using
the specifically calibrated parameter set, for 10 sequences the lowest mean PFE was achieved by
a transferred set, and for two sequences VRef showed the best performance. For 11 of the 18 sequences,
VRef produced a higher mean PFE than both transferred parameter sets, while both transferred sets
were outperformed by VRef for four sequences. Also, the results for simulation events were similar to
the ones observed for the runoff volume; for 34% of the simulation events the specifically calibrated
parameter set produced the smallest PFE and while the smallest PFE was achieved for the majority of
events (56%) using a transferred set, VRef achieved the best results for only 10% of the events. However,
while concerning E and VE VRef was clearly inferior compared to the transferred parameter sets,
the results concerning PFE were more vague; while VRef was inferior to the transferred sets for 38% of
the simulation events, the reference parameter set performed better than both transferred parameter
sets for 29% of the simulation events. Also, the difference in mean absolute PFE was smaller than for
VE with 21.7% for the specifically calibrated sets compared to 24.6% for the transferred sets and 29.2%
achieved by VRef. Figure 4 illustrates the observed and HR simulated flow with V1, V2, V3, and VRef
for an event used for all three catchments and Figure 5 illustrates the observed and LR-DEM simulated
flow for all parameter sets for the same event.
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Figure 4. Observed and simulated (HR) flow for (A) Catchment 1; (B) Catchment 2; and (C) Catchment 
3, and the model efficiency E for the parameter sets V1, V2, V3, and VRef (event rainfall depth 22.0 mm, 
peak intensity 1.73 mm/5 min). 
Figure 4. Observed and simulated (HR) flow for (A) Catchment 1; (B) Catchment 2; and (C) Catchment 3,
and the model efficiency E for the parameter sets V1, V2, V3, and VRef (event rainfall depth 22.0 mm,
peak intensity 1.73 mm/5 min).
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Figure 5. Observed and simulated  (LR‐DEM)  flow  for  (A) Catchment 1;  (B) Catchment 2; and  (C) 
Catchment 3, and the model efficiency E for the parameter sets V1, V2, V3, and VRef (event rainfall depth 
22.0 mm, peak intensity 1.73 mm/5 min). 
3.3. Vesijärvi Catchment Model 
The  entire  Vesijärvi  catchment  of  the  city  of  Lahti was  parameterized  using  the  LR‐DEM 
methodology and the parameter sets V1, V2, V3, and VRef. Forested areas account for the largest fraction 
in the catchment (37.2% or 1108 ha), followed by other green areas (33.4% or 995 ha). The impervious 
cover of  the catchment  is 27.3%, consisting of roofs  (6.8% of  the  total catchment area) and  traffic‐
related  surfaces  (20.5%)  such  as  streets,  parking  areas,  and  sidewalks  (Table  1).  The  catchment 
Figure 5. Observed and simulated (LR-DEM) flow for (A) Catchment 1; (B) Catchment 2;
and (C) Catchment 3, and the model efficiency E for the parameter sets V1, V2, V3, and VRef (event
rainfall depth 22.0 mm, peak intensity 1.73 mm/5 min).
3.3. Vesijärvi Catchment Model
The entire Vesijärvi catchment of the city of Lahti was parameterized using the LR-DEM
methodology and the parameter sets V1, V2, V3, and VRef. Forested areas account for the largest fraction
in the catchment (37.2% or 1108 ha), followed by other green areas (33.4% or 995 ha). The impervious
cover of the catchment is 27.3%, consisting of roofs (6.8% of the total catchment area) and traffic-related
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surfaces (20.5%) such as streets, parking areas, and sidewalks (Table 1). The catchment discretization
for the model resulted in a total of 56,037 subcatchments that are drained through a drainage network
of 144.4 km. The network comprises of 115.8 km of stormwater sewers, 28.6 km of streams (Table 2),
and 5574 inlet nodes. The network drains into Lake Vesijärvi via 71 outfalls that include both sewer
conduit and stream outfalls into the lake. A section of the model covering a fraction of the city center
is presented in Figure 6 and the total surface runoff received by Lake Vesijärvi for one event is shown
in Figure 7.
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Figure 7. Simulated (A) flow time series and (B) flow accumulation for the Vesijärvi catchment for the 
parameter sets V1, V2, V3, and VRef (Event rainfall depth 22.0 mm, peak intensity 1.73 mm/5 min). 
Figure 6. A section of the Vesijärvi catchment showing the surface discretization, the drainage network,
and inlets along with their corresponding drainage areas (black boundary lines).
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4. Discussion
In this paper we complemented the methodology presented by Krebs et al. [23] by using a DEM to
define contributing drainage areas for drainage network inlets rather than information acquired during
on-site visits. This addition extends the applicability of the methodology to considerably larger urban
areas than the small monitored catchments. The impact of DEM delineation on model performance
was assessed against results of Krebs et al. [23], where catchments were delineated using information
gathered during site visits.
No correlation between the degree of urbanization and the error in catchment size was observed.
While for the most urbanized Catchment 1 and the least urbanized Catchment 3 the catchment area
decreased by 8% and 10%, respectively, the area of the moderately urbanized Catchment 2 increased by
2%. However, the change in EIA that is induced by the negligence of inter-subcatchment surface flow
routing correlated with the degree of urbanization, with the smallest impact found for Catchment 1
(−5%), followed by Catchment 2 (15%) and Catchment 3 (30%). It is noteworthy, however, that
inter-subcatchment surface flow was maintained for roofs in the LR-DEM model of Catchment 3,
in which, contradicting city guidelines [55], roof runoff is not routed into the drainage network but
rather to adjacent pervious areas. If roofs had been hydraulically connected in Catchment 3, EIA
would have increased by 129%, producing inacceptable simulation results. While not investigated
in this study, the large effect of roofs on EIA in Catchment 3 indicates the potential of roof runoff
disconnection as a measure for stormwater management.
Jankowfsky et al. [33] studied different automated catchment delineation methods for a 3.5 km2
peri-urban catchment in France and compared them with a method where topographical data were
complemented with field observations. Their study produced subcatchment area overlaps of 85%–98%
depending on the automated method used and the corresponding excessive surface fractions were
1%–15%. It has to be noted, however, that the DEM used for a part of their catchment had a much
lower resolution (25 m) compared to the DEM used in our study (2 m). The results produced for
the study catchments in our study are in accordance with those presented by Jankowfsky et al. [33],
with the lowest errors found for Catchment 2 (97% overlap and 5% excessive surface) and the highest
errors found for Catchment 1 (80% overlap and 13% excessive surface). The rather large errors in both
overlap and excessive surface for Catchment 1 are due to a street area in the northeast of the catchment,
which, considering sewer inlets, is outside the catchment area (see Figure 2A1,B1). This stretch of street
consists of a rather steep curve with sewer inlets located at the outer edges of the curve. As a result,
street runoff actually bypasses the designated inlets connected to a sewer line outside Catchment 1
and drains into Catchment 1 instead. This reveals how the impact of small details on catchment
delineation are specific to urban areas but neglected in most automated approaches, as suggested by
earlier studies [22,40].
The alteration in catchment properties that is induced by the automated DEM delineation naturally
affects the simulated runoff. However, both the Nash–Sutcliffe efficiency E and the volume error
VE remained within acceptable limits for all catchments in the current study. The results indicate
that the simulated runoff is more affected by the alteration in EIA, induced by the negligence of
inter-subcatchment surface flow, rather than the DEM delineation itself. The largest change in
VE was found for simulations of Catchment 2, for which also the change in EIA was the largest.
For Catchments 1 and 3, the LR-DEM delineation had less effect on the runoff volume, which can
be explained by smaller alterations in EIA due to the high degree of urbanization in Catchment 1
(the difference between TIA and EIA is negligible) and the routing of roof runoff in Catchment 3.
For all three catchments the peak flow error PFE was most sensitive to the inaccuracies arising from
the DEM-based catchment delineation. These results indicate that PFE is more sensitive to accurate
catchment delineation and overland flow routing than the volume error and the Nash–Sutcliffe
efficiency E. Consequently, the selection of spatial and temporal model resolution and the used
accuracy for catchment delineation depend on the objective of the hydrological assessment as accurate
simulations of the peak flow require a more precise model description than the simulation of runoff
volume or the shape of the runoff hydrograph.
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Several studies have addressed the model parameterization of ungauged areas where a direct
calibration of model parameters is not possible [41,44,47,50,51]. Seibert [45] used parameter–catchment
relationships for model regionalization and reported a large decrease in model efficiency. Merz and
Blöschl [47] used various regionalization approaches and came to the conclusion that hydrological
catchment differences need to be accounted for and a mean of calibrated parameter values as well as
a single “expert judgement” produced poor simulation results. Parajka et al. [51] studied a variety of
regionalization methods (such as parameter mean, spatial proximity, regression, and site-similarity)
and achieved the best results with a kriging approach and a site-similarity using a donor catchment
with similar hydrological properties. Kokkonen et al. [50] suggested that the mean of available
calibrated parameter sets is not sufficient to properly parameterize an ungauged catchment; parameters
transferred from hydrologically similar catchments produced results that were not much inferior to
results achieved by locally calibrated parameter sets. In this paper, we propose a methodology to
parameterize large urban catchments by a regionalization of parameters calibrated to data from
high-resolution study catchments. The key basis of this approach is a surface discretization that
produces subcatchments with homogenous surface properties. The surface discretization was mostly
based on spatial data readily available for both the small-scale study catchments and the larger,
ungauged Vesijärvi catchment. Compared to earlier work, the proposed methodology can be
classified as a site-similarity approach [41,50,51]. However, the site-similarity used in our approach
is independent from the actual surface structure (i.e., degree of urbanization) of both the calibrated
and ungauged areas and rather created by identifying homogenous urban surface types at a high
spatial resolution. This approach allows the definition of parameters that can be assigned to the
corresponding surfaces (e.g., a stretch of street or a roof) in the ungauged catchment. Krebs et al. [23]
showed a high correlation between parameters independently calibrated to our three study catchments,
which supports the applicability to an ungauged area. In this study, three parameter sets (V1, V2, and
V3 based on the calibration to the three study catchments) were defined and inter-changed between
the study catchments for both the HR and the proposed LR-DEM model setups.
The presented results indicate that while an overall better simulation performance was achieved
by the specifically calibrated parameter sets, the performance of transferred parameter sets was
not much inferior. Concerning both the shape of the hydrograph and the simulated runoff volume,
transferred parameter sets performed better than the compiled reference parameter set VRef; transferred
sets achieved a mean efficiency E of 0.70 and a mean absolute VE of 21.9% compared to E of 0.52
and VE of 33.9% for VRef. While a better performance of transferred sets (PFE of 24.6%) compared
to VRef (PFE of 29.2%) was also observed for the simulated peak flow, the advantage of calibrated
parameters over a parameter set based on literature suggestions was less clear. It is to be noted that
while the model efficiency E was used as an objective function during calibration, neither the runoff
volume nor the peak flow rate were optimized during calibration. Therefore, while the site-specific
parameter sets clearly outperformed the transferred sets with respect to model efficiency, the results
concerning the runoff volume and peak flow rate are less clear. Of the evaluated objectives, the peak
flow error was found to be the most sensitive evaluation criterion to the transfer of model parameter
values. While earlier regionalization studies reported varying success, the surface type-based model
regionalization approach produced overall good results. However, none of the earlier studies were
explicitly focusing on urban areas. Runoff processes in urban areas are dominated by impervious
surfaces whose high fraction together with an efficient drainage system make the rainfall–runoff
response more straightforward than in natural catchments. Regionalization of hydrological model
parametrizations is likely to be easier in the urban setting, where the runoff response is easier to
describe as long as the input rainfall data have sufficiently high temporal resolution and accuracy.
Several studies have shown that a high spatial resolution can improve simulation results and
reduce the number of calibration parameters [9,22,54,58]. However, a high spatial resolution can also
produce a large number of calibration parameters implying a model over-parameterization. In other
words, the impact of an inappropriate parameter value is compensated by an inappropriate value
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of another parameter, resulting in poor predictive model capability [59] and affecting the model
reliability and robustness [60]. While the methodology presented in this paper uses a high spatial
resolution, the number of calibration parameters, due to the use of surface type subcatchments with
homogeneous hydrological properties, is relatively low (8–25 calibration parameters depending on the
catchment) considering the detailed description of the surface and drainage network. Furthermore,
the identifiability of parameter values is indicated by (i) similar calibrated parameter values for same
surfaces in the three study catchments despite the independent calibration; (ii) good performance of
transferred parameter sets in all three catchments despite the differences in catchment characteristics
(e.g., imperviousness as well as the composition of the impervious cover); and (iii) good model
performance for a large number of rainfall events with varying rainfall depth, intensity, and duration.
The same observations also indicate that the model calibrations produced reliable parameter sets.
As stated above, two rainfall stations were available for the hydrological assessments in this study.
In particular, the distances between Catchment 3 and the AP station (4.9 km) and Catchment 2 and
the LSB station (2.7 km) are relatively large. With increasing distance between the measurement
stations the recorded rainfall and runoff become less consistent, i.e., the measured rainfall differs
from the rainfall that generated the measured runoff. This might lead to a model calibration that
compensates for an inadequate rainfall input rather than producing a robust parameter set. However,
the stated observations show that the measured rainfall was, despite the partly relatively large distance,
sufficiently similar to the rainfall that generated the monitored runoff.
The methodology proposed in this paper to parameterize a large, ungauged, urban area,
was applied to the Vesijärvi catchment of the city of Lahti to test the feasibility of the approach.
Despite the reduction in the data requirement manual work remained necessary to conceptualize the
catchment. However, the work load required remained acceptable considering the size of the catchment
(30 km2) and the spatial detail used for the surface description. This detail allows for an explicit spatial
description of LID tools also in the city-scale modeling studies. While it is acknowledged that the
hydrological evaluation of various LID scenarios requires an explicit and spatially highly distributed
modeling approach [19], LID assessments are still commonly simulated by alteration of lumped
parameters [25]. Besides for assessments of LID strategies, the proposed methodology is also suited
for assessing the hydrological effects of urban land-cover changes, such as urban densification or the
construction of new sites. The large Vesijärvi catchment model parameterized in this study allows
urban planners and engineers to evaluate potential LID benefits on the city scale, concerning both the
optimal placement and the types of LID tools, especially in the light of a given financial budget.
5. Concluding Remarks
Based on the presented results, we conclude that:
1. while the simplifications induced by the automated, DEM-based delineation process affect the
simulated urban runoff, the simulation results remain acceptable;
2. a transfer of parameter values that were calibrated to high-resolution study catchments to
ungauged areas is preferable to a parameterization using the available literature;
3. simulation results for three different urban catchments and a large number of rainfall events with
varying characteristics show that the proposed catchment discretization produces identifiable
model parameters; and
4. the detailed surface discretization allows for the explicit spatial description of various LID
scenarios (e.g., green roofs, pervious pavers, or disconnection of impervious surfaces), supporting
the evaluation of alternative urban water management strategies.
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