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I. INTH~DucTI~N 
Consider the system of ordinary differential equations 
s = cz + N(z), (1.1) 
where x E W’, C is a constant matrix and N is a smooth nonlinear function with 
a second-order zero at the origin. I f  the real parts of the eigenvalues of C are 
all negative, then it is well known that the zero solution of (1.1) is asymptotically 
stable, the convergence to the zero solution being exponential. I f  some of the 
eigenvalues have zero real parts, then the stability of the zero solution depends 
on the nonlinear term N. Such problems are called critical cases of stab ility. 
In this paper we shall use center manifolds to show that in critical cases, the 
stability of the zero solution of (I .1 ) can be determined from a stability analysis 
of an n-dimensional system 
ti =F(u), (1.2) 
where 71 is the number of eigenvalues of C with zero real parts. In particular, 
if the zero solution of (1 .l) is asymptotically stable, we can obtain rate-of-decay 
estimates for solutions of (I .I) f  rom rate-of-decay estimates of solutions of (1.2). 
The fact that the stability of the zero solution of (1.1) can be deduced from 
studying Eq. (I .2) is well known [5]. To be able to apply these results, however, 
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the function F must be known. In order to calculate F we must find the center 
manifold for Eq. (1 .l). It was shown by Hale for neutral functional differential 
equations and by Henry for parabolic equations that the center manifold can be 
approximated. We shall use a procedure similar to the one used by them. 
For the sake of simplicity, we shall restrict our attention to finite-dimensional 
problems in this paper. In part II we study infinite-dimensional problems. 
2. CENTER MANIFOLDS 
Consider the system of differential equations 
k = Ax + f(X, Y), 
j = BY + g(x, Y). 
(2-l) 
where x E lP, y E Iw”, A and B are constant matrices, and f and g are C2 func- 
tions with f(0, 0) = 0, f ‘(0,O) = 0, g(0, 0) = 0, and g’(0, 0) = 0 (f’ is the 
Jacobian matrix of f). We also suppose that all the eigenvalues of B have 
negative real parts and that all the eigenvalues of A have zero real parts. 
A set S C Rn+m is said to be an invariant manifold for (2.1) if for any (x0 , yO) 
C S, there exists a solution x(t), y(t) of (2.1) on (-T, T), T > 0, with x(0) = x0 , 
y(0) = y0 and (x(t), y(t)) E S for t E (- T, T). An invariant manifold y = h(x) is 
said to be a center manifold if h(O) = 0, h’(0) = 0. 
If f and g were identically zero, then y = 0 would be a center manifold for 
(2.1). In this case all solutions of (2.1) tend exponentially fast to solutions of the 
equation 3i = Ax, that is, the equation on the center manifold determines the 
asymptotic behavior of solutions of the full equation modulo exponentially 
decaying terms. 
We now give the analog of these results when f and g are nonzero. 
THEOREM 1. There exists a center manifold for (2.1), y = h(x), 1 x / < 6, 
where h is C2. 
Proof. For a proof of Theorem 1 see [6J. A sketch of the proof of Theorem 1 
follows after the statement of Theorem 3. 
Remark 1. In general (2.1) does not have a unique center manifold; for 
example, the system ff = -x3, y = -y, has a two-parameter family of center 
manifolds. However, if h and h, are two center manifolds for (2.1), then for all 
q > 1, / h,(x) - h(x)/ = O(l x 1”) as x -+ 0. See Remark 6 for a proof, 
Remark 2. If f and g are C” (k > 2) then h is CL [6J. If f and g are analytic, 
then in general (2.1) will not have an analytic center manifold. A three-dimen- 
sional example was given in [7, p. 44-461; we give a simpler example. 
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k = -x3 j = -y + x2. 6-Q) 
Suppose that (2.2) has a center manifold y = h(x), where h is analytic at x = 0. 
Since h(O) = h’(0) = 0, 
h(x) = f  t&x”, (2.3) 
n=2 
for small x. If x(t) is a solution of the first equation in (2.2), then by invariance, 
y = h(x(t)) must satisfy the second equation in (2.2) so that 
--xsh’(x) = -h(x) + x2. (2.4) 
Substituting (2.3) into (2.4) and equating coefficients, we obtain a2n+l = 0 for all 
n and anf2 = na, for n = 2, 4,..., with a2 = 1. This shows that the radius of 
convergence of the series in (2.3) is zero. 
Remark 3. Using the invariance of y = h(x), it follows that 
Wx) [Ax + f(x, WN = BW + Ax, W). (2.5) 
The next theorem tells us that we can relate the asymptotic behavior of small 
solutions of (2.1) to solutions of 
ti = Au +f(u, h(u)). (2.6) 
THEOREM 2. (a) Suppose that the zero solution of (2.6) is stable (asymp- 
totically stable) (unstable). Then the zero solution of (2.1) is stable (asymptotically 
stable) (unstable). 
(b) Suppose that the zero solution of (2.6) is stable. Let (x(t), y(t)) be a 
solution of (2.1) with (x(O), y(0)) su.cientZy small. Then there exists a solution u(t) 
of (2.6) such that as t --) co, 
x(t) = u(t) + O(eCt), 
y(t) = h(u(t)) + O(e-9, 
(2.7) 
where y  is a positive constant. 
Proof. For a proof of Theorem 2 see [q. In Part II we sketch the proof of the 
corresponding result for an infinite-dimensional problem. 
Remark 4. If u(t) is a solution of (2.6) w ic remains in a neighborhood of h h 
the origin for t > 0, then by invariance, there exists a solution of (2.1) such that 
(2.7) holds with the 0 term identically zero. 
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Remark 5. In many physical problems the initial data are not arbitrary; 
for example, some of the components might always be nonnegative. For such 
problems we must modify our definition of stability. Suppose that 0 E S C UVm 
and that if (x,, , y,,) E S, then the solution of (2.1) through (x,, , y,,) remains in S 
for t E [0, T), where [0, 7’) is the maximal interval of existence. Thus (2.1) 
defines a local dynamical system on S and (2.6) defines a local dynamical system 
on S n IFP. It is easy to check that with the obvious modifications, Theorem 2 
is valid when (2.1) is studied on S. 
To be able to apply Theorem 2, we must have some information about h. 
The next theorem shows that in principle, the center manifold can be approxi- 
mated to any degree of accuracy. 
For functions 4: IV--f [w” which are Cl in a neighborhood of the origin 
define 
Note that by (2.54, (Mh) (x) = 0. 
THEOREM 3. Let 4 be a C’ mapping of a neighborhood of the origin in W into 
W with d(O) = 0 and 4’(O) = 0. Suppose that as x -+ 0, (N$) (x) = O(/ x [‘J) 
where q > 1. Then as x + 0, / h(x) - +(x)1 = O(l x I*). 
Remark 6. If  h and h, are two center manifolds for (2.1), then by setting 
4 = h, in Theorem 3 we obtain the result which was stated in Remark 1. 
Theorem 3 is a special case of a result in [3]. F or completeness we shall give a 
sketch of the proof of Theorem 3. Since the proof of Theorem 3 depends on the 
proof of Theorem 1, we first outline the proof of Theorem I. 
Sketch of the Proof of Theorem 1 
For E > 0, let #c: IlP -+ [0, l] be a Cm function with #Jx) = 1 if j x ] < E and 
&(x) = 0 if ] x 1 > 2~. Define F and G by F(x, y) = f @&E(x), y), G(x, y) = 
g(X&(X), y). For E sufficiently small, we shall prove that the system 
2 = Ax + F(x, y), 
(2.8) 
j = By + G&Y) 
has a center manifold y  = h(x), x E UP. Since F and G agree with f and g in a 
neighborhood of the origin, this will prove that y  = h(x), I x ] sufficiently small, 
is a center manifold for (2.1). 
For p > 0 let X be the set of Lipschitz functions h: Iw” -+ 08” with Lipschitz 
constant p, h(0) = 0 and 1 h(x)1 <p for all x E lFP. With the supremum norm, 
X is a complete space. 
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For h E X and x0 E R”, let x(t, x,,) be the solution of 
R = Ax + F(x, h(x)), x(0) = x0 . 
We then define Th by 
(TN (~0) = j-:m ecBSG(x(s, x0), h(x(s, x,-J)) ds. (2.9 
A fixed point of T is a center manifold for (2.1). For small enough p and E we 
prove that T is a contraction on X. The proof of this consists of straightforward 
applications of Gronwall’s inequality so we omit the details. This proves the 
existence of a Lipschitz center manifold. To prove that h is Cl, we let X be a 
subset of Lipschitz differentiable functions. Finally, to prove that h is C2 we use 
the same technique as in the proof of Theorem 4.2 of [2, p. 3331. 
Sketch of the Proof of Theorem 3 
Let &: iP + Iw” be a Cl function with compact support such that A(x) = 
+(x) for j x 1 small. Set 
Note that H(x) = O(l x 1”) as x -+ 0. 
Let z(x) = h(x) - Cl(x). Th e i d ea of the proof is as follows. By Theorem 1, 
T: X-+ X is a contraction mapping and Th = h. Define a mapping S by 
Sz = T(z + +1) - &; the domain of S will be closed subset X1 C X. Since T is 
a contraction mapping on X, S +ll be a contraction mapping on X, . For 
01 > 0 let 
X, = {z E X: / z(x)1 < CL 1 x IQ for all x E UP}. 
If we can find an (Y such that S maps X1 into itself, we will have proved the 
theorem. 
By a long calculation, it can be shown that an alternative formulation of the 
map S is given by 
e-B”R(& x0), +$s, x0>>> 4
where x(t, x0) is the solution of 
and R(x, 4 = G(x, +I+ 4 - G(x, 4,) - W-4 + +;@I W, 41) - F(x, +I+ 41. 
Using the properties of H and z E S, it is easy to show that 1 R(x, x)I < u ( x IQ 
for some a > 0. It is then straightforward to show that S maps X1 into itself 
for some oi > 0. 
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3. APPLICATIONS 
EXAMPLE 1. Consider the equation 
ti+(1+aws)ti+W3=0, (3.1) 
where a is a constant. Equation (3.1) arises from a single mode approximation 
to a certain partial differential equation [4]. The rate of decay of solutions of 
(3.1) in the case a = 0 was studied in [l]. We shall show how the theory in 
Section 2 can be used to obtain similar rate-of-decay results. 
We must put (3.1) into canonical form in order to apply the results of Section 
2. To do this, set x = w + ti, y = ti; then 
$ = -(x - y)3 - a(x - y)Zy, 
j=-y-(x-y)3-a(x-yyy. 
(3.2) 
By Theorem 1, system (3.2) has a center manifold y = h(x). By Theorem 2, the 
equation which determines the asymptotic behavior of solutions of (3.2) is 
zi = -(u - h(u))3 - a(u - h(U))2 h(u). (3.3) 
Since h(u) = O(u2) as u --+ 0, we have that 
ti = -42 + O(u4). (3.4) 
From (3.4) and Theorem 2, the zero solution of (3.2) is asymptotically stable. 
We now study the rate of decay of solutions of (3.4). We first note that without 
loss of generality, we may suppose that u(t) > 0 for t > 0. Using L’Hopital’s 
rule, 
-1 =limU=limt-l 
u(t) 
t-lo u3 s r3 dr. t+=c 1 
Hence, if s(t) is the solution of 8 = -9, z(0) = 1, then z-l(u(t)) = t(l + o(1)) 
as t + 00. Since 
z(t) = (l/29 t-l/2 + Ct-312 + O(t+), 
where C is a constant, we have that 
(3.5) 
u(t) = (l/29 t-l/2 + o(t-l/2). (3-e) 
To obtain more terms in the asymptotic expansion of u(t), we need more informa- 
tion about h. Set 
409/75/1-17 
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Then if I#@) == -x3, (N4) (x) = 0(x5), so by Theorem 3, h(x) = -xB + O(9). 
Substituting this into (3.3) yields 
ti = -22 -t (n - 3) 22 + O(u’). (3.7) 
In what follows C denotes a generic constant and T is chosen so that u(T) = 1. 
Integrating (3.7) over [T, t] and using (3.6), we obtain 
z-‘(u(t)) = t + C + (3 - a) /; G(s) ds. (3.8) 
By (3.6) and (3.7), 
s 
t 
u2(s) ds = - 
T  s 
: $ ds + s,” 0(@(s)) ds 
= C - In z(t) $ o(1). 
(3.9) 
Substituting (3.9) into (3.8) and using (3.5), we obtain 
1 t-312 
u(t) = p t-1’2 + 4(2)1,2 - [(a - 3) In t + C] + o(t-3/2). (3.10) 
If we had assumed that u(t) < 0, we would have obtained -u(t) = left-hand 
side of (3.10). Hence, by Theorem 2, if x(t), y(t) is a solution of (3.2) with x(O) 
and y(0) sufficiently small, then either x(t), y(t) tend to zero exponentially fast, 
or x(t) = &u(t), y(t) = ru3(t), where u(t) is given by (3.10). The asymptotic 
behavior of the original equation (3.1) is obtained by using w = x - y. 
EXAMPLE 2. In this example, we study a critical case which occurs in a 
model of nuclear reactor kinetics. The system is 
ti = -/3n + AC - hn2 - mT, 
E = pn - AC, (3.11) 
F= an - gT, 
where a, /3, A, and g are positive constants and h is a constant. The functions 
n, c, T describe neutron density, concentration, and temperature, respectively. 
The physical problem is only interesting when the density and concentration 
functions are positive, so we shall assume that 
n(O) > 0, c(0) > 0. (3.12) 
It is easy to show that if (3.12) holds and T(0) is arbitrary, then n(t) > 0 and 
c(t) > 0 for all t 3 0. We shall investigate the stability of the zero solution of 
(3.11) on S = {(n, c, T): n > 0, c > 01. 
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By studying a certain Liapunov function, it was shown in [8] that, if h 2 0 
and ar > 0, the zero solution of (3.11) is asymptotically stable on S. 
By an easy computation, the eigenvalues of the linearized equations are 0, 
-g, and -(,!? + A). Set 
x=n+c, 
Y1=c-jj$’ 
y2 = T - g7\; 
then 
2 = f(x7 Yl 3 Yz), 
$1 = -@ + 4Yl - p&pYl 3 Y2)r 
(3.13) 
(3.14) 
Y2 = --aY1 -ggY2 - &f(X1Yl > Y2), 
where 
f(Xlyl ’ YJ = - (i&j,” (h + $) x2 $ (&) ((2h + 7, Y1 _ ry2) xs 
Equation (3.14) has a center manifold yr = h,(x), y2 = h,(x), where hi(x) = 
=0(x2), i-1,2. Th e equation which determines the stability of the zero 
solution of (3.14) is 
where 
zi = cd + O(G), (3.15) 
By (3.12) and (3.13), x(0) > 0 so that we must study the stability of (3.15) on 
{u: u > O}. Hence, if 01 # 0, the zero solution of (3.11) is asymptotically stable iff 
(ar + gh) > 0. If OL = 0, we must compute the O(u3) terms in order to determine 
the stability of the zero solution. 
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