INTRODUCTION 43
It is now generally accepted that population regulation can only be due to mechanistic links 44 between present and/or past population densities and per capita population growth (Murdoch 45 1994; Turchin 1995) . Nevertheless, such density dependence may not be easy to detect. First, 46 population growth may be held back most of the time by density independent processes so that 47 populations only occasionally reach densities where density dependent factors are strong 48 enough to be detected (Turchin 1995) . Second, density dependent mechanisms may act with a 49 time-delay and may thus be less obvious (Murdoch 1994; Berryman 2002b; Turchin 2003) . 50
The long term dynamics of a population can be viewed as a stochastic process affected 51 by direct and delayed density dependence together with density independent environmental 52 effects (Royama 1992; Stenseth 1999) . When delayed density dependent negative feedback is 53 sufficiently strong and with a long enough time-lag, the population dynamics may in certain 54 circumstances be inherently cyclic (Berryman 2002b; Turchin 2003) . Indeed, most evidence of 55 delayed density dependence comes from studies of cyclic populations of vertebrates and insects 56 (Berryman 2002a ). Further, it has been argued that delayed density dependence in cyclic 57 populations is generally caused by trophic interactions rather than intrinsic mechanisms in the 58 population (Berryman 2002a; Turchin 2003) . 59
Different ecological processes are expected to affect different demographic traits, and 60 these effects may be season and age specific. Thus, the demographic syndrome observed in a 61 fluctuating population is more informative with respect to the underlying ecological process 62 than changes in population size ( Lambin et al. 2002) . 66
Several analyses of small rodent time-series of spring-and autumn abundance data have 67 concluded that delayed density dependence acting on the populations from autumn to spring is 68
Estimation of density and population growth 121
Most datasets included data from five secondary trapping sessions within each primary session 122 (two to three days of trapping), and abundance estimates were obtained from closed capture-123 recapture models in program CAPTURE (Rexstad and Burnham 1991) . We used a model 124 accounting for temporal variation and individual heterogeneity in capture probability: the M th 125 model of Chao et al. (1992) fewer secondary trapping sessions. We here used a model accounting for variation in capture 129 probability depending on time of day (morning/evening) and functional group of the 130 individuals (sex and juvenile/adult). The abundance estimates were converted to density 131 estimates by dividing the estimates by the area covered by the trapping grids including a 5 m 132 boundary strip outside of the outermost traps. 133
As a measure of spring density, we used average density estimates for the months of 134
March and April. For summer densities we used May -June averages, and for autumn densities 135 September -October. Averaging over two consecutive months was done to reduce the variation 136 in the dates (days of the year) for which density estimates were obtained as well as sampling 137 variation in the density estimates (standard deviation of the averaged dates was 10 days for 138 spring, 12 days for summer and 7 days for autumn). We then calculated population growth 139 rates from one season to the next as
, where 2 N and 1 N are the averaged 140 density estimates for the two seasons, and where t ∆ is the time between the two averaged 141 dates. We only use population growth rate in a correlation analysis in this paper, but we 142 acknowledge at the outset that our seasonal population growth rates inevitably combine the 143 effects of different processes that may be offset in time. For example, 'population growth' from 144 spring to summer is a variable combination of late winter decline that may sometimes extend 145 into March-April or beyond, and an early-summer increase reflecting the recruitment of the 146 first cohorts of juveniles born in spring. This, though, is true of all such growth rates analyzed 147 in the literature. 148
149
Estimates of onset of spring reproduction 150
As a site-level measure of onset of spring reproduction, we used the estimated date when 50 % 151 of the females known to be alive at the site had given birth and were lactating for the first time 152 in the spring. We estimated this with a logistic regression of proportions of postpartum females 153 on sampling date (see methods in Ergon et al. 2001a ). Because of the large number of datasets 154 (47) with few trapping occasions per data set (one to six) a model with different slopes would 155 not be supported by the data, hence we used a model with a common slope for all datasets. 156
Confidence intervals around the coefficients of correlation between mean parturition date and 157 estimates of population density and growth rate were obtained by standard non-parametric 158 bootstrapping with 10,000 re-samples. 159
Proportions of animals known to be alive that are postpartum are affected by 160 differences in both capture probability and survival of animals in the two reproductive states. 161
Estimates of capture probability were generally above 80% ( Over the 9 years covered by the data (Fig. 1) , spring densities at the 22 different sampling sites 202 varied between 27 and 278 voles/ha and autumn densities ranged from 20 to 765 voles/ha 203 (standard error of the density estimates ranged from 2% to 22% of the point estimates). 204
Estimates of the date when 50% of the females known to be alive in a site had given birth for 205 the first time after the winter ranged from March 17 to June 6 (81 days between the extremes). 206
About 15 % of the variance among these estimates was due to measurement error. Within sites 207 in a given year, the estimated time from the date when 5% of the females were postpartum to 208 the date when 95% were postpartum spanned 50 days (95% CI: 46 to 55 days). 209
In Fig. 2 , the estimates of mean parturition date are plotted against estimates of past and 210 present population densities, as well as estimates of season specific population growth. Mean 211 parturition date is most strongly correlated with population density in the previous spring 212 (panel A) and population decline during the previous winter season (panel E). Spring 213 reproduction is delayed after high population densities in the previous year and after steep 214 population declines over the previous winter. 215
There is indeed a much larger variation in the population growth rate during the spring 216 than during any other season (note different x-axes in Fig. 2 ): the standard deviation of 217 population growth rate per time in the spring is 2.8 times higher than in the summer (95% 218 bootstrap CI: 1.8 to 4.2) and 2.9 times higher than in the winter (95% bootstrap CI: 1.8 to 4.4), 219 meaning that relative change in population size over the two spring months varies about as 220 much as the relative change over the four summer months and the six winter months. 221
Furthermore there is a negative correlation between onset of reproduction and population 222 growth during the same spring (March/April to May/June; panel F). There is however no 223 significant correlation between onset of reproduction and population growth during the 224 following summer season (May/June to September/October; panel G). 225
On average, spring reproduction is delayed by 24 days (95 % CI: 13 to 31 days) for 226 every additional 100 voles/ha in the previous spring (Table 1) . About 58 % of the variation in 227 mean parturition date (measurement error variance excluded) can be explained by a linear 228 model including past spring densities alone, and the additional effects of past autumn densities 229 and present spring densities do not significantly improve the fit of the regression model (Table  230 1). There is no evidence of delayed reproduction when current spring densities are high. On the 231 contrary, low densities tend to be associated with late reproduction (Table 1) in that steep  232 winter declines (and hence low spring densities) tend to be followed by late onset of 233 reproduction ( Fig. 2 panel E) . 234
The standard deviation of the unexplained variation among sites and years 235 (measurement error variance excluded) was 11.2 days (95% c.i.: 6.8 to 14.3). Variance 236 component analysis of the residuals of model 1 (Table 1) showed that up to 54 % (point 237 estimate: 25.2 %; 95% c.i.: 0.0 % to 53.3%) of this residual process variance was attributed to 238 between-year variation (e.g. caused by climate effects), whereas less than 10 % of the residual 239 process variance variation (point estimate: 0.0 %; 95% c.i.: 0.0 % to 9.8%) was attributed to 240 between-site variation, possibly reflecting the similar vegetation in each site. 241
Inspection of Fig. 2 shows that a potential confounding between site-differences and 242 delayed density dependent effects is not a concern (note the site labels). On the other hand, 243 year-differences could potentially bias the estimates of density dependence since the 244 populations at the different sites do not fluctuate completely independently (see Fig. 1 ). 245 densities within years (parallel slopes model) was still significant and comparable to the overall 247 effect: spring reproduction delayed by 21.5 days (95 % CI: 2.8 to 36.7 days) for every 248 additional 100 voles/ha in the previous spring. and not the source population of the individuals. We have thus reasons to believe that intrinsic 309 processes (Chitty 1967) are not important causes of delayed density dependent variation in 310 spring reproduction in our study system. Instead, the memory of past conditions, leading to 311 delayed density dependence in onset of spring reproduction, must reside in the environment 312 experienced by the voles when they initiate reproduction in the spring. 313
It has been suggested that predation may have non-lethal impacts on prey through 314 reduced prey foraging activity when the risk of predation is high, leading to delayed 315 reproduction (Ylönen 1994; Lima 1998 ). Reduced activity entails lower energy expenditure 316 relative to body mass. However, we have observed the opposite pattern in our study system: in 317 sites where voles commenced spring reproduction late, the voles had substantially elevated 
