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STATE-CONSTRAINT STATIC HAMILTON-JACOBI EQUATIONS IN
NESTED DOMAINS
YEONEUNG KIM, HUNG V. TRAN, AND SON N. T. TU
Abstract. We study state-constraint static Hamilton-Jacobi equations in a sequence of
domains {Ωk}k∈N in Rn such that Ωk ⊂ Ωk+1 for all k ∈ N. We obtain rates of conver-
gence of uk, the solution to the state-constraint problem in Ωk, to u, the solution to the
corresponding problem in Ω =
⋃
k∈NΩk. In many cases, the rates obtained are proven to
be optimal. Various new examples and discussions are provided at the end of the paper.
1. Introduction
Let {Ωk}k∈N be a sequence of domains in Rn such that Ωk ⊂ Ωk+1 for all k ∈ N. We say
that {Ωk}k∈N is a sequence of nested domains. Then, Ω =
⋃
k∈NΩk is also a domain in Rn.
Let H : Ω×Rn → R be a given continuous Hamiltonian. In this paper, we are interested in
studying state-constraint solutions to the following static Hamilton-Jacobi equations:
uk(x) +H
(
x,Duk(x)
)
= 0 in Ωk, (HJk)
and
u(x) +H
(
x,Du(x)
)
= 0 in Ω. (HJ)
The precise definition of state-constraint viscosity solutions is given in Section 2. Under
some appropriate conditions, (HJk) has a unique state-constraint viscosity solution uk ∈
C(Ωk) for each k ∈ N, and (HJ) has a unique state-constraint viscosity solution u ∈ C(Ω).
Furthermore, by a priori estimate and the stability results of viscosity solutions, we have that
uk → u locally uniformly on Ω. Our main focus here is to study how fast this convergence
is in two different types of nested domains.
1.1. Assumptions. In the paper, we consider the following two prototypes of nested do-
mains, which are
(P1) Ωk = B(0, k) and Ω =
⋃
k∈N B(0, k) = Rn,
(P2) Ωk = B(0, 1−
1
k
), and Ω = B(0, 1).
We list main assumptions that will be used throughout the paper.
(H1) There exists C1 > 0 such that
C1 > max
{
−H(x, p) : (x, p) ∈ Ω× Rn} , (H1)
which implies that H is bounded from below by −C1.
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(H2) There exists C2 > 0 such that
sup
x∈Rn
|H(x, 0)| 6 C2. (H2)
(H3a) There exists a modulus ωH : [0,∞) → [0,∞), which is a nondecreasing function
satisfying ωH(0
+) = 0 and{
|H(x, p) −H(y, p)| 6 ωH
(
|x− y|(1+ |p|)
)
,
|H(x, p) −H(x, q)| 6 ωH(|p− q|)
(H3a)
for x, y ∈ Ω and p, q ∈ Rn.
(H3b) For every R > 0, there exists a modulus ωR : [0,+∞) → [0,+∞), which is nonde-
creasing with ωR(0
+) = 0 and{
|H(x, p) −H(y, p)| 6 ωR
(
|x− y|),
|H(x, p) −H(x, q)| 6 ωR(|p− q|)
(H3b)
for x, y ∈ Ω and p, q ∈ Rn with |p|, |q| 6 R.
(H3c) For each R > 0 there exists a constant CR such that{
|H(x, p) −H(y, p)| 6 CR|x− y|,
|H(x, p) −H(x, q)| 6 CR|p− q|
(H3c)
for x, y ∈ Ω and p, q ∈ Rn with |p|, |q| 6 R.
(H4) H satisfies the coercivity assumption
lim
|p|→∞
(
inf
x∈Ω
H(x, p)
)
= +∞. (H4)
(H5) p 7→ H(x, p) is convex for each x ∈ Ω.
Let us give some quick comments on the assumptions here. Assumption (H1) is necessary
to ask a meaningful question about the rate of convergence of uk to u. See the discussion
in Section 7 in case where (H1) fails to hold. Besides, it is clear that (H3b) is weaker than
both (H3a) and (H3c).
1.2. Main results. There have been many works in the literature on the well-posedness of
state-constraint Hamilton-Jacobi equations ([1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 15, 16, 17, 18,
19, 21, 22, 23, 24, 25, 26]) and the references therein. In terms of state-constraint problems
in nested domains, up to our knowledge, there are only qualitative results in the literature
[2, 9]. We provide quantitative results on the rate of convergence of the solutions to (HJk)
as k goes to infinity in two different types ((P1) or (P2)) of nested domains.
First of all, we show that the rate of convergence is O
(
1
k2
)
for the prototype (P1) for
general nonconvex Hamiltonians.
Theorem 1.1. Under the assumptions (P1), (H1), (H2), (H3c), and (H4), we have
(i) u(x) 6 uk(x) for every x ∈ B(0, k),
(ii) there exists a constant C > 0 depending only on H such that
0 6 uk(x) − u(x) 6
C(1+ |x|2)
k2
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for k ∈ N and x ∈ B(0, k).
In particular, for any fixed R > 0,
0 6 uk(x) − u(x) 6
C(1+ R2)
k2
.
The condition that |x| 6 R is important since there are examples where the estimate above
fails at the boundary of Ωk. In Proposition 5.10, we have |uk(x) − u(x)| = 1 for some
x ∈ ∂Ωk for all k > 0.
Theorem 1.2. Assume (P1), (H1), (H2), (H3c), (H4) and H(x, p) = a(x)K(p) where K(0) =
0, a(·) ∈ BUC(Rn) such that 0 < α 6 a(x) 6 β for all x ∈ Rn and α,β are some positive
constants. Then, for every x ∈ B(0, k) we have
0 6 uk(x) 6
(
Ce
|x|
C
)
e−
k
C ,
where C is a constant depending only on H. In particular, for any fixed R > 0, we have
0 6 uk(x) 6
(
Ce
R
C
)
e−
k
C
for every x ∈ B(0, R) and k > R. In addition to that, this exponential rate is optimal.
It is quite interesting to observe that we obtain the exponential rate of convergence for
this particular class of nonconvex Hamiltonians and the rate is indeed optimal. When a(x)
is a positive constant, the assumption K(0) = 0 in the theorem above can be removed.
Corollary 1.3. Assume (P1), (H1), (H2), (H3c), (H4) and H(x, p) = H(p). Then, for every
x ∈ B(0, k), we have
0 6 uk(x) 6
(
Ce
|x|
C
)
e−
k
C ,
where C is a constant depending only on H. In particular, for any fixed R > 0, we have
0 6 uk(x) − u(x) 6
(
Ce
R
C
)
e−
k
C
for every x ∈ B(0, R) and k > R. In addition to that, this rate is optimal.
When H(x, p) = K(p) + V(x), the analysis becomes much more complicated due to the
interaction between K and V . We provide an example where the exponential rate of conver-
gence is obtained in Example 2.
For convex Hamiltonians, we are able to establish the exponential rate of convergence using
optimal control theory. Some examples for which the exponential rate is obtained are given
in Proposition 5.10 and Proposition 5.11.
Theorem 1.4. Under the assumptions (P1), (H1), (H2), (H3b), (H4), and (H5), we have
(i) u(x) 6 uk(x) for every x ∈ B(0, k),
(ii) for each fixed x ∈ B(0, k) we have
uk(x) 6 u(x) +
(
Ce
|x|
C
)
e−
k
C , (1.1)
where C is a constant depending only on H.
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In particular, for any fixed R > 0, we have
0 6 uk(x) − u(x) 6
(
Ce
R
C
)
e−
k
C
for all x ∈ B(0, R) and k > R.
For the second prototype (P2), we establish the rate O
(
1
k
)
for a quite general class of
Hamiltonians. The rate is also optimal, as pointed out in Remark 9.
Theorem 1.5. Under assumptions (P2), (H1), (H2), (H3c) and (H4), for any k > 2,
0 6 uk(x) − u(x) 6
C
k
for every x ∈ B (0, 1− 1
k
)
where C is a constant depending only on H. Moreover, this rate
is optimal.
1.3. Organization of the paper. The paper is organized in the following way. We first
provide some results on state-constraint Hamilton-Jacobi equations needed throughout the
paper in Section 2. Section 3 and 4 are devoted to proving Theorem 1.1 and Theorem 1.2,
respectively. In the following section, we deal with the rate of convergence for convex Hamil-
tonians (Theorem 1.5). In Section 6, the second prototype case is considered. We provide
some examples and further discussion in Section 7. The proofs for some results concerning
minimizers of the corresponding optimal control problem are provided in Appendix.
2. Preliminaries
For an open subset Ω ⊂ Rn, we denote the space of bounded uniformly continuous func-
tions defined in Ω by BUC(Ω;R).
Definition 1. We say
(i) v ∈ BUC(Ω;R) is a viscosity subsolution of (HJ) in Ω if for every x ∈ Ω and ϕ ∈
C1(Ω) such that v−ϕ has a local maximum over Ω at x then v(x)+H
(
x,Dϕ(x)
)
6 0.
(ii) v ∈ BUC(Ω;R) is a viscosity supersolution of (HJ) on Ω if for every x ∈ Ω and ϕ ∈
C1(Ω) such that v−ϕ has a local minimum over Ω at x then v(x)+H
(
x,Dϕ(x)
)
> 0.
If v is a viscosity subsolution to (HJ) in Ω, and is a viscosity supersolution to (HJ) on Ω,
that is, {
v(x) +H(x,Dv(x)) 6 0 in Ω,
v(x) +H(x,Dv(x)) > 0 on Ω
(2.1)
in the viscosity sense, then we say that v is a state-constraint viscosity solution of (HJ).
Remark 1. As pointed out in [24], the state-constraint implicitly imposes a boundary con-
dition to solutions. Indeed, when ∂Ω is smooth, we can define an outward normal vec-
tor ~ν(x) at x ∈ ∂Ω. Moreover, if the state-constraint solution v ∈ C1(Ω), then v solves
v(x) +H(x,Dv(x)) = 0 in Ω and satisfies
H(x,Dv(x)) 6 H
(
x,Dv(x) + β~ν(x)
)
for any β > 0, x ∈ ∂Ω.
If H is differentiable in p, the above condition can also be phrased as a constraint on the
normal derivative on the boundary as
DpH
(
x,Dv(x)
) · ~ν(x) > 0 for any x ∈ ∂Ω. (2.2)
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Now we construct a state-constraint viscosity solution to (HJ) based on Perron’s method.
It is a variant of the classical result in [13] but we include the proof here for the sake of the
reader’s convenience.
Definition 2. For a real valued function w(x) define for x ∈ Ω, we define the super-
differential and sub-differential of w at x as
D+w(x) =
{
p ∈ Rn : lim sup
y→x
w(y) −w(x) − p · (y− x)
|y− x|
6 0
}
,
D−w(x) =
{
p ∈ Rn : lim inf
y→x
w(y) −w(x) − p · (y− x)
|y− x|
> 0
}
.
Theorem 2.1. Assume (H1), (H2) and (H4). There exists a state-constrained viscosity
solution u ∈ C(Ω) ∩W1,∞(Ω) to (2.1).
Proof of Theorem 2.1. Under (H1) and (H2), C1 and −C2 are a supersolution on Ω and a
subsolution in Ω of (HJ), respectively. By the coercivity assumption (H4), we can find a
constant C3 > 0 such that
H(x, p) 6 max{C1, C2} for some x ∈ Ω =⇒ |p| 6 C3.
Let us define
F =
{
w ∈ C(Ω) ∩W1,∞(Ω) : −C2 6 w(x) 6 C1, ‖Dw‖L∞(Ω) 6 C3,
and w is a viscosity subsolution to w(x) +H(x,Dw(x)) 6 0 in Ω
}
and for each x ∈ Ω, we define
u(x) := sup {w(x) : w ∈ F} .
By the stability of viscosity subsolutions, we have that u is a viscosity subsolution to (HJ)
in Ω. Thus, u ∈ F as well.
We now check that u is a viscosity supersolution to (HJ) on Ω. Assume that u is not a
supersolution on Ω. Then, there exists x0 ∈ Ω, ϕ ∈ C1(Ω) with ‖Dϕ‖L∞(B(x0,r) 6 C3 and
r > 0 such that u(x0) = ϕ(x0) and (u−ϕ)(x) > |x− x0|2 for all x ∈ B(x0, r) ∩Ω, and
ϕ(x0) +H(x0, Dϕ(x0)) < 0. (2.3)
From (H1) and (2.3), we obtain ϕ(x0) = u(x0) < C1. By continuity of ϕ and H, one can
choose δ, ε ∈ (0, r
2
)
small enough so that ε < δ2 and{
ϕ(x) + δ2 < C1,
ϕ(x) + δ2 +H(x,Dϕ(x)) < 0
=⇒
{
ϕ(x) + ε2 < C1,
ϕ(x) + ε2 +H(x,Dϕ(x)) < 0
for all x ∈ B(x0, 2ε) ∩ Ω. Clearly, x 7→ ϕ(x) + ε2 is a viscosity subsolution to (HJ) in
B(x0, 2ε) ∩Ω and u(x) > ϕ(x) + ε2 for x ∈ B(x, 2ε)\B(x0, ε). Let us define w : Ω→ R by
w(x) =
{
max
{
u(x), ϕ(x) + ε2
}
x ∈ B(x0, ε) ∩Ω,
u(x) x ∈ Ω\B(x0, ε).
Then, w(x) = max
{
u(x), ϕ(x) + ε2
}
in B(x0, 2ε) ∩Ω belongs to F. Therefore, w(x) is a
viscosity subsolution to (HJ). However, w(x0) = ϕ(x0) + ε
2 = u(x0) + ε
2 > u(x0), which is
a contradiction to the definition of u. 
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The argument used in the proof for Perron’s method implies the following corollary as well
(see also [9]).
Corollary 2.2. Let u ∈ C(Ω) be a viscosity subsolution to (HJ) in Ω. Assume further that
v 6 u on Ω for all viscosity subsolutions v ∈ C(Ω) of (HJ) in Ω. Then, u is a viscosity
supersolution to (HJ) on Ω.
The uniqueness of (2.1) follows from the comparison principle. It was first studied by M.
Soner in [24] under the following assumption on ∂Ω:
(A) There exists a universal pair (r, h) ∈ (0,∞)× (0,∞) and a uniformly bounded con-
tinuous function η ∈ BUC (Ω;Rn) such that
B
(
x+ tη(x), rt
) ⊂ Ω for all x ∈ ∂Ω, t ∈ (0, h]. (A)
See also [9] for other conditions to establish the comparison principle.
Theorem 2.3. Assume (A). If v1 ∈ BUC(Ω;R) is a viscosity subsolution of (HJ) in Ω,
and v2 ∈ BUC(Ω;R) is a viscosity supersolution of (HJ) on Ω. If either
• (H3a) holds, or
• (H3b) holds and v2 is Lipschitz,
then v1(x) 6 v2(x) for all x ∈ Ω.
When the uniqueness of (2.1) is guaranteed, the unique viscosity solution to (2.1) is the
maximal viscosity subsolution of (HJ). This property will play a crucial role in dealing with
the second prototype (P2).
3. A rate of convergence for general Hamiltonians in unbounded domain
In this section, we consider the first prototype (P1). The assumptions (H1), (H2), (H3c)
and (H4) are enforced throughout the section. By Theorem 2.1 and 2.3, there exists uk ∈
Lip(B(0, k)) which is the unique solution to{
uk(x) +H(x,Duk(x)) 6 0 in B(0, k),
uk(x) +H(x,Duk(x)) > 0 on B(0, k)
(3.1)
in the viscosity sense. Based on the construction of solutions via Perron’s method together
with the coercivity of H, we have the following a priori estimate:
|uk(x)|+ |Duk(x)| 6 CH
for all x ∈ B(0, k) in the viscosity sense. Here, CH is a positive constant depending only on
H (one can take CH = max{C1, C2, C3} from Theorem 2.1). By Arzela`–Ascoli theorem, there
is a subsequence {km}→∞, and a function u ∈ Lip(Rn) such that
ukm → u locally uniformly in Rn. (3.2)
Theorem 3.1. The function u defined in (3.2) is a viscosity solution to
u(x) +H(x,Du(x)) = 0 in Rn. (3.3)
Moreover, uk → u locally uniformly in Rn as k grows to infinity.
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Proof. It is clear from the stability of viscosity solutions that u is a solution to (3.3). The fact
that uk → u locally uniformly in Rn follows from the uniqueness of solutions to (3.3). 
Now we are ready to give a proof for Theorem 1.1 using the doubling variables method.
Proof of Theorem 1.1. We first note that uk solves uk(x)+H(x,Duk(x)) > 0 on B(0, k), and
u solves u(x) +H(x,Du(x)) 6 0 in B(0, k) in viscosity sense. By the comparison principle,
we get uk(x) > u(x) for all x ∈ B(0, k).
For the upper bound of uk − u, we define the following auxiliary function
Φk(x, y) = uk(x) − u(y) − 2CHk
2 |x− y|
2
−
8CH
k2
|y|2
for (x, y) ∈ B(0, k)×Rn. It is clear that Φk is bounded above by 2CH independent of k ∈ N.
If |y| > k
2
, then we have
Φk(0, 0) −Φk(x, y) > −uk(x) + uk(0) − u(0) + u(y) + 2CHk2|x− y|2 +
8CH
k2
|y|2 > 0,
which implies that for each k ∈ N, Φk(x, y) achieves a global maximum over B(0, k) × Rn
at (xk, yk) ∈ B(0, k)× B
(
0, k
2
)
. Of course, |yk| 6 k2 . Now we use Φk(xk, yk) > Φk(yk, yk)
to get
2CHk
2|xk − yk|
2 6 uk(xk) − uk(yk) 6 CH|xk − yk|.
Therefore, we deduce that
|xk| 6 |yk|+
1
2k2
< k (3.4)
for all k > 1 since |yk| 6 k2 . Observing that x 7→ Φk(x, yk) obtains a maximum at xk with
|xk| < k, we have
uk(xk) +H (xk, pk) 6 0, (3.5)
where pk = 4CHk
2(xk−yk) by the definition of viscosity subsolutions. We also observe that
y 7→ Φk(xk, y) obtains a maximum at yk, which implies that
u(y) −
(
−2CHk
2 |xk − yk|
2
−
8CH
k2
|y|2
)
has a minimum at yk. By the definition of viscosity supersolutions, we get
u(yk) +H(yk, pk + qk) > 0 (3.6)
where qk = −
16CH
k2
yk. Here, it needs to be noted that
|pk|, |pk + qk| 6 CH,
which comes from Lipschitz continuity of uk. Using (3.5), (3.6) and assumption (H3c), there
exists a constant C˜H such that
uk(xk) − u(yk) 6 H(yk, pk + qk) −H(xk, pk)
= H(yk, pk + qk) −H(yk, pk) +H(yk, pk) −H(xk, pk)
6 C˜H|qk|+ C˜H|xk − yk|
6 16C˜HCH
k2
|yk|+
C˜H
k2
6 8C˜HCH
k
+
C˜H
k2
. (3.7)
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If we stop here, the fact that Φk(xk, yk) > Φk(x, x) for x ∈ B(0, k) gives
uk(x) − u(x) 6 uk(xk) − u(yk) +
8CH
k2
|x|2 6 C
k
+
C(1+ |x|2)
k2
for all k > 2. This gives us the rate of convergence of uk to u of O(1k) for x ∈ B(0, R).
Nevertheless, a key new point here is to bootstrap once more to improve this rate. We use
that Φk(xk, yk) > Φk(0, 0) together with (3.7) to yield
2CHk
2|xk − yk|
2 +
8CH
k2
|yk|
2 6 uk(xk) − uk(0) + u(0) − u(yk)
6 uk(xk) − u(yk)
6 16C˜HCH
k2
|yk|+
C˜H
k2
.
Therefore,
|yk|
2 6 2C˜H|yk|+
C˜H
8CH
6 1
2
|yk|
2 + 2C˜2H +
C˜H
8CH
=
1
2
|yk|
2 + C.
In particular, |yk| 6 C.
Now for any x ∈ B(0, k), clearly we have that Φk(xk, yk) > Φk(x, x). This, together with
(3.7) and |yk| 6 C, implies
uk(x) − u(x) 6 uk(xk) − u(yk) +
8CH
k2
|x|2 6 C(1+ |x|
2)
k2
for all k > 2. If |x| 6 R, then
0 6 uk(x) − u(x) 6
C(1+ R2)
k2
,
which gives the desired result. 
Remark 2. The key estimate in the bootstrap argument relies on the fact that −uk(0) +
u(0) > 0. It definitely helps us to get O
(
1
k2
)
rate of convergence in the situation but it is
also a limitation at the same time. Moreover, one could get better rate if |yk| vanished as k
goes to infinity but it is not quite plausible using the method presented above.
4. An optimal rate for a class of nonconvex Hamiltonians on unbounded
domain
In this section, we show that the rate of convergence uk → u is of order O(e−Ck) for a
class of Hamiltonians which are written as H(x, p) = a(x)K(p) with K(0) = 0 and 0 < α 6
a(x) 6 β. The aforementioned rate is indeed optimal.
A brief idea for the proof is that we construct a supersolution to (3.1) by finding a sym-
metric Hamiltonian H˜ such that H˜(0) = 0 and H˜ 6 H. The following proposition is needed
as a building block.
Proposition 4.1. Let H : Rn → R be defined by
H(p) =
{
−α|p| for |p| 6 β,
f(p) for |p| > β,
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where α,β > 0 and f : Rn → R is a coercive continuous function such that f(p) = −αβ for
|p| = β and minRn f = −αβ. Then,
uk(x) = αβe
|x|−k
α
for x ∈ B(0, k) is the unique solution to the state-constraint problem (3.1).
Proof. It is clear that uk(x) + H(Duk(x)) = 0 in B(0, k)\{0} in classical sense. For x ∈
∂B(0, k) and ϕ ∈ C1(B(0, k)) such that uk − ϕ has a local minimum over B(0, k) at x, we
have uk(x) +H(Dϕ(x)) > 0 since uk(x) = αβ = −minH. We only need to check if uk is a
viscosity supersolution at x = 0.
Let ϕ ∈ C1(Rn) such that ϕ(0) = u(0) and uk − ϕ has a local minimum over B(0, k) at
x = 0. Since uk is convex, we can replace ϕ by a linear function ϕ(x) = ξ ·x+u(0) for some
ξ ∈ Rn. Without loss of generality, it suffices to consider ξ 6= 0. For |x| sufficiently small, we
have u(x) −ϕ(x) > u(0) −ϕ(0), which implies that
αβe−
k
α
(
e
|x|
α − 1
)
> ξ · x. (4.1)
Now we choose x = t ξ
|ξ|
for t > 0 small, then (4.1) implies that αβe−
k
α
(
e
t
α − 1
)
> t|ξ|
for all t > 0 sufficiently small. Dividing both sides by t and sending t to 0, we deduce that
|Dϕ(0)| = |ξ| 6 βe− kα . Therefore,
uk(0) +H(Dϕ(0)) = αβe
− kα − α|Dϕ(0)| > 0.
Consequently, uk is the unique viscosity solution to (3.1). 
Proof of Theorem 1.2. Since K(0) = 0, u ≡ 0 is the solution to (3.3). Recalling the a priori
estimate ‖uk‖L∞(B(0,k)) + ‖Duk‖L∞(B(0,k)) 6 CH, the condition (H3c) gives
|K(p) − K(q)| 6 L|p− q|
for all p, q ∈ B(0, CH). Let K(p0) = minK < 0 for some p0 ∈ Rn. Let f(p) be a convex,
coercive, continuous function such that f(p) = −L|p0| for |p| 6 |p0| and f(p) 6 K(p) for
|p| > |p0|. Now we consider
H˜(p) =
{
−L|p| for |p| 6 |p0|,
f(p) for |p| > |p0|.
Figure 4.1. The graph of H˜(p) and K(p).
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The graph of H˜ is described in figure 4.1. It is clear that H˜(p) 6 K(p) for all p ∈ Rn.
Moreover, using Proposition 4.1, the unique viscosity solution to the state-constraint problem
u˜k(x) + βH˜(Du˜k(x)) = 0 in B(0, k) is given by u˜k(x) = βL|p0|e
|x|−k
βL for x ∈ B(0, k).
It is clear that u˜k is also the viscosity solution to
1
β
u˜k(x) + H˜(Du˜k(x)) = 0 in B(0, k).
Since β > a(x) > α > 0 and H˜ 6 K, we deduce that
1
β
u˜k(x) + H˜(Du˜k(x)) 6 1a(x) u˜k(x) + K(Du˜k(x))
on B(0, k). Therefore, u˜k(x) + a(x)K(Du˜k(x)) > 0 on B(0, k). By the comparison principle,
one gets
0 6 uk(x) 6 βL|p0|e
|x|−k
βL
for all x ∈ B(0, k). The conclusion when |x| 6 R follows easily. 
When a(x) is a positive constant so that H(x, p) = K(p) satisfies (H3c), (H4), we have the
unique viscosity solution u ≡ −K(0) to (3.3). Therefore, we can assume that K(0) = 0, and
Corollary 1.3 follows without assuming that K(0) = 0.
It should be noted that local Lipschitz continuity of Hamiltonians is important when it
comes getting exponential rate of convergence. If a Hamiltonian is only Ho¨lder continuous
around 0, we get a slower rate of convergence depending on the regularity as described in
the following proposition.
Proposition 4.2. Let H : Rn → R defined by
H(p) =
{
−|p|γ if |p| 6 1,
f(p) if |p| > 1,
where γ ∈ (0, 1) and f : Rn → R be a continuous, coercive function with f(x) = −1 for
|x| 6 1, and minRn f = −1. Then, the solution to (3.1) is given by
uk(x) =
[
1−γ
γ
(
k+ γ
1−γ
− |x|
)] γ
γ−1
, x ∈ B(0, k). (4.2)
As a consequence, uk → 0 with the rate O
(
1
k
γ
1−γ
)
.
Proof. Let us first consider the one dimensional case. The solution in higher dimension is
written in a same manner. Let µ = γ−1, we look for a nonnegative solution to u(x)µ = u ′(x)
where x ∈ (0, k). We have
u(x)1−µ = (1− µ)x− Ck =⇒ u(x) = (µ− 1) 11−µ (Ck − x) 11−µ .
We want to choose Ck such that u
′(x) ∈ [0, 1] for x ∈ (0, k). Equivalently,
u ′(x) = u(x)µ = (µ− 1)
µ
1−µ (Ck − x)
µ
1−µ ∈ [0, 1]
for x ∈ (0, k). Since it is an increasing function, Ck = k + 1µ−1 . Using symmetry, we guess
that uk is written as
uk(x) = (µ− 1)
1
1−µ
(
k+ 1
µ−1
− |x|
) 1
1−µ
.
It is straightforward to see that uk satisfies the equation in the classical sense uk(x) −
|u ′k(x)|
γ = 0 in (−k, k)\{0}. Since |u ′k(x)| 6 1 on (−k, k)\{0}, we have uk(x) +H(u ′k(x)) = 0
in the classical sense in (−k, k)\{0}. At |x| = k, we have uk(x) = 1 > −minH. Therefore,
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the supersolution test at these points are satisfied. Finally, at x = 0 we only need to verify
the supersolution test, which is simple since if p ∈ D−uk(0) then
|p| 6 (µ− 1)
µ
1−µ
(
k+ µ
µ−1
) µ
1−µ
=⇒ uk(0) +H(p) > uk(0) − |p|µ > 0.
Thus, uk defined above is the unique viscosity solution to the constraint problem (3.1). Using
the similar argument as in the proof of Proposition 4.1, this formula of uk can be extended
naturally to the n-dimensional case, as given in (4.2) and the conclusion follows. 
Remark 3. From Proposition 4.2 we see that, the optimal rate of convergence can be as
slow as we wish as the Ho¨lder exponent γ→ 0+.
When Hamiltonians are of the form H(x, p) = K(p) + V(x), the situation becomes much
more complicated. See Example 2 for a situation where we get the optimal exponential rate
of convergence with nonconvex K.
5. An optimal rate for convex Hamiltonians
In this section, the assumptions (H1), (H2), (H3b), (H5) are always in force. The state-
constraint problem was studied in the the context of optimal control for convex Hamiltonians
(see [3, 9, 24] for instance). When H is convex, we are able to obtain a representation formula
for the viscosity solution based on the optimal control theory. Let us assume the following
superlinear property (see Remark 4 where we can remove this assumption), which is
(H6) p 7→ H(x, p) is superlinear uniformly for x ∈ Ω, that is,
lim
|p|→∞
(
inf
x∈Ω
H(x, p)
|p|
)
= +∞. (H6)
If (H5) and (H6) hold, then the Legendre transform L : Ω× Rn of H is defined as
L(x, v) := sup
p∈Rn
{
p · v−H(x, p)}, (x, v) ∈ Ω× Rn.
Lemma 5.1. Assume (H5) and (H6). Then, L : Ω× Rn → R is continuous satisfying:
(L1) If (H1) holds, then L(x, 0) 6 C1 for all x ∈ Ω;
(L2) If (H2 holds, then L(x, v) > −C2 for all (x, v) ∈ Ω× Rn;
(L3) If (H3b) holds, then for each R > 0 there exists a modulus ω˜R(·) such that
|L(x, v) − L(y, v)| 6 ω˜R(|x− y|) for all x, y ∈ Ω, |v| 6 R.
(L5) v 7→ L(x, v) is convex for each x ∈ Ω;
(L6) v 7→ L(x, v) is superlinear uniformly in x ∈ Ω, i.e.,
lim
|p|→∞
(
inf
x∈Ω
L(x, v)
|v|
)
= +∞. (L6)
We omit the proof of this lemma referring the interested readers to [8].
For each x ∈ Ω, we define the admissible set of paths as
Ax =
{
η ∈ AC([0,∞);Rn) : η(0) = x and η(s) ∈ Ω for all s > 0}
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where AC
(
[0,∞);Rn) denotes the set of absolutely continuous curves from [0,∞) to Rn.
Note that Ax 6= ∅ since η(s) ≡ x for all s ∈ [0,∞) is an admissible path. From this, define
the value function as
u(x) := inf
η∈Ax
J [x, η] (5.1)
where the cost functional is defined as
J [x, η] =
∫∞
0
e−sL
(
η(s),−η˙(s)
)
ds
for (x, η) ∈ Ω×Ax. Now we have the following classical dynamic programming principle.
Theorem 5.2 (Dynamic Programming Principle). For any positive t > 0, we have
u(x) = inf
η∈Ax
{∫ t
0
e−sL
(
η(s),−η˙(s)
)
ds+ e−tu
(
η(t)
)}
.
Using Dynamic Programming Principle, one can prove that u ∈ BUC(Ω) and indeed a
viscosity solution to (2.1) as stated in the following theorems.
Theorem 5.3. Assume (H1), (H2), (H3c), (H5) and (H6), then the function u(x) defined
by (5.1) is bounded and is uniformly continuous up to the boundary, which is u ∈ BUC(Ω).
Theorem 5.4. The value function u ∈ BUC(Ω) defined in (5.1) is a viscosity solution to
the state-constraint Hamilton-Jacobi equation u(x) +H(x,Du(x)) = 0 in Ω, i.e.,{
u(x) +H(x,Du(x)) 6 0 in Ω,
u(x) +H(x,Du(x)) > 0 on Ω.
We omit the proofs of Theorems 5.2, 5.3 and 5.4. We refer to [3, 9, 24] for those who are
interested.
On the other hand, when Ω = Rn, it is known that the function u(x) defined in (5.1)
satisfies the Hamilton-Jacobi equation (3.3) in viscosity sense (see [20] for instance).
Theorem 5.5. For each x ∈ Rn, we define
u(x) = inf
η∈Ax
∫∞
0
e−sL (η(s),−η˙(s)) ds (5.2)
subject to Ax =
{
η ∈ AC([0,∞);Rn) : η(0) = x}. Then, u ∈ BUC(Rn) is a viscosity solu-
tion to (3.3) and we have the following priori estimate:
‖u‖L∞(Rn) + |Du‖L∞(Rn) 6 CH. (5.3)
Remark 4. We may assume that H is just coercive rather than superlinear. When a Hamil-
tonian is coercive, we have a constant C satisfying (5.3). Therefore, for |p| > C, we can
modify H so that (H6) holds. Furthermore, we can impose a quadratic growth rate on H as
following.
(H7) There exist some positive constants A,B such that
A−1|v|2 − B 6 H(x, p) 6 A|v|2 + B for (x, p) ∈ Rn × Rn. (H7)
It is easy to see from (H7) that we have (4A)−1|v|2 − B 6 L(x, v) 6 4A|v|2 + B for all
(x, v) ∈ Rn × Rn. By making A bigger, we can assume the following.
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(L7)
A−1|v|2 − B 6 L(x, v) 6 A|v|2 + B for (x, v) ∈ Rn × Rn. (L7)
We give a proof for the existence of a minimizer to (5.2) for the sake of reader’s convenience
in Appendix. To establish, the following lemma on the subdifferentials of L(x, v) in v is
needed. For continuously differentiable Lagrangians, it is obvious but we state here a slightly
more general version.
Lemma 5.6. Let L : Rn × Rn → R be continuous and satisfy (L5) and (L7). There exists
CL > 0 such that for all v ∈ Rn, we have
|ξ| 6 CL(1+ |v|) whenever ξ ∈ D−v L(x, v). (5.4)
For simplicity, let us assume further that
(L8) (x, v) 7→ L(x, v) is continuously differentiable on Rn × Rn.
This assumption can be removed in the proof of Theorem 1.4 due to the fact that the estimate
(1.1) does not depend on the regularity of H, hence, we can approximate H by convex, smooth
Hamiltonians.
Theorem 5.7 (Existence of a minimizer). Let L(x, v) be a continuous Lagrangian satisfying
(L5), (L7) and (L8). Then, for each x ∈ Rn, there exists η ∈ Ax such that J[x, η] = u(x)
and also ‖e−s/2η˙(s)‖L2(0,∞) 6 C4 where C4 depends only on CH, A, B.
The existence of minimizers of smooth Lagrangian is sufficient for our proof of Theorem
1.4 since the last estimate does not depend on smoothness of L or H. Clearly, a minimizer for
a general continuous Lagrangian can be obtained via approximation of smooth Lagrangians
(see Appendix).
A minimizer to (5.2) satisfies the following properties.
Lemma 5.8. Let x ∈ Rn and η be a corresponding minimizer. For any t > 0, we have
u(x) =
∫ t
0
e−sL
(
η(s),−η˙(s)
)
ds+ e−tu (η(t)) . (5.5)
Furthermore, for every t, h > 0, we have
u(η(t)) = et
∫∞
t
e−sL
(
η(s),−η˙(s)
)
ds (5.6)
and
e−tu (η(t)) =
∫ t+h
t
e−sL
(
η(s),−η˙(s)
)
ds+ e−(t+h)u (η(t+ h)) . (5.7)
Lemma 5.9. Let x ∈ Rn and η be a minimizer to (5.2) associated with it. Then, there exists
a constant C5 > 0 depending only CH, A, B such that |η˙(s)| 6 C5 for a.e. s ∈ (0,∞).
Remark 5. We provide here a connection between a minimizer η of u(x) = J[x, η] and some
properties in the view of the method of characteristics. If H is assumed to be C2, then L ∈ C2
and η is a weak solution to the Euler-Lagrange equation
DxL(η(s),−η˙(s)) −DvL(η(s),−η˙(s)) +
d
ds
(
DvL(η(s),−η˙(s))
)
= 0. (5.8)
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Assume that η ∈ C2 (it holds if, for instance L ∈ C2,α for some α ∈ (0, 1)). Then, one can
define momentum p(s) = DvL(η(s),−η˙(s)) and show that
u(η(t)) +H
(
η(t),p(t)
)
= 0 (5.9)
for t > 0. Indeed, for every fixed x ∈ Rn, we recall that
v ∈ D−pH(x, p) ⇔ p ∈ D−v L(x, v) ⇔ H(x, p) + L(x, v) = p · v. (5.10)
Using (5.10) we can deduce that
d
ds
(e−sp(s)) = e−sDxL (η(s), η˙(s)) ,
d
ds
(H (η(s),p(s))) = −η˙(s) · p(s),
d
ds
(e−sH (η(s),p(s))) = e−sL (η(s),−η˙(s)) .
From that, we can derive the characteristic ODEs for s > 0, which are{
−η˙(s) = DpH(η(s),p(s)),
p˙(s) = p(s) −DxL
(
η(s),−η˙(s)
)
.
This together with (5.6) yields that
u(η(t)) +H
(
η(t),p(t)
)
= Cet where C = lim
a→∞ e−aH
(
η(a),p(a)
)
.
Lemma 5.6 together with Lemma 5.9 gives us a uniform bound on p, thus C = 0. Hence,
(5.9) follows.
Now we give a proof for Theorem 1.4. Recall that we have the value function
uk(x) = inf
η∈Akx
∫∞
0
e−sL (η(s),−η˙(s)) ds, (5.11)
where Akx =
{
η ∈ AC([0,∞);Rn) : η(0) = x and η(s) ∈ B(0, k) for s > 0}. Then, uk solves
the state-constraint problem (3.1).
Proof of Theorem 1.4. Let k ∈ N be given. We may assume that H satisfies (H6) and (H7)
up to modification for |p| large enough. Also, since the final estimate does not depend on
smoothness of L, we can assume H is smooth and thus L is smooth without any loss of
generality. Clearly, Akx ⊂ Ax for any x ∈ B(0, k), which implies that uk(x) > u(x).
For x ∈ B(0, k), let η ∈ Ax be a minimizer to (5.2), if η(s) ∈ B(0, k) for all s > 0, then
η ∈ Akx as well, hence u(x) = uk(x). Otherwise, there exists t > 0 such that η(t) ∈ ∂B(0, k)
and η(s) ∈ B(0, k) for all s ∈ (0, t). By Lemma 5.9, we have
k = |η(t)| 6 |η(0)|+
∫ t
0
|η˙(s)| ds 6 |x|+ C5t,
which implies that t > k−|x|
C5
. Let us define
γ(s) =
{
η(s) if s ∈ [0, t],
η(t) if s ∈ [t,∞),
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so that γ ∈ Akx. Using Lemma 5.8, we have
u(x) =
∫ t
0
e−sL (η(s),−η˙(s)) ds+ e−tu(η(t))
>
∫ t
0
e−sL (γ(s),−γ˙(s)) ds− CHe
−t
=
∫∞
0
e−sL (γ(s),−γ˙(s)) ds− C2e
−t − CHe
−t
> uk(x) −
(
(C2 + CH)e
|x|
C5
)
e
− kC5 .
Consequently, we obtain (1.1). The conclusion for |x| 6 R follows immediately. 
Remark 6. Here, we note that the constants in the proof above do not depend on the
regularity of the Lagrangian. As long as a minimizer exists, we get the same exponential rate
of convergence. See Appendix for a discussion on the existence of minimizer.
In the rest of this section, we provide two explicit examples to show that the rate O
(
e−
k
C
)
is indeed optimal.
5.1. Examples with exponential rate of convergence.
Proposition 5.10. Let H(p) : R → R be defined by H(p) = |p − 1| − 1 for p ∈ [0, 2] and
H(p) > 0 elsewhere such that H is continuous and coercive. Let uk be the solution to (3.1) on
[−k, k], then uk → 0 locally uniformly on R as k → ∞. Here, u ≡ 0 is the unique solution
to (3.3). Furthermore, we have uk(k) = 1 for all k ∈ N and
uk(x) > e−2k on [−k, k].
Proof. It is clear that uk(x) = e
x−k solves v(x) + H(v ′(x)) = 0 in (−k, k) in the classical
sense, and indeed, in viscosity sense. We need to verify that uk is a viscosity supersolution
on [−k, k]. Let uk − ϕ has a local minimum at x = −k for ϕ(x) ∈ C1(R). Clearly, we can
see that
ϕ ′(−k) 6 u ′k(−k) = e−2k,
which implies e−2k +H(ϕ ′(−k)) > 0. On the other hand, at x = k, one has
uk(k) +H(ϕ
′(k)) = 1+H(ϕ ′(k)) > 0
since by definition of H, it is bounded below by −1. Therefore, uk(x) = e
x−k is the unique
viscosity solution to (3.1), and furthermore e−2k 6 uk(x) 6
(
e|x|
)
e−k for all x ∈ [−k, k]. In
addition to that, we have uk(k) = 1 for all k, hence, the convergence fails when x = k. 
5.2. Optimal control formulations. We give another example from the optimal control
theory point of view (see [24]). Let us recall briefly the setting of optimal control as followings.
Let U be a compact metric space. We regard a control as a Borel measurable map α :
[0,∞) 7→ U. Let Ω be an open subset of Rn with the connected boundary satisfying (A).
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We also assume that b = b(x, a) : Ω×U→ Rn, f = (x, a) : Ω×U→ R satisfy
sup
a∈U
|b(x, a) − b(y, a)| 6 L(b)|x− y| for all x, y ∈ Ω,
sup
a∈U
|b(x, a)| 6 K(b) for all x ∈ Ω,
sup
a∈U
|f(x, a) − f(y, a)| 6 ωf(|x− y|) for all x, y ∈ Ω,
sup
a∈U
|f(x, a)| 6 K(f) for all x ∈ Ω,
where K(b), L(b), K(f) are positive constants and ωf is a nondecreasing continuous function
with ωf(0
+) = 0.
For each x ∈ Ω and a given control α(·) : [0,∞)→ U, let yx,α(t) be a controlled process
(we will write α instead of α(·) as a control for simplicity), which is a solution to{
d
dt
yx,α(t) = b (yx,α(t), α(t)) for t > 0,
yx,α(0) = x.
We denote the set of controls (strategies) α where yx,α(t) ∈ Ω for all t > 0 and yx,α solves
the ODE above by Ax. The value function is defined by
u(x) = inf
α∈Ax
∫∞
0
e−tf
(
yx,α(t), α(t)
)
dt.
Here, one can define the Hamiltonian associated with b and f as
H(x, p) := sup
a∈U
{−b(x, a) · p− f(x, a)} ∈ C (Ω× Rn;R) .
It was proved in [24] that u is a viscosity solution to (2.1).
Proposition 5.11. Let n = 1 and U = [−1, 1]. Let us consider the following Hamiltonian
defined as
H(x, p) = sup
a∈[−1,1]
{
− a · p− e−|x|
}
= |p|− e−|x|, (x, p) ∈ R× R.
Then, the solution to (3.1) is given by uk(x) =
e−|x|
2
+ e
|x|−2k
2
for x ∈ [−k, k], while the solution
to (3.3) is u(x) = e
−|x|
2
. Hence, the exponential rate of convergence is obtained.
Proof. In the optimal control setting, the Hamiltonian above is obtained by considering
U = [−1, 1], b(x, a) = a and f(x, a) = e−|x|. To find uk(x0) and u(x0), one needs to find a
control α(t) that minimizes∫∞
0
e−s−|y(s)| ds subject to
{
y˙(t) = α(t) ∈ [−1, 1],
y(0) = x0.
It is easy to see the following points:
(i) An optimal control for the unconstrained problem with x0 > 0 (x0 < 0) is α(t) ≡ 1
(α(t) ≡ −1, respectively).
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(ii) An optimal control for the constrained problem on [−k, k] with x0 > 0 (x0 < 0) is
α(t) ≡ 1 on [0, k − x0] and 0 elsewhere (α(t) ≡ −1 on [0, k + x0] and 0 elsewhere,
respectively).
Once we have the optimal controls, we can easily compute the value function and the result
follows. In conclusion, for all x ∈ [−k, k] we have
0 6 uk(x) − u(x) =
(
e|x|
2
)
e−2k.
In this example, the convergence holds everywhere in [−k, k] with the rate O
(
e−k
)
. 
Remark 7. One interesting fact to point out here is that the optimal control for the con-
straint problem on [−k, k] stays put on the boundary of the domain after a certain time.
6. The case of bounded domain
The second prototype case is considered in this section. Let us assume that (P2), (H1), (H2),
(H3c) and (H4) are enforced. For simplicity, let Ω = B
(
0, 1− 1
k
)
. Let uk ∈ Lip
(
Ωk
)
be the
unique viscosity solution to{
uk(x) +H(x,Duk(x)) 6 0 in Ωk,
uk(x) +H(x,Duk(x)) > 0 on Ωk.
(6.1)
It is clear that we still have the following priori estimate
‖uk‖L∞(Ωk) + ‖Duk‖L∞(Ωk) 6 CH. (6.2)
Proposition 6.1. For each k ∈ N, let uk be the unique solution to (6.1). Then, there exists
u ∈ BUC(Ω) such that uk → u locally uniformly on B(0, 1) as k grows to infinity. Moreover,
u has the same bounds as in (6.2) and solves{
u(x) +H(x,Du(x)) 6 0 in B(0, 1),
u(x) +H(x,Du(x)) > 0 on B(0, 1)
(6.3)
in viscosity sense.
Proof. For each 0 < r < 1, from a priori estimate (6.2), one can extract a subsequence
such that ukm → u uniformly on B(0, r) using Arzela`-Ascoli’s theorem. By the stability
of viscosity solutions to the equation v(x) + H(x,Dv(x)) = 0 in B(0, r), we obtain that
u ∈ C(B(0, r)) is a viscosity solution to
u(x) +H(x,Du(x)) = 0 in B(0, r). (6.4)
We deduce that |u(x)| 6 CB and |u(x) −u(y)| 6 CH|x−y| for x, y ∈ B(0, r). Since it is true
for all 0 < r < 1, we can extend u ∈ Lip(B(0, 1)) with the same priori bound as in (6.2). We
need to show that u is a viscosity supersolution to v(x) +H(x,Dv(x)) = 0 on B(0, 1).
We can verify it using Corollary 2.2. Indeed, let v ∈ C(B(0, 1)) be a viscosity subsolution
to (6.4) in B(0, 1). Applying the comparison principle to uk(x) +H(x,Duk(x)) > 0 on Ωk,
we have that v(x) 6 uk(x) for x ∈ Ωk. Now fixing r ∈ (0, 1), we have v(x) 6 uk(x) for all
x ∈ B(0, r) and r 6 1− 1
k
if k is large enough. Letting k→∞, we deduce that v(x) 6 u(x)
for x ∈ B(0, r). Since we have u, v ∈ C(B(0, 1)), the inequality v 6 u on B(0, 1) follows.
Hence, u is a viscosity supersolution to (6.4) by Corollary 2.2. 
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Now we are ready to give a proof for Theorem 1.5. We note that geometry of a ball plays
an important role.
Proof of Theorem 1.5. The fact that uk(x) > u(x) on Ωk is clear by the comparison princi-
ple. For k > 2, let us define
u˜k(x) :=
k
k− 1
u
(
k− 1
k
x
)
for x ∈ B(0, 1).
It is clear that u˜k is a viscosity subsolution to
k− 1
k
u˜k(x) +H
(
k− 1
k
x,Du˜k(x)
)
= 0 in B(0, 1). (6.5)
From (6.2) and (H3c), there exists C˜H such that |H(x, p) − H(x, p)| 6 C˜H|x − y| for all
x, y ∈ Ω and |p| 6 CH. Therefore, by using (6.5) we have
u˜k(x) +H (x,Du˜k(x)) 6
1
k
u˜k(x) +H (x,Du˜k(x)) −H
(
k− 1
k
x,Du˜k(x)
)
6 CH + C˜H
k
for all x ∈ B(0, 1). By the comparison principle and the fact that u solves (6.3) in the
viscosity sense, we deduce that
u˜k(x) −
CH + C˜H
k
6 u(x) for all x ∈ B(0, 1).
Consequently, one obtains
uk
(
k− 1
k
x
)
6 u(x) + CH + C˜H
k
6 u
(
k− 1
k
x
)
+
2CH + C˜H
k
.
The conclusion
uk(x) 6 u(x) +
C
k
for all x ∈ Ωk follows immediately where C = 2CH + C˜H. 
Remark 8. Theorem 1.5 can also be proved using the doubling variable argument with the
auxiliary function
Φk(x, y) :=
k+ 1
k− 1
uk
(
k− 1
k+ 1
x
)
− u(y) − λCHk
2|x− y|2
for (x, y) ∈ B (0, 1+ 1
k
)× B (0, 1) and some constant λ > 0.
The following remark shows that O
(
1
k
)
is indeed optimal.
Remark 9. Let H be defined as in Proposition 5.10, we see that uk(x) = e
x−(1− 1k) solves
(6.1) and u(x) = ex−1 solves (6.3), therefore
0 6 uk(x) − u(x) = ex−1
(
e
1
k − 1
)
6 2
k
for x ∈ [− (1− 1
k
)
, 1− 1
k
]
. Besides, e
1
k − 1 > 1
k
, and so, O
(
1
k
)
is optimal.
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7. Discussions
We give here some further discussions along the line with the topics considered in the paper.
Firstly, when our Hamiltonian is given as H(x, p) = a(x)K(p) in the first prototype (P1),
we get an exponential rate of convergence provided that the assumption (H1) is enforced
(Theorem 1.2). Without this assumption, we have an example with a polynomial rate of
convergence whose power can be increased or decreased as much as we want.
Example 1. Let us consider n = 1, H(x, p) =
(
1+|x|
m
)
K(p) for m > 1 and K : R → R
defined by
K(p) =
{
−|p| for |p| 6 1,
|p|− 2 for |p| > 1.
(7.1)
The unique viscosity solution to (3.1) is
uk(x) =
(1+ |x|)m
m(1+ k)m−1
for x ∈ [−k, k].
Clearly, uk(x) → 0 locally uniformly with rate O
(
1
km−1
)
for any given m > 1. We should
note that the limit 0 is not a unique solution to (3.3). Another solution to (3.3) is u(x) =
m−1(1+ |x|)m, but it does not belong to BUC (R).
Example 2. Assume n = 1, H(x, p) = K(p) + V(x) where V(x) = e−|x| and K : R → R
defined by
K(p) =
{
−|p| for |p| 6 1,
|p|− 2 for |p| > 1.
The unique state-constraint viscosity solution to (3.1) is
uk(x) = −
1
2
e−|x| +
(
e−k −
1
2
e−2k
)
e|x|, x ∈ [−k, k],
and the unique viscosity solution to (3.3) is
u(x) = −
1
2
e−|x|, x ∈ R.
We have uk → u locally uniformly in R with rate O(e−k).
Secondly, there are some open questions we are not able to answer yet.
Question 1. In the first prototype (P1) case, what is the optimal rate of convergence of uk
to u in the general nonconvex setting?
A more specific question is as following.
Question 2. Assume (P1), and H(x, p) = K(p) + V(x), where K ∈ Lip (Rn) is coercive and
nonconvex, and V ∈ BUC(Rn). Is it true that we always have exponential rate of convergence
of uk to u?
Although we only deal with two prototype cases (P1) and (P2) in this paper, the obtained
results can be extended to more general domains in a similar fashion under some appropriate
conditions.
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8. Appendix
8.1. Proofs of some lemmas.
Proof of Lemma 5.6. We first prove the result for all (x, v) with |v| 6 1, then by scaling we
get the result for all (x, v). Using (L7) we have −B 6 L(x, v) 6 4A + B for all (x, v) with
|v| 6 2. For u, v ∈ B(0, 1) with u 6= v, let w = v+ |v− u|−1(v− u). Then, |w| < |v|+ 1 < 2.
Let λ = (1+ |u− v|)−1 ∈ (0, 1), we have v = λu+ (1− λ)w. By the convexity, one obtains
L(x, v) − L(x, u) 6 (1− λ)
(
L(x,w) − L(x, u)
)
6 (4A+ 2B)|u− v|.
By symmetry, we deduce that |L(x, u)−L(x, v)| 6 (4A+ 2B)|u− v| for all (x, v) with |v| 6 1.
In other words, we have that |ξ| 6 4A+2B whenever ξ ∈ D−v L(x, v) for (x, v) ∈ Rn×B(0, 1).
Now for r > 1, we define Lr(x, v) = r
−2L(x, rv) for (x, v) ∈ Rn × Rn. We observe that
A−1|v|2 − B 6 A−1|v|2 − Br−2 6 Lr(x, v) 6 A|v|2 + Br−2 6 A|v|2 + B
for all (x, v). For v ∈ Rn with |v| > 1, let r = 2|v| > 1 and u = v
2|v|
∈ B(0, 1) so that v = ru.
Since ξ ∈ D−v L(x, v) implies ξr ∈ D−uLr (x, u), we have |ξ| 6 (4A+ 2B)|r| = (8A+ 4B)|v|. 
Proof of Theorem 5.7. Let {ηk}
∞
k=1 ⊂ Ax be a minimizing sequence in AC([0,∞)) such that
limk→∞ J [ x, ηk] = u(x). From the uniform boundedness of u and the quadratic bounds of
L(x, v), we have ∥∥e− s2 η˙k(s)∥∥L2((0,∞);Rn) 6 C4.
Here, C4 can be chosen as (A(2CH + B))
1
2 . By the weak compactness of L2, there exists g
such that e−
s
2g(s) ∈ L2((0,∞);Rn) and a subsequence {kj} →∞ such that e− s2 η˙kj ⇀ e− s2g
weakly in L2
(
(0,∞);Rn) as j→∞.
Writing g as e
s
2g ·e− s2 and using Cauchy-Schwartz inequality, we get g ∈ L1loc
(
(0,∞);Rn).
For t > 0, we let η(t) = x +
∫t
0
g(s) ds. Clearly, η ∈ Ax and one obtains that ηkj → η
pointwise with η˙ = g almost everywhere. On the other hand, the convexity of L implies
L
(
ηkj(s),−η˙kj(s)
)
> L
(
ηkj(s),−η˙(s)
)
−DvL
(
ηkj(s),−η˙(s)
) · (η˙kj(s) − η˙(s)) .
Therefore,∫∞
0
e−sL
(
ηkj(s),−η˙kj(s)
)
ds >
∫∞
0
e−sL
(
ηkj(s),−η˙(s)
)
ds
+
∫∞
0
e−s/2DvL
(
ηkj(s),−η˙(s)
) · e−s/2 (η˙kj(s) − η˙(s))ds.
Since |DvL
(
ηkj(s),−η˙(s)
)
| 6 C(1+ |η˙(s)|) for a.e. s ∈ (0,∞), it is clear that
e−s/2DvL
(
ηkj(s),−η˙(s)
)→ e−s/2DvL (η(s),−η˙(s))
in L2((0,∞);Rn) and thus∫∞
0
e−sDvL
(
ηkj(s),−η˙(s)
) · (η˙kj(s) − η˙(s))ds
converges to 0 as k goes to infinity, which yields that J[x, η] 6 u(x). Hence J[x, η] = u(x). 
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Proof of Lemma 5.8. By the definition of u in (5.1), we have
u
(
η(t)
)
6
∫∞
0
e−sL
(
γ(s),−γ˙(s)
)
ds = et
∫∞
t
e−ξL (η(ξ),−η˙(ξ)) dξ,
where γ(s) = η(t+ s) for s > 0. Thus,
e−tu
(
η(t)
)
6
∫∞
t
e−ξL (η(ξ),−η˙(ξ)) dξ. (8.1)
By the dynamic programming principle and (8.1), we have
u
(
η(0)
)
6
∫ t
0
e−sL
(
η(s),−η˙(s)
)
ds+ e−tu
(
η(t)
)
6
∫∞
0
e−sL
(
η(s),−η˙(s)
)
ds = u
(
η(0)
)
.
Therefore, (5.5), (5.6) and (5.7) follow. 
Proof of Lemma 5.9. For every t, h > 0, by Lemma 5.8 we have that
e−tu
(
η(t)
)
− e−(t+h)u
(
η(t+ h)
)
h
=
1
h
∫ t+h
t
e−sL
(
η(s),−η˙(s)
)
ds.
Let ϕ ∈ C1(R) such that u−ϕ has a local min at η(t) and u(η(t)) = ϕ(η(t)), then
e−tu
(
η(t)
)
− e−(t+h)u
(
η(t+ h)
)
h
6
e−tϕ
(
η(t)
)
− e−(t+h)ϕ
(
η(t+ h)
)
h
.
Therefore,
1
h
∫ t+h
t
e−sL
(
η(s),−η˙(s)
)
ds 6
e−tϕ
(
η(t)
)
− e−(t+h)ϕ
(
η(t+ h)
)
h
.
Since η(t) is differentiable a.e. in (0,∞), at those t where η(t) is differentiable, let h→ 0+
we deduce that
e−tL
(
η(t),−η˙(t)
)
6 − d
dt
(
e−tϕ
(
η(t)
))
= e−tϕ
(
η(t)
)
− e−tDϕ
(
η(t)
) · η˙(t).
Thus, for a.e. t > 0 where η is differentiable, we have
L
(
η(t),−η˙(t)
)
6 ϕ
(
η(t)
)
−Dϕ
(
η(t)
) · η˙(t).
By (L7) and the a priori estimate (5.3) for a.e. t ∈ (0,∞) we have that
A−1|η˙(t)|2 − B 6 ϕ
(
η(t)
)
−Dϕ
(
η(t)
) · η˙(t) 6 CH + CH|η˙(t)|.
This shows that |η˙(t)| 6 C5 for a.e. t ∈ (0,∞), and C5 only depends on CH, A, B. 
8.2. Existence of minimizers in the general case. We show that one can remove the
smoothness of L in Theorem 5.7 under the assumption (L3).
Let us consider mollifiers in R2n defined as {ηε}ε>0 such that ηε(x) = 1ε2nη
(
x
ε
)
for x ∈ R2n
where η ∈ C∞c (R2n) satisfying 0 6 η 6 1, supp (η) ∈ BR2n(0, 1) and ∫R2n η(x) dx = 1.
For each ε > 0 we define Lε = ηε ∗ L ∈ C∞(Rn×Rn). It is easy to see that Lε is bounded
below, (L5), (L6) are preserved to Lε and (L7) now becomes:
(L7ε) There exist positive constants Aε, Bε such that A
−1
ε − B
−1
ε 6 Lε(x, v) 6 Aε|v|2 + Bε
for all (x, v) ∈ Rn × Rn, and Aε → A,Bε → B as ε→ 0.
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By Theorem 5.7, there exists a minimizer γε in Ax such that
uε(x) := inf
ζ∈Ax
∫∞
0
e−sLε
(
ζ(s),−ζ˙(s)
)
ds =
∫∞
0
e−sLε
(
γε(s),−γ˙ε(s)
)
ds.
Here we can show that uε is the unique solution to uε(x)+Hε(x,Duε(x)) = 0 in Rn. Let Hε
be the Legendre transform of Lε. It is easy to see that Hε → H locally uniformly in Rn×Rn,
therefore by stability of viscosity solutions, uε → u locally uniformly in Rn as ε→ 0.
We indeed have that γε is smooth according to Remark 5. Furthermore, Theorem 5.7
yields that ‖e− s2 γ˙ε(s)‖L2 6 C and |γ˙ε| 6 C pointwise in (0,∞). Therefore, we can define
γ ∈ Ax such that (up to subsequence) γε → γ locally uniformly on [0,∞) and e− s2 γ˙ε ⇀ e− s2 γ˙
weakly in L2. Since Lε → L uniformly on a compact set and {(γε(s),−γ˙ε(s))}ε>0 is bounded,
we obtain that
Lε
(
γε(s),−γ˙ε(s)
)
= L
(
γε(s),−γ˙ε(s)
)
+ O(ε) = L
(
γ(s),−γ˙ε(s)
)
+ ω˜C5(ε) + O(ε)
using (L3). Therefore, it suffices to show that∫∞
0
e−sL(γ(s),−γ˙(s)) ds 6 lim inf
ε→0
∫∞
0
e−sL
(
γ(s),−γ˙ε(s)
)
ds. (8.2)
For simplicity, let dµ = e−sds be a probability measure on [0,∞). It is easy to see that the
functional I : L2(µ) → R maps f 7→ ∫∞
0
L(γ(s), f(s))dµ(s) is convex and lower semicontinu-
ous, thus it is also weakly lower semicontinuous. Now since γ˙ε ⇀ γ˙ weakly in L
2(dµ), we
obtain (8.2) and thus γ is a minimizer for u(x).
Remark 10. Inequality (8.2) for the time-dependent case is proved using a different argu-
ment by H. Ishii in [14] under more general assumptions. Such inequalities are crucial for
the analysis of large time behavior of solutions to the time-dependent problems.
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