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ABSTRAKT 
Diplomová práce je zaměřena na vytvoření metodiky kvantifikace vrstvy 
nervových vláken na fotografiích sítnice. V úvodní části textu je stručně nastíněna 
medicínská motivace práce včetně zmínky o některých studiích věnujících se dané 
problematice. Dále text popisuje uvažované texturní příznaky včetně jejich porovnání 
dle schopnosti kvantifikovat tloušťku vrstvy nervových vláken. Na základě popsaných 
poznatků byla navržena metodika využití regresních modelů za účelem predikce 
tloušťky nervových vláken, která byla dále testována na dostupných obrazových datech. 
Výsledky ukazují, že výstupy regresních modelů dosahují vysoké korelace mezi 
výstupem predikce a tloušťkou vrstvy nervových vláken měřenou optickou koherentní 
tomografií. Závěr práce diskutuje využitelnost aplikovaného řešení. 
Klíčová slova: Glaukom, vrstva nervových vláken, fundus snímky, texturní 
příznaky, optická koherentní tomografie, cirkulární skeny, 







The master thesis is focused on creating a methodology for quantification of the 
nerve fiber layer on photographs of the retina. The introductory part of the text presents 
a medical motivation of the thesis and mentions several studies dealing with this issue. 
Furthermore, the work describes available textural features and compares their ability to 
quantify the thickness of the nerve fiber layer. Based on the described knowledge, the 
methodology to make different regression models enabling prediction of the retinal 
nerve fiber layer thickness was developed. Then, the methodology was tested on the 
available image dataset. The results showed, that the outputs of regression models 
achieve a high correlation between the predicted output and the retinal nerve fiber layer 
thickness measured by optical coherence tomography. The conclusion discusses an 
usability of the applied solution. 
Keywords:  Glaucoma, retinal nerve fiber layer, fundus images, textural 
features, optical coherence tomography, circular scans, 




























VODÁKOVÁ, M. Analýza vrstvy nervových vláken pro účely diagnostiky 
glaukomu: diplomová práce. Brno: Vysoké učení technické v Brně, Fakulta 
elektrotechniky a komunikačních technologií, 2013. 69 stran. Vedoucí diplomové práce: 
Ing. Jan Odstrčilík. 
PROHLÁŠENÍ 
Prohlašuji, že svoji diplomovou práci na téma „Analýza vrstvy nervových vláken 
pro účely diagnostiky glaukomu“ jsem vypracovala samostatně pod vedením vedoucího 
diplomové práce a s použitím odborné literatury a dalších informačních zdrojů, které 
jsou všechny citovány v práci a uvedeny v seznamu literatury na konci práce. 
Jako autor uvedené diplomové práce dále prohlašuji, že v souvislosti s vytvořením 
této práce jsem neporušila autorská práva třetích osob, zejména jsem nezasáhla 
nedovoleným způsobem do cizích autorských práv osobnostních a jsem si plně vědoma 
následků porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., 
včetně možných trestněprávních důsledků vyplývajících z ustanovení části druhé, hlavy 
VI. díl 4 Trestního zákoníku č. 40/2009Sb. 
V Brně dne 24. května 2013 ............................ 








Ráda děkuji Ing. Janu Odstrčilíkovi především za samotné téma této diplomové 
práce, za ochotu, vstřícnost a zájem spojený s jejím pohodovým vedením. 
V Brně dne 24. května 2013 ............................ 
 podpis autora 
OBSAH 
ÚVOD ............................................................................................................................... 1 
1 MOTIVACE ............................................................................................................... 3 
1.1 Medicínská motivace .......................................................................................... 3 
1.1.1 Vrstva nervových vláken na sítnici ............................................................. 3 
1.1.2 Glaukomové poškození ............................................................................... 4 
1.2 Diagnostická motivace ....................................................................................... 6 
1.2.1 Obrazová data pořízená digitální fundus kamerou ...................................... 6 
1.2.2 Data pořízená optickou koherentní tomografií ............................................ 8 
2 DOSAVADNÍ VÝVOJ AUTOMATIZOVANÉ DIAGNOSTIKY GLAUKOMU 
S VYUŽITÍM FUNDUS FOTOGRAFIÍ ................................................................ 10 
2.1 Analýza morfologie optického disku na fundus snímcích ................................ 10 
2.2 Texturní analýza VNV na fundus snímcích ..................................................... 12 
3 MATEMATICKÝ APARÁT ANALÝZY TEXTURNÍCH PŘÍZNAKŮ ........... 19 
3.1 Charakteristika použitých texturních příznaků ................................................. 19 
3.1.1 Gaussovská Markovská náhodná pole ....................................................... 20 
3.1.2 Lokální binární vzory ................................................................................ 20 
3.2 Normalizace příznaků ....................................................................................... 22 
3.3 Selekce příznaků ............................................................................................... 22 
3.3.1 Problém vyhledávání ................................................................................. 23 
3.3.2 Metoda mRMR .......................................................................................... 24 
3.3.3 Selekce příznaků založená na korelaci ...................................................... 25 
3.4 Klasifikace a predikce příznaků ....................................................................... 25 
3.4.1 Lineární regrese ......................................................................................... 26 
3.4.2 Robustní regrese s odhadem LSM ............................................................. 27 
3.4.3 PACE regrese ............................................................................................ 28 
3.4.4 Regrese Gaussovskými procesy ................................................................ 29 
3.4.5 PLS regrese ................................................................................................ 30 
3.4.6 SVM klasifikátor s optimalizací SMO ...................................................... 31 
3.4.7 M5P regresní strom ................................................................................... 33 
3.5 Korelační analýza výstupu predikce ................................................................. 35 
4 OBRAZOVÁ DATA A PROGRAMOVÉ PROSTŘEDÍ POUŽITÉ K 
ANALÝZE ................................................................................................................ 36 
4.1 Charakteristika obrazových dat použitých k analýze ....................................... 36 
4.2 Charakteristika využitého programového prostředí ......................................... 36 
4.2.1 WEKA ....................................................................................................... 37 
4.2.2 MATLAB a jeho propojení s programovým prostředím WEKA .............. 40 
4.2.3 mRMR ....................................................................................................... 41 
5 RALIZACE NAVRŽENÉ ANALÝZY TEXTURNÍCH PŘÍZNAKŮ ................ 42 
5.1 Tvorba regresních modelů pro predikci příznaku ............................................. 43 
5.1.1 Předzpracování obrazových dat ................................................................. 43 
5.1.2 Schopnost příznaků kvantifikovat změny v tloušťce VNV ....................... 44 
5.1.3 Experimentální vytváření regresních modelů ............................................ 47 
5.1 Využití vytvořených regresních modelů ........................................................... 50 
5.2 Ověření účinnosti vytvořených regresních modelů .......................................... 51 
5.2.1 Předzpracování výstupu predikce za účelem korelační analýzy ............... 51 
5.2.2 Korelační analýza výstupů predikce příznaku ........................................... 53 
6 POPIS IMPLEMENTOVANÝCH ALGORITMŮ ............................................... 54 
6.1 Funkce pro propojení programových prostředí MATLAB a WEKA ............... 54 
6.2 Funkce pro přepočet polohy cirkulárního skenu OCT do fundus snímku ........ 55 
7 DISKUSE DOSAŽENÝCH VÝSLEDKŮ .............................................................. 56 
ZÁVĚR .......................................................................................................................... 60 
LITERATURA .............................................................................................................. 61 
SEZNAM ZKRATEK A SYMBOLŮ ......................................................................... 67 




Obrázek 1.1: Schematický řez sítnicí, [14] ....................................................................... 3 
Obrázek 1.2: Vnitřní povrch sítnice, [17] ......................................................................... 4 
Obrázek 1.3: Přehled vizuálního vzhledu možných stavů VNV na sítnici, [12] .............. 5 
Obrázek 1.4: Digitální fundus kamera CANON CR-1, [19] ............................................ 6 
Obrázek 1.5: Snímek pořízený digitální fundus kamerou ................................................ 7 
Obrázek 1.6: Příklad textury ve výřezech upravených snímků ........................................ 8 
Obrázek 1.7: Příklad B-skenu OCT s barevně ohraničenou VNV (zdravá tkáň VNV) ... 9 
Obrázek 1.8: Příklad OCT zobrazení tkáně s defektem ve VNV ..................................... 9 
Obrázek 2.1: Srovnání morfologie zdravého a glaukomového optického disku, [25] ... 11 
Obrázek 3.1: Struktura symetrického okolí pátého řádu, [8] .......................................... 20 
Obrázek 3.2: Přístupy snižování dimenze dat, [63] ........................................................ 23 
Obrázek 3.3: Grafická prezentace principu SVM klasifikace, [73] ................................ 32 
Obrázek 3.4: Struktura rozhodovacího stromu pro účely predikce, [63] ........................ 33 
Obrázek 4.1: Ukázka ARFF formátu dat, [80] ............................................................... 37 
Obrázek 4.2: Hlavní okno programového prostředí WEKA – výběr uživatelského 
rozhraní ...................................................................................................... 38 
Obrázek 4.3: Rozhraní Weka Explorer – záložka „Preprocess“ ..................................... 38 
Obrázek 4.4: Rozhraní Weka Explorer – záložka „Classify“ ......................................... 39 
Obrázek 4.5: Blokový diagram tvorby predikčního modelu vytvořený v prostředí 
WEKA ....................................................................................................... 40 
Obrázek 5.1: Schéma postupu realizace navržené metodiky analýzy texturních příznaků 
VNV .......................................................................................................... 42 
Obrázek 5.2: Výběr vzorků textury VNV z fundus snímků ........................................... 43 
Obrázek 5.3: Předzpracování OCT B-skenů do podoby tloušťkové mapy VNV ........... 44 
Obrázek 5.4: Ukázka korelačních závislostí vybraných texturních příznaků s tloušťkou 
VNV .......................................................................................................... 45 
Obrázek 5.5: Graf míry korelace mezi hodnotami jednotlivých příznaků a tloušťkou 
VNV .......................................................................................................... 46 
Obrázek 5.6: Ukázka korelačních závislostí výstupu predikce s tloušťkou VNV .......... 47 
Obrázek 5.7: Závislost hodnoty korelačního koeficientu modelu lineární regrese na 
rostoucím počtu příznaků seřazených dle metody mRMR ........................ 49 
Obrázek 5.8: Ukázka parametrických obrazů pro vybrané příznaky a pro výstup 
predikce ..................................................................................................... 50 
Obrázek 5.9: Postup přepočtu cirkulárního skenu a tvorby profilů ................................ 52 
Obrázek 7.1: Graf korelačních závislostí výstupů jednotlivých regresních modelů ...... 56 
Obrázek 7.2: Ukázka výstupu predikce příznaku v porovnání tloušťky VNV ............... 58 
Obrázek 7.3: Příklad nedostatečné segmentace cévního řečiště ..................................... 59 
SEZNAM TABULEK 
Tabulka 5.1: Korelační koeficienty pro deset příznaků s nejvyšší mírou korelace vůči 
tloušťce VNV ............................................................................................ 46 
Tabulka 5.2: Úspěšnost modelů – korelace pro trénovací soubor dat ............................ 48 
Tabulka 5.3: Úspěšnost modelů – korelace pro trénovací soubor dat ............................ 49 




Termínu glaukom využívá oftalmologická praxe k označení patologického stavu 
sítnice, projevujícího se poškozením ve vrstvě nervových vláken (VNV). Pro potlačení 
progresivního charakteru onemocnění, které má při absenci léčby za následek výpadky 
v zorném poli pacienta a může vést až k úplné slepotě, je zcela nezbytná včasná 
diagnostika. Klinická praxe v současné době využívá snímků sítnice pořízených 
digitální fundus kamerou kupříkladu k analýze morfologie optického disku (OD). Plně 
automatická analýza snímků sítnice z hlediska posouzení charakteru textury 
reprezentující VNV však stále neexistuje, přestože první myšlenky a snahy využít 
fotografie sítnice za tímto účelem byly publikovány již v 80. letech minulého století.  
Studie [1] z roku 1980 se zabývá subjektivním hodnocením úbytku jasu v textuře 
VNV poškozené glaukomovým onemocněním, podobně jako je tomu v publikaci [2] z 
roku 1984. Poloautomatické analýzy se začaly objevovat záhy, např. studie [3] z roku 
1989, která bere opět v úvahu jasovou informaci o textuře VNV, nicméně tentokrát na 
digitalizovaných negativech fotografií očního pozadí.  Další aktuálnější práce [4] a [5] z 
roku 2004 mají obdobnou snahu na digitalizovaných fotografiích, ovšem bez uvedení 
jakéhokoli statistického vyhodnocení úspěšnosti. Publikace prezentující sofistikovanější 
přístupy [6] z roku 2007, na jejíž výstupy navazuje [7] z roku 2010, již zahrnují 
klasifikaci výstupů analýzy do skupin zdravé a glaukomové tkáně. 
Díky zlepšujícím se technologiím a stále rostoucím možnostem získání kvalitních 
snímků sítnice s vysokým rozlišením se do popředí zájmu dostávají pokročilé přístupy 
texturních analýz. Tyto přístupy nejsou založeny pouze na hodnocení intenzity obrazové 
informace (jako většina dosud publikovaných prací), ale berou v úvahu kupříkladu i 
prostorové charakteristiky sousedních pixelů v texturní oblasti obrazu. V této souvislosti 
lze zmínit například pokročilejší metody texturní analýzy [8] a [9], které jsou 
v současné době ve vývoji na Ústavu biomedicínského inženýrství (UBMI), FEKT 
VUT v Brně. 
Tato diplomová práce primárně vychází z možnosti využití zmíněných texturních 
přístupů získaných pomocí texturní analýzy Gaussovskými Markovskými náhodnými 
poli (GMRF – Gaussian Markov Radom Fields) [8] a lokálními binárními vzory (LBP – 
Local Binary Patterns) [9].  Obě metody byly již dříve implementovány na UBMI, 
FEKT, VUT v Brně za účelem cíleného rozlišení mezi tkání zdravou a tkání postiženou 
glaukomovým onemocněním. Cílem této práce je potom hlubší rozbor dostupných 
texturních příznaků s ohledem na jejich využitelnost pro účely kvantifikace stavu VNV. 
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První dvě kapitoly této diplomové práce uvádí do problematiky diagnostiky 
glaukomového onemocnění s využitím digitálních fundus fotografií. Ve třetí kapitole je 
představen matematický aparát analýzy dostupných texturních příznaků. Analýza 
příznaků je zde orientována na tvorbu regresních modelů, které na základě zjištěné 
schopnosti prezentovaných texturních příznaků kvantifikovat změny v tloušťce VNV 
(měřené optickou koherentní tomografií), dokážou co nejpřesněji tloušťku predikovat. 
K tvorbě regresních modelů bylo využito open source prostředí WEKA (Waikato 
Enviroment for Knowledge Analysis) [10], jehož bližší popis je uveden v kapitole 4. 
Následující část práce se již věnuje praktickému experimentálnímu vytváření a 
následnému testování regresních modelů na dostupných obrazových datech. Závěr práce 
diskutuje dosažené výsledky se zhodnocením úspěšnosti využití navržených modelů a 
diskutuje také případnou další využitelnost aplikovaného řešení. 
Výstupem diplomové práce je mimo jiné soubor implementovaných 
programových funkcí, umožňující navrženou analýzu aplikovat na další nezávislé 
texturní příznaky a obrazová data. Samotné zdrojové kódy vytvořených algoritmů jsou 







Glaukomové poškození je oftalmologické onemocnění představující dle Světové 
zdravotnické organizace WHO (World Health Organization) celosvětově druhou 
nejčastější příčinu permanentní slepoty [11]. Již v roce 1973 byla v [12] potvrzena 
souvislost ztrát v zorném poli pacientů s glaukomatickými výpadky ve vrstvě nervových 
vláken (VNV) na sítnici. Samotné ztráty ve VNV je možné objektivně hodnotit řádově 
již několik let před subjektivním vjemem zhoršeného vidění [13]. Onemocnění vykazuje 
progresivní charakter a při absenci léčby vede k úplné a nevratné slepotě. Poznatek o 
důležitosti včasného posouzení stavu VNV pro účely diagnostiky onemocnění se stává 
hlavní motivací této práce. Cílem práce je především analýza informací poskytovaných 
digitálními fotografiemi očního pozadí z pohledu schopnosti rozlišit mezi tkání 
zasaženou glaukomovým poškozením a tkání zdravou. 
1.1 Medicínská motivace 
1.1.1 Vrstva nervových vláken na sítnici 
Při průchodu světla okem je VNV první vrstvou sítnice, kterou světlo prochází 
(viz Obrázek 1.1). Ve vnitřnějších vrstvách sítnice je světlo transformováno na nervový 
impuls, který je v opačném směru veden zpět k VNV a prostřednictvím jejich vláken 
přiváděn přímo do vyšších zrakových center [13]. 
 
Obrázek 1.1: Schematický řez sítnicí, [14] 
VNV je tvořena axony gangliových buněk, axony se sdružují do svazků o 
průměru cca 20 µm a probíhají v kanálcích tvořených podpůrnými Müllerovými 
buňkami [15]. Toto uspořádání nervových vláken je možné považovat za morfologický 
podklad jemného žíhání, který povrch sítnice vykazuje. Žíhaní povrchu sítnice je 
charakteristicky směrové a sleduje sbíhání svazků nervových vláken směrem od 
periferie sítnice k optickému disku, z něhož jako jediný svazek, v podobě zrakového 
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nervu, vlákna oko opouští [16]. Charakteristické uspořádání svazků, ilustrované 
Obrázkem 1.2, je podloženo procesem diferenciace sítnice, při němž se nervové buňky 
centrální oblasti sítnice začínají vyvíjet nejdříve [15]. Buňky z temporální periferie 
sítnice musí při svém vzniku již existující vlákna směrem k optickému disku 
obloukovitě obcházet a tím se jejich směr odklání od pravidelného paprsčitého průběhu, 
který je patrný na nasální straně sítnice. 
 
Obrázek 1.2: Vnitřní povrch sítnice, [17] 
(1 – optický disk, 2 – makula, 3 – cévní řečiště, podklad – typická textura tvořená VNV) 
Svazky vláken jsou na povrchu sítnice v několika vrstvách. Vzhledem k 
přibývajícímu počtu svazků vláken v okolí optického disku se VNV v této oblasti 
sítnice stává silnější než na její periferii. Centrum makuly, jako místo nejostřejšího 
vidění, obsahuje minimum podpůrné tkáně vnějších sítnicových vrstev. Vnitřní vrstvy 
sítnice včetně gangliových buněk jsou ze středu makuly vysídleny, a tak je VNV v 
samotném centru makuly také redukována. Nicméně v širší oblasti makuly je 
koncentrace nervových vláken naopak zvýšena v závislosti na vyšším počtu 
gangliových buněk do této oblasti odkloněných [16]. 
1.1.2 Glaukomové poškození 
Pod souhrnným termínem glaukom (zelený zákal) se schraňuje více onemocnění, 
jejichž společným projevem či příčinou bývá mimo jiné zvýšený nitrooční tlak [13]. 
Současně je do této skupiny onemocnění řazena nemoc, v oftalmologické praxi 
označována jako glaukomové poškození, projevující se ztrátou zraku v důsledku 
odumírání nervových buněk sítnice. 
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Patologické odumírání nervových vláken na sítnici bylo popsáno v roce 1972 
[18]. Příčina vzniku ztrát ve VNV není dodnes zcela známá, nicméně byla prokázána 
jejich přímá souvislost s výpadky v zorném poli pacientů, progresivita onemocnění 
s difúzně postupujícím charakterem průběhu [12]. Obrázek 1.3 schematicky znázorňuje 
možné stavy tkáně nervových vláken na sítnici v souvislosti s glaukomatickými 
změnami. VNV může na sítnici chybět úplně v celé své tloušťce (výpadek fokální) nebo 
je oslabena pouze část tkáně nervových vláken (výpadek difúzní). Při progresi 
onemocnění bývají nejdříve poškozena vlákna hlubších vrstev nervové tkáně [15]. 
Defekt je překryt svrchnějšími zachovanými vlákny, a tak není při pozorování sítnice 
zcela zřejmý. Změny VNV jsou oftalmoskopicky hodnotitelné až při ztrátách 
převyšujících 50 % původní tloušťky VNV [15].  Lokalizované defekty ve VNV 
vznikají odumíráním jednotlivých svazků nervových vláken, které tvoří štěrbinovité 
výpadky. Postupným prohlubováním a splýváním štěrbinovitých výpadků nabývají 
defekty většího rozsahu s typicky klínovitým tvarem. Rozsáhlé klínovité výpadky ve 
VNV, které se táhnou od optického disku a směrem do prostoru se rozšiřují, jsou běžně 
považovány za časný projev glaukomového poškození [18]. 
 
a) plně zachovaná tkáň 
 
b) difúzně oslabená tkáň 
 
c) totální ztráta tkáně 
 
d) časná ztráta jednotlivých svazků vláken 
 
e) pokročilá lokální ztráta nervových vláken 
Obrázek 1.3: Přehled vizuálního vzhledu možných stavů VNV na sítnici, [12] 
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1.2 Diagnostická motivace 
Přestože výpadky ve VNV je možné zaznamenat a hodnotit na fotografiích 
pořízených digitální fundus kamerou, je posouzení získaných snímků v současné době 
závislé na odborných znalostech zkušených oftalmologů. Prozatím neexistuje možnost 
využití účelné plně automatické počítačové analýzy snímků. Objektivní informaci o 
stavu VNV lze získat kupříkladu z dat pořízených optickou koherentní tomografií 
(OCT). U VNV je v datech z této zobrazovací modality možné kvantitativně měřit její 
tloušťku, nicméně samotné vyšetření je v tomto případě časově i finančně poměrně 
náročné. 
1.2.1 Obrazová data pořízená digitální fundus kamerou 
Fundus kamera je specializované oftalmologické snímací zařízení tvořené 
nízkovýkonovým mikroskopem s připojeným digitálním fotoaparátem. Kamera 
obsahuje zdroj bílého světla, kterým je během pořizování snímku sítnice osvícena. 
Světlo odražené od sítnice je následně snímáno CCD prvkem. Na Obrázku 1.4 je 
znázorněna ukázka digitální fundus kamery CANON CR-1. 
 
 
Obrázek 1.4: Digitální fundus kamera CANON CR-1, [19] 
Obecně je výstupem vyšetření pomocí digitální fundus kamery makroskopická 
fotografie zobrazující oční pozadí pacienta. Na obyčejných RGB (R – červená, G – 
zelená, B – modrá) snímcích sítnice je VNV vizuálně prakticky nemožné detailněji 
hodnotit. Již v roce 1913 byl v [20] prezentován přístup zobrazení nervových vláken 
v bezčerveném světle. I další autoři zabývající se analýzou VNV z fundus fotografií 
(např. [21] nebo [22]) potvrzují, že nejvíce informace o nervových vláknech nesou 




a) originální RGB snímek 
 
b) složka R 
 
c) složka G 
 
d) složka B 
Obrázek 1.5: Snímek pořízený digitální fundus kamerou 
Při hodnocení nervových vláken, respektive jejich ztrát na snímcích pořízených 
fundus kamerou, je možné subjektivně sledovat texturu jako průběh světlých proužků 
sbíhajících se k optickému disku. Proužková textura je nejvíce patrná v okolí optického 
disku a to hlavně podél majoritních cév. Tato skutečnost vychází z výše popsaného 
anatomického uspořádání nervových vláken na povrchu sítnice. Na většině míst 
fotografií není možné vidět pruhy textury zcela souvislého a spojitého charakteru, 
snímky v mnohých místech vykazují spíše jen směrovost v podobě jemného žíhání. 
V místech výpadků části VNV se na snímcích z fundus kamery vyskytují nápadné 
tmavší oblasti bez očekávané textury. Tento pokles jasu je projevem snížené odrazivosti 
světla od míst sítnice zasažených atrofií VNV. Obrázek 1.6 umožňuje srovnání textur 
zachycených digitálními fundus snímky pro oba tyto případy. 
Dalším ukazatelem ztráty nervových buněk mohou být cévy procházející oblastí 
bez VNV. Nervová vlákna u zdravé tkáně přecházejí i přes cévy. Přestože tento jev není 





a) textura snímku zdravého oka 
 
b) textura změněná v důsledku defektu VNV 
Obrázek 1.6: Příklad textury ve výřezech upravených snímků 
1.2.2 Data pořízená optickou koherentní tomografií 
Modalita OCT umožňuje neinvazivní bezkontaktní vyšetření sítnice. Technologie 
OCT zobrazení pracuje na principu snímání tkáně prostřednictvím úzce koherentního 
svazku infračerveného záření zaostřovaného do jednotlivých vrstev sítnice. Tímto 
postupem je možné vizualizovat anatomické struktury sítnice. Zobrazení axiálních řezů 
sítnicovou tkání je možné ve vysokém rozlišení; 10 μm i méně [23]. Právě vysoké 
dosažitelné prostorové rozlišení oproti jiným oftalmologickým zobrazovacím technikám 
modalitu OCT předurčuje k vyhledávaným diagnostickým prostředkům, ovšem za cenu 
delšího času potřebného k nasnímání jednotlivých skenů. Z nasnímaných A-skenů je 
zrekonstruován dvourozměrný obraz průřezu tkání, ve kterém je možné diferencovat 
jednotlivé vrstvy sítnice. Z výsledku OCT zobrazení v podobě průřezu sítnicí je mimo 
jiné možné, na základě odlišnosti jednotlivých vrstev a jejich přechodů, objektivně 
kvantifikovat tloušťku VNV. Přístroje nabízí možnost volby oblasti pořízení skenů a 
různé množství skenovacích vzorů [23]. Ve většině případů lze získat i nejrůznější 
výsledky, jako je např. konstrukce retinálních či VNV tloušťkových map.  
Skenování OCT je často duálně kombinováno spolu s vyhotovením snímků 
pomocí skenovací laserové oftalmoskopie (SLO – Scanning Laser Ophthalmoscopy). B-
skeny je tak možné provázat se snímky SLO, které podávají doplňkové informace o 
sítnici a mohou sloužit jako vizuální a výpočetní vodítko pro určení polohy OCT B-
skenů. Příklady výstupů z modality OCT zaměřené na kvantifikování tloušťky VNV 









a) SLO snímek s vyznačenými liniemi 
pořízených B-skenů 
 
b) B-sken zvýrazněný v SLO (a) horní červenou linií 
 
c) B-sken zvýrazněný v SLO (a) dolní červenou linií 






2 DOSAVADNÍ VÝVOJ AUTOMATIZOVANÉ 
DIAGNOSTIKY GLAUKOMU S VYUŽITÍM 
FUNDUS FOTOGRAFIÍ 
Glaukomové poškození představuje jednu z nejčastějších příčin permanentní 
slepoty ve světě [11]. Vzhledem k progresivnímu charakteru onemocnění, při němž 
dochází k nevratnému poškození nervových vláken na sítnici, sehrává pro klinickou 
praxi zcela zásadní roli včasná diagnostika. Fotografie očního pozadí představují široce 
dostupný a relativné málo nákladný prostředek, nesoucí pro diagnostiku glaukomu 
velký potenciál, který dosud není pro účely automatické analýzy plně využit.  
Digitální fundus kamery jsou v klinické praxi běžně užívány, nicméně jejich 
diagnostický přínos je závislý na následném subjektivním posouzení snímků zkušenými 
oftalmology. V dřívější i současné době se v závislosti na zdokonalujících se 
technologiích zobrazení objevuje řada studií zabývajících se analýzou fotografií sítnice 
za účelem diagnostiky glaukomu. Jedná se o cílenou tvorbu aplikací automatizovaných 
metod, jejichž vývoj směřuje k hodnocení morfologických struktur zadního segmentu 
oka přenášených fundus fotografiemi. Mezi významné znaky poukazující na podezření 
glaukomového poškození patří zejména změny v morfologii optického disku a v textuře 
VNV [13]. Právě snaha o analýzu těchto retinálních struktur představuje jádro 
publikovaných metod analýzy fotografií sítnice. 
2.1 Analýza morfologie optického disku na fundus snímcích 
Publikace zabývající se hodnocením morfologie optického disku na fundus 
fotografiích vycházejí z poznatků o změnách ve velikosti a tvaru optického disku, které 
byly jako indikující faktor glaukomového poškození z medicínského hlediska popsány 
[24]. Především se jedná o změny v dynamice zrakového nervu, o redukci plochy 
neuroretinálního lemu, ke které dochází v důsledku vyhlubování (exkavace) centrální 
části disku (pohárku, angl. cup) přesahující fyziologický normál. Tyto změny jsou 
schematicky a fotograficky znázorněny na Obrázku 2.1. 
Právě abnormality neuroretinálního okraje optického disku společně s i popisem 
ztrát ve VNV a diskusí jejich souvislostí jsou podrobně ze subjektivního pohledu 
zaznamenány například v navazujících pracích [26], [27] a [28] z let 1993-1996. V práci 
[26] je zmíněno nerovnoměrné rozložení nervových vláken na sítnici podložené 
samotnou fyziologií sítnice s detailním popisem oblastí o nejvyšší viditelnosti vláken. 
Následující práce [27] a [28] se již zabývají konkrétními lokalizovanými vadami ve 
VNV na rozsáhlém souboru fundus snímků (421 snímků glaukomatických očí a 192 očí 
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bez glaukomu) v souvislosti s konfigurací optického disku v ohledu k přilehlé ploše 
náležící neuroretinálnímu lemu a ke krvácení na okraji optického disku. 
Problematice postupných ztrát neuroretinálního lemu se věnuje také publikace 
[29] z roku 1998. V tomto případě je hodnocení fotografií optického disku realizováno 
prostřednictvím planimetrického vyšetření. Analýze zde podléhaly snímky 51 očí 
pacientů s časnými výpadky v zorném poli a 88 kontrolních zdravých subjektů. 
Provedená analýza zohledňující věk, pohlaví, orientaci oka a keratometrické vyšetření 
pacientů prokázala signifikantní souvislosti mezi velikostmi oblastí neuroretinálního 
lemu a oblastí optického disku v souvislosti také s věkem pacienta. V práci je zmíněna 
vysoká přesnost identifikace glaukomatózních optických disků již v raném stádiu 
onemocnění. 
  
a) schéma a snímek optického disku zdravého oka s plně zachovanou tkání neuroret. lemu 
  
b) schéma a snímek optického disku glaukomového oka s pokročilým zúžením neuroret. lemu 
Obrázek 2.1: Srovnání morfologie zdravého a glaukomového optického disku, [25] 
V příspěvku [30] z roku 2006 je prezentováno hodnocení morfologie optického 
disku spolu ve spojení s měřením nitroočního talku a vyšetřením zorného pole pacientů 
pomocí perimetru s následným rozhodováním pomocí fuzzy logiky. Navržená metodika 
je představena jako vhodná pro detekci počáteční fáze onemocnění v souvislosti 
s myšlenkou možností aplikace glaukomového screeningu. 
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Mezi další publikované přístupy analýzy velikosti a tvaru optického disku na 
snímcích sítnice lze zařadit například [31] a [32] z roku 2006 respektive 2009. Obě 
publikace se zabývají hodnocením morfologie optického disku pomocí parametru C/D 
(Cup-to-Disc ratio), který udává poměr průměru pohárku k průměru celého optického 
disku. Prostřednictvím C/D parametru je určován rozsah glaukomového poškození. 
V druhém případě [32] je samotný C/D index doplněn dalšími dvěma parametry – 
poměrem vzdálenosti mezi středem optického disku a jeho okrajem k jeho celkovému 
průměru a parametru ISNT (Inferior-Superior-Nasal-Temporal), který charakterizuje 
poměr celkové plochy cév v horní a dolní oblasti optického disku k celkové ploše cév 
v nasální a temporální oblasti. Na rozdíl od předešlé publikace [31] je zde uvedeno i 
vyhodnocení metody, které probíhalo na 24 snímcích zdravých a 37 snímcích 
nemocných očí. Senzitivita a specificita metody dosahuje 100 % respektive 80 %. 
Nicméně je zde také diskutována relativně malá velikost snímků (560×720 pixelů), 
která mohla celou analýzu negativně ovlivnit. 
V časopisecké publikaci [22] z roku 2010 je pro popis morfologie optického disku 
zaveden parametr GRI (Glaucoma Risk Index) jako kvantitativní ukazatel podezření na 
glaukomové onemocnění. 80 % klasifikační přesnost, které bylo pro 575 testovaných 
fundus fotografií prezentovaným přístupem dosaženo, je dle autorů srovnatelná 
s přesností subjektivního hodnocení snímků specializovanými lékaři. 
Z aktuálnějších přístupů snažících se podpořit přesnost hodnocení morfologie 
glaukomatických disků na fundus fotografiích lze zmínit konferenční příspěvky [33] a 
[34]. Studie navrhují k automatickým detekcím centrálních oblastí optického disku 
metody strojového učení. V prvním případě [33] jde o metodu založenou na hledání 
potencionálních ploch náležících pohárkům disků pomocí posuvného okna s následným 
rozhodováním na extrahovaných výstupech. V případě druhém [34] se jedná o učení na 
vysegmentovaných „superpixelech“ zájmových oblastí náležících optickým diskům. 
Oproti původní studii zde autoři dosahují zpřesnění klasifikovaných výstupů. 
2.2 Texturní analýza VNV na fundus snímcích 
Jak již bylo uvedeno, mimo změny v morfologii optického disku je možné 
glaukomové poškození sledovat také v textuře VNV. Právě texturním vlastnostem 
fundus fotografií se tato práce blíže věnuje, a proto je této problematice i zde věnován 
větší prostor. Již v roce 1973 byla v [12] potvrzena souvislost ztráty v zorném poli 
pacientů s výpadky ve VNV na sítnici. V článku je popisováno postupné ztenčování 
VNV, obnažování cév a následné splývaní prohlubujících se defektů ve VNV jako 
dopad progrese onemocnění. Fotograficky zaznamenané změny ve VNV jsou následně 
v článku porovnávány s perimetrickými nálezy výpadků v zorném poli pacientů 
s potvrzením vzájemné souvislosti. 
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Postupně rostoucí možnosti získání stále kvalitnějších snímků následně začaly 
zvyšovat potenciál fundus fotografií zasáhnout do diagnostiky glaukomu. Zájem 
hodnocení snímků se v této souvislosti začal ubírat právě k samotné textuře. Plně 
automatická počítačová analýza snímků sítnice z hlediska posouzení charakteru textury 
reprezentující VNV přesto dodnes neexistuje. 
Jako jednu z prvních studií věnujících se danému tématu lze zmínit např. studii [1] 
z roku 1980, která se zabývá subjektivním hodnocením úbytku jasu v textuře VNV 
poškozené glaukomovým onemocněním. Analýza probíhala na analogových 
černobílých fotografiích sítnice a změny byly dokumentovány v čase u série snímků 
jediného oka. Podobnou analýzu založenou na subjektivním hodnocení textury VNV 
zmiňuje studie [2] z roku 1984. V tomto případě byla textura fundus snímků hodnocena 
v předem definované oblasti deseti vyznačených kruhových výsečí okolo optického 
disku. Pro popis stupně poškození VNV byla zavedena hodnotící stupnice: 0 – bez 
poškození, 1 – podezření, 2 – částečné poškození, 3 – rozsáhlé poškození, 4 – úplná 
ztráta VNV. Hodnocení proběhlo pro 132 fundus snímků a abnormality ve VNV byly 
odhaleny u 48 z 51 glaukomových očí, u 27 z 52 očí se zvýšeným nitroočním tlakem a u 
pěti z 29 zdravých očí kontrolní skupiny. Obecně se pak vyskytovaly markantní 
lokalizované redukce VNV častěji u glaukomových pacientů než u těch s vysokým 
nitroočním tlakem, u kterých převažovalo podezření na výpadek ve VNV. 
Jako pokrok oproti snaze subjektivní diagnostiky glaukomu podložené 
relevantním hodnocením textury fundus snímků se záhy začaly objevovat 
semiautomatické analýzy snímků sítnice, např. studie [3] z roku 1989. Autor se již 
v [35] věnoval detailnímu rozboru a srovnání snímků očního pozadí pořízených dvěma 
různými fundus kamerami, na různé druhy filmů a za použití modrého a zeleného filtru. 
Porovnání bylo provedeno z hlediska diagnostické hodnoty pořízených snímků 
s vidinou cíleného navázání na získané poznatky. V aktuálnější publikaci [3] se již autor 
zabývá samotnou analýzou textury, bere opět v úvahu jasovou informaci o textuře 
VNV, nicméně tentokrát na digitalizovaných negativech fotografií očního pozadí. 
Analýza se věnovala konkrétně pruhovanému charakteru textury a jejímu prostorovému 
frekvenčnímu srovnání. Prezentovaný přístup hodnocení stavu VNV dokázal rozlišit 
mezi třemi skupinami očí – skupinou očí s glaukomem, s podezřením na glaukom a 
skupinu očí zdravých. V každé ze skupin bylo ovšem pouhých pět fundus fotografií. 
Další práce [36] z roku 1998 se věnuje taktéž analýze digitalizovaných snímků a 
uplatňuje na nich texturní metodu matice šedotónových délek běhů (gray level run 
length matrix). Diskriminační analýza je zde použita k rozlišení mezi zdravou a 
nemocnou tkání pomocí dvou příznaků textury. Výstupy celé analýzy jsou opět 
dokumentovány pouze na omezeném souboru obrazových dat s nižší velikostí (pět 
snímků zdravých a pět snímků glaukomatických očí, při rozměru obrazu 648×560 
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pixelů). Obdobná studie nedosahující statistické významnosti výsledků kvůli malé 
základně testovaných dat je studie [37] z roku 2000. Ta se věnuje popisu hledání 
výpadků v textuře VNV pomocí mikrotexturního popisu.  
Bez uvedení jakéhokoli statistického vyhodnocení úspěšnosti nebo zmínky 
rozsahu testovaného souboru dat pak byly představeny aktuálnější konferenční 
příspěvky [4] a [5] z roku 2004. Prezentovány jsou zde pouze poloautomatické přístupy 
texturní analýzy na digitalizovaných fotografiích. V [4] je hodnocena diference textury 
VNV podél jasových profilů mezi dvěma soustřednými kružnicemi umístěnými v úzké 
oblasti okolo optického disku. Obdobně v [5] jsou detekovány úbytky intenzity podél 
kružnice se středem v centru optického disku. Jedná se stále o víceméně podobný 
přístup využívající poznatku o tmavším charakteru oblasti snímku v místě s výpadkem 
ve VNV. 
Souběžně se také objevují studie multimodálního zaměření srovnávající závislost 
viditelných výpadků ve VNV reprodukovaných fundus fotografiemi s  měřením 
tloušťky VNV pomocí OCT. Přestože např. časopisecký článek [38] z roku 2002 uvádí 
v tomto ohledu vyšší diagnostickou přesnost pro technologii OCT (86 % oproti 
přesnosti 77 % pro subjektivně posouzené fundus snímky) potvrzuje platnost určité 
diagnostické hodnoty pro obě modality. Testování proběhlo na 123 snímcích 
rozdělených do skupin s glaukomem, s podezřením na glaukom, se zvýšeným 
nitroočním tlakem a do kontrolní zdravé skupiny. Podobný přístup přináší také článek 
[39] z roku 2009. V tomto případě se jedná o srovnání závislosti lokalizovaných 
klínovitých výpadků ve VNV na 65 fundus snímcích s tloušťkou VNV kvantifikovanou 
pomocí OCT, ovšem znovu pouze z medicínského hlediska bez jakékoliv automatické 
analýzy. 
V úzké souvislosti se snahou automatizace diagnostiky glaukomu pomocí fundus 
snímků, zahrnující myšlenku využití směrovosti nervových vláken pro kvantifikování 
jejich popisu, se některé práce upínají také k cílené tvorbě a aplikaci matematických 
modelů VNV. Vytvořené modely by měly být schopné postihnout poziční souvislosti 
sbíhajících se nervových vláken. Touto problematikou se zabývají například články [40] 
a [41] z let 2008 respektive 2009. 
V posledních letech se v závislosti na zvyšujících se technologických možnostech 
získání kvalitnějších fotografií, které ve vyšším rozlišení přenášejí texturu VNV 
v daleko lepší kvalitě, objevují publikace prezentující sofistikovanější přístupy texturní 
analýzy. Například publikace [42] z roku 2007 prezentuje přístup založený na analýze 
hlavních komponent (PCA – Principal Component Analysis) pro jasové hodnoty pixelů 
s následným výpočtem koeficientů Fourierovy transformace (FFT – Fast Fourier 
Transform). Klasifikace získaných výstupů texturní analýzy za účelem detekce 
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glaukomatických změn dosahuje pro 200 testovaných fundus snímků při použití metody 
podpůrných vektorů (SVM – Support Vector Machine) přesnosti 86 %. Obdobný 
přístup založený na uplatněné PCA pro jasové hodnoty pixelů a s využitím téhož 
klasifikátoru prezentuje [43], tentokrát s dosažením přesnosti 80 %. 
Studie [6] roku 2007 ve snaze zvýraznit určité regiony VNV využil Gaborovy 
filtrace a následně k rozlišení mezi oblastmi poškozené a zdravé tkáně VNV 
v získaných parametrických obrazech uplatnil shlukovou analýzu. Celé analýze 
předcházelo odstranění vysegmentovaného cévního řečiště. Jedná se o úvodní studii, na 
kterou navázala studie [7]. Oproti původnímu přístupu je zde samotný charakter analýzy 
rozšířen zejména ve vyhodnocení metody na větším datovém souboru a v klasifikaci 
textury použitím lineární diskriminační analýzy (LDA – Linear Discriminant Analysis) 
a umělé neuronové sítě. Do analýzy bylo zahrnuto 162 fotografií (polovina očí 
glaukomových a polovina očí prostých glaukomu), avšak o relativně malé velikosti 
(768×576 pixelů). Stejné snímky byly použity k tvorbě referenční skupiny dat 
s manuálním označením výpadků ve VNV dvěma zkušenými oftalmology a to pro účely 
vyhodnocení účinnosti a efektivnosti navrženého diagnostického přístupu. Přestože byla 
sensitivita metody stanovena na 91 %, je ve studii diskutována úspěšná detekce 
především širších výpadků VNV, projevujících se v jasu intenzivnějšími změnami, 
zatímco u tenkých nebo difúzních výpadků prezentovaná metoda selhává. Nicméně na 
původní koncept metody navazují další studie stejné skupiny s cílem rozvoje a 
zpřesnění původních výstupů. Například aktuálnější konferenční příspěvek [44], který 
výstupy analýzy přidává ke znalostem dalších klinických údajů o pacientech (pohlaví, 
věk, defekty v zorném poli, nitrooční tlak, refrakční vady a další) pro výpočet rizika 
onemocnění glaukomem pomocí strojových technik učení. Titíž autoři se dále například 
v [45] věnují texturní analýze fundus snímků pomocí matice plošných šedotónových 
závislostí (GLCM – Gray Level Co-occurrence Matrix) k počítačové detekci 
peripapilární chorioretinální atrofie (PPA – Peripapillary Chorioretinal Atrophy) jako 
rizikovému faktoru indikujícímu glaukomové onemocnění. Senzitivita a specificita 
tohoto přístupu dosahuje 73 % a 95 % při klasifikaci pomocí LDA. 
Aktuálně lze v ohledu vývoje metod analýzy textury fundus fotografií zmínit 
například práce vědecké skupiny, která se zabývá navržením systému schopného 
automatického určení příslušnosti k normální a ke glaukomové skupině. Navazující 
práce postupně prezentují přístupy založené na spektrální analýze vyššího řádu (HOS – 
Higher Order Spectra) a diskrétní vlnkové transformaci (DWT – Discrete Wavelet 
Transform). Pro dataset 60 fundus snímků využívá úvodní studie [46] příznaků HOS 
pro klasifikaci řízenou třemi různými klasifikátory, z nichž nejlepších výsledků o 
přesnosti 91 % dosahuje „random forest“ klasifikátor (RFC – Random-Forest 
Classifier). Dále studie [47] navrhuje techniku extrakce příznaku energie pomocí DWT 
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s přesností výsledků o 2 % vyšší než v předchozím případě. Další v pořadí [48] 
extrahuje příznaky kombinací obou přístupů (HOC i DTW) s opět se zvyšující se 
přesností, ovšem tentokrát se při klasifikaci jako úspěšnější ukázal SVM klasifikátor. 
V práci je navržen vlastní parametr GRI podložen vyvinutou metodikou zpracování dat. 
Následně jsou v [49] příznaky pro určení GRI doplněny o příznak „trasovací“ 
transformace (TT – Trace Transform) nicméně k zpřesnění výstupů v tomto případě 
nedošlo.  
Tabulka 2.1: Shrnutí technik automatizované detekce glaukomu zmíněných v této rešerši 
Reference Texturní přístup Klasifikátor Úspěšnost metody 
Bock et al.  
(2007), [42] PCA a FFT SVM Přesnost: 86% 
Hayashi et al. 
(2007), [6] Gaborova filtrace Shluková analýza Přesnost: 71% 
Kolář, Jan 
(2008), [52] Fraktální rozměr SVM Přesnost: 74% 
Nyúl 
(2009), [43] PCA a FFT SVM Přesnost: 80% 
Muramatsu et al. 
(2010), [7] Gaborova filtrace LDA, neuronová síť Senzitivita: 91% 
Muramatsu et al. 
(2011), [45] GLCM  LDA 
Senzitivita: 73% 
Specificita: 95% 
Acharya et al. 
(2011), [46] HOS RFC Přesnost: 91% 
Dua et al. 
(2012), [47] DWT RFC Přesnost: 93% 
Mookiah et al. 
(2012), [48] HOS a DWT SVM Přesnost: 95% 
Krishnan, Faust 
(2013), [49] 




Výše popsané studie byly provedeny ve snaze rozvoje systémů počítačové 
podpory časné diagnostiky glaukomu. V Tabulce 2.1 je pro přehlednost uveden souhrn 
publikovaných prací automatizované detekce glaukomu z fundus fotografií založených 
na texturních metodách, které byly v této rešerši zmíněny. Je možné si všimnout, že 
přesnost vyjadřující úspěšnost aplikovaných metod, která v dřívějších letech dosahovala 
hodnot kolem 80 %, v posledních letech přesahuje devadesáti procentní hranici. Tento 
fakt jistě odráží právě stále se zvyšující technologické možnosti získání kvalitních 
obrazových dat, ale také snahu o implementaci sofistikovanějších metod zpracování 
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obrazu. Nicméně je třeba podotknout, že provedené porovnání má pouze přehledový 
charakter. Publikované metody jsou často provedeny na různě rozsáhlých datových 
souborech s různými parametry. Některé publikace případně detailnější charakteristiky 
testovaných dat (počet analyzovaných snímků, jejich formát, míra komprese, velikost 
zorného pole, typ použité fundus kamery atd.) úplně postrádají. Porovnání metod je tedy 
smysluplné patrně pouze na úrovni konkrétních vědeckých skupin, v rámci kterých 
testování metod probíhá většinou na neměnících se datových souborech, avšak ani to 
není pravidlem. Omezená možnost hodnotného posouzení výstupů různých vědeckých 
skupin mezi sebou je primárně způsobena absencí veřejně dostupné databáze snímků 
očí s diagnostikovaným glaukomovým poškozením. Podobná databáze by jistě cílené 
rozsáhlejší porovnání vyvíjených metod podpořila. V této souvislosti lze zmínit databázi 
650 snímků očí s glaukomem ORIGA-light [50], která je ovšem v online podobě 
k dispozici pouze na vyžádání po určitých smluvních dohodách s autory. 
Přestože se většina aktuálnějších z výše uvedených studií již zabývá 
pokročilejšími přístupy texturní analýzy, a koncept vytvářených metodik zahrnuje 
předzpracování dat a následné statistické vyhodnocení výstupů, opět k popisu změny 
v textuře VNV využívají především informaci o intenzitě jasu v obraze. Opírají se tak o 
znalost snížené odrazivosti světla od sítnice zasažené atrofií VNV, která se v pořízeném 
snímku očního pozadí projevuje právě poklesem jasu. Stupeň atrofie je pak ve většině 
případů hodnocen kvantifikováním tmavé oblasti, a to přednostně v okolí kolem 
optického disku. Předmět zájmu analýz se povětšinou zcela vyhýbá vztahům mezi 
sousedními pixely nebo v rámci definovaných prostorově omezených částí obrazu. 
Potenciál fundus fotografií v tomto ohledu ovšem stále roste. Vzor proužků nebo 
jemného žáhání reprezentující VNV je v dnešní době na fotografiích pořízených 
digitální fundus kamerou dobře rozeznatelný a nabízí širší možnosti využití 
pokročilejších technik texturní analýzy. Ty by v potaz nemusely brát pouze kritérium 
intenzity jasu, ale také různé prostorové charakteristiky sousedních pixelů nebo 
konkrétní souvislosti ve struktuře textury. 
V tomto ohledu lze zmínit pokročilejší metody texturní analýzy, které jsou 
aplikovány na UBMI, FEKT VUT v Brně. Jedná se například o publikované metody 
[51] a [52], jež na základě kritéria jasu, hranové reprezentace VNV a Fourierovské 
spektrální analýzy kombinují tři různé texturní přístupy. Dalšími metodami, jejichž 
přístup není omezen pouze kritériem intenzity pixelů, je například metoda [53] založená 
na fraktálním rozměru nervových vláken, nebo metoda [9] realizující texturní analýzu 
pomocí lokálních binárních vzorů (LBP – Local Binary Patterns). Další přístup [8] je 
založen na popisu textury prostřednictvím Gaussovských Markovských náhodných polí 
(GMRF – Gaussian Markov Radom Fields). V [54] je pak představen multimodální 
koncept zaváděné metodiky zahrnující do analýzy textury pomocí GMRF také data 
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pořízená OCT. Data OCT zde představují referenční základnu dat, přinášející informaci 
o objektivně změřené tloušťce VNV. V závislosti vůči kvantifikované tloušťce VNV 
jsou v publikaci přesněji ověřovány navržené texturní příznaky s myšlenkou vyhodnotit 
potencionální možnosti mapování stavu VNV právě prostřednictvím fundus fotografií. 
I přes nepopiratelnou snahu vybraných výše zmíněných studií významně 
zasáhnout analýzou fundus snímků do diagnostiky glaukomu se klinická oftalmologická 
praxe do dnešní doby nemůže plně spolehnout na automatickou a komplexní metodu, 
která by obrazová data pořízená digitální fundus kamerou spolehlivě diagnosticky 
vyhodnotila. Plně automatická počítačová aplikace, která by glaukomové změny byla 
schopna odhalit již v rané fázi onemocnění, by zcela jistě představovala velký přínos 
efektivní diagnostice a to především pro účely screeningových programů. Odborné 
publikace tento fakt zmiňují a diskutují, nicméně prezentované metody, analyzující na 
fundus fotografiích vliv progrese onemocnění, většinou nepředkládají plně automatické 
komplexní přístupy. Především vyhodnocení jejich validity není často dostatečné. 
Většina prezentovaných prací dosahuje výstupů těžce reprodukovatelných, případně 
s nedostatečně ověřenou objektivitou výsledků. Fundus fotografie pro účely diagnostiky 
glaukomu tak v praxi stále zastávají spíše postavení doplňkového média, které se 




3 MATEMATICKÝ APARÁT ANALÝZY 
TEXTURNÍCH PŘÍZNAKŮ 
Práce má za cíl navázat na již dostupné texturní metody vyvíjené pro popis změn 
v textuře VNV na fundus fotografiích. Snaha směřuje k vhodnému výběru a kombinaci 
texturních příznaků tak, aby bylo na základě této kombinace možné aproximovat měření 
skutečné tloušťky VNV získané pomocí OCT a zvýšit výtěžnost informace poskytované 
jednotlivými texturními příznaky. Myšlenka vhodného použití kombinace texturních 
příznaků s cílem modelovat tloušťku VNV vede ke snaze tvorby regresních modelů, 
umožňujících predikci daných hodnot tloušťky. Tato kapitola přibližuje využité texturní 
přístupy spolu s nastíněním teorie jejich zamýšlené analýzy. 
3.1 Charakteristika použitých texturních příznaků 
Metody texturní analýzy obrazu lze na základě jejich přístupu k textuře rozdělit do 
několika skupin [55]. Mezi základní popis textury patří metody založené na statistickém 
popisu texturních parametrů závislých na specifickém rozložení pravděpodobností nebo 
vzájemných vztahů mezi přidruženými pixely, dále jsou to pak metody založené na 
použití transformace z prostorové oblasti do oblasti koeficientů dané transformace 
(např. s využitím vlnkové nebo Fourierovy transformace). Další metody zastávají 
strukturní přístup, pracující s texturou jako se souborem primitiv uspořádaných v 
prostoru. Do poslední skupiny se řadí metody vycházející z možnosti modelovat texturu 
na základě odhadu parametrů z předpokládaného matematického popisu. 
Tato práce se opírá o dostupné příznaky textury VNV získané právě na základě 
posledních dvou zmíněných texturních přístupů. První z metod texturu modeluje 
pomocí Markovových náhodných polí (MRF – Markov Random Fields) [8] a druhá 
metoda je založena na strukturním popisu textury použitím lokálních binárních vzorů 
(LBP – Local Binary Patterns) [9]. Obě metody představují sofistikovanější texturní 
přístupy používané na UBMI, FEKT VUT v Brně, a které byly implementovány s cílem 
účelně rozlišit mezi texturou fotografií zachycujících zdravou tkáň VNV a tkáň 
změněnou v důsledku glaukomového poškození. 
Vzhledem k faktu, že samotná implementace texturních metod nespadá do náplně 
této práce, jsou teoretické poznatky obou metod v následujícím textu popsány pouze 
stručně v základních souvislostech. V rámci této diplomové práce jsou metody 
uvažovány s úmyslem rozsáhlejšího ověření jejich účinnosti prostřednictvím vhodné 
kombinace jednotlivých texturních příznaků podložené srovnáním schopnosti příznaků 
kvantifikovat změny ve VNV. 
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3.1.1 Gaussovská Markovská náhodná pole 
Z metody modelování textury pomocí MRF, která principiálně vychází 
z pravděpodobností prostorových interakcí mezi pixely texturního obrazu, byl v [8] 
použit Gaussovský model MRF (GMRF). Základním předpokladem je v tomto přístupu 
sada pozorování tvořících lokální texturu y(s) s nulovou střední hodnotou [56]: 
 
 ( )       {  (   )          }  (3.1) 
pro rozměry MM prostorové mřížky . Model GMRF dále předpokládá, že jednotlivá 
pozorování se řídí pomocí diferenciální rovnice [56]: 
  ( )  ∑    (   )   ( )
    
  (3.2) 
kde  Ns  reprezentuje okolí centrálního pixelu s, r  je parametr modelu náležící 
konkrétnímu pixelu v okolí r, e(s) odpovídá stacionárnímu Gaussovskému šumu s 
nulovou střední hodnotou a neznámým rozptylem σ.  
Struktura okolí centrálního pixelu závisí na řádu a typu použitého GMRF modelu. 
Po volbě modelu pátého řádu se strukturou symetrického okolí podle Obrázku 3.1 je v 
[8] vliv okolí na centrální pixel reprezentován pěti parametry a parametrem σ 
udávajícím šumovou složku modelu. Dohromady těchto šest parametrů tvoří příznaky 
modelující texturu VNV. Odhad parametrů je proveden ve smyslu metody nejmenších 
čtverců, bližší popis včetně matematického vyjádření je uveden v původním příspěvku 
[8]. 
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Obrázek 3.1: Struktura symetrického okolí pátého řádu, [8] 
3.1.2 Lokální binární vzory 
Výpočetně nenáročná metoda texturní analýzy pomocí LBP prezentovaná 
příspěvkem [9] vychází z možnosti kódování každého pixelu textury binárním kódem 
spočítaným z pixelů v definovaném okolí. Lokální textura okolo centrálního pixelu 
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kde  gc odpovídá hodnotě intenzity centrálního pixelu (xc, yc) lokálního okolí 
a gp (p = 0, …, P-1) koresponduje s jasovými hodnotami P pixelů uspořádaných 
na kružnici o poloměru R (R > 0), která tvoří rotačně symetrické okolí centrálního 
pixelu. 
Rovnice (3.3), vyjadřující rotačně variantní verzi LBP kódu, je dále modifikovaná 
za účelem invariantnosti vůči rotaci textury do podoby [57]: 
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kde pro U(Gp) platí: 
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Uniformě rotačně invariantní operátor LBP byl užit ke kódování vstupního 
šedotónového obrazu v rámci dvou variant. V první variantě je histogram získán na 
základě výpočtů z LBP distribuce. Druhá varianta je doplněna o výpočet operátoru 
lokálního kontrastu (LBP/C distribuce) [57]: 
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Z jednorozměrného histogramu parametrických LBP obrazů je následně získáno 
dle [58] šest základních statistických příznaků popisujících texturu (střední hodnota, 
rozptyl, šikmost, křivost, energie, entropie), z dvojrozměrného histogramu je 
extrahováno dalších 14 příznaků definovaných v [59] a [60]. K finálnímu popisu textury 
VNV metodou LBP je tedy tvořen vektor 20 příznaků. 
Z jednotlivých přístupů (GMFR, LBP, LBP/C) je kombinován příznakový vektor 
o 26 proměnných. Výpočet příznaků probíhal mimo obraz v původním rozlišení i na 
dalších dvou úrovních Gaussovy pyramidy [61]. Finální příznakový vektor obsahuje 
celkem 78 (3×26) prvků reprezentujících jednotlivé texturní příznaky pro popis VNV. 
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3.2 Normalizace příznaků 
Normalizace dat slouží k úpravě vstupních dat a to především za účelem 
eliminace nestejného vlivu jednotlivých množin způsobeného jejich nejednotným 
měřítkem [62]. Normalizační algoritmy předzpracovávají data ve smyslu jejich 
přepočítání na hodnoty, které mají s originálními daty stejný kvalitativní význam, ale 
ten je ovšem převáděn do konkrétních jednotných mezí. Mezi základní metody 
normalizace dat patří například min-max normalizace (lineární transformace podložená 
minimální a maximální hodnotou množiny dat), dekadická normalizace (posun 
desetinné čárky hodnot pro zařazení do žádoucího intervalu), soft-max normalizace 
(nelineární transformace logistickou funkcí) nebo z-score normalizace (normalizace na 
základě odchylky od střední hodnoty) [62].  
Právě poslední ze jmenovaných metod je často používanou normalizační 
metodou. Vzhledem k tomu, že se v případě z-score nejedná o lineární transformaci dat, 
algoritmus bez větší ztráty přesnosti dokáže normalizovat i nekonzistentní data. Z-score 
transformuje data pomocí střední hodnoty µ a směrodatné odchylky σ. Střední hodnota 
udává centrální umístění a směrodatná odchylka udává rozptyl dané množiny dat. 
Vstupní data x se normalizují dle vzorce [62]: 
       
   
 
 (3.7) 
tak, aby střední hodnota normalizované množiny dat xnorm byla rovna nule a směrodatná 
odchylka nabývá hodnoty jedna. 
3.3 Selekce příznaků 
Selekce příznaků (také známá jako výběr atributů, angl. feature selection) je 
proces využívaný v oblasti strojového učení a statistiky jako důležitý element procesu 
předzpracování dat pro následnou automatickou klasifikaci nebo konstrukci modelu. 
Selekce příznaků hledá optimální podmnožinu příznaků dle vhodného kritéria s cílem 
snížení dimenze vstupního prostoru redukcí redundantní a irelevantní informace 
vstupních dat [63]. Snížení dimenze by mělo především přinést snížení náročnosti a 
objemu ukládaných dat, zmenšení trénovací množiny dat a tím i snížení času 
potřebného k trénování modelu. V neposlední řadě selekce příznaků také často vede k 
vyšší přesnosti a lepší interpretovatelnosti klasifikace [63]. 
Samotné techniky snižování dimenze prostoru příznaků se dělí dle svého přístupu 
na extrakci a selekci [63]. V případě extrakce příznaků jde o generování nových 
příznaků podložené vhodnou transformací původního prostoru (extrakční přístup má 
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například analýza hlavních komponent – PCA). Oproti tomu selekce příznaků vybírá 
nejvhodnější příznaky z původní množiny a je pro ni tedy typické zachování významu 
jednotlivých příznaků (naznačeno na Obrázku 3.2). 
 
a) selekce příznaků 
 
b) extrakce příznaků 
Obrázek 3.2: Přístupy snižování dimenze dat, [63] 
Algoritmy selekce příznaků zahrnují dva typy přístupů, jedná se o typ filter a o 
typ wrapper (tzv. obalovací) [64]. Algoritmy typu filtr vybírají příznaky pouze na 
základě dat samotných pomocí evaluační (ověřovací) funkce, na rozdíl od toho typ 
wrapper lze chápat jako obálku prohledávacího algoritmu se zahrnutým vlastním 
klasifikátorem. 
Z velkého množství existujících algoritmů selekce příznaků jsou v následujícím 
textu stručně popsány algoritmy, jejichž přístupu bylo v experimentální části této práce 
k selekci využito. V následujícím textu jsou uvedeny pouze základní charakteristiky 
algoritmů za účelem pochopení základních vztahů a to především z důvodu, že 
implementace těchto algoritmů nespadala do náplně této práce. Algoritmy byly využity 
jako prostředky dostupných programových modulů popsaných v kapitole 4.2. 
3.3.1 Problém vyhledávání 
Výběr atributů může být považován za problém s vyhledáváním, kde každý stav 
prohledávaného prostoru specifikuje podmnožinu atributů [63]. Celkový počet 
podmnožin je 2N, kde N je počet příznaků ve skupině. Existují dvě krajní podmnožiny, 
jedna z nich obsahuje všechny dostupné příznaky a druhá je prázdná bez jakéhokoli 
příznaku. Optimální podmnožinu lze v reálném případě většinou očekávat někde mezi 
oběma těmito krajními možnostmi. V případech, kdy prohledávaný prostor čítá větší 
množství příznaků, je obvykle výpočetně nemožné uplatnit hrubou sílu vyhledávací 
strategie vyčerpávající srovnání hodnot kritéria ve všech podmnožinách souboru dat. 




 Jako příklad metody vyhledávání lze jmenovat genetický algoritmus (GA). 
Tento algoritmus ve své podstatě funguje na principu vzorkování a následně se snaží 
najít nejsilnější vhodnou kombinaci [62]. GA je inspirován procesem genetického 
vývoje (odtud název algoritmu). GA nejprve náhodně vygeneruje určitý počet 
kombinací pro daný problém tzv. „populaci“. Algoritmus následně zkoumá, která 
z kombinací se nejvíce přibližuje žádoucímu cíli. Při nalezení potenciální kombinace 
GA vytvoří novou „generaci“ ve které kombinuje mezi sebou ty kombinace, které se 
v předchozích generacích projevily jako nejlepší a snaží se je dále vylepšit. Současně 
ovšem vzorkuje další nové kombinace tak, aby každá nová generace měla stejný počet 
kombinací jako předešlá. Ideálně proces vede k nalezení kombinace odpovídající daným 
požadavkům. Algoritmus je upřednostňován pro svou časovou nenáročnost [62]. 
3.3.2 Metoda mRMR 
Algoritmus minimální redundance maximální relevance (mRMR – minimal 
Redundancy Maximal Relevance) se řadí mezi selekční metody typu filter. Metoda 
mRMR hledá funkci maximální významnosti (Max-Relevance) vyhovující vzorci [65]: 
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(3.8) 
která odpovídá maximální závislosti (Max-Dependency) ze vzorce [65]: 
     (   )         ({          }   )   (3.9) 
Z hlediska vzájemné výměny informací je účelem výběru příznaků najít sadu příznaků 
S, se střední hodnotou všech vzájemně vyměněných informací mezi příznaky xi a třídou 
y, kde I(xi,y) je největší vzájemná výměna informací ve třídě y, což odráží největší 
závislost na cílové třídě. 
Lze předpokládat, že příznaky vybrané dle maximální relevance budou bohaté na 
redundanci (závislost mezi těmito příznaky se očekává velká). Zavádí se tedy funkce 
minimální redundance (Min-Redundancy), která porovnává dvojice příznaků a přináší 
minimalizaci vzájemné informace příliš závislých příznaků [65]: 
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(3.10) 
Kritérium kombinované vzorci (3.8) a (3.10) reprezentuje konečnou podmínku 
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metody  mRMR a ta definováno vztahem diference (3.11) nebo poměru (3.12) [65]: 
 
    (   )               
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(3.11) 
(3.12) 
3.3.3 Selekce příznaků založená na korelaci 
Selekce příznaků založená na korelaci (CFS – Correlation-base Feature Selection) 
ve svém jádru vyhodnocuje jednotlivé podmnožiny příznaků dle hodnoty korelačně 
heuristické funkce [66]: 
    
    ̅̅ ̅
√   (   )    ̅̅ ̅
    (3.13) 
kde k je počet příznaků v podmnožině příznaků S, rci je průměrná korelace mezi 
příznaky a výstupní třídou, rii pak průměrná vzájemná korelace mezi příznaky. Čitatel 
funkce (3.13) tak vyjadřuje predikovatelnost třídy podmnožinou atributů, zatímco 
jmenovatel reprezentuje hodnotu redundance mezi příznaky. Výsledkem selekce 
příznaků je v tomto případě S jako podmnožina příznaků maximalizující funkci Gs. 
Metoda ve své podstatě vychází z myšlenky, že správně vybraná podmnožina příznaků 
obsahuje právě ty příznaky, které silně korelují s predikční třídou, ale navzájem 
korelované nejsou [66]. 
3.4 Klasifikace a predikce příznaků 
Následující text prezentuje problematiku klasifikace a predikce, zejména technik, 
které byly v rámci řešení této práce vybrány (výběr podložen užitým programovým 
prostředím, viz kapitola 4.2) pro navržení a realizaci metodiky kvantifikace VNV 
s ohledem na texturní příznaky. 
Proces klasifikace se skládá ze dvou kroků: učení a vlastní klasifikace [62]. 
Během učení dochází k tvorbě klasifikačního modelu schopného zařazovat data do 
jednotlivých tříd pomocí dat trénovacích. Samotná trénovací skupina dat představuje 
vzorky dat, u nichž je znám výsledek klasifikace, tj. třída, do které patří. Vlastní 
klasifikace je proces aplikace modelu pro klasifikaci nových testovacích dat, který vede 
k jejich zařazení do tříd definovaných učením.  
Pojmem predikce se označuje především předpověď neznámého výstupu 
klasifikace tedy proces určení dodatečných, popřípadě chybějících hodnot atributů 
analyzovaného záznamu [62]. Jedním z druhů predikce je výše zmiňovaná vlastní 
klasifikace, kdy se určuje dodatečný atribut představující třídu objektu (atribut 
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diskrétního charakteru). Dalším druhem predikce je regrese, kdy jsou pomocí 
natrénovaného modelu dopočítány číselné hodnoty atributů spojitého charakteru.  
Právě druhý zmíněný typ predikční regrese tvoří jádro navrhované metodiky 
klasifikace výstupu texturní analýzy v této práci. Na základě experimentálního testování 
a následného porovnání získaných výstupů (viz kapitola 5.1.3) byl pro další postup 
zvoleny následující algoritmy predikce. 
3.4.1 Lineární regrese 
Lineární regrese zastává místo stěžejní statistické regresní metody pro hodnocení 
datových souborů s numerickými výstupy. Termín „lineární“ je chápán jako 
reprezentující linearitu v parametrech (koeficientech vah), nikoliv ve vztahu k nezávisle 
proměnným. Metoda spočívá ve vyjádření výstupu jako lineární kombinace příznaků 
s předem určenými vahami. Pro n příznaků lze psát [62]: 
                         (3.14) 
kde y je výstupní predikovaná hodnota, x1… xn jsou hodnoty příznaků, w1… wn jsou 
váhy příznaků a w0 představuje kompenzaci zkreslení výsledku (tzv. bias hodnota).  
Váhy příznaků jsou vypočítány z trénovacích dat, kdy je pro každou k-tou trénovací 
instanci vyjádřena predikovaná hodnota závislé proměnné y se zahrnutím chyby ε, dle 
vzorce [62]: 
           ∑              
 
   
   (3.15) 
Důležitost spočívá v odchylce mezi predikovanou a skutečnou hodnotou 
tréninkové sady dat, v tomto ohledu vede celý proces ke snaze minimalizace chyby. 
Metoda lineární regrese spočívá ve výběru takových koeficientů vah, aby došlo 
k minimalizování součtu čtverců S(w) těchto odchylek přes všechny trénovací instance. 
Pro k trénovacích instancí je součet čtverců těchto rozdílů [62]: 
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Pomocí následné částečné derivace po koeficientech vah w0 až wn a položením 
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 (3.17) 
je získána výsledná soustava rovnic pro určení hodnot koeficientů vah w0 až wn při 
minimální chybě εi. Zápis závislé proměnné pomocí rovnice lineární regrese 
s dosazením hodnot získaných koeficientů vah w0 až wn vyjadřuje závislosti yi na 
příznacích x1 až xn tak, jak byla definována vzorcem (3.14) v úvodu této kapitoly. 
3.4.2  Robustní regrese s odhadem LSM 
Metoda nejmenšího mediánu čtverců (LMS – Least Median of Squares procedure) 
se svou podstatou řadí k robustním metodám řešícím problémy existence odlehlých 
hodnot v regresi [67]. Základní myšlenka robustní regrese spočívá v nalezení postupů, 
které modifikují metodu nejmenších čtverců tak, aby byla redukována citlivost metody 
na odlehlá pozorování, ale současně aby byly zachovány dobré vlastnosti odhadu 
získaných touto metodou. V případě nekontaminovaných dat (jednotné rozdělení dat se 
stejnou střední hodnotou a rozptylem, tedy data normovaná) jsou robustní regresní 
funkce blízké regresním funkcím získaným klasickou regresí [67].   
U souborů dat s konečným počtem pozorování můžeme určit tzv. bod selhání, což 
je nejmenší podíl anomálních dat, který již může způsobit znehodnocení odhadů 
regresních koeficientů. Bod selhání se obvykle pohybuje mezi 1 až 10 % a dosahuje 
nejnižší hodnoty 1/n právě pro metodu nejmenších čtverců (jediné nevhodné pozorování 
z n pozorování může znehodnotit celou regresi) [67]. Odhady s vysokým bodem selhání 
jsou konstruovány tak, aby bod selhání dosahoval až 50 %. LMS tuto podmínku splňuje 
a odhadem koeficientů snižuje vliv odchylek dat od regresní funkce následující 
minimalizací [67]: 
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(3.18) 
Z geometrického pohledu lze tuto metodu interpretovat jako nalezení 
nejtěsnějšího pásu, jež pokrývá polovinu pozorování, přičemž polovinou se rozumí 
[n/2]+1. Regresní přímka vypočítaná metodou LMS pak leží přesně uprostřed tohoto 
pásu. Při počtu příznak p je bod selhání roven ([n/2]-p+2)/n [67]. LMS odhady mají 
navzdory svému robustnímu přístupu špatné asymptotické vlastnosti, pomalu 
konvergují k normalitě a nejsou příliš vhodné v případě, kdy data splňují předpoklady 
pro užití klasické regrese [67].  Z těchto důvodů se metoda LMS většinou v regresi 
využívá jako diagnostický nástroj ke zjištění a identifikaci odlehlých pozorování. 
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3.4.3 PACE regrese 
PACE (Projection Adjustment by Contribution Estimation) regrese [68] ve své 
podstatě vychází z regrese lineární. Klasickou lineární regresi, založenou na metodě 
hledání nejmenších čtverců, PACE regrese modifikuje tak, že bere v úvahu vliv každého 
příznaku a pomocí shlukové analýzy zlepšuje statistický základ pro odhad jeho přínosu 
k celkové regresi. Metoda byla vytvořena zejména pro datové soubory obsahující velké 
množství příznaků, které jsou na sobě vzájemně závislé. Přístup PACE regrese je v [68] 
představen v podobě šesti možných postupů výpočtu (tzv. procedury PACE1 – PACE6) 
s možnými šesti predikčními výstupy. 
Pro účely predikce ze souboru příznaků texturní analýzy je zamýšleno v této práci 
využití a porovnání základních dvou algoritmů. Dále jsou proto představeny přístupy 
PACE1, zahrnující vnořenou selekci příznaků, a přístup PACE6, který pracuje s plným 
souborem vstupních příznaků a je autory označován za přístup dosahující z šesti 
implementovaných procedur nejvyšší přesnosti predikce. 
Na v zásadě lineární model je při proceduře PACE1 uplatněn kolmý rozklad 
prostoru, v tomto rozloženém ortogonálním prostoru se pak vzdálenosti jednotlivých 
příznaků stávají předmětem zájmu pro následný odhad (empirický Bayesovský odhad 
[69]). Algoritmus je založen na odhadu očekávaných vzdáleností příspěvků, kdy je 
postupně testování podrobena každá ortogonální dimenze. Podprahové příspěvky 
příznaků jsou odstraněny, ovšem odstranění transformované proměnné, přestože snižuje 
dimenzi, nemusí nutně snížit počet původních příznaků. Model není řízen přímo 
výběrem, místo toho je jeho prostřednictvím aktualizována absolutní vzdálenost 
z odhadnutého příspěvku na příspěvky vyhovující prahové hodnotě, kdy se v úvahu bere 
využití sledu vnořených modelů. Vybrán je ze sekvence vnořených modelů ten, který 
maximalizuje očekávaný přínos odpovídající minimální očekávané ztrátě. 
Procedura PACE6 je obohacena o aproximaci očekávané ztráty, která ve svém 
důsledku vede k maximalizování očekávaného přínosu, ovšem v tomto případě bez 
snížení počtu vstupních příznaků. Algoritmus dokáže zmenšit, udržet či dokonce zvýšit 
hodnotu vzdálenosti a tím zlepšit predikční přesnost modelu. Dle [70] právě procedura 
PACE6 dosahuje nejlepších výsledků predikce, ovšem za cenu vyšších výpočetních 
nároků ovlivněných nutností uchovat informaci o všech vstupních příznacích. Dle 
autora tedy tento přístup není vhodný pro příliš rozsáhlé datové soubory, ovšem pro 
soubory o nižším počtu příznaků, které výpočetně a kapacitně lze toto metodou 
vyhodnotit, nemusí přinést dostatečně přesné výstupy predikce. Podrobně je 
problematika predikce pomocí PACE regrese popsána včetně matematických vyjádření 
v původních publikacích [68], [70]. 
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3.4.4 Regrese Gaussovskými procesy 
Regrese Gaussovskými procesy (GPR – Gaussian Processes for Regression) je 
přístup zobecňující Gaussovské rozdělení pravděpodobnosti pro účely predikce. 
V závislosti na pravděpodobnostním rozdělení náhodných proměnných upravuje tento 
stochastický proces vlastnosti příznaků. Stejně jako Gaussovské rozdělení je GPR plně 
specifikována svým průměrem a kovarianční maticí. V praxi se předpokládá střední 
hodnota kovarianční funkce k (x,x’) nulová a lze vyjádřit např. pomocí  radiální bázové 
funkce (RBF – Radial Basis Function [71]: 
  (    )     
 (    ) 
      (3.19) 
kde maximální povolená kovariance je definována jako σ2. Když x ≈ x’, pak se se k(x,x’) 
blíží k této maximální hodnotě (vstup f(x) silně koreluje s výstupem f(x‘)). Pokud každá 
hodnota f(x) má kovarianci o síle rovné rozptylu Gaussovského šumu [71]: 
    ( )   (    
 )    (3.20) 
Gaussovský proces (GP) dále kovarianční funkci (3.19) modifikuje do podoby [71]: 
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kde δ(x,x’) je Kroneckerova delta funkce [58]: 
  (   
 )  {
                
                      
    (3.22) 
Tyto základní znalosti jsou využity k výpočtům kovarianční matice vstupních 









   
])   (3.23) 
kde K je kovarianční matice k(x,x’) z rovnice (3.21), K* tréninková kovarianční matice, 
respektive její transponovaná podoba K*
T
 a K** testovací kovarianční matice. 
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Jak již bylo výše zmíněno, pravděpodobnost následně sleduje Gaussovské 
rozdělení [71]: 
   |    (   
           
    
 )   (3.24) 
Nejlepší odhad pro y* je pak průměr této distribuce [71]: 
   ̅      
     (3.25) 
a nejistota v odhadu je zachycena v jeho varianci [71]: 
    (  )         
    
    (3.26) 
3.4.5 PLS regrese 
Metoda parciálních nejmenších čtverců (PLS – Partial Least Squares) má 
interaktivní charakter s matematickým pozadím založeným na syntéze principu 
příbuzném metodě hlavních komponent a vícenásobné lineární regrese [72]. Cílem 
metody je odhalit vztahy mezi vícerozměrnými daty a využít této znalosti k přibližnému 
výpočtu hodnot jedné skupiny atributů z druhé. 
Do PLS vstupují dvě matice dat X o rozměru (n,M) a Y o rozměru (n,N), kde n je 
počet pozorování a M a N počty proměnných, matice X obsahuje vstupní příznaky a Y 
predikovaný výstup. Algoritmus PLS na základě maximalizace vzájemné kovariance 
proměnných hledá vyjádření tzv. latentních proměnných neboli komponent. Výsledkem 
metody je rozložení původních matic X a Y dat tak, jak naznačují rovnice [72]: 
 
           
           
(3.27) 
(3.28) 
zde T a U jsou (n,p) matice získaných latentních vektorů, P(N,p) a Q(M,p) jsou matice 
vah. Proměnná p reprezentuje arbitrárně stanovený počet komponent. Matice E a F jsou 
maticemi reziduí. Pro analýzu se obvykle nepoužívá maximální počet, ale pouze několik 
prvních komponent, které vysvětlují největší podíl variability (princip PLS metody tedy 
obsahuje vnořenou selekci příznaků), ostatní komponenty mohou vysvětlovat pouze 
šum, jehož přítomnost lze vždy očekávat. Předností PLS je jeho schopnost pracovat 
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s malým množstvím pozorování a vysokým počtem příznaků [72]. 
Rozkladem U = TB (kde B je čtvercová diagonální matice) vzniká nástroj pro 
odhad Y z X [72]: 
  ̂     
     (3.29) 
T se zde vypočítá z nových dat X, T = XP- (P- značí zobecněnou pseudoinverzi 
obdélníkové matice P). Označí-li se W = BQT, lze původní dvojici vztahů (3.27) a 
(3.28) přepsat do tvaru [72]: 
 
           
          
(3.30) 
(3.31) 
Takže data X a Y jdou svázána pomocí společné matice skóre T. T je ortogonalizovaná 
původní matice X v obecně menším počtu dimenzí s maximálním informačním 
obsahem z původní matice X, odstraněným šumem (do matice E) a současně maximální 
relevancí (kovariancí) s daty v matici Y. Pomocí vztahu [72]: 
    
        (3.32) 
lze rekonstruovat koeficienty klasického regresního modelu s vícerozměrnou odezvou 
Y = AX. Sloupce matice A (ai) pak obsahují lineární koeficienty modelů yi = Aai, kde yi 
je i-tý sloupec matice Y. Pomocí predikce je možné získat odhady neznámých veličin 
matice Y na základě známých hodnot X. 
3.4.6 SVM klasifikátor s optimalizací SMO 
Metoda klasifikace podpůrnými vektory (SVM – Support Vector Machines) hledá 
nadrovinu, která v prostoru příznaků optimálně rozděluje data [63]. Optimální rovinou 
je chápána taková rovina, kde body leží v opačných poloprostorech a hodnota minima 
vzdáleností bodů od roviny je co možná největší. K popisu nadroviny dostačují pouze 
nejbližší body, kterých je v podstatě malé množství a nazývají se podpůrné vektory 
(angl. support vectors), odtud název metody. Rozdělující nadrovina je lineární funkcí 




Obrázek 3.3: Grafická prezentace principu SVM klasifikace, [73] 
Důležitou součástí techniky SVM je tzv. jádrová funkce (angl. kernel 
transformation) pro převod příznaků do prostoru transformovaných příznaků typicky s 
vyšší dimenzí. Jádrová transformace umožňuje převést původně lineární 
neseparovatelnou úlohu na úlohu lineárně separovatelnou, na kterou lze dále aplikovat 
optimalizační algoritmus pro nalezení rozdělující nadroviny. 
Široce uplatňovanou metodou pro účely nalezení optimální nadroviny při SVM 
klasifikaci je metoda sekvenční minimální optimalizace (SMO – sequential minimal 
optimalization) [74]. Pro datovou sadu (x1,y1),…,(xn,yn) je v tomto případě uvažována 
binární klasifikace, kde xi je vstupní vektor a yi   {-1,+1} je jeho binární označení. 
Trénování SVM klasifikátoru je vyjádřeno následovně [63]: 
    ∑  
 




∑∑     (     )     
 
   
 
   
   (3.33) 
dále platí [63]: 
                     ∑    
 
   
     (3.34) 
zde C je parametr SVM klasifikátoru, K(xi,xj) je jádrová funkce a proměnné αi jsou 
Lagrangeovy multiplikátory (jejich bližší teorie např. v [63]). 
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SMO řeší výše popsaný optimalizační problém interaktivně, problém rozdělí do 
série nejmenších možných dílčích problémů, které jsou následně řešeny analyticky. 
Vzhledem k lineární rovnosti omezení zahrnující Lagrangeovy multiplikátory αi se 
nejmenší problém týká právě dvou takových multiplikátorů. Pro libovolné dva 
multiplikátory α1 a α2 je omezení sníženo na [63]: 
                                 (3.35) 
Celý algoritmus probíhá následovně: Najde se Lagrangerův multiplikátor α1, 
který porušuje Karush-Kuhn-Tuckerovu podmínku (její bližší teorie např. v [63]) pro 
optimalizační úlohy. Následuje výběr druhého multiplikátoru α2 a optimalizace tohoto 
páru. Opakovaný postup probíhá až do konvergence, kdy všechny Lagrangerovy 
multiplikátory splňují požadovanou podmínku. 
3.4.7 M5P regresní strom 
K řešení klasifikačních a predikčních úkolů lze využít také metody rozhodovacích 
stromů. Rozhodovací strom lze pro účely predikce definovat jako strom, ve kterém 
každý nelistový uzel představuje test na hodnotu příznaku a větve vedoucí z tohoto uzlu 
možné výsledky testu, listové uzly stromu jsou pak ohodnoceny identifikátory tříd 
(výsledky klasifikace) [63]. V základním principu znázorněno na Obrázku 3.4. 
 
Obrázek 3.4: Struktura rozhodovacího stromu pro účely predikce, [63] 
(nelistový uzel – podmínka testu v kruhu, větev – výsledek testu ano/ne, listový uzel – identifikátor 
třídy ve čtverci) 
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Vlastní tvorba regresního rozhodovacího stromu probíhá cestou záznamu od 
kořene stromu k jeho listu. První krok pracuje s původní plnou množinou příznaků, 
která tvoří kořen stromu. Z příznaků je vybrán ten, který dosáhne nejvyšší hodnoty 
informačního zisku, ta se stává kritériem pro rozštěpení původní množiny příznaků. 
Toto rozdělení je do stromu zaznamenáno v podobě větví stromu směřujících k nově 
vytvořeným uzlům, které obsahují jednotlivé podmnožiny štěpení. Pro každý nově 
vzniklý uzel se proces opakuje až do chvíle, kdy je splněno stanovené kritérium, čímž 
záznam dospěje do listového uzlu oklasifikovaného identifikátorem třídy. Z toho plyne, 
že primární uzel obsahuje plný soubor vstupních příznaků. Každý další uzel obsahuje 
podmnožinu příznaků uzlu, který je přímo nad ním. To znamená, že každý uzel 
obsahuje sumu objektů v uzlech, které jsou přímo pod ním. 
Důležitým aspektem, podle kterého se v algoritmu provádí výběr vhodného 
příznaku, je určení informačního zisku příznaku. Informační zisk příznaku lze získat 
metodou M5 [75], o regresním stromu se pak hovoří jako o M5P. V etapě vyváření 
modelového stromu se jako kritérium pro výběr testovacího příznaku používá tzv. míra 
redukce standardní odchylky (SDR – Standard Deviation Reduction), která je dána 
vztahem [75]: 




   
  (  )   (3.36) 
kde T je tréninková množina příznaků, T1 a T2 jsou podmnožiny, které vzniknou 
štěpením množiny T podle příslušného testu a σ(T) je střední odchylka predikovaného 
příznaku vypočítaného z dat množiny T. 
 Určení predikované hodnoty PV(Si) při aplikaci regresního stromu probíhá dle 
vzorce [75]:  
   ( )  
    (  )    ( )
    
   (3.37) 
kde Si reprezentuje podmnožinu z testovací množiny S, ni je počet příznaků dané 
podmnožiny Si, PV(Si) je predikovaná hodnota v Si, M(S) je hodnota určena množině S 
modelem a k je vyhlazovací konstanta (blíže v [75]). 
Z výše popsaného se očekává klasifikace rozhodovacími stromy pro diskrétní 
hodnoty a výsledky testů budou také diskrétní. Analyzována data spojitého charakteru 
musí být převedena pomocí generalizace na data diskrétního typu [63]. 
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3.5 Korelační analýza výstupu predikce  
Výstup predikce texturních příznaků VNV se očekává vyhodnotit v ohledu jeho 
schopnosti sledovat informaci z referenční skupiny dat v podobě objektivně změřené 
tloušťky VNV pomocí OCT. Již z publikací zmíněných v úvodní rešerši např. [38] nebo 
[39] plyne, že mezi informací poskytovanou texturou snímku a tloušťkou VNV existuje 
jistá závislost. K jejímu posouzení se nabízí možnost aplikace korelační analýzy. 
Korelační analýza je statistická metoda pro popis síly vzájemné závislosti 
sledovaných proměnných. Při očekávání nestálého charakteru korelovaných 
proměnných neexistuje funkční zápis jejich vztahu a jejich závislost je relativní [62]. 
Přesto k měření této závislosti byla navržena řada koeficientům lišících se podle typu 
proměnných, které jejich výpočtům podléhají. Standardně klasický párový koeficient je 
označována jako Pearsonův, počítá se z n korelačních dvojic za podmínky normálního 
rozdělení obou náhodných proměnných a při očekávané lineární závislosti proměnných 
[62]. V případě neznámého rozdělení proměnných, očekávaného nelineárního vztahu se 
využívá Spearmanova korelačního koeficientu (známý také jako koeficient pořadové 
korelace) [76], který je založený na pořadí prvků veličin uspořádaných podle velikosti 
vzhledem k oběma vyšetřovaným znakům. Každému prvku je tedy přiřazena dvojice 
pořadí pi (pořadí dle veličiny X) a qi (pořadí dle veličiny Y). Pro n uspořádaných 
párových hodnot pak lze hodnotu Spearmanova korelačního koeficientu vyjádřit 
vzorcem [76]: 
      
 ∑ (     )
 
 
 (    )
   (3.38) 
Koeficient Rs nabývá hodnoty 1 při shodě pořadových čísel pi a qi (čitatel rovnice 
(3.38) je tehdy roven nule) a o veličinách lze v tomto případě hovořit jako o vysoce 
korelovaných. Při obráceném pořadí pi a qi je Rs rovno -1 a jedná se opět o silnou 
korelaci veličin, ovšem tentokrát záporného charakteru. Obecně platí Rs ∈ <-1;1> a 
čím větší je absolutní hodnota Rs, tím je míra korelace veličin těsnější. 
Korelační vztah lze také vyjádřit bodovým diagramem. Každý bod v tomto grafu 
reprezentuje jednu z n sledovaných korelačních dvojic (xi, yi), (i = 1, …, n) [62]. Podle 
charakteru rozložení všech bodů v grafu je možné odhadovat sílu lineární závislosti 
proměnných. Body soustředěné do blízkosti pomyslného průběhu lineární závislosti lze 
považovat za ukazatel silného stupně asociace obou proměnných. Z charakteru 
koeficientu pořadové korelace pak lze očekávat, že lépe zachytí vztahy mírně se 
odchylující v grafu od čistě lineárního průběhu, a že tedy lépe postihne a ohodnotí i 
vztah proměnných s jistým druhem asociace, která není přímo lineární.  
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4 OBRAZOVÁ DATA A PROGRAMOVÉ 
PROSTŘEDÍ POUŽITÉ K ANALÝZE 
Koncept práce zahrnuje experimentální porovnání různých algoritmů regresních 
přístupů v ohledu jejich vhodnosti pro účely predikce tloušťky VNV. Samotný výběr 
algoritmů, které byly v teoretických souvislostech blíže představeny v předchozí 
kapitole 3, byl podložen dostupným programovým prostředím, které je v následujícím 
textu stručně popsáno spolu s charakteristikou dostupného obrazového materiálu 
využitého k analýze. 
4.1 Charakteristika obrazových dat použitých k analýze 
Veškeré popsané analýzy proběhly na obrazových datech pořízených na pracovišti 
Oftalmologické kliniky Univerzity Erlangen-Norimberk v Německu. Ke snímání 
fotografií očního pozadí byla použita nemydriatická digitální fundus kamera 
CANON CR-1 (EOS 40D) se zorným polem 60 °. Snímky o velikosti 3888×2592 pixelů 
jsou uloženy ve formátu JPEG s minimální kompresí. Typ zmíněné digitální fundus 
kamery viz Obrázek 1.4, pořízení snímek viz Obrázek 1.5 v kapitole 1.2.1. 
Dostupná databáze obsahuje 19 fundus snímků zdravých očí a 4 snímky očí 
s diagnostikovaným glaukomem. Snímky byly cíleně pořízeny přímo za účelem texturní 
analýzy VNV, jejich ostření proto proběhlo právě do této vrstvy sítnice a to do oblasti 
zájmu blízké optickému disku. 
Fundus snímky jsou v databázi doplněny korespondujícími daty OCT. Tato data 
byla pořízena optickým koherentním tomografem (Spectralis OCT, Heidelberg 
Engineering) v kombinaci se simultánním skenováním laserového oftalmoskopu (SLO).  
Ke každému fundus snímku jsou k dispozici jak objemový sken oblasti sítnice v okolí 
optického disku, tak cirkulární sken vedený kolem optického disku. Počty získaných B-
skenů se zorným polem 30 ° se pohybují v rozmezí 61-121 na snímek (při vzdálenosti 
B-skenů 124,3 - 63,1 μm). Ukázka OCT dat z databáze je opět zařazena v části 
motivace práce v kapitole 1.2.1 (viz Obrázek 1.7 a 1.8). 
4.2 Charakteristika využitého programového prostředí 
Celý experiment byl primárně realizován v programových prostředích MATLAB 
[77], WEKA [10] a dále bylo k selekci příznaků využito algoritmu mRMR [78]. K 
propojení softwaru WEKA s prostředím MATLAB  bylo navázáno na základní podobu 




WEKA (Waikato Enviroment for Knowledge Analysis) je nástroj pro „dolování 
dat“ (angl. data mining), který byl vyvinut na Universitě Waikato v Hamiltonu na 
Novém Zélandu. Celý software je napsán v programovacím jazyce Java a distribuován 
pod licencí GNU Public licence [10]. 
WEKA obsahuje sbírku algoritmů strojového učení (angl. Machine Learning). 
Moduly tohoto open source prostředku podporují zejména předzpracování dat a jejich 
vizualizaci, výběr atributů, klasifikaci, predikci, shlukování, tvorbu asociačních pravidel 
a další. WEKA je určena pro výzkumné účely, ale také pro vývoj nových aplikací. 
Jedním z možných formátů dat pro prostředí WEKA je formát ARFF (Attribute 
relation File Format), který byl cíleně vyvinut přímo se softwarem. Vlastní soubor je 
rozdělen do dvou částí – hlavičky a samotných dat. Hlavička nese název relace, seznam 
atributů a jejich typy. Její řádky jsou uvozeny deklarací „@relation“, respektive 
„@attribute“. Blok dat je uvozen deklarací „@data“, po níž následují hodnoty 
jednotlivých atributů řazené v řádcích s oddělovacím znakem v podobě čárky. Ukázka 
ARFF formátu je znázorněna na Obrázku 4.1. Mimo upřednostňovaného datového 
formátu ARFF WEKA podporuje další formáty včetně textového CSV souboru.  
 
Obrázek 4.1: Ukázka ARFF formátu dat, [80] 
WEKA ve své verzi 3.6 nabízí čtyři uživatelská rozhraní (Explorer, Experimenter, 
Knowledge Flow, Simple CLI) jak je naznačeno na Obrázku 4.2 zobrazujícím hlavní 
okno softwaru. Prostředí Explorer zastává místo základního jednoduchého 
uživatelského rozhraní, prostředí Knowledge Flow je jeho alternativou, umožňující 
detailně rozplánovat celý proces do datového diagramu (právě těchto dvou rozhraní 
bylo přednostně využito v rámci této diplomové práce). Experimenter je pokročilé 
prostředí vhodné k experimentálnímu vývoji vlastních algoritmů, Simple CLI pak 




Obrázek 4.2: Hlavní okno programového prostředí WEKA – výběr uživatelského rozhraní 
Základní uživatelské rozhraní Weka Explorer umožňuje pod záložkou 
„Preprocess“ nahrát soubor dat ze složky s následnou přehlednou prezentací 
charakteristiky těchto dat. Ke každému atributu je dostupná popisná statistika 
s příslušnou vizualizací souvislostí mezi daty, tak jak je to naznačeno na Obrázku 4.3. 
 
Obrázek 4.3: Rozhraní Weka Explorer – záložka „Preprocess“ 
(1 – načtení souboru dat ze složky, 2 – charakteristika načtené relace, 3 – výpis dostupných 








Stěžejní záložkou pro klasifikaci nahraných dat je záložka „Classify“, ta 
umožňuje vlastní výběr klasifikátoru, definování skupiny dat určené k tréninku nebo 
testu klasifikátoru, dále je zde prostorné okno pro přehledný výpis výstupu klasifikace. 
Ukázka záložky viz Obrázek 4.4. Ke každému klasifikátoru je k dispozici jeho stručná 
charakteristika s volbou jeho podnastavení, případně odkaz na příslušné reference.  
V prostřední WEKA je implementováno 76 klasifikačních a regresních 
algoritmů rozdělených dle svého výpočetního přístupu do 7 skupin. Na základě 
charakteru analyzovaných vstupních dat této práce (numerická data spojitého 
charakteru) je možné experimentálně testovat 29 algoritmů spadajících do pěti skupin 
(regresní funkce, líné algoritmy, meta algoritmy, rozhodovací pravidla a rozhodovací 
stromy) [81]. 
 
Obrázek 4.4: Rozhraní Weka Explorer – záložka „Classify“ 
(1 – výběr klasifikátoru a jeho podnastavení, 2 – definování tréninkové a testové sady dat, 3 – 
historie provedených klasifikačních úloh, 4 – vlastní výstup klasifikace) 
Z dalších záložek je možné zmínit „Select attributes“, ve které lze provádět 
různé kombinace implementovaných selekcí příznaků a algoritmů vyhledávání. Záložka 
„Visualize“ pak podává rozšířené možnosti vizualizace nahraných dat především 







Rozhraní Weka Knowledge Flow, jak již bylo výše zmíněno, umožňuje detailně 
rozplánovat celý proces klasifikace do datového diagramu, kde jednotlivé komponenty 
tvoří nástroje, které data zpracovávají. Propojení komponent vytváří tok znalostí pro 
zpracování a analýzu dat s možností vizualizovat a vyhodnocovat stav analýzy 
v jednotlivých krocích. Jako příklad je na Obrázku 4.5 uveden jednodušší blokový 
diagram, který byl pro testování predikčních modelů v rámci řešení této práce vytvořen. 
Po načtení CSV souboru (blok „CSVLoader“) dochází k identifikaci atributu, který je 
danému souboru dat třídou (blok „ClassAssinger“). Následuje štěpení skupiny dat na 
tréninkovou a testovací sadu (bloky „Training/Test SetMaker“) a obě sady dat jsou dále 
přivedeny ke komponentě samotného klasifikátoru (v tomto případě lineární regrese 
„Linear Regression“). Nástroj „Classifier Performance Evaluator“ umožňuje zhodnotit 
výkon vzniklého regresního modelu v podobě míry korelace mezi skutečnou a modelem 
predikovanou hodnotou (vzniká z trénovací sady dat při trénování modelu a je připojena 
komponentou „Prediction Appender“). Z jednotlivých komponent jsou dále vedeny 
textové nebo grafické výstupy do příslušných bloků k jejich možnému zobrazení.   
 
Obrázek 4.5: Blokový diagram tvorby predikčního modelu vytvořený v prostředí WEKA 
4.2.2 MATLAB a jeho propojení s programovým prostředím WEKA 
MATLAB je interaktivní systém licencovaný společností The MathWorks, Inc. 
[77]. Programové prostředí je založené na maticovém výpočtu (odtud název jako 
zkratka pro angl. Matrix Laboratory) podpořeném vlastním skriptovacím 
programovacím jazykem. Tvořené skripty, funkce atd. je možné ukládat jako soubory 
s koncovkou *.m, tzv. m-soubory (m-files), samotná data lze ukládat ve formě 
proměnných, typicky tvořených maticemi, ve formátu MAT souborů. 
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Pro účely tvorby regresních modlů v rámci této práce bylo nutné spustit software 
WEKA z programového prostředí MATLAB, ve kterém analýza obrazových dat 
primárně probíhala. Tato nutnost vychází z nemožnosti plně využít algoritmů 
implementovaných v softwaru WEKA v jiném než mateřském prostředí. K důvodům 
nutnosti navázání vzájemného spojení obou prostředí vede také snaha o zachování 
zavedeného postupu analýzy, např. veškeré hodnocení korelace v prostředí WEKA 
probíhá pouze pomocí výpočtu Pearsonova korelačního koeficientu bez možnosti 
změny na korelační koeficient jiného typu, a tak i k obyčejnému zhodnocení výstupu 
predikce jinou metrikou je nutné data exportovat do prostředí MATLAB. Export 
objemnějších dat z jednoho programovacího prostředí do prostředí druhého přitom 
představuje paměťově náročný, případně objemově neuskutečnitelný proces. 
K vzájemné komunikaci softwaru WEKA s prostředím MATLAB  byly použity 
volně dostupné zdrojové kódy [79]. Jedná se o spouštěcí m-soubor postupně volající 
funkce implementované v MATLABu Tyto funkce poskytují základní propojení 
umožňující přenos dat mezi oběma prostředími a umožnění přístupu k hlavním 
klasifikačním algoritmům prostředí WEKA. Na tyto zdrojové kódy bylo v jejich 
elementární podobě navázáno ve smyslu rozšíření jejich základní podoby pro potřeby 
analýzy této práce. 
V kapitole 6 jsou implementované algoritmy stručně představeny. Samotné 
zdrojové kódy vytvořených a převzatých algoritmů jsou k dispozici na přiloženém CD 
včetně charakteristiky a informací o dalších potřebných nastaveních, nezbytných 
k funkčnímu propojení obou programových prostředí. 
4.2.3 mRMR 
Algoritmus selekce příznaků metodou mRMR byl vyvinut v laboratoři Lawrence 
Berkeleyho z Kalifornské university [65]. Na stejném pracovišti byla metoda 
implementována do podoby Toolboxu, tedy knihovny funkcí, v programovacích 
jazycích C/C++ a MATLAB a prezentována jako tzv. Mutual Information toolbox [78]. 
Toolbox je dostupný k volnému stažení a dále také upraven do podoby volně přístupné 
online verze, pro analýzu dat nahraných CSV souborů. Online verze je dále doplněna o 
možnost uplatnit zavedený algoritmus selekce také na data spojitého charakteru, čímž se 
stává přínosný této práci. Výběr a význam možných nastavení algoritmu mRMR je 
v online verzi přehledně komentován s uvedením dalších původních referencí. Celý 




5 RALIZACE NAVRŽENÉ ANALÝZY 
TEXTURNÍCH PŘÍZNAKŮ 
Navrženou metodiku lze rozdělit do tří hlavních částí. První fází je tvorba, 
respektive výběr predikčních modelů. Tato fáze zahrnuje předzpracování obrazových 
dat a dále základní zhodnocení dostupných texturních příznaků z hlediska schopnosti 
jednotlivých příznaků kvantifikovat změny ve VNV. V následující části je vytvořený 
model využíván k predikci tloušťky VNV na nezávislých obrazových datech. Jedná se 
tedy o část testování regresních modelů. V závěrečné fázi je provedeno hodnocení 
úspěšnosti aplikace modelu prostřednictvím korelační analýzy se zahrnutím 
referenčních dat pořízených OCT. Na Obrázku 5.1 je schematicky vyobrazen základní 
postup realizace metodiky popsané v následujících podkapitolách. 
 
 
Obrázek 5.1: Schéma postupu realizace navržené metodiky analýzy texturních příznaků VNV 
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5.1 Tvorba regresních modelů pro predikci příznaku 
5.1.1 Předzpracování obrazových dat 
K výpočtům texturních příznaků, popsaných v kapitole 3.1, byly využity vzorky 
textury VNV manuálně vybrané z fundus snímků zdravých očí z dostupné databáze (viz 
kapitola 4.1). Výběru 354 vzorků o velikosti 61×61 pixelů předcházelo zprůměrování 
zelené a modré složky RGB obrazu pro lepší interpretaci textury VNV [8].  Vzorky 
svou polohou spadají do oblasti blízké optickému disku, protože právě v jeho okolí je 
koncentrace nervových vláken z anatomického hlediska nejvyšší. Ukázku procesu 
výběru vzorků ilustruje Obrázek 5.2. Výpočet texturních příznaků proběhl na každém 
takto vybraném vzorku za vzniku 354 příznakových vektorů o 78 prvcích.  
 
a) poloha vybraných vzorků kolem optického disku 
 
b) příklad vzorků s texturou VNV 
Obrázek 5.2: Výběr vzorků textury VNV z fundus snímků 
Obrazová data OCT lze díky možnosti objektivního mapování tloušťky VNV 
považovat, v ohledu kvantifikace nervových vláken, do jisté míry za zlatý standard. Při 
ověřování schopnosti s jakou texturní příznaky dokážou sledovat změny v tloušťce 
VNV, lze tedy využít právě dat OCT. Dostupná data OCT odpovídající analyzovaným 
fundus fotografiím byla již dříve předzpracována podle [82], [83]. V rámci 
předzpracování byla provedena registrace fundus obrazů a korespondujících OCT B-
skenů, provedena segmentace VNV v B-skenech a extrahována dvourozměrná 
tloušťková mapa VNV (viz Obrázek 5.3). 
Z extrahované tloušťkové mapy VNV (na Obrázku 5.3b pro oko zdravé, tedy 
s plně zachovanou VNV) je dobře patrná variabilita v tloušťce VNV, která sleduje 
typické rozložení nervových vláken podložené vlastní anatomií sítnice. Touto 
fyziologickou variabilitou je podpořena možnost kvantifikovat změny ve VNV také na 




a) B-sken s barevně ohraničenou vysegmentovnou 
VNV (pozice B-skenu vyznačená v SLO snímku (b) 
modrou linií) 
 
b) extrahovaná tloušťková mapa VNV 
vyobrazená na SLO snímku (při barevné 
stupnici pro tloušťku: červená – nízké 
hodnoty, zelená – vysoké hodnoty) 
Obrázek 5.3: Předzpracování OCT B-skenů do podoby tloušťkové mapy VNV 
Díky extrahované tloušťkové mapě VNV lze ke každému vzorku textury z fundus 
snímku přiřadit informaci o tloušťce VNV v dané pozici sítnice. Datový soubor 
příznakových vektorů pro vzorky textury byl za účelem zpřesnění následné analýzy 
zbaven odlehlých hodnot (subjektivním hodnocením). Počet použitelných vzorků 
textury se tak snížil na 351. Dále proběhlo normování příznaků prostřednictvím z-score 
normalizace podle vzorce (3.7). Pro srovnání dostupných texturních příznaků z pohledu 
schopnosti kvantifikovat stav VNV je tedy k dispozici ucelený datový soubor 351 
příznakových vektorů o 78 prvcích spolu s hodnotou tloušťky VNV v místě vybraného 
vzorku. 
5.1.2 Schopnost příznaků kvantifikovat změny v tloušťce VNV 
Pro hodnocení vzájemného vztahu mezi jednotlivými texturními příznaky (dále 
značeny f1 - f78) a tloušťkou VNV byla určována míra korelace těchto proměnných. Při 
vynesení závislosti mezi jednotlivými příznaky a tloušťkou VNV do grafu je po 
proložení dat přímkou ve většině případů patrné, že závislost proměnných se od lineární 
závislosti mírně odchyluje. Patrně tedy mezi proměnnými nelze očekávat čistě lineární 
asociaci.  (Ukázka pro čtyři vybrané příznaky o nejvyšší míře hodnocené korelace viz 
Obrázek 5.4.) Z tohoto důvodu byla pro hodnocení korelace obou proměnných dána 




a) korelační graf pro příznak f41 (Rs = 0,6866) 
 
b) korelační graf pro příznak f39 (Rs = -0,6844) 
 
c) korelační graf pro příznak f42 (Rs = -0,6815) 
 
d) korelační graf pro příznak f44 (Rs = 0,6716) 
Obrázek 5.4: Ukázka korelačních závislostí vybraných texturních příznaků s tloušťkou VNV 
V Tabulce 5.1 jsou uvedeny korelační koeficienty pro deset příznaků 
s nevyššími dosaženými hodnotami korelací. V tabulce převažují příznaky počítané na 
obrazech z první úrovně Gaussovy pyramidy [61] (značení: g0 – originální obraz, g1 – 
první úroveň pyramidy, g2 – druhá úroveň pyramidy) a to s texturním přístupem LBP. 
Tyto příznaky tedy z dostupných příznaků braných jednotlivě dokážou nejlépe 
kvantifikovat stav VNV v ohledu na její tloušťku. Nejvyšší korelace dosahuje příznak 
f41, hodnota korelačního koeficientu tohoto příznaku jako jediná po zaokrouhlení na 
dvě desetinná místa dosáhne hodnoty 0,69. 
Ve sloupcovém grafu znázorněném na Obrázku 5.5, do kterého jsou vyneseny 
absolutní hodnoty Spearmanových korelačních koeficientů mezi tloušťkou VNV a 
všemi jednotlivými texturními příznaky, je možné si všimnout značné variability hodnot 
korelace pro tyto příznaky. Vhodnou selekcí příznaků, na kterých je zamýšlená tvorba 
regresních modelů primárně založena, by mohla být podpořena účinnost uvažované 
metody analýzy. 
























































































































f12 (GMRF_sigma_g1) -0,6438 
f39 (LBP_mean_g1) -0,6844 
f41 (LBP_skewness_g1) 0,6866 
f42 (LBP_kurtosis_g1) -0,6815 
f43 (LBP_energy_g1) -0,6528 
f44 (LBP_entropy_g1) 0,6716 
f46 (LBP/C_contrast_g1) -0,6691 
f57 (LBP/C_IMC1_g1) 0,6459 
f66 (LBP/C_contrast_g2) -0,6346 




Obrázek 5.5: Graf míry korelace mezi hodnotami jednotlivých příznaků a tloušťkou VNV  
 
Uvedené výstupy hodnocení jednotlivých texturních příznaků je možné chápat 
jako podklad k návrhu metodiky vytváření regresních modelů schopných predikce 
tloušťky VNV. Vhodná kombinace prezentovaných příznaků by měla svým přístupem 
podpořit dostupné texturní analýzy v ohledu interpretace stavu VNV tak, aby převýšila 
účinnost nejlepšího z příznaků. 
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5.1.3 Experimentální vytváření regresních modelů 
K vytváření regresních modelů byl zvolen software WEKA, který byl stručně 
představen v kapitole 4.2.3. Většina algoritmů klasifikace má přímo v prostředí WEKA 
defaultní nastavení případného předzpracování dat. Toto defaultní nastavení bylo 
v rámci prováděné analýzy potlačeno, především ve smyslu zákazu normalizace dat a 
vnořené selekce příznaků. To z toho důvodu, že připravený soubor vstupních příznaků 
je již normován a prozatím je zamýšleno tvořit modely napříč celou základnu příznaků. 
Tímto postupem byla dále experimentálně testována tvorba regresních modelů pro pět 
algoritmů predikce (lineární regrese, PACE regrese, regrese Gaussovskými procesy, 
SVM klasifikátor s optimalizací SMO a M5P regresní strom). 
Pro algoritmus PACE regrese byla zvolena procedura PACE6 (z důvodu potlačení 
selekce příznaků, viz teorie v kapitole 3.4.3). Algoritmy GPR a SVM byly trénovány 
s polynomickou jádrovací funkcí [62], toto zvolené nastavení poskytlo nejvyšší 
úspěšnost tréninku daných modelů. 
Tvorba modelů vznikala na datovém souboru texturních příznaků popásaném 
v kapitole 5.1.1, který se stal tréninkovým souborem dat. V Tabulce 5.2 je uvedeno 
hodnocení úspěšnosti pro čtyři vytvořené predikčních modely. Úspěšností je chápáno 
vyjádření korelační závislosti tloušťky VNV a výstupu predikce z tréninkové sady dat 
(korelační grafy pro nejlepší dva výsledky viz Obrázek 5.6). V tabulce je uvedeno 
pouze 5 algoritmů, které prošly kritériem výběru1 tedy ty, které dosahují korelačního 
koeficientu nad 0,70. Při aplikaci regresních modelů převyšující tuto míru korelace lze 
očekávat vyšší úspěšnost sledování tloušťky VNV než pro nejlepší z příznaků, jehož 
korelace dosahovala hodnoty 0,69. 
 
a) trénink modelu lineární regrese (Rs = 0,80) 
 
a) trénink modelu regrese GP (Rs = 0,79) 
Obrázek 5.6: Ukázka korelačních závislostí výstupů predikce s tloušťkou VNV 
                                                 
1
 Experimentální hodnocení bylo provedeno pro 29 dostupných algoritmů  prostředí WEKA. 
Z důvodu nižší úspěšnosti některých modelů v tréninku, nedosahující stanoveného limitu korelace 0,7, se 
neuvažuje těmito přístupy dále zabývat a blíže se jim nevěnuje ani část teoretického popisu v kapitole 3.4. 






















































Další krok tvorby regresních modelů měl za cíl vyhodnotit možný přínos, který 
by přinesla případná selekce příznaků. Za tímto účelem byl výběr atributů proveden 
dvěma metodami selekce a to metodou mRMR a CFS, u které bylo dále použito 
genetického algoritmu vyhledávání. Teoretický základ k těmto metodám je zmíněn 
v kapitole 3.3. Selekce příznaků metodou CFS byla provedena v prostředí WEKA, na 
jejím základě bylo vybráno 15 příznaků. Výsledky korelace natrénovaných modelů po 
zavedení tohoto přístupu selekce příznaků zahrnuje taktéž Tabulka 5.2. 











Lineární regrese, [62] 0,7995 0,7287 0,8045 69 
PACE6 regrese, [68] 0,7634 0,7184 0,7797 53 
Regrese GP, [71] 0,7852 0,7290 0,7868 70 
SVM s optim. SMO, [63] 0,7116 0,6933 0,7143 51 
M5P regresní strom, [75] 0,7474 0,7185 0,7779 65 
K selekci podložené algoritmem mRMR bylo využito volně dostupného toolboxu 
[78]. Myšlenkou bylo využít samotné podstaty metody mRMR, která určí konkrétní 
pořadí příznaků dle jejich relevance tak, že tvorba modelu následně může proběhnout 
postupně na po jednom se snižujícím počtu prvků dle určeného pořadí s vyhodnocením 
každé další možnosti. V ideálním případě by měla být nalezena nejlepší kombinace 
mezi plným počtem seřazených příznaků a tím, kterému byla metodou mRMR přiřazena 
první pozice určující nejvyšší míru relevance (myšlenka naznačena na Obrázku 5.7). 
Tímto postupem byl trénink modelů proveden pro výstupy selekce při různém nastavení 
algoritmu mRMR, které online rozhraní nabízí. Podle očekávaní podloženého 
samotnými autory implementovaného algoritmu [65], nejlepších výsledků dosahovala 
metoda poměru (MIQ – Mutual Information Quotient) definovaná vztahem (3.12) a to 
s podnastavením konstanty diskretizace na hodnotu 0,5 (spojitá data jsou v rámci 
zpracování algoritmu diskretizována). Výsledky korelace natrénovaných modelů jsou 
prezentovány souhrnně s předešlými výstupy tréninků v Tabulce 5.2. 
Z Tabulky 5.2 je patrné, že zamýšlená selekce příznaků pro trénink regresních 
modelů nepředstavuje příliš dobrý prostředek pro dosažení kvalitnějších výsledků. Po 
selekci příznaků prostřednictvím metody CFS nebylo dosaženo zlepšení pro žádný 
regresní přístup. U metody mRMR sice ano, zvýšení korelace výstupu v tréninku 
modelu ovšem nepřesahuje řád setin korelačních koeficientů, navíc ve většině případů 
dojde pouze k nízké eliminaci počtu příznaků (viz vyznačená hodnota v grafu na 
Obrázku 5.7). Pro zanedbatelný přínos těchto přístupů prezentovaná selekce příznaků 




Obrázek 5.7: Závislost hodnoty korelačního koeficientu modelu lineární regrese na rostoucím 
počtu příznaků seřazených dle metody mRMR (zvýrazněná hodnota odpovídá maximu) 
  
K vytvoření regresních modelů bylo v dalším kroku využito i těch algoritmů 
implementovaných v prostředí WEKA, které obsahují vnořené selekce příznaků nebo je 
jejich podstata na selekci příznaků přímo založena. V tomto ohledu byly testovány tři 
algoritmy pro tvorbu regresních modelů – robustní regrese s odhadem LMS, PACE 
regrese se zvolenou procedurou PACE1 (s empirickým Bayesovským odhadem) a PLS 
regrese. Pro trénink těchto modelů byl využit pouze plný počet texturních příznaků, bez 
testování dalších metod výběru příznaků, aby nedocházelo k nežádoucí opětovné 
(dvojité) selekci. Konkrétní úspěšnost modelů trénovaných touto metodou je 
zaznamenána v Tabulce 5.4.  
 
Tabulka 5.3: Úspěšnost modelů – korelace pro trénovací soubor dat  





Regrese s odhadem LMS, [67] 0,7314 
PACE1 regrese, [68] 0,7148 



































5.1 Využití vytvořených regresních modelů 
Na základě výstupů experimentálního vytváření modelů popsaného v předešlé 
kapitole 5.1.3 bylo pro predikci tloušťky VNV dále testováno celkem pět regresních 
postupů bez selekce příznaků (lineární regrese, PACE6 regrese, regrese Gaussovskými 
procesy, SVM klasifikátor s optimalizací SMO a M5P regresní strom) a další tři 
regresní algoritmy zahrnující vlastní selekci příznaků (robustní regrese s optimalizací 
LMS, PACE1 regrese a PLS regrese). 
Postup užití modelu schematicky znázorňuje výše uvedený Obrázek 5.1. 
Dostupných 19 snímků zdravých očí bylo podrobeno subjektivnímu hodnocení ostrosti 
obrazu v oblasti zájmu blízké optickému disku, kdy byly tři snímky ze souboru dat 
vyřazeny, jako nedostatečně ostré, tedy nevyhovující další analýze. Snímky byly již 
dříve předzpracovány segmentací cévního řečiště dle metody [84]. Následně podléhaly 
výpočtům 78 texturních příznaků (popsaných v kapitole 3.1) pro každý pixel v oblasti 
zájmu okolo optického disku (do vzdálenosti 1,5 násobku průměru optického disku), 
mimo vysegmentované cévní řečiště. Vstupem pro aplikaci predikčních modelů tak byla 
dostupná sada 78 parametrických obrazů pro každou z 16 vybraných fundus fotografií. 
Ukázka dvou parametrických obrazů viz Obrázek 5.8a,b. 
 
a) parametrický obraz pro příznak f39 
 
b) parametrický obraz pro příznak  f41 
 
c) parametrický obraz predikovaný modelem lineární regrese 
Obrázek 5.8: Ukázka parametrických obrazů pro vybrané příznaky a pro výstup predikce 
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Jako testovací soubor byly vybrány příznakové vektory o 78 proměnných ze 
všech souhlasných pozic pixelů parametrických obrazů z oblasti zájmu mimo 
vysegmentované cévní řečiště. Vzájemným propojením prostředí WEKA s prostředím 
MATLAB mohly být regresní modely natrénované trénovacím souborem dat 
aplikovány na každý příznakový vektor z testovacího souboru dat. Při zachování 
odpovídajících pozic pixelů v rámci matice parametrických obrazů jednoho fundus 
snímku tímto postupem aplikace regresního modelu vznikl jediný parametrický obraz 
jako výstup predikce (výstup pro model lineární regrese viz Obrázek 5.8c). 
5.2 Ověření účinnosti vytvořených regresních modelů 
5.2.1 Předzpracování výstupu predikce za účelem korelační analýzy 
Za účelem hodnocení výstupu predikce v podobě parametrického obrazu byla 
zjišťována míra schopnosti predikovaného parametrického obrazu sledovat změny 
v tloušťce VNV. Pro toto hodnocení byla v úvahu brána odpovídající data OCT 
cirkulárních skenů. Cirkulární skeny jsou vedeny oblastí kolem optického disku a SLO 
snímky provázané s těmito daty bylo možné s výhodou využít k přepočítání polohy 
cirkulárního skenu do fundus snímku, respektive do predikovaného parametrického 
obrazu. Postup tohoto přepočtu je znázorněn na Obrázku 5.9a,b,c. Pro zpřesnění 
následných výpočtů byla přepočítaná kružnice v parametrickém obrazu doplněna o další 
čtyři soustředné kružnice (dvě směrem k optickému disku a dvě směrem od optického 
disku, vždy s krokem 10 pixelů). Průměr z těchto pěti kružnic (dle Obrázku 5.9d), byl 
použit k vykreslení profilu predikovaného příznaku pro možnost porovnání s profilem 
tloušťky VNV získané z cirkulárního skenu OCT v korespondující pozici (viz Obrázek 
5.9e,f). V místech cév byl profil příznaku lineárně interpolován. 
Samotný proces aplikace algoritmů predikce na celé parametrické obrazy, i přes 
omezení rozsahu analýzy pouze do oblasti zájmu kolem optického disku, se ukázal jako 
výpočetně náročný. Tato skutečnost byla způsobena nutností propojení prostředí 
MATLAB, ve kterém byla analýza parametrických obrazů primárně realizována, 
s prostředím WEKA, ve kterém probíhala samotná aplikace testovaného modelu, a 
nutností následného zpětného exportu výstupu predikce do prostředí MATLAB k jeho 
dalšímu zpracování. V prezentovaném přístupu byly parametrické obrazy procházeny 
pixel po pixelu a WEKA byla za účelem predikce volána v každém tomto kroku. 
Z popsaného důvodu časové a výpočetní náročnosti byl následně uplatněn postup 
primárního přepočtu polohy OCT cirkulárního skenu do parametrických obrazů 
jednotlivých 78 příznaků (se zahrnutím dopočtu čtyř soustředných kružnic pro 
zachování zavedeného postupu). Následné volání prostředí WEKA tak mohlo 
proběhnout pouze jedenkrát v rámci jednoho snímku za účelem predikce informace 




a) SLO snímek s vyznačenou polohou 
cirkulárního skenu OCT 
 
b) výřez originálního fundus snímku s vyznačenou 
polohou přepočítané pozice cirkulárního skenu  
 
c) predikovaný parametrický obraz s vyznačenou 
polohou přepočítané pozice cirkulárního skenu 
 
d) predikovaný parametrický obraz s vyznačenou 
polohou pěti kružnic pro výpočet profilu 
 
e) profil tloušťky VNV získaný z cirkulárního 
skenu OCT 
 
f) profil výstupu predikovaného modelem 
lineární regrese 
Obrázek 5.9: Postup přepočtu cirkulárního skenu a tvorby profilů 











































5.2.2 Korelační analýza výstupů predikce příznaku 
Postup tvorby profilů byl proveden na každém z 16 vybraných snímků zdravých 
očí pro všechny regresní modely zmíněné v kapitole 5.1.3. Na výstupech v podobě 
profilů predikovaných výstupů a profilů tloušťky VNV byla následně zjišťována míra 
závislosti pomocí výpočtu korelace mezi příslušnými průběhy dle vzorce (3.38). 
Výsledky jsou shrnuty v Tabulce 5.4 pro všechny testované regresní modely. 
Výstupy korelační analýzy poukazují na dobrou schopnost vytvořených a 
testovaných regresních modelů sledovat změny v tloušťce VNV. Průměrné korelační 
koeficienty pro všechny modely převyšují míru korelace nejlepšího z příznaků (ten 
dosahoval korelace 0,69, viz Tabulka 5.1). Představené vytváření regresních modelů pro 
predikci tloušťky ze souboru texturních příznaků se jeví jako účelné a opodstatněné. 
 




Modely bez selekce příznaků 


























1 0,84 0,82 0,88 0,87 0,80 0,86 0,86 0,84 
2 0,85 0,84 0,82 0,80 0,78 0,80 0,84 0,84 
3 0,71 0,74 0,77 0,79 0,76 0,81 0,77 0,72 
4 0,87 0,89 0,88 0,87 0,87 0,81 0,86 0,88 
5 0,83 0,75 0,86 0,85 0,84 0,83 0,87 0,86 
6 0,90 0,78 0,91 0,89 0,86 0,91 0,88 0,85 
7 0,65 0,61 0,66 0,68 0,66 0,64 0,67 0,70 
8 0,74 0,80 0,77 0,77 0,77 0,70 0,78 0,84 
9 0,69 0,62 0,74 0,74 0,71 0,70 0,75 0,78 
10 0,85 0,82 0,86 0,84 0,80 0,81 0,87 0,84 
11 0,82 0,83 0,79 0,83 0,76 0,71 0,84 0,74 
12 0,72 0,71 0,75 0,77 0,72 0,75 0,77 0,74 
13 0,69 0,64 0,68 0,60 0,74 0,50 0,72 0,78 
14 0,69 0,69 0,73 0,74 0,70 0,71 0,71 0,72 
15 0,65 0,24 0,77 0,74 0,65 0,84 0,78 0,76 
16 0,60 0,57 0,65 0,71 0,65 0,62 0,60 0,45 






6 POPIS IMPLEMENTOVANÝCH ALGORITMŮ 
Pro realizaci navržené analýzy texturních příznaků byla využita dvě programová 
prostředí. Algoritmy byly implementovány ve vývojovém prostředí MATLAB 
(R2011b). Vytvořené programové moduly primárně zaměřené na zpracování obrazu 
jsou schopné navázat propojení s programovým prostředím WEKA (3.6), ze kterého 
využívají strojových technik učení. 
Podmínky funkčního propojení obou prostředí jsou podrobně uvedeny na 
přiloženém CD v textovém souboru ReadMe.txt. Při dodržení definovaných nastavení 
níže popsané funkce volají algoritmy z prostředí WEKA do prostředí MATLAB, ve 
kterém jsou získané výstupy dále zpracovávány. 
6.1 Funkce pro propojení programových prostředí MATLAB 
a WEKA 
Pro správný průběh dostupných funkcí je nutné ve spouštěcím m-souboru 
(ANALYZA_TEXTURNICH_PRIZNAKU) definovat názvy atributů, testovou a 
tréninkovou sadu dat a identifikovat atribut klasifikační třídy. Po těchto úkonech je 
volána funkce: 
function wekaOBJ = matlab2weka(name,featureNames,data,targetIndex) 
převádějící data z maticového zápisu užívaného prostředím MATLAB do textového 
formátu pro potřeby jazyku Java. Po převedení dat je volána funkce: 
function wekaClassifier = trainWekaClassifier(wekaData,type,options) 
umožňující navázání přístupu ke zvolenému klasifikátoru a jeho natrénování. Tato část 
z dostupných programových modulů [79] byla ve své základní podobě mírně 
modifikována, především pro účely možností potlačení defaultního nastavení 
jednotlivých klasifikátorů, které v dostupných zdrojových kódech nebylo řešeno. 
Následující funkce:  
function [predictedClass,classProbs] = wekaClassify(testData,classifier) 
umožňuje vlastní klasifikaci testovací sady dat uplatněním modelu vzniklého tréninkem. 
Zde bylo opět do převzatého zdrojového kódu [79] mírně zasaženo. Tentokrát šlo o 
záměnu nastaveného hlavního výstupu predikce, pro který WEKA používá 
pravděpodobnost správného zařazení do tříd, na žádoucí výstup v podobě hodnot 
predikovaných modelem. Výstup je pak v požadovaném formátu predikovaného 
vektoru zpět v prostředí MATLAB připraven k další analýze. 
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6.2 Funkce pro přepočet polohy cirkulárního skenu OCT do 
fundus snímku 
Konkrétní zpracování obrazu je v této práci závislé především na přepočtu bodů 
mezi daty pořízenými dvěma různými zobrazovacími modalitami. Popsaná analýza bere 
v úvahu cirkulární skeny OCT. Poloha cirkulárního skenu je plně specifikována dvěma 
body – středem cirkulárního skenu (v centru optického disku) a počátečním bodem 
skenu. Tyto dva body jsou přepočítány do fundus snímku voláním funkce:  
function [ROWnew,COLnew] = prepocet_bodu(c,r,M,nc_fl,nr_fl,presah). 
Vstup funkce tvoří mimo souřadnice SLO snímku, které mají přepočtu podlehnout, také 
registrační data z modality OCT. Výstupem funkce jsou souřadnice bodů přepočítané do 
fundus snímku v korespondující pozici. Z dvojice přepočítaných bodů (střed 
cirkulárního skenu a jeho počáteční bod) je možné dopočítat poloměr cirkulárního 
skenu. Souřadnice středu cirkulárního skenu a jeho poloměr tvoří vstup další fuknci: 
function output_coord = plot_circle(X,Y,Radius,varargin). 
 Tato funkce slouží k dopočtu kružnice vystihující plnou polohu přepočítaného 
cirkulárního skenu. Výstupem funkce jsou zde souřadnice jednotlivých bodů kružnice 
reprezentující cirkulární sken ve fundus snímku, respektive predikovaném 
parametrickém obraze. Právě znalost jednotlivých souřadnic kružnice umožňuje 
extrahovat hodnoty příznaku z parametrického obrazu pro účely vykreslení profilu 
výstupu predikce, tak jak byl popsán v kapitole 5.2.1.  
Při prezentované analýze je velmi důležité respektovat konvenci směru průběhu 
cirkulárního skenu OCT z počátečního bodu skenu vždy směrem vzhůru bez ohledu na 
orientaci oka. Tuto skutečnost je nezbytné zohlednit při tvorbě přepočtu cirkulárních 
skenů, aby hodnoty profilů opravdu pozičně korespondovaly. 
Na základě výše popsaných programových funkcích je realizována celá analýza 
tvorby, aplikace a testování regresních modelů na oftalmologických obrazových datech. 
Analýza probíhá ve dvou variantách. V první vzniká plná matice predikovaného 
parametrického obrazu, ze kterého je následné extrahován profil hodnot predikované 
tloušťky. Varianta druhá zahrnuje primární extrakci hodnot napříč všemi příznaky a až 
následnou predikci tohoto výstupu (tato varianta je výpočetně a časově méně náročná). 
Veškeré popsané programové moduly jsou v podobě komentovaných zdrojových 
kódů k dispozici na přiloženém CD. Součástí příloh je textový soubor ReadMe.txt 
s podrobnějším popisem funkcí včetně detailnější charakteristiky vstupů a výstupů 
funkcí.  Přílohy také obsahují soubor dat nezbytný pro ukázku funkčnosti algoritmů. 
56 
 
7 DISKUSE DOSAŽENÝCH VÝSLEDKŮ 
Navrhovaná metodika tvorby regresního modelu a jeho aplikace na obrazová data 
za účelem predikce tloušťky VNV se dle vyhodnocení prezentovaného v kapitole 5.2.2 
ukazuje jako účinná s dobrou mírou korelace vůči objektivnímu stavu tloušťky VNV. 
Algoritmy implementované v programovém prostředí WEKA, na kterých tvorba 
regresních modelů v této práci probíhala, jsou tak za daným účelem použitelné. 
 Do sloupcového grafu na Obrázku 7.1 jsou zaznamenány finální průměrné 
korelační koeficienty mezi tloušťkou VNV a výstupem predikce. Pro přehledné 
srovnání jsou do grafu vyneseny také odpovídající korelace získané při tvorbě 
jednotlivých regresních modelů z trénovacího souboru dat. 
 
Obrázek 7.1: Graf korelačních závislostí výstupů jednotlivých regresních modelů 
Z grafu je patrné, že většina regresních modelů při testování dosáhla vyšší 
úspěšnosti než při samotném tréninku modelu. Nejúspěšněji se podařilo natrénovat 
model lineární regrese (korelace v tréninku 0,80), nicméně v testu právě tohoto regresní 
přístupu došlo při testování ke snížení průměrné korelace mezi výstupem predikce a 
tloušťkou VNV na 0,76. Obdobného výsledku dosáhla robustní regrese s optimalizací 
LMS. Tento výsledek vychází patrně ze skutečnosti samotné podstaty optimalizace 
LMS, která řeší problém odlehlých hodnot a nerovnoměrného rozložení dat tak, jak 
bylo pospáno v kapitole 3.4.2. Vstupní texturní příznaky byly ovšem v rámci 
předzpracování dat odlehlých hodnot zbaveny a normovány. V souladu s teoretickými 
předpoklady se tak výsledky v tomto případě pro regresi s optimalizací LSM blíží 
výsledkům klasické lineární regrese. 
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Celkově nejlepšího výsledku při testování dosáhla PACE regrese a to při zvolené 
proceduře PACE1 (korelace 0,79). PACE regrese se tak v tomto případě projevila jako 
účinnější než regrese lineární, ze které její princip vychází. Přestože autoři uvádí, že 
přístup PACE6 se v praxi ukazuje jako úspěšnější než přístup PACE1, tato skutečnost se 
projevila pouze při tréninku modelů. Pokles úspěšnosti procedury PACE6 při testování 
lze přičítat nižší základně analyzovaných příznaků. Samotná PACE regrese byla 
implementována pro účelné analýzy rozsáhlých datových souborů a sami autoři v [68] 
diskutují vhodnost přístupu PACE6 pro soubory o nižším počtu příznaků, u kterých 
nemusí tento přístup přinést dostatečně přesné výstupy predikce. 
Při hodnocení dalších modelů lze zmínit například nutnost diskretizace dat při 
regresi metodou M5P regresního stromu, u které by se dal očekávat případný negativní 
dopad diskretizace na predikci. Ovšem tak se nestalo a metoda M5P regresního stromu 
nikterak nezaostává za ostatními modely, ať už jde o přístupy transformující původní 
prostor příznaků (PLS regrese nebo SVM klasifikátor) nebo o přístup podložený 
pravděpodobnostním rozdělením příznaků (regrese Gaussovskými procesy). 
Zamýšlené uplatnění selekce příznaků se při experimentální tvorbě modelů 
neukázalo jako vhodné. Vzhledem ke skutečnosti, že dostupný počet příznaků (78 
vstupních příznaků) není závratně velký, trénování modelů probíhalo bez problémů a 
časového nebo výpočetního zatížení na plném počtu příznaků. Od aplikace selekce 
příznaků se tedy očekával přínos především v podobě lepší interpretovatelnosti výstupů 
analýzy a celkového zpřesnění. Tohoto zpřesnění ovšem nebylo v tréninku při 
uplatněných selekcí příznaků metodami mRMR a CFS dosaženo a následné testování 
proto probíhalo na plném počtu vstupních příznaků. Selekci příznaků do analýzy vnesly 
pouze některé modely, jejichž regresní přístup je na selekci přímo založen (robustní 
regrese s odhadem LMS, PACE1 regrese a PLS regrese). 
Dobrou schopnost výstupu predikce sledovat změny v tloušťce VNV lze 
kvantitativně hodnotit na konkrétních profilech po kružnici kolem optického disku tak, 
jak bylo představeno v kapitole 5.2.1. V rámci celých parametrických obrazů je ze 
subjektivního podhledu variabilita v predikované tloušťce VNV také dobře patrná. Na 
Obrázku 7.2a je možné porovnat měnící se hodnotu výstupu predikce s informací 
poskytovanou odpovídající tloušťkovou mapou. Na uvedeném obrázku predikované 
tloušťky je dobře vidět vyšší jasové hodnoty odpovídající vyšším hodnotám výstupu 
predikce v okolí majoritních cév a naopak pokles jasu na nasální straně sítnice (zde pro 
pravé oko nasální strana vpravo). Tato dynamika v hodnotách predikované tloušťky 
v rámci parametrického obrazu je srovnatelná s objektivními hodnotami tloušťky VNV 
podle tloušťkové mapy, a tedy odpovídá anatomickému rozložení vláken na sítnici. 
Obrázky 7.2b,c pak pro konkrétní příklad ukazují odpovídající profily výstupu predikce 
a tloušťky VNV z cirkulárního skenu a poskytují kvantitativní ekvivalent výše 
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popsanému subjektivnímu hodnocení. Profil výstupu predikce zcela správně sleduje 
typický průběh kolísání tloušťky VNV okolo optického disku.  




a) predikovaný obraz (nahoře) 
a odpovídající tloušťková 
mapa VNV(dole) 
b) poloha cirkulárního skenu 
v predikovaném obraze 
(nahoře) a v SLO (dole) 
c) odpovídající profily 
predikovaného obrazu 
(nahoře) a tloušťky VNV (dole) 
Obrázek 7.2: Ukázka výstupu predikce příznaku v porovnání tloušťky VNV 
Prezentovaná analýza proběhla pouze na snímcích zdravých očí bez 
glaukomových abnormalit ve VNV. Přestože dostupná databáze obsahuje snímky očí 
postižených glaukomem, tyto snímky nebyly pro analýzu k dispozici v žádoucí 
předzpracované podobě (nebyla k nim dostupná kompletní databáze OCT dat a 
nezbytná registrační data).  Navzdory této skutečnosti se podařilo záměry stanovené 
analýzy kvantifikace VNV uskutečnit na datech očí zdravý a to právě díky výše popsané 
fyziologické variabilitě tloušťky VNV v rámci sítnice. 
Důležité je ovšem zmínit, že k testování regresních modelů byly záměrně vybrány 
snímky o vysoké kvalitě obrazu a například snímky málo ostré byly z analýzy vyřazeny. 
Případná aplikace vytvořených metod analýzy by u snímků nemocných očí mohla být 
negativně ovlivněna skutečností, že glaukomové poškození často postihuje věkově 
starší populaci. U těchto pacientů se většinou současně objevuje například zakalená oční 
čočka, nebo další oční postižení, znesnadňující snímání očního pozadí v odpovídající 
kvalitě. Lze očekávat, že takto pořízené snímky budou rozostřené, což by 
pravděpodobně do zavedené analýzy mohlo vnášet chyby. 
Faktorem, který navržené hodnocení stavu VNV v oblasti kolem optického disku 
na fundus snímcích značně ovlivňuje, je přítomnost množství zásobovacích cév, které 















































z optického disku na povrch sítnice charakteristicky vystupují. VNV vykazuje v oblasti 
majoritních cév vůbec nevyšší hodnoty tloušťky v rámci celého povrchu sítnice, tak jak 
je možné pozorovat na tloušťkové mapě VNV na Obrázku 6.2a. Informaci o textuře 
VNV z této oblasti snímku není vzhledem k samotné přítomnosti cév, a z ní vycházející 
nutnosti segmentace cévního řečiště, možné získat v dostatečné míře. Tento faktor nelze 
nijak zásadně ovlivnit. Významným předpokladem k maximální výtěžnosti očekávané 
texturní informace je v tomto ohledu pouze kvalitně vysegmentované cévní řečiště ve 
smyslu vysokého počtu správně detekovaných pixelů reprezentujících cévy a eliminace 
parazitní detekce falešných struktur. 
Při subjektivním posouzení dostupných parametrickým obrazů jako výstupů 
texturní analýzy fundus snímku je patrné, že některá místa snímků, která podléhala 
výpočtům texturních příznaků, vykazují nedostatečnou segmentaci cévního řečiště 
(naznačeno na Obrázku 7.3). Výpočtem texturních příznaků i v místech, která náleží 
obrazové informaci reprezentované cévní strukturou, mohou být výsledky negativně 
ovlivněny. Kvalitnější předzpracování, ve smyslu přesnější segmentace cévního řečiště, 
by mohlo přispět k přesnějším výsledkům predikce. 
 
a) fundus snímek (průměr 
složek G a B) 
 
b) cévního řečiště 
vysegmentované dle [84] 
 
c) obraz predikovaný modelem 
lineární regrese 
Obrázek 7.3: Příklad nedostatečné segmentace cévního řečiště  
(modrý kruh – poloha cirkulárního skenu, červené šipky – místa s nedostatečnou segmentací, 
zelené šipky – místa falešně vysegmentovaná 
Na základě popsaných výsledků je možné konstatovat, že navržená analýza 
texturních příznaků v podobě predikce tloušťky pomocí regresních modelů dokáže ve 
svém výstupu dojít k takové kombinaci vstupních texturních příznaků, že ve vysoké 
míře vystihne objektivně změřenou tloušťku VNV.  Při tomto hodnocení musí být 
zároveň bráno v potaz, že analýza byla provedena na datech jediné obrazové databáze, 
na omezeném počtu snímků a to pouze zdravých očí. K rozsáhlejšímu ověřování 




Tato diplomová práce se zabývala analýzou oftalmologických obrazových dat 
z pohledu diagnostiky glaukomu. Hlavním cílem práce byl návrh metodiky kvantifikace 
VNV pomocí texturních příznaků popisujících texturu snímků sítnice pořízených 
digitální fundus kamerou. Navržená metodika uvažovala možnost tvorby regresních 
modelů, jejichž prostřednictvím se dostupné texturní příznaky využily v takové 
kombinaci, aby byla převýšena schopnost sledovat změny ve VNV každého jednoho 
z těchto příznaků. K analýzám byly využity dostupné texturní příznaky vypočítané 
metodou Gaussovských Markovských náhodných polí [8] a lokálních binárních vzorů 
[9]. Jako referenční data byla uvažována data pořízena OCT, která o stavu VNV 
poskytla objektivní informaci v podobě znalosti její tloušťky. 
K samotné tvorbě regresních modelů bylo využito programové prostředí WEKA 
[10] a experimentálně vytvářené regresní algoritmy byly následně aplikovány a 
vyhodnocovány na dostupných obrazových datech. Výsledky popsané v této práci 
ukázaly, že navržená metodika analýzy texturních příznaků se ukazuje jako účinná 
s dostatečnou korelací mezi výstupem predikovaným prostřednictvím vytvořených 
regresních modelů a skutečnou tloušťkou VNV. Byla tak nejen ověřena dobrá schopnost 
analyzovaných texturních příznaků mapovat z fundus fotografií stav VNV v ohledu 
jejích anatomických a fyziologických vlastností, ale také byla tato schopnost dále 
podpořena právě aplikací regresních modelů schopných přesnější predikce tloušťky. 
Jednou z možností navázat na výstupy této diplomové práce je možnost využití 
implementovaných programových modulů pro analýzu dalších texturních příznaků. 
Navržená analýza je aplikovatelná kromě dosud využitých texturních příznaků i na další 
texturní přístupy, které byly za účelem kvantifikování VNV ze snímků sítnice 
vytvořeny. 
Primárně je celý postup orientován na možnost cíleného rozlišení mezi zdravou 
tkání a tkání změněnou v důsledku glaukomového onemocnění. Za tímto účelem je 
žádoucí testování a vyhodnocení navržené metodiky právě na datech očí postižených 
glaukomem, které z důvodu prozatímní nedostupnosti těchto dat nemohlo být v rámci 
této práce realizováno.  
Širší využití představeného přístupu skrývá možnost konkrétní cílené klasifikace 
stupně poškození VNV. Pro tyto účely by bylo ovšem nutné uplatnit testování modelů 
na rozsáhlém souboru obrazových dat za vzniku normativní databáze. V rámci ní by 
bylo možné realizovat cílená porovnání a vyhodnocení dat o neznámém výstupu, 
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SEZNAM ZKRATEK A SYMBOLŮ 
 
ARFF  Attribute-Relation File Format 
CD  Compact Disc 
C/D  Cup-to-Disc ratio 
CCD  Charge-Coupled Device 
CFS  Correlation-base Feature Selection 
CLI  Common Language Infrastructure 
CR  Retinal Camera 
CSV  Comma-Separated Values 
DWT  Discrete Wavelet Transform 
f1-f78  Příznak 1-78 
FEKT  Fakulta elektrotechniky a komunikačních technologií 
FFT  Fast Fourier Transform 
g0   Originální rozlišení obrazu 
g1  První úroveň Gaussovy pyramidy 
g2  Druhá úroveň Gaussovy pyramidy 
GA  Genetický algoritmus 
GLCM Gray Level Co-occurrence Matrix 
GMRF  Gaussian Markov Radom Fields 
GP  Gaussian Processes 
GPR  Gaussian Processes for Regression 
GRI  Glaucoma Risk Index 
HOS  Higher Order Spectra 
ISNT  Inferior-Superior-Nasal-Temporal 
JPEG  Joint Photographic Experts Group 
LBP  Local Binary Patterns 
LBP/C  Local Binary Patterns Contrast 
LDA  Lineární diskriminační analýza 
LMS  Least Median of Squares procedure 
MATLAB Matrix Laboratory 
MIQ  Mutual Information Quotient 
MRF  Markov Radom Fields 
mRMR minimal Redundancy Maximal Relevance 
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OCT  Optická koherentní tomografie 
PACE  Projection Adjustment by Contribution Estimation 
PCA  Principal Component Analysis 
PLS  Partial Least squares 
PPA  Peripapillary Chorioretinal Atrophy 
SDR  Standard Deviation Reduction 
Rs  Spearmanův korelační koeficient 
RBF  Radial Basis Function 
RFC  Random-Forest Classifier 
RGB  Red-Green-Blue 
SLO  Skenovací laserová oftalmoskopie 
SVM  Support Vector Machine 
TT  Trace Transform 
UBMI  Ústav biomedicínského inženýrství 
VNV  Vrstva nervových vláken 
VUT  Vysoké učení technické 
WEKA Waikato Environment for Knowledge Analysis 




OBSAH PŘILOŽENÉHO CD 
martina_vodakova_DP.pdf 
Elektronická verze diplomové práce. 
martina_vodakova_DP_prilohy 
Složka obsahující veškeré důležité soubory pro ukázku funkčního spuštění 
implementovaných algoritmů: 
 ReadMe.txt 
Textový soubor se stručnou charakteristikou implementovaných algoritmů a 
podmínek jejich funkčního spuštění. 
 ANALYZA_TEXTURNICH_PRIZNAKU.m 
Hlavní spouštěcí m-soubor. 
 matlab2weka.m, trainWekaClassifier.m, wekaClassify.m, wekaPathCheck.m 
Funkce zabezpečující vzájemné propojení programových prostředí MATLAB a 
WEKA. 
 prepocet_bodu.m, plot_circle.m 
Funkce pro přepočet bodů z dat OCT do fundus snímku a pro extrakci 
příznakových profilů cirkulárních skenů. 
 135128_0.JPEG, 135128_0_slo.PNG 
Obrazová data pro ukázkový snímek – originální fundus snímek ve formátu JPEG 
a SLO snímek ve formátu PNG. 
 fun_vessels.mat, masky_roi_pro_analyzu_circular_normals.mat 
MAT soubory s vysegmentovaným cévním řečištěm a maskou oblasti zájmu. 
 reg_param_vol_135128_0.mat, thickness_135128_0.mat 
MAT soubory s registračními daty OCT a kvantifikovanou tloušťkou VNV 
v poloze cirkulárního skenu pro ukázkový snímek. 
 spocitane_priznaky_135128_0.mat, Data_k_treninku.mat 
MAT soubor s maticemi spočítaných texturních příznaků pro ukázkový snímek a 
soubor dat k tréninku modelu (texturní příznaky spočítané na vzorcích VNV). 
 FEA_predicted_lin_reg.mat 
MAT soubor s ukázkou výstupu predikce modelem lineární regrese pro ukázkový 
snímek. 
