The brain is possibly the most complex system known to mankind, and its complexity has 23 been called upon to explain the emergence of consciousness. However, complexity can take 24 many forms: here, we investigate measures of algorithmic and process complexity in both the 25 temporal and topological dimension, testing them on functional MRI data obtained from indi-26 viduals undergoing various levels of sedation with the anaesthetic agent propofol, in two separate 27 datasets. We demonstrate that the various measures are differently able to discriminate between 28 levels of sedation, with temporal measures showing higher sensitivity. Further, we show that 29 all measures are strongly related to a single underlying construct explaining most of the vari-30 ance, as assessed by Principal Component Analysis, which we interpret as a measure of overall 31 complexity of our data. This overall complexity was also able to discriminate between levels of 32 sedation, supporting the hypothesis that consciousness is related to complexity -independent 33 of how the latter is measured. 34 1 Introduction 35 The science of complex systems has gained increasing prominence in the 21st century. It combines 36 the reductionist ideal of science, with the notion of emergence, whereby high-level phenomena can 37 result from the interactions of simple constituent parts, confirming Aristotle's saying that the whole 38 is more than the sum of its parts [1] . However, complexity science is also a discipline still in its 39 infancy. In particular, due to its appealing and apparently intuitive nature, the notion of complex-40 ity has remained relatively ill-defined. The interdisciplinary nature of this science has resulted in 41 different fields applying the term complexity to multiple quantities, variously measured. ity is perhaps best understood as the negation of simplicity. A system exhibits complex behaviour 43 when it is not uniform, stereotyped, or predictable. However, there is a key assumption that this 44 is not sufficient: complexity must emerge from the underlying orderly interactions of a system's 45 components, about which its behaviour must provide information in other words, its unpredictabil-46 ity must be more than mere randomness, but rather the result of interesting behaviours emerging. 47 a gas. Complexity can be identified in more than one dimension of the same system, too. It may 50 be due to the structure of the interactions between components, such as the connections in a social 51 or biological network. Or it may only become apparent over time, as when it is applied to signals 52 and temporal patterns. Furthermore, there are different ways in which something can be said to be 53 complex, reflected in the different ways that have been developed to estimate complexity. On the 54 one hand, methods from algorithmic information theory such as Shannon entropy and Lempel-Ziv 55 compressibility [2, 3] emphasise unpredictability as the key property for complexity. One downside of 56 such approach, however, is that they would treat a purely random sequence as maximally complex.
Thus, a complex system lies between complete order such as the perfectly predictable regularity of 48 a crystal and complete disorder, as exhibited for instance by the random motion of molecules of All of the collected images were preprocessed using the CONN functional connectivity toolbox 129 [12] 1 , using the default pre-processing pipeline, which includes realignment and unwarping (motion The Lempel-Ziv algorithm is a computationally tractable method for quantifying the complexity of 150 a data-series by calculating the number of distinct patterns present in the data. For sufficiently large 151 datasets, it is a useful approximation of Kolmogorov complexity, which is famously uncomputable 152 for most strings [2] . The method used here is described in Shartner et al., (2015) . Briefly: for every 153 ROI in our parcellated brain, a time-series F (t) is binarized according to the following procedure: of algorithms for estimating the Hurst Exponent; here we report results calculated using a rescaled 186 range approach. In it, a time-series X(t) of length N is segmented into non-overlapping sections of 187 length n, X i (t). For each segment, the cumulative departure from the signal mean is calculated:
wherex is the mean of X i (t). The rescaled range of deviations (R/S) is then defined as:
where σ() is the standard deviation function. We then compute R/S for all X i (t) and average 190 them, generating (R(n)/S(n)), which is the average scaled range for all the subsections of X(t) with 191 length n. We are left with a power relation, where:
Where H is the Hurst exponent, and can be extracted by regression. For each time-series X(t) m k in k 1 , k 2 , ...k max , the length of that series, L m (k), is given by:
We then define the average length of the series L(k) , on the interval [k, L m (k)] as:
If our initial time-series X(t) has fractal character, then: ibility. The more algorithmically random the dataset, the more orthogonal dimensions are required 213 to describe the dataset, which we took advantage of to attempt to quantify the complexity of our 214 BOLD time-series data. We constructed a large array of un-binarized BOLD signals, M (X, T ) to
Finally, the matrices were binarized with a k% threshold, such that:
The results could then be treated as adjacency matrices defining functional connectivity graphs, along the edges. The synchronizability describes the limit behaviour of how long it will take all the 252 metronomes to synchronize. Here we use AC as a proxy measure of synchronisability to capture the 253 possible temporal dynamics of the brain networks modelled by our functional connectivity graphs.
254
The AC of a graph G is formally defined as the first non-zero eigenvalue of the Laplacian matrix 255 L G associated with G. L G is derived by subtracting the adjacency matrix A G from the degree matrix 256 11 D G :
As every row and column of L G sum to zero, and it is symmetric about the diagonal, the 258 imaginary part of every eigenvalue in the spectrum of L G is zero, and if G is a fully-connected 259 graph, then:
To ensure that we were capturing the full topology of the graph, we calculated λ 2 for each graph In contrast to AC, which we use to explore the limit behaviour of possible brain temporal dynamics, 265 our measure of graph compressibility is purely algorithmic, and estimates the Kolmogorov complexity 266 of a graph: that is, the size of a computer program necessary to fully recreate a given graph G. To 267 do this, we re-employ the Lempel-Ziv algorithm originally used to calculate the LZ C score of BOLD 268 signals. Here we use it to calculate a related measure, LZ G , which is the length of a dictionary 269 required to describe the adjacency matrix A G of a given graph.
270
To calculate LZ G , we take a binary adjacency matrix and flatten it into a single vector V , and 271 then run the Lempel-Ziv algorithm on that vector. As a binary vector of length l can be used to 272 perfectly reconstruct an adjacency matrix defining a graph with √ l vertices (so long as l is a square 273 number, of course), we take V to be equivalent to a program defining G. As with AC, to ensure that Once we had calculated individual measures of complexity, we tested how they related to each-other, 279 and (for Dataset A) serum concentrations of propofol. We correlated each one against all others to 280 construct a correlation matrix which describes, how different metrics cluster. 281 We also did a principal component analysis on the set of all results. We hypothesized that, showed ∆ =-0.029 ± 0.039. We note that these two results are remarkably similar, although this is 307 likely a coincidencee. For full results from Dataset A, see Table 1 , and for Dataset B, Table 2 . In 308 the propofol sedation conditions of Dataset A (Mild and Moderate), we found significant negative 309 correlations between LZC and serum concentrations of propofol (r=-0.55, p=0.002), see Figure 3A .
310
These results are consistent with previous findings that Lempel-Ziv compressibility of sponta-311 neous brain activity is discriminative of level of consciousness in humans [15, 16] and animals [24] .
312
Of all the time-series measures described, the LZC algorithm described here is distinct in that 28 Figure 1 : Here are the differences in the first principal component generated from all the measures from Datasets A and B. Interestingly, in Dataset A, there was no significant difference between the Awake and Mild condition, while there were differences between both of those states and the Moderate condition. While this may be a reflection of lack of sensitivity, it is worth noting that, between the Awake and Mild conditions, consciousness was not actually lost: volunteers experienced conscious sedation, while the difference in level of consciousness between the Awake and and Moderate conditions was much more dramatic. In Dataset B, where consciousness was fully lost in the Deep condition, a significant difference appeared. Note that, despite the measures of complexity generally dropping as consciousness was lost (with the notable exception of the Hurst exponent analysis), the PCA analysis returned a Hurst-like pattern, with the values in the component increasing as consciousness is lost. This does not indicate an increase in complexity in any sense, but rather, is an artefact of how the dimensionality reduction transforms values. To ensure that this was not being driven by the Hurst exponent in any way, we ran the analysis after multiplying each Hurst exponent by -1 (so that the value decreased with loss of consciousness), and found no difference in the result. 29 Figure 2 : The correlation matrices between all the different metrics fro Datasets A and B. All entries along the diagonal have been removed. There are some typical patterns: the graph measures (LZ Graph and Algebraic Connectivity are both generally more highly correalted, as are LZC, Sampen and Hurst). With the exception of a single correlation between the PCA Number and the Hurst Exponent in Dataset A. The p-values ranged over many orders of magnitude from 10 −2 to 10 −20 30 Figure 3: There was a significant correlation between the first component and serum concentration of propofol, with patients in the Mild condition (r = 0.53, p-value = 0.004) clustering together with low concentrations, and increasing, with larger variances, as the propofol concentration climbs. As with the plots shown above, the incongruous increase in the values of the component does not reflect a relative increase in complexity in this case, but is an artefact of the PCA algorithm. No Awake volunteers were included in this analysis, as all would have had a blood propofol concentration of exactly zero.
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