Abstract-In this paper, a grasping method based on convolutional neural network (CNN) and image simplification is proposed to solve the problem of detecting the optimal grasping pose of a parallel-jaw gripper for unknown objects in an RGB-D view. First, the outlines of objects are simplified to remove blurred details caused by the 3D-sensing device. Further, the depth data at the edge of objects is clustered to simplify the complex 3D structure of objects. Then candidates for grasp on the image are selected by force closure and is sent into the Grasp Quality Convolutional Neural Network (GQ-CNN) to estimate the best estimation of grasping pose. A variety of common objects are used for the grasp experiment and the results demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
In recent years, computer vision, as an important research field of artificial intelligence has been widely used in all walks of life, and the visual-based robotic grasp has also gradually became a research hotspot. Methods of grasp detection aiming to generates a suitable gripper configuration by maximizing a success (or quality) metric can be divided into two categories [1] , analytic methods and empirical methods.
Analytic methods adopted in [2~4] aim to assume the object and contact locations are known exactly and consider either the ability to resist external wrenches [5] or the ability to constrain the object's motion [6] or specific to a task. However, the generalization ability of the method is often not strong enough to adapt to novel objects because of the uncertainty of shape, size, angle and external illumination of the object.
Empirical approaches typically use deep neural networks to estimate an optimal grasp poses from sensing devices based on human labels. Kappler et al. [7] and Lenz et al. [8] created their images with human labels respectively and used Convolutional Neural Network (CNN) to match images and human labels for finding the appropriate poses. Kumra [9] further promoted the method by adding a ResNet-50 to pre-extract features from the scene by using the dataset of Lenz et al. Recently, Mahler [10] et al. created a synthetic dataset of 6.7 million points clouds, and corresponding grasps with robust analytic grasp metrics and used a Grasp Quality Convolutional Neural Network (GQ-CNN) to grasp a variety of objects successfully.
However, methods using deep neural networks and generating grasps based on low-level features always leads to impropriate outcomes due to image data loss and complex structures of objects. In contrast, when humans see novel objects, they know how to grasp instinctively without careful observation. A novel approach based on simplification of the RGB-D image captured by the sensor is proposed to erase unnecessarily cumbersome details, which aims to bypass the effect of blurred pixels and relatively complex structure.
The method aims to achieve an optimal grasp by roughly observing like humans do, which consists of two components: a suitable simplification for object boundary and depth to, and a GQ-CNN to giving more accurate detection by choosing an appropriate candidate as the final outcome. The grasp prediction GQ-CNN is trained based on Berkeley grasp dataset Dex-Net 2.0 [10] of over 6.7 million robust grasps and point clouds with synthetic noise generated from probabilistic model of grasping rigid objects on a tabletop with a parallel-jaw gripper. Fig.1 shows a five-dimensional grasp representation used in the approach for a grasp candidate of the target object. This five-dimensional representation indicate 3D position and orientation of the parallel-jaw gripper. As Jiang et al. [11] shows that this five-dimensional grasp representation can be used to predict a grasp pose with effectiveness and efficiency.
The remainder of this paper is organized as follows. Section Ⅱ presents the formal analysis of three main process used in the grasp method. Section Ⅲ describes the specific process of the experiment. A summary of work is given in Section Ⅳ. 
II. FORMAL ANALYSIS
The following methods are used to solve the problem of planning a robust parallel-jaw grasp for novel objects and the detailed descriptions are given in the following subsections.
Assume that 1) the finger (parallel-jaw gripper) contact is point contact with friction; and 2) the friction is Coulomb friction, which means that the friction coefficient μ is constant on the whole object.
A. Antipodal Points and Force Closure
To find grasp candidates, all point pairs from edges in depth images are searched and keep those that are antipodal points. Reference [12] denotes contact points ( ) After that, the range of candidates can be further narrowed by guaranteeing the selected point pairs that are theoretically graspable.
B. Simplification for Object Boundary and Depth
Humans, unlike robots, often do not observe objects carefully in advance, but plan to grasp objects by their approximate images. If only some complex details in the image are removed (both shape and depth of the object image are properly simplified), practical experience proves that there is no additional error in feeding the theoretical force closure grasp candidate and the corresponding image into the neural network. Moreover, without the interference of meaningless image details, the object image to be captured is closer to the conventional object used in the network training, which greatly improves the robustness of the network to the unknown shape.
The depth and shape of an object image are simplified by using K-means clustering and α-shape respectively. Using Kmeans clustering, the depth of an object can be clustered into several discrete depth values. Given a set of observations (1) Assignment step: Assign each point to the cluster whose mean has the least squared Euclidean distance:
(2) Update step: Calculate the new means to be the centroid of the observations in the new clusters:
The algorithm is converged when the assignments no longer change. α-shape is a method to generate piecewise linear simple curves in the Euclidean plane associated with the shape of a finite set of points. Given a set of two-dimensional points (1) Edge is longer than 2α; (2) Draw two circles through two end points of with a radius, and there are other points in both circles.
The gradient object boundary extracted in advance is discretized into a point set (see Section 4.1). Then use α-shape algorithm to re-extract the approximate outline of the object, which can remove unnecessary boundary details and grasp poses that is not suitable for the jaw size.
C. Estimation of Robustness for Grasp Candidates
Grasp Quality Convolutional Neural Network trained offline shown in Fig.2 is used to estimate the robustness R  of grasp candidates. The network takes candidate gripper height (the height of the grasp center) z as input, as well as an image centered on the grasp center pixel and oriented along the grasp axis. Two associated inputs eliminate the interference of rotating invariances, allowing us to determine grasp robustness in different orientations without additional processing [13] , [14] .
GQ-CNN training datasets are generated by associating grasps and metrics with locations and angles in rendered depth images from Dex-Net 2.0. The database files are organized by five different attributes, but three types are only need in our experimental:
(1) depth_ims_tf_table: depth images transformed to align the grasp center with the image center and the grasp axis with the middle row of pixels; (2) hand_poses: gripper center from the camera that took the corresponding depth image; (3) grasp_metrics: value of the robust epsilon metric computed according to the Dex-Net 2.0 graphical model.
The depth image of a grasp candidate is taken as input to four convolutional layers and a fully connected (FC) layer. The convolutional layers work as feature extractors for suitable grasps, which can also be interpreted as estimator for the similarity of depth images between the input grasp candidates and training set. The corresponding height of grasp which is sampled between the height at the grasp center pixel and the table surface and convolution network are connected to their respective FC layer. Then the two FC layers are connected together and fed into a FC layers to generate the robustness estimation. The FC layers and convolutional layers use ReLU activation functions. Meanwhile MSE and SGD are adopted as loss function and the optimizer respectively.
III. EXPERIMENT AND RESULT ANALYSIS
In this experiment, we use a Kinect depth camera as an image acquisition device. The camera is fixed above the workbench and the lens plane is substantially parallel to the ground. We try to place the object in the center of the box to avoids the data loss caused by too much deviation from the depth camera, which is also more in line with the requirements of the GQ-CNN network trained with the Dex-Net In order to evaluate our grasping system, we conduct several experiments with novel objects that are not trained in advance. The objects used in our evaluation are shown in Fig.4 These objects have different shapes and quality. Among them, there are some more regular objects such as green peppers, cups, tape measures, as well as some more complex objects such as covers, staplers and wires, etc. 
A. Boundary Points Extraction Based on Depth Image Gradients
In contrast to using RGB image to find boundaries, method using Sobel operator on the depth image has some advantages for the method which employs depth image. For example, the method is less susceptible to the influence of light and boundaries are more continuous. An example of extracted boundaries is shown in Fig.5 .
Moreover, the inpainting kernel 111 1 0 1 111
is adopted to replace the zero depth of point (the depth camera does not receive signals at this point) with the surrounding depth data before extracting the boundary. 
B. Simplification of Depth and Shape
As is shown in subsection Ⅱ. B, the K-Means and α-Shape methods are used to properly simplify the depth and shape of the object. The results are shown in Fig.6 .
Original depth of a whole object is replaced by K-means clustering. Since the actual object is not very high, the depth is clustered into three categories that are sufficient to represent the object. In addition, when the depth difference between the two cluster centers is less than 1.5 cm, combining the two centers can further simplify the process.
In order to extract the outline of the object, the boundary generated in subsection Ⅲ. A have to be discretized firstly and then is re-extracted using the α-shape method. In the algorithm, α controls the degree of blurring of the boundary and is set to one-45th of the depth image width empirically. 
C. Select Optimal Grasps
As Grasp candidates are found based on force closure on the simplified image. Then, 64*64 depth images centered on the candidate center points are generated and fed into the trained GQ-CNN. After that, select the top ten grasp poses corresponding to the robustness estimated by GQ-CNN and use the GMM algorithm to cluster 5 grab positions and send them into GQ-CNN again, so that the system will not be selected in one place. The result is shown in Fig.7 . 
D. Grasp Using Robot Arm
The grasping experiment is based on a 6-degree-of-freedom human-machine-assisted Schunk industrial robotic arm. Before the experiment, the coordinate system of the depth camera and robot arm need to be matched, so that the parameters of the grasp pose can converted to the coordinate system of robot arm. 
where m T is the hand-eye relationship matrix obtained by
,, x y z is the position of the target object in the base coordinate system of the robotic arm.
The results are shown in Fig.8 , where Fig. 8(a) is the grasp pose detected by the algorithm and Fig.8(b) shows the image when the robot arm is grasping. 
E. Comparisions with Existed Result
Comparisons with our method and directly putting depth image of the grasp candidate into GQ-CNN is made. When the shape of target is regular, both methods are able to get the appropriate results shown in Fig.9 . But when the depth image is blurred due to the problem of the camera itself, or when the object has a complicated three-dimensional structure, this method does not have good generalization performance. The comparisons of the two methods is shown in Fig.10 . The method only use GQ-CNN dose not has satisfactory result because the convolutional neural network is influenced by the complex structure of the object and the lack of information in the way of finding features suitable for grasping in the depth image. However, in our approach, the two factors mentioned above which is unnecessary for grasping is eliminated from the depth image. So, the object image is simplified and is not only more suitable to seek features for grasping, but also enhance the robustness. 
IV. CONCLUSIONS
In this paper, grasp poses are detected based on deep learning. In order to enhance the generalization performance facing novel object, we present the method based on boundary extraction and depth clustering. The results proved that the grasp poses prediction method can effectively capture various novel targets and overcome the interference of complex structure of objects and various equipment during experiment.
In future work, we would like to integrate the robotic arm control process with the grasp pose prediction process into one program and use neural networks rather than traditional algorithms to remove unnecessary image details, which allows the system to be performed more quickly. Moreover, in an industrial setting, the detection accuracy can go even higher and can make grasp detection for pick and place related tasks robust to different shapes and sizes of parts.
