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Abstract
Modern applications increasingly require the storage of data beyond relational structure. The challenge of providing well-founded
data models that can handle complex objects such as lists, sets, multisets, unions and references has not been met yet in a completely
satisfactory way. The success of such data models will greatly depend on the existence of automated database design techniques that
generalise achievements from relational databases. In this paper, we study the implication problem of functional dependencies (FDs)
in the presence of records, sets, multisets and lists. Database schemata are deﬁned as nested attributes, database instances as nested
relations and FDs are deﬁned in terms of subattributes of the database schema. The expressiveness of FDs deviates fundamentally
from previous approaches in different data models including the nested relational data model and XML.
The implication problem is to decide whether for an arbitrary database schema, and an arbitrary set  ∪ {} of FDs deﬁned on
that schema, every database instance that satisﬁes all FDs in  also satisﬁes . The difﬁculty in generalising the solution from the
relational data model to the presence of sets and multisets is caused by the fact that the value on the join of subattributes is no longer
determined by the values on the subattributes. Based on the notion of a unit, we propose to decompose the database schema in
such a way that the closure of a set of nested attributes can be computed on the components of the schema. The implementation of
the algorithm is based on a representation theorem for Brouwerian algebras. The main contribution is the proof that the algorithm
works correctly and in polynomial-time in the size of the input. Deﬁning the size of the input is not trivial since the measure should
both generalise the one that is used for relational databases and do justice to the presence of sets and multisets. Our solution to the
implication problem allows to solve other important problems that occur in database design. We present polynomial-time algorithms
to determine non-redundant covers of sets of FDs, and to decide whether a given set of subattributes forms a superkey.
© 2006 Published by Elsevier B.V.
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1. Introduction
Functional dependencies (FDs) were introduced in the context of the relational data model (RDM) by Codd [27].
Such a dependency is deﬁned on some relation schema R and is an expression of the form X → Y with attribute sets
 This is extended work on the paper “The Implication Problem of Functional Dependencies in Complex-value Databases” presented at the 11th
Workshop on Logic, Language, Information and Computation (WoLLIC) in Paris-Fontainebleau, 2004.
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Fig. 1. Dependencies, design problems and data types.
X, Y ⊆ R. A relation r over R satisﬁes X → Y if two tuples in r are equal on all attributes in Y whenever they are
equal on all attributes in X. In general, FDs satisﬁed by some relation over R are not independent from one another.
That is, an FD  is implied by a set  of FDs, if  is satisﬁed by every relation which already satisﬁes all dependencies
in . The implication problem for FDs is then to decide whether  implies  for an arbitrary relation schema R, and an
arbitrary set  ∪ {} of FDs deﬁned on the relation schema R.
A sound and complete set of inference rules for the implication of FDs in the RDM has been discovered by Armstrong
[5,6]. In the context of the RDM such inference rules are easily available. The computational complexity of FD
implication was considered by Beeri and Bernstein [11,15], who demonstrated that implication can be performed
optimally in linear time in the total number of attributes occurring in . Extensive use of this algorithm has been made
in database schema design. Polynomial-time algorithms for deciding the equivalence of two given sets of FDs [14]
and deriving minimal covers for FDs [60] have been developed. A solution to these problems was a big step towards
automated database schema design [14,16] which some researchers see as the ultimate goal in dependency theory [12].
Moreover, the algorithm is used in relational normalisation theory and practice involving Boyce–Codd and third normal
form [11,12,16,17,27,28].
Several researchers have remarked that classical database design problems need to be revisited in new data formats
[3,71,76]. Biskup [19,20] has listed two particular challenges for database design theory: ﬁnding a unifying framework
and extending achievements to deal with advanced database features such as complex object types. We classify data
models according to the data types that are supported by the model. In order to obtain a complete picture, design
problems should be studied in the presence of all combinations of types as Fig. 1 illustrates. The presence of a single
data type may result in an increase of the complexity of a design problem, and particular applications focus on particular
data types.
The relational data model can be captured by a single application of the record type, arbitrary nesting of record
and set type cover aggregation and grouping which are fundamental to many semantic data models as well as the
nested relational data model [54,57,66]. The entity-relationship model and its extensions require record, set and (dis-
joint) union type [26,74]. A minimal set of types supported by any object-oriented data model includes records, lists,
sets and multisets (bags) [7,10,37,38,68,69]. Genomic sequence data models call for support of records, lists and
sets [23,59,70]. Finally, XML requires at least record (concatenation), list (Kleene closure), union (optionality), and
reference type [1,22].
A reasonable number of papers has dealt with design problems in these new data formats such as [21,39–41,49,50,
58, 63,65,66,72,82]. Work on integrity constraints in the context of XML can be found in [4,24,35,36,78,79]. Almost
none of the previous approaches has taken object-equality into consideration when deﬁning constraints. An exception
are [39,58] who have looked at set equality. We believe that object equality is natural and common in real applications
and should be included in deﬁning data dependencies.
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The major goal of this paper is to investigate the implication problem of FDs in the presence of all combinations of
record, list, set, and multiset type that include at least the record type, i.e., capture at least the RDM. Our studies will
be based on an abstract data model that deﬁnes a database schema as an arbitrarily nested attribute where nesting may
refer to records, lists, sets and multisets. It is our intention not to focus on any speciﬁc data model in order to place
emphasis on the data types themselves. Dependencies are deﬁned in terms of subschemata of the underlying database
schema. This approach provides a mathematically well-founded framework that is sufﬁciently ﬂexible and powerful to
study further design problems for different classes of constraints along the data-type dimension as illustrated in Fig. 1.
The fact that the set of all subschemata of some ﬁxed database schema carries the structure of a Brouwerian algebra
turns out to precisely accommodate the needs of multivalued dependencies studied in [45,53].
Further need for the various types arises from applications that store ordered relations, time-series data, meteorological
and astronomical data streams, runs of experimental data, multidimensional arrays, textual information, voices, sound,
images, video, etc. They have been subject to studies in the deductive and temporal database community for some time
[64,67]. Set-valued attributes appear in several application domains, e.g. in retail databases they can represent the set
of different products purchased by a customer, in multimedia databases they can be used to represent the set of objects
contained in an image, in web server logs they correspond to web pages and links visited by a user. Finally, in data
mining applications set-valued attributes are commonly used to store time-series and market basket data. Multisets are
the fundamental data structure of a number of computational frameworks, such as Gamma coordination language [8],
the Chemical Abstract Machine [18], and P systems modelling membrane computing [30]. For a recent survey on the
use of multisets in various areas of logic and computer science see [25], in which [55] speciﬁcally focuses on database
systems.
While the cases of records, and records and lists have been covered in earlier work, the focus of this paper is on
the presence of sets and multisets, and their interaction with the list type. The major contributions of this paper are as
follows:
• We present an algorithm for deciding the implication problem of FDs in all combinations of records, lists, sets and
multisets.
• It is proven that the algorithm works correctly.
• We discuss the measure for studying the time complexity of the algorithm and show that it works in polynomial-time
in the most appropriate measure for the input size.
• Two applications are proposed: non-redundant covers of sets of FDs can be computed in polynomial-time, and it can
be efﬁciently decided whether a given set of FDs is in fact a superkey.
• We compare our approach with previous works, in particular in the context of the nested relational data model.
It turns out that our class of FDs has a complementary expressiveness to those classes that have previously been
studied.
We will use the following example throughout the paper.
Example 1. Consider a retailer which keeps track of its sales on a daily basis. For each day the sequence of incoming
orders is stored. Every order consists of information about the customer who places the order, the collection of articles
ordered, and the total value of the order. A customer is described by its name, address and payment details. Every
article in that order has a title, a description and a price. Besides the sequence of incoming orders the retailer stores the
different products which were sold that day. In fact, not only the title of the sold item is stored but also the name of the
customer who bought it. Moreover, the company keeps information about the total value of sales, the total number of
orders, the total number of products sold and the total number of shippings for each day. A few reasonable constraints
that a database designer may specify for this application are the following:
(1) As the information is stored on a daily basis, the day determines the rest of the information.
(2) The list of multisets of article titles determines the set of those items that were sold.
(3) The list of multisets of individual article prices determines the list of total values of each order.
(4) The list of total values of each order determines the total value of sales.
(5) The list of customer names that placed an order determines the set of customer names that bought an item.
(6) The list of multisets of article titles together with the name of the customer placing that order determines the set of
sold item/customer information.
(7) The length of the list of orders determines the number of orders and vice versa. In fact, these values are
equal.
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(8) The list of individual numbers of articles in each order determines the total number of products.
(9) Moreover, the list of individual numbers of articles together with the address of the customer who placed that order
determines the total number of shippings.
For some constraints on complex data there seems to be a straightforward reduction to constraints on ﬂat relational
data, while others do not allow such a simple correspondence.
The article is organised as follows. Section 2 repeats the fundamental deﬁnitions of the underlying data model and
a few relevant results on Brouwerian algebras. The deﬁnition of FDs and their axiomatisation [49] are repeated in
Section 3. Section 4 develops the solution to the implication problem. It is ﬁrst discussed how the size of the input is
deﬁned most appropriately. The presence of sets or multisets causes some signiﬁcant difﬁculties in generalising the
theory from the relational data model. In order to overcome these difﬁculties the notion of a unit is introduced and some
fundamental properties are derived. An algorithm for computing the closure of a set of nested attributes with respect to
a given set of FDs is proposed as the main part of an algorithm that decides the implication problem. The correctness
of the algorithm is formally proven. Subsequently, it is shown that the algorithm works in polynomial-time in the size
of the input. Section 5 proposes two applications: efﬁciently computing non-redundant covers for sets of FDs, and
efﬁciently deciding whether a given set of nested attributes forms a superkey for the underlying nested attribute. We
compare the expressiveness of the class of FDs to other related approaches in Section 6. Finally, we outline future work
in Section 7. Appendix A provides formal deﬁnitions of mathematical notions and lists some relevant results.
2. An abstract data model
The goal of this section is to provide a unifying framework for the study of dependency classes in the context of
complex object types. Therefore, we introduce a data model based on the nesting of attributes and subtyping. In this
paper, we will deal with records, lists, sets, and multisets. For a survey on complex-value databases in which the
recursive application of record and set constructor are considered see [2].
2.1. Nested attributes
We start with the deﬁnition of ﬂat attributes and values for them.
Deﬁnition 2. A universe is a ﬁnite set U together with domains (i.e. sets of values) dom(A) for all A ∈ U . The elements
of U are called ﬂat attributes.
For the relational data model a universe was sufﬁcient. That is, a relation schema is deﬁned as a ﬁnite and non-empty
subset R ⊆ U . For data models supporting complex object types, however, nested attributes are needed. In the following
deﬁnition we use a set L of labels, and assume that the symbol  is neither a ﬂat attribute nor a label, i.e.,  /∈ U ∪ L.
Moreover, ﬂat attributes are not labels and vice versa, i.e., U ∩ L = ∅.
Deﬁnition 3. Let U be a universe and L a set of labels. The set NA(U,L) of nested attributes over U and L is the
smallest set satisfying the following conditions:
•  ∈ NA(U,L),
• U ⊆ NA(U,L),
• for L ∈ L and N1, . . . , Nk ∈ NA(U,L) with k1 we have L(N1, . . . , Nk) ∈ NA(U,L),
• for L ∈ L and N ∈ NA(U,L) we have L{N}, L〈N〉, L[N ] ∈ NA(U,L).
We call  null attribute, L(N1, . . . , Nk) record-valued attribute, L{N} set-valued attribute, L〈N〉 multiset-valued
attribute, and L[N ] list-valued attribute.
From now on we will assume that a universe U and a set of labels L are ﬁxed. Instead of writing NA(U,L) we
simply write NA.
A relation schemaR = {A1, . . . , Ak} can be viewed as the record-valued attributeR(A1, . . . , Ak) using the name R as
a label. The null attribute must not be confused with a null value which is a distinguished element of a certain domain.
In fact, the null attribute  indicates that some information of the underlying nested attribute, i.e. some information on
the schema level, has been left out. Further explanations follow.
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Example 4. Consider the retailer example from the introduction. In order to capture database instances of this retailer
we use ﬂat attribute names Day, Title, Description, Price, Name, Address, Payment, SubTotal, Item, CustName, Total,
NOrd, NProd, NShip. Using labels Article and Customer we may generate the record-valued attributes
Article(Title,Description,Price) and Customer(Name,Address,Payment).
Subsequently, we apply the label Cart to generate the multiset-valued attribute
Cart〈Article(Title,Description,Price)〉
that allows us to model multisets of articles. An order by a customer can then be described by the record-valued attribute
Order(Cart〈Article(Title,Description,Price)〉,Customer(Name,Address,Payment), SubTotal)
in which Order is a further label, and the ﬂat attribute name SubTotal is used to denote the total value of the order. In
what follows, we will abuse notation and use the label Order as an abbreviation for the last nested attribute. The ﬁnal
nested attribute may be
Sales(Day,List[Order], Sold{Product(Item,CustName)},Total,NOrd,NProd,NShip).
where Product(Item,CustName) denotes an item together with the name of the customer who bought it. Moreover,
Total denotes the total value of sales, NOrd the total number of orders, NProd the total number of products and NShip
the total number of shippings. Notice that List, Sold, and Sales are further labels.
In order to assign semantics to nested attributes we will extend the mapping dom from ﬂat to nested attributes, i.e.,
we deﬁne a set dom(N) of values for every nested attribute N ∈ NA.
Deﬁnition 5. For a nested attribute N ∈ NA we deﬁne the domain dom(N) as follows:
• dom() = {ok},
• dom(A) for A ∈ U as in Deﬁnition 2,
• dom(L(N1, . . . , Nk)) = {(v1, . . . , vk) | vi ∈ dom(Ni) for i = 1, . . . , k}, i.e., the set of all k-tuples (v1, . . . , vk)
with vi ∈ dom(Ni) for all i = 1, . . . , k,
• dom(L{N}) = {{v1, . . . , vn} | vi ∈ dom(N) for i = 1, . . . , n}, i.e., dom(L{N}) is the set of all ﬁnite subsets of
dom(N),
• dom(L〈N〉) = {〈v1, . . . , vn〉 | vi ∈ dom(N) for i = 1, . . . , n}, i.e., dom(L〈N〉) is the set of all ﬁnite multisets with
elements in dom(N),
• dom(L[N ]) = {[v1, . . . , vn] | vi ∈ dom(N) for i = 1, . . . , n}, i.e., the set of all ﬁnite lists with elements
in dom(N).
We denote empty set, empty multiset, and empty list by ∅, 〈 〉, [ ], respectively. Notice that the domain of the record-
valued attribute R(A1, . . . , Ak) is a set of k-tuples, i.e., a k-ary relation. The value ok can be interpreted as the null
value “some information exists, but is currently omitted”.
Example 6. Consider again the retailer example from the introduction. In Example 4 we stated that the multiset-valued
attribute
Cart〈Article(Title,Description,Price)〉
can be used to model multisets of articles. More speciﬁcally, the domain of this nested attribute consists of all ﬁnite
multisets of 3-tuples. The 3-tuples themselves are composed of two strings (domain of Title and Description) and a
single decimal number (domain of Price). For example,
〈(Vogel,Bread, 2.95), (Vogel,Bread, 2.95), (Granny Smith,Green Apple, 0.97)〉
constitutes an element from the domain of Cart〈Article(Title,Description,Price)〉.
2.2. Subattributes
The replacement of ﬂat attribute names by the null attribute  within a nested attribute decreases the amount of
information that is modelled by the corresponding attributes. This fact allows to introduce an order between nested
attributes.
Deﬁnition 7. The subattribute relation  on the set of nested attributes NA over U and L is deﬁned by the following
rules, and the following rules only:
• NN for all nested attributes N ∈ NA,
• A for all ﬂat attributes A ∈ U ,
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• N for all set-valued, multiset-valued and list-valued attributes N ∈ NA,
• L(N1, . . . , Nk)L(M1, . . . ,Mk) whenever NiMi for all i = 1, . . . , k,
• L{N}L{M} whenever NM ,
• L〈N〉L〈M〉 whenever NM ,
• L[N ]L[M] whenever NM .
For N,M ∈ NA we say that M is a subattribute of N if and only if MN holds. We write M / N if and only if M is
not a subattribute of N.
Example 8. Some subattributes of the multiset-valued attribute
Cart〈Article(Title,Description,Price)〉
are
Cart〈Article(Title,Description, )〉, Cart〈Article(, ,Price)〉 and Cart〈Article(, , )〉.
Note that the last of these three is a subattribute of the second and ﬁrst subattribute, but the ﬁrst and second subattribute
are not subattributes of one another.
Given the relation schema R = {A,B,C}, the attribute set {A,C} can be viewed as the subattribute R(A, , C) of the
record-valued attribute R(A,B,C). The occurrence of the null attribute  in R(A, , C) indicates that the information
about the attribute B has been neglected. The inclusion order ⊆ on attribute sets in the RDM is now generalised to
the subattribute relation  . Indeed, the subattribute relation  on nested attributes is reﬂexive, anti-symmetric and
transitive.
Lemma 9. The subattribute relation is a partial order on nested attributes.
Informally, MN for N,M ∈ NA if M comprises at most as much information as N does. The informal description
of the subattribute relation is formally documented by the existence of a projection function NM : dom(N) → dom(M)
in case MN holds.
Deﬁnition 10. Let N,M ∈ NA with MN . The projection function NM : dom(N) → dom(M) is deﬁned as
follows:
• if N = M , then NM = iddom(N) is the identity on dom(N),
• if M = , then N : dom(N) → {ok} is the constant function that maps every v ∈ dom(N) to ok,
• ifN = L(N1, . . . , Nk) andM = L(M1, . . . ,Mk), thenNM = N1M1×· · ·×
Nk
Mk
which maps every tuple (v1, . . . , vk) ∈
dom(N) to (N1M1(v1), . . . , 
Nk
Mk
(vk)) ∈ dom(M),
• if N = L{N ′} and M = L{M ′}, then NM : dom(N) → dom(M) maps every set S ∈ dom(N) to the set {N
′
M ′(s) :
s ∈ S} ∈ dom(M),
• if N = L〈N ′〉 and M = L〈M ′〉, then N ′
M ′ : dom(N) → dom(M) maps every multiset S ∈ dom(N) to the multiset
〈N ′
M ′(s) : s ∈ S〉 ∈ dom(M), and
• if N = L[N ′] and M = L[M ′], then NM : dom(N) → dom(M) maps every list [v1, . . . , vn] ∈ dom(N) to the list
[N ′
M ′(v1), . . . , 
N ′
M ′(vn)] ∈ dom(M).
It follows, in particular, that ∅, 〈 〉, [ ] are always mapped to themselves, except when projected on the null attribute
 in which each of them is mapped to ok.
Example 11. We take another look at the multiset-valued attribute
N = Cart〈Article(Title,Description,Price)〉
and the element
t = 〈(Vogel,Bread, 2.95), (Vogel,Bread, 2.95), (Granny Smith,Green Apple, 0.97)〉
from its domain. Now, the projection NX(t) of t from N to X = Cart〈Article(, ,Price)〉 is
t = 〈(ok, ok, 2.95), (ok, ok, 2.95), (ok, ok, 0.97)〉.
That is, the information about the Title and Description of each article in the bag are omitted.
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Cart〈Article (Title,Description,Prize)〉
Cart〈Article (λ, Description, Prize)〉 Cart〈Article (Title, λ, Description)〉 Cart〈Article (Tiltle, Description, λ)〉
Cart〈Article (λ, Description, λ)〉Cart〈Article (λ, λ, Prize)〉
Cart〈Article (λ, λ, λ)〉
Cart〈Article (Title, λ, λ)〉
 λ
Fig. 2. The Brouwerian algebra of Cart〈Article(Title,Description,Price)〉.
2.3. The Brouwerian algebra of subattributes
Dependency theory in the relational data model is based on the powerset P(R) for a relation schema R. In fact, P(R)
is a powerset algebra with partial order ⊆, set union ∪, set intersection ∩ and set difference −. Having ﬁxed a nested
attribute N one may consider the set Sub(N) of all its subattributes.
Deﬁnition 12. Let N ∈ NA be a nested attribute. The set Sub(N) of subattributes of N is Sub(N) = {M | MN}.
Note that Sub(N) is always ﬁnite. Lemma 9 shows that the restriction of  to Sub(N) is a partial order on Sub(N). It
has been shown [49] that the partially ordered set (Sub(N), ) carries the structure of a so-called Brouwerian algebra
[62]. This generalises the fact that (P(R),⊆,∪,∩, (·)C,∅, R) forms a powerset algebra for every relation schema R.
The interested reader is referred to Appendix A.
Theorem 13. (Sub(N),  ,unionsqN,N, .−N,N) forms a Brouwerian algebra for every N ∈ NA.
In order to simplify notation and save some space occurrences of  in a record-valued attribute are usually omitted
if this does not cause any ambiguities. That is, the subattribute L(M1, . . . ,Mk)L(N1, . . . , Nk) is abbreviated by
L(Mi1 , . . . ,Mil ) where {Mi1 , . . . ,Mil } = {Mj : Mj = Nj and 1jk} and i1 < · · · < il . If Mj = Nj for all j =
1, . . . , k, then we use  instead ofL(M1, . . . ,Mk). The subattributeL1(A, , L2[L3(, )]) ofL1(A,B,L2[L3(C,D)])
is abbreviated by L1(A,L2[]). However, the subattribute L(A, ) of L(A,A) cannot be abbreviated by L(A) since
this may also refer to L(, A).
Example 14. The Brouwerian algebra of the multiset-valued attribute
Cart〈Article(Title,Description,Price)〉
is illustrated in Fig. 2. The subattribute Cart〈Article(,Description,Price)〉 may be abbreviated by Cart〈Article
(Description,Price)〉, the subattribute Cart〈Article(, ,Price)〉 by Cart〈Article(Price)〉, and the subattribute Cart
〈Article(, , )〉 by Cart〈〉.
2.4. Order, multiplicity and the null attribute
Elements of a list are totally ordered and the same element may occur several times. Elements of a multiset are not
ordered, but the same element may still occur several times. The elements of a set are not ordered and distinct, i.e., an
element of a set occurs precisely once.
We give some more explanations on the null attribute . From an algebraic point of view it is simply the bottom
element N .−N of the Brouwerian algebra carried by N. As already seen, replacing occurrences of nested attributes
by the null attribute according to the rules of the subattribute relationship results in a subattribute and therefore in
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a decrease of the amount of information that can be modelled. The null attribute therefore allows to obtain different
layers of information generating ultimately the structure of a Brouwerian algebra for a ﬁxed database schema.
However, the null attribute also offers some interesting features for database modelling, depending on the presence
of certain complex objects. Consider for instance the nested attribute Shopping(Person,Purchase[Article]) which
is used to store the list of articles purchased by a person. Two elements from the corresponding domain could
be (Toni, [Shoes,Top,Shoes, Jacket]) and (Sebastian, [ ]). The projections of these elements on the subattribute
Shopping(Person,Purchase[]) are (Toni, [ok, ok, ok, ok]) and (Sebastian, [ ]) still revealing that Toni bought 4 ar-
ticles and Sebastian none. Suppose that instead of using the list-valued attribute Purchase[Article] we used a set-
valued attribute Purchase{Article}, i.e., we are only interested in the different articles a person buys, and not in
the order nor the number of the same articles. The element (Toni, {Shoes,Top, Jacket}) is mapped to (Toni, {ok}),
and the element (Sebastian,∅) is mapped to itself. The subattribute Shopping(Person,Purchase{}) therefore re-
veals whether a person bought anything at all. The feature to store the same data repeatedly therefore enables
counting.
The second feature is the ability to model order. This property implies that the projections of any tuple on two subat-
tributes X and Y of N always determine the projection of that tuple on the join X unionsq Y . In case of the set or multiset con-
structor, this property is not valid anymore. Consider for instance the set-valued attribute Dance{Couple(Man,Woman)}
which represents sets of dancing couples. A tuple might be {(Don Quixote,Theresa), (Sancho Pansa,Dulcinea)} and
the second tuple {(Don Quixote,Dulcinea), (Sancho Pansa,Theresa)} results from switching partners. Both tuples co-
incide in their projection on Dance{Couple(Man)} as they evaluate to {(Don Quixote, ok), (Sancho Pansa, ok)}) and
coincide in their projection on Dance{Couple(Woman)} as they evaluate to {(ok,Dulcinea), (ok,Theresa)}, but they
are different on the join Dance{Couple(Man,Woman)} of Dance{Couple(Man)} and Dance{Couple(Woman)}.
3. Axiomatising FDs
We will use this section to repeat some fundamental deﬁnitions and previous results [49].
Deﬁnition 15. Let N ∈ NA be a nested attribute. A functional dependency on N is an expression of the form X → Y
where X ,Y ⊆ Sub(N) are non-empty. A set r ⊆ dom(N) satisﬁes an FD X → Y on N, denoted by rX → Y , if and
only if for all t1, t2 ∈ r we have NY (t1) = NY (t2) for all Y ∈ Y whenever NX(t1) = NX(t2) holds for all X ∈ X .
In case a set of subattributes is the singleton {X} we also write simply X instead of {X}. We are now able to
formalise the constraints for the retailer database from Example 1. The example illustrates that our notion of functional
dependency does indeed capture our objective to express constraints on the equality of complex objects. We refer the
reader to Section 6 for a detailed comparison with earlier work on FDs.
Example 16. Let N denote the nested attribute of Example 4 which was used as a schema for the retailer database.
The set  of FDs on N, informally described in Example 1, can be formally speciﬁed (using abbreviations) as
follows:
(1) Sales(Day) → N ,
(2) Sales(List[Order(Cart〈Article(Title)〉)]) → Sales(Sold{Product(Item)}),
(3) Sales(List[Order(Cart〈Article(Price)〉)]) → Sales(List[Order(SubTotal)]),
(4) Sales(List[Order(SubTotal)]) → Sales(Total),
(5) Sales(List[Order(Customer(Name))]) → Sales(Sold{Product(CustName)}),
(6) Sales(List[Order(Cart〈Article(Title)〉,Customer(Name))]) → Sales(Sold{Product(Item,CustName)}),
(7) Sales(List[]) → Sales(NOrd), and Sales(NOrd) → Sales(List[]),
(8) Sales(List[Order(Cart〈〉)]) → Sales(NProd),
(9) Sales(List[Order(Cart〈〉,Customer(Address))]) → Sales(NShip).
The notions of implication () and derivability (R) with respect to a rule system R for FDs on a nested attribute
can be deﬁned analogously to the notions in the RDM (see for instance [2, p. 163–168]). Let  be a set of FDs, and
X → Y an FD on some nested attribute N. Real-life databases are inherently ﬁnite. Therefore, our attention should
be ﬁrstly directed towards the ﬁnite implication problem where f X → Y holds whenever any ﬁnite instance
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r ⊆ dom(N) that satisﬁes all FDs in  also satisﬁes X → Y . However, in the case of FDs the ﬁnite implication
problem coincides with the unrestricted implication problem X → Y . It is obvious that  ⊆ f holds. If there is
an inﬁnite r ⊆ dom(N) with r and  rX → Y , then there are t1, t2 ∈ r with  {t1,t2}X → Y . However, {t1,t2}
follows directly from r. It follows that also f ⊆  holds, i.e. unrestricted and ﬁnite implication coincide. We are
interested in the set of all FDs implied by , i.e., ∗ = { | }. Our aim is ﬁnding a setR of inference rules which
is sound (+ ⊆ ∗) and complete (∗ ⊆ +), where + = { |  R } is the set of FDs derivable from  using only
inference rules fromR. The following example reveals a fundamental difference between sound inference rules in the
RDM and our data model.
Example 17. Let N = Tennis{Match(Winner,Loser)} and r = {t1, t2} ⊆ dom(N) an instance with
t1 = {(Becker,Agassi), (Stich,McEnroe)} and t2 = {(Becker,McEnroe), (Stich,Agassi)}.
We have rTennis{Match(Winner)} → Tennis{Match(Loser)} as the set of winners in both tuples is {Becker, Stich}
and the set of losers in both tuples is {Agassi, McEnroe}, but
 r Tennis{Match(Winner)} → Tennis{Match(Winner,Loser)}
since t1 = t2.
Example 17 shows that Deﬁnition 15 of an FD X → Y on some nested attribute N cannot be simpliﬁed to an
expression of the form X → Y with X, Y ∈ Sub(N). That is, values on subattributes X and Y do not determine values
on X unionsq Y in general. The reason for this is of course the presence of the ﬁnite set constructor, and the same reasoning
applies to the multiset constructor. This fact causes a major difﬁculty in generalising the relational theory.
The following condition is sufﬁcient and necessary for when values on subattributes X and Y do determine the value
on X unionsq Y .
Deﬁnition 18. Let N ∈ NA. The subattributes X, Y ∈ Sub(N) are reconcilable if and only if one of the following
conditions is satisﬁed:
• Y X or XY ,
• N = L(N1, . . . , Nk),X = L(X1, . . . , Xk), Y = L(Y1, . . . , Yk) where Xi and Yi are reconcilable for all i =
1, . . . , k,
• N = L[N ′], X = L[X′], Y = L[Y ′] where X′ and Y ′ are reconcilable.
In Example 17 the subattributes Tennis{Match(Winner, )} and Tennis{Match(,Loser)} are not reconcilable. Next
we repeat the major result from [49].
Theorem 19. The generalised Armstrong axioms for FDs, i.e.
X → Y Y ⊆ X , {X} → {Y } Y X, X → YX → X ∪ Y ,
(reﬂexivity axiom) (subattribute axiom) (extension rule)
{X,Y } → {X unionsqN Y } X, Y reconcilable,
X → Y, Y → Z
X → Z
(restricted join axiom) (transitivity rule)
form a minimal, sound and complete set of inference rules for the implication of FDs in the presence of records, lists,
sets and multisets.
We list some more useful sound inference rules which can be inferred from the generalised Armstrong axioms [43].
Proposition 20. The following inference rules:
X → {}
X → Y, X → Z
X → Y ∪ Z
X →{Z}
X →{Y } Y  Z
X→Z
X→Y Y ⊆ Z
(-axiom) (union rule) (subattribute rule) (subset rule)
can be inferred from the generalised Armstrong axioms.
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4. The implication problem
In view of Theorem 19, X → Y holds if and only if  R X → Y holds whereR are the generalised Armstrong
axioms. Given some set  one can enumerate all FDs derivable from it. However, the enumeration algorithm is time
consuming and therefore impractical. We will now develop a provably correct algorithm for deciding the implication
problem and prove that it works efﬁciently. First we will discuss the measure that determines the size of the input.
This is a non-trivial matter due to the restricted form of the join axiom. Subsequently, we will illustrate the difﬁculties
that arise in the presence of complex objects. The notion of a unit is then introduced to overcome these problems and
generalise the relational approach to solving the implication problem. The notion of a unit is central in the sense that it
takes over the role that ﬂat attributes played in the relational theory. Finally, the algorithm for deciding the implication
problem is presented and its correctness and efﬁciency are formally shown.
4.1. Finding the right measure
One major objective for this paper is to show that the implication problem of FDs in the presence of various data-type
combinations can still be decided efﬁciently. This would mean that the running time of an algorithm for deciding this
problem is polynomially bounded by the size of the input. However, what is a suitable measure for the size of the input?
Surely, the number of FDs in  contribute to this measure, but what about the underlying nested attribute N on which
the FDs are deﬁned?
In the relational data model the measure is obvious: the size of a relation schema R = {A1, . . . , Ak} is given by the
number of its attributes, i.e., by k. This is completely justiﬁed as the projection t[X] of any tuple t ∈ dom(A1)× · · · ×
dom(Ak) on any attribute set X ⊆ R is completely determined by its projections t[Ai] on all attributes Ai ∈ X. In terms
of nested attributes the size of the record-valued attribute R(A1, . . . , Ak) would be the number of its join-irreducible
subattributes, i.e., k again. This is even a suitable measure in the presence of record- and list-valued attributes. That is,
any projection NX(t) of an element t ∈ dom(N) on an arbitrary subattribute X ∈ Sub(N) is completely determined by
the projections NA (t) on all its join-irreducible subattributes A ∈ Sub(N) with AX. In fact, this measure has been
used to extend the membership algorithm for FDs from the RDM to nested attributes in the presence of records and
lists [47].
However, the number of join-irreducible subattributes is not a suitable measure for the size of the underlying nested
attribute in the presence of sets or multisets. Here, the join axiom is only sound in restricted form. Example 17 shows
that the projection NX(t) of t ∈ dom(N) on X is not determined by the projections NA (t) on all join-irreducible
subattributes A ∈ Sub(N) with AX. Therefore, the number of join-irreducible subattributes is too small to really
measure the size of the underlying nested attribute.
Another choice would be the number of all subattributes, i.e., the number of elements in Sub(N). This measure has
been used in [48] to study the complexity of the implication of FDs in the presence of complex object types. However,
the number of all subattributes can be exponential in the number of join-irreducible subattributes. Take for instance the
record-valued attribute R(A1, . . . , Ak) with k join-irreducible subattributes, but 2k subattributes in total. In general, the
number of all subattributes is too great and the measure would not generalise the measure that is used for the relational
data model and for the presence of records and lists [47]. We will now deﬁne a more suitable measure that generalises
the measure used in the presence of records and lists to the presence of records, lists, sets and multisets. It is completely
justiﬁed by the restricted join axiom.
The subattribute basis B(N) is the set of all join-irreducible subattributes of (Sub(N),  ,unionsq,, .−, N). We deﬁne
the extended subattribute basis E(N) ⊆ Sub(N) as the smallest set with the following properties:
• B(N) ⊆ E(N), and
• for all X, Y ∈ E(N) which are not reconcilable we have X unionsq Y ∈ E(N).
The extended subattribute basis is therefore the smallest set that contains the subattribute basis and that is closed under
the join of subattributes that are not reconcilable. In the absence of sets and multisets we know that E(N) = B(N)
since every pair of subattributes is reconcilable. If N is a set- or multiset-valued attribute, then E(N) = Sub(N). The
size of the underlying nested attribute N is then deﬁned as the number of elements in its extended subattribute basis
E(N), i.e., E(N). The measure is very natural: for any two subattributes X, Y ∈ E(N) for which the two projections
NX(t) and 
N
Y (t) do not determine the value of 
N
XunionsqY (t), the subattributes X and Y cannot be reconcilable, and X unionsq Y
should therefore be included in E(N).
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L(λ, λ)
L(A,K{M(C)})
L(A,K{M(B,C)})
 
 
L(K{M(B)})
L(M{λ})
L(A,M{λ})
L(A)
L(A,K{M(B)})
L(K{M(B,C)})
L(K{M(C)})
Fig. 3. The extended basis of L(A,K{M(B,C)})}.
Fig. 3 illustrates the Brouwerian algebra of N = L(A,K{M(B,C)}). The circled subattributes belong to the subat-
tribute basis B(N) and the subattributes with a rectangle around them form the extended subattribute
basis E(N).
4.2. The closure
In the relational data model the implication problemX → Y , with attribute sets X andY, is reduced to computing
the closure X+ = ∪{Z | X → Z ∈ +}, i.e., all attributes which are functionally dependent on X, and then verifying
whether Y ⊆ X+ holds [11].
We can introduce the notion of a closure for a set of nested attributes with respect to a given set of FDs. Please note
that this notion already played an important role in proving Theorem 19 [49].
Deﬁnition 21. Let N ∈ NA, X ⊆ Sub(N) a set of subattributes of N, and  a set of FDs on N. The closure
X+ ⊆ Sub(N) of X with respect to  is X+ = {Z : X → {Z} ∈ +}.
According to Theorem 19 the closure X+ of X is therefore the set of all nested attributes which are functionally
determined by X with respect to a given set  of FDs. The computation of X+ is sufﬁcient for deciding whether
X → Y holds.
Lemma 22. Let N ∈ NA, and  a set of FDs on N. Then for all Y ⊆ Sub(N) we have X → Y ∈ + if and only if
Y ⊆ X+.
Proof. If X → Y ∈ +, then X → {Y } ∈ + for all Y ∈ Y by the subset rule. This means all Y ∈ Y are elements of
X+, i.e., Y ⊆ X+.
Assuming that every Y ∈ Y also satisﬁes Y ∈ X+ implies that X → {Y } ∈ + for all Y ∈ Y . We infer that
X → Y ∈ + by the soundness of the union rule. 
According to Lemma 22 it seems reasonable to computeX+ and test whetherY ⊆ X+ in order to determine whether
X → Y ∈ ∗ holds. In order to compute X+ for a set X of ﬂat attributes in the RDM [11] one starts with X′ = X and
inspects repeatedly all FDs U → V ∈  adding all attributes of V − X′ to X′ whenever U ⊆ X′ until there are no
further changes to X′. The next example illustrates why this approach does not work in the presence of complex object
types such as sets.
Example 23. Suppose that N = L(A,K{M(B,C)},D), and we want to determine whether L(A) →
{L(K{M(B)},D), L(K{M(C)})} holds where  consists of
L(A) → {L(K{M(B)}), L(K{M(C)})} and N → L(D).
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In order to determine L(A)+ the relational strategy would be to start with X ′ = L(A) and inspect all FDs U → V ∈ 
whether U ⊆ X ′ holds. The ﬁrst FD satisﬁes this criteria, i.e., the attributes in V = {L(K{M(B)}), L(K{M(C)})} are
added to X ′ yielding X ′ = {L(A), L(K{M(B)}), L(K{M(C)})}. The second FD N → L(D) does not qualify since
N /∈ X ′. Afterwards there are no more changes to X ′ and the output would be {L(A), L(K{M(B)}), L(K{M(C)}}
which is of course not L(A)+.
Example 23 illustrates that the relational approach cannot naively be generalised to compute the closure of nested
attributes for two reasons. The ﬁrst reason is that X+ is a -ideal due to the subattribute rule. That means whenever
X ∈ X+, then Y ∈ X+ for all Y X. Therefore, we need to deal with two partial orders at the same time: the
subattribute relationship  between nested attributes and the set inclusion ⊆ between sets of subattributes. In Example
23 the attribute N is a subattribute of L(A), i.e., the subattribute L(D) should also be included in the closure of L(A)
according to the second functional dependency. Note that the situation of dealing with two orders is fundamentally
different from the relational case where only the set inclusion between sets of ﬂat attribute names needs to be considered.
This observation suggests to represent sets of subattributes always as ideals with respect to  , i.e., we close every
X ⊆ Sub(N) downwards: if Y X for some X ∈ X , then Y ∈ X as well. This suggestion is also motivated
by the representation theorem for Brouwerian algebras (Theorem 43), and allows us again to deal with only one
order.
The second reason the relational approach does not work is that X+ is closed under the join of reconcilable subat-
tributes due to the restricted join axiom. That means X unionsq Y ∈ X+ whenever X, Y ∈ X+ and X, Y are reconcilable.
If L(K{M(B)}) and L(D) belong to L(A) in Example 23, then so does L(K{M(B)},D). As it would take in general
exponential time in the number of extended basis attributes to close a set of subattributes under the join of reconcilable
attributes, the question is how to avoid generating this closure. We will therefore develop and investigate the central
notion of a unit in the next section.
4.3. Units of nested attributes
In order to solve the implication problem for FDs on some nested attribute N we will split N into mutually reconcilable
subattributes Ui , and solve the projected implication problems on the Ui simultaneously. The idea is to choose the units
Ui of N such that for all subattributes X, Y ∈ Sub(N) we have that X and Y are reconcilable if and only if for all units
Ui of N we have that X  Ui and Y  Ui are -comparable, i.e., X  UiY  Ui or Y  UiX  Ui . This means
that reconcilability of two subattributes reduces to comparability of these two subattributes on all units. The following
deﬁnition achieves this property.
Deﬁnition 24. Let N ∈ NA. A nested attribute U ∈ NA is a unit of N, denoted by U ∈ U(N) if and only if
(1) UN , and
(2) ∀X, Y U if X and Y are reconcilable, then XY or Y X, and
(3) U is -maximal with the properties (1) and (2), i.e., every U ′ that satisﬁes (1) and (2) is not a proper superattribute
of U (i.e. it is not the case that both UU ′ and U = U ′ hold).
The property that two subattributes X, Y ∈ Sub(N) are reconcilable is not transitive: if N = L(K{M(A,B)}, C)
and X = L(K{M(A, )}, ), Y = L(, C) and Z = L(K{M(, B)}, ), then X and Y are reconcilable, Y and Z are
reconcilable, but X and Z are not reconcilable. In fact, X,Z ∈ Sub(L(K{M(A,B)}, )), but they are incomparable
with respect to  .
Example 25. Let N = L1(L2〈L3(A,B)〉, L4[L5(C,L6〈D〉)], L7(E,L8{L9(F,G,H)})). The units of N are
• L1(L2〈L3(A,B)〉, , L7(, )),
• L1(, L4[L5(C, )], L7(, )),
• L1(, L4[L5(, L6〈D〉)], L7(, )),
• L1(, , L7(E, )) and
• L1(, , L7(, L8{L9(F,G,H)})).
Clearly L1(, , L7(, L8{L9(,G,H)})) also has properties (1) and (2) of Deﬁnition 24, but is not maximal with
respect to  .
224 S. Hartmann, S. Link / Theoretical Computer Science 364 (2006) 212 –240
Next we give an inductive characterisation of units. It may be applied to syntactically derive the set of all units of a
nested attribute N by a single run over the string N.
Lemma 26. Let N ∈ NA. Then U(N) = ⋃ki=1{L(N1 , . . . ,M, . . . , Nk ) : M ∈ U(Ni) and Ni = Ni }, if N =
L(N1, . . . , Nk) with N = N ,U(N) = {L[M ′] : M ′ ∈ U(M)}, if N = L[M] holds andU(N) = {N} in any other case.
Proof. We prove the equivalence of this deﬁnition and Deﬁnition 24 by induction on the structure of the nested
attribute N.
If N =  or A is a ﬂat attribute, then XY or Y X for all X, Y ∈ Sub(N), i.e., N is its only unit.
If N = L〈M〉 or L{M}, then XY or Y X for all reconcilable X, Y ∈ Sub(N). This follows directly from the
deﬁnition of reconcilable attributes. Consequently, N is again its only unit.
Let N = L[M]. We show that L[M ′] ∈ U(N), if M ′ ∈ U(M). Clearly, L[M ′]N as M ′M . Let X, Y L[M ′]. If
X =  or Y = , then XY or Y X. If X = L[X′] and Y = L[Y ′] are reconcilable, then X′ and Y ′ are reconcilable
as well. It follows by hypothesis that X′Y ′ or Y ′X′ holds, and therefore also XY or Y X. The maximality
of L[M ′] follows from the maximality of M ′. If N = L(N1, . . . , Nk) and Ni = Ni for every i = 1, . . . , k, then
U(N) = {N} as well.
It remains to consider the case where N = L(N1, . . . , Nk) and N = N . We show that L(M) ∈ U(N), if M ∈ U(Ni)
and Ni = Ni . We know that M = Ni since N = N . First L(M)L(Ni)N since MNi by hypothesis. Suppose
now there are reconcilable X, Y L(M). Then X = L(X′), Y = L(Y ′) with reconcilable X′, Y ′M . It follows
by hypothesis that X′Y ′ or Y ′X′ holds. Consequently, XY or Y X holds as well. It remains to show the
maximality of L(M). M itself is maximal by hypothesis, i.e., all L(M ′) with MM ′Ni and M = M ′ do not satisfy
the second property in Deﬁnition 24. Suppose some L(M,K)N with K = Nj and KNj for i = j . Clearly,
L(M),L(K)L(M,K) are reconcilable, but they are -incomparable as L(M) = N and L(K) = N . It follows
that L(M) is indeed -maximal with the ﬁrst two properties. 
The length N of a nested attribute N is deﬁned as the total number of symbols occurring in the string N. A nested
attribute N is in normal form if and only if every record-valued attribute L(N1, . . . , Nk) that was used for generating
N according to Deﬁnition 3 satisﬁes k2 and Ni =  for all i = 1, . . . , k. Nested attributes that are not in normal
form are not correctly speciﬁed. If we admit applications of the record constructor where k = 1, then we can generate
nested attributes of arbitrary length but with only one extended join-irreducible subattribute. However, a record-valued
attribute L(M) can be replaced by L ◦ M where ◦ denotes the concatenation of strings. Moreover, if one of the Ni
equals , then omitting Ni from the database schema L(N1, . . . , Nk) does not result in the loss of information. Let eN
denote the number of extended join-irreducible subattributes of N.
Lemma 27. Let N =  be a nested attribute in normal form. Then N8 · eN − 4.
Proof. If N = A ∈ U , then N = 1 and eN = 1. That is, N8 ·eN −4. Let N = L[]. Then N = 4 and eN = 1, and
therefore N8 ·eN −4. Let N = L[N ′] with N ′ = . Then N = N ′ +3 and eN = eN ′ +1. We have N ′8 ·eN ′ −4
by induction hypothesis. Consequently,
N = N ′ + 38 · eN ′ − 1 = 8 · eN ′ + 8 − 8 − 1 = 8 · (eN ′ + 1) − 9 = 8 · eN − 98 · eN − 4.
Let N = L{}. Then N = 4 and eN = 1, and therefore N8 · eN − 4. Let N = L{N ′} with N ′ = . Then
N = N ′ + 3 and eNeN ′ + 1. We have N ′8 · eN ′ − 4 by induction hypothesis. Consequently,
N = N ′ + 38 · eN ′ − 1 = 8 · eN ′ + 8 − 8 − 1 = 8 · (eN ′ + 1) − 98 · eN − 98 · eN − 4.
The case where N is a multiset-valued attribute is similar to the last case.
Let N = L(N1, . . . , Nk). Then N = ∑ki=1 Ni + k + 2 and eN = ∑ki=1 eNi . We know by induction hypothesis
that
k∑
i=1
Ni 8 ·
(
k∑
i=1
eNi
)
− 4k.
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This implies that
N =
k∑
i=1
Ni + k + 28 ·
(
k∑
i=1
eNi
)
− 3k + 2 = 8 · eN − 3k + 28 · eN − 4
since k2. 
Example 28. The bound of Lemma 27 is sharp. Consider the following sequence (Nk)k1 of nested attributes deﬁned
by N1 = L[] and Nk+1 = L(L[], Nk) for k1. It follows that eNk = k and Nk = 8 · k − 4 holds for all k.
An opposite extreme can be illustrated by the following example. Let Nk = L{L(A1, . . . , Ak)}. Then Nk = 2 ·k+5
but Nk = 2k is signiﬁcantly larger.
According to Lemmas 26 and 27 one may say that the units of N can be determined in time linear in the number of
extended join-irreducibles of N.
We prove next that every nested attribute is the join over its units, and that subattributes of distinct units are always
reconcilable.
Lemma 29. Let N ∈ NA. Then N = ⊔M∈U(N) M and for U1, U2 ∈ U(N) with U1 = U2 and XU1, Y U2
follows that X and Y are reconcilable.
Proof. The proof is done in both cases by induction on N using Lemma 26. We show ﬁrst that N =⊔M∈U(N) M . In the
cases where N = , N = A is a ﬂat attribute, N = L{M}, L〈M〉 and L(N1, . . . , Nk) with Ni = Ni for i = 1, . . . , k,
we have that U(N) is a singleton containing N. Therefore, the statement is obvious. Let N = L(N1, . . . , Nk) where
Ni = Ni for some i holds. It follows by hypothesis that Ni =
⊔
M∈U(Ni) M holds for all i = 1, . . . , k. This implies
N = L(N1, . . . , Nk) =
k⊔
i=1
L(N1 , . . . , Ni, . . . , Nk )
=
k⊔
i=1
L(N1 , . . . ,
⊔
M∈U(Ni)
M, . . . , Nk )
=
k⊔
i=1
⊔
M∈U(Ni)
L(N1 , . . . ,M, . . . , Nk )
= ⊔
L(N1 ,...,M,...,Nk )∈U(N)
L(N1 , . . . ,M, . . . , Nk ).
If N = L[M], then M =⊔M ′ ∈U(M) M ′ and therefore
N = L
[ ⊔
M ′∈U(M)
M ′
]
= ⊔
M ′∈U(M)
L[M ′] = ⊔
L[M ′]∈U(N)
L[M ′]
and this concludes the proof for the ﬁrst statement.
For the second statement there is nothing to show when N = , A is a ﬂat attribute, N = L{M}, L〈M〉 or
L(N1, . . . , Nk) with Ni = Ni for i = 1, . . . , k. The statement is trivial if X =  or Y = . Let N = L[M],
U1 = L[U ′1], U2 = L[U ′2] with U1, U2 ∈ U(N) and U1 = U2. For X = L[X′] and Y = L[Y ′] with X′U ′1 and
Y ′U ′2 the reconcilability of X′ and Y ′ follows. Consequently, X and Y are reconcilable, too. Let N = L(N1, . . . , Nk)
with Ni = Ni for some i. Let M1 = L(M),M2 = L(M ′) ∈ U(N) be distinct with M ∈ U(Ni) and M ′ ∈ U(Nj ).
Moreover, let X = L(X′), Y = L(Y ′) with X′M and Y ′M ′. If i = j , then X and Y are reconcilable since M1 and
M2 are reconcilable. If i = j , then M = M ′ since M1 = M2, and M,M ′ ∈ U(Ni). This implies the reconcilability of
X′ and Y ′, and therefore also the reconcilability of X and Y. This shows the second statement. 
We will now show that two subattributes of N are reconcilable precisely if their projections on every unit of N are
-comparable. In other words, two subattributes are not reconcilable precisely if there is a unit such that the projections
of the two subattributes are not -comparable.
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Lemma 30. Let N ∈ NA. For all subattributes X, Y ∈ Sub(N) we have that X and Y are reconcilable if and only if
for all U ∈ U(N) we have X  UY  U or Y  UX  U .
Proof. Assume ﬁrst that X and Y are reconcilable. We show by induction on the structure of N that for all U ∈ U(N)
we have X  UY  U or Y  UX  U . Suppose that XY or Y X. This means that for an arbitrary U ∈ U(N)
we have X  UY  U (in the ﬁrst case) or Y  UX  U (in the remaining case). Suppose N = L(N1, . . . , Nk),
X = L(X1, . . . , Xk) and Y = (Y1, . . . , Yk), and for i = 1, . . . , k we have that Xi and Yi are reconcilable. We know by
Lemma 26 that U = L(N1 , . . . , U ′j , . . . , Nk ) such that U ′j ∈ U(Nj ). The hypothesis tells us that Xj  U ′j Yj  U ′j
or Yj  U ′j Xj  U ′j . We only consider the ﬁrst case since the second case works similar. It follows that X  U =
L(N1 , . . . , Xj  U ′j , . . . , Nk )L(N1 , . . . , Yj  U ′j , . . . , Nk ) = Y  U . It remains to consider the case where
N = L[N ′], X = L[X′] and Y = L[Y ′] such that X′ and Y ′ are reconcilable. We know by Lemma 26 that U = L[U ′]
where U ′ ∈ U(N ′). The hypothesis states that X′  U ′Y ′  U ′ or Y ′  U ′X′  U ′. For reasons of symmetry we
assume the ﬁrst case. Consequently, X U = L[X′ U ′]L[Y ′ U ′] = Y U . This completes the proof of the only
if part.
We assume now that X and Y are not reconcilable, and show that there is some unit U of N such that X  U is not a
subattribute of Y  U , and Y  U is not a subattribute of X  U . We proceed by induction on the structure of N. Let N
be such that U(N) = {N}. Since X and Y are not reconcilable we cannot have XY nor Y X. Since X, Y ∈ Sub(N)
we also have X  N = X and Y  N = Y . Assume now that N = L(N1, . . . , Nk), and X = L(X1, . . . , Xk) and
Y = (Y1, . . . , Yk) are not reconcilable. That is, there must be some j with 1jk such that Xj and Yj are not
reconcilable. The hypothesis tells us that there must be some unit U ′ of Nj such that Xj  U ′ and Yj  U ′ are not
subattributes of one another. Lemma 26 implies that U = L(N1 , . . . , U ′, . . . , Nk ) is a unit of N, and consequently
XU and Y U are also not subattributes of one another. It remains to consider the case where N = L[N ′], X = L[X′]
and Y = L[Y ′] such that X′ and Y ′ are not reconcilable. The hypothesis states that there is some unit U ′ of N ′ such
that X′  U ′ and Y ′  U ′ are not subattributes of one another. Lemma 26 implies that U = L[U ′] is a unit of N, and
consequently X  U and Y  U are also not subattributes of one another. This completes the proof. 
Recall that the reason for introducing the notion of a unit was to avoid the expensive computation of closing a set of
nested attributes under the join of its reconcilable elements. Instead of computing X+ and verifying whether Y ⊆ X+
holds we will show that it sufﬁces to compute the projections of X+ on all the units of the underlying nested attribute
N and to verify that the projections of Y are subsets of the corresponding projections of X+. The point is that the
projections of X+ can be computed without computing X+ ﬁrst. In fact, X+ is the set of all joins over elements of its
projections. We will now show that the subset relationship between the projections of Y and X+ with respect to  is
sufﬁcient and necessary for the FD X → Y to be implied by .
Suppose U(N) = {U1, . . . , Uk}. For an arbitrary set Y ⊆ Sub(N) we deﬁne the projection [Y]i of Y on the ith unit
Ui of N as [Y]i = {Y  Ui : Y ∈ Y}. If Y is an ideal with respect to  , then so is [Y]i for every i = 1, . . . , k.
Lemma 31. Let N ∈ NA, U(N) = {U1, . . . , Uk} and X ⊆ Sub(N) an ideal with respect to  that is closed under
the join of reconcilable elements. For all Y ⊆ Sub(N) we have Y ⊆ X if and only if for all i = 1, . . . , k we have
[Y]i ⊆ [X ]i .
Proof. We show the only if part ﬁrst. Let Y ∈ [Y]i , i.e., Y = Z  Ui for some Z ∈ Y . Since Y ⊆ X holds we have
Z ∈ X as well. Hence, Y = Z  Ui for some Z ∈ X and thus Y ∈ [X ]i , i.e., [Y]i ⊆ [X ]i for all i = 1, . . . , k.
It remains to consider the if part. Let Y ∈ Y , and Yi = Y  Ui ∈ [Y]i for i = 1, . . . , k. We have [X ]i ⊆ X since
X is a -ideal by assumption. As [Y]i ⊆ [X ]i holds, we have Yi ∈ X for i = 1, . . . , k. However, the YiUi are
pairwise reconcilable by Lemma 29. Consequently,
Y = Y  N = Y  (U1 unionsq · · · unionsq Uk) = (Y  U1) unionsq · · · unionsq (Y  Uk) = Y1 unionsq · · · unionsq Yk
implies that Y ∈ X as X is closed under the join of reconcilable elements by assumption. Therefore, Y ⊆ X . 
The following result follows directly from Lemmas 22 and 31, and the fact that X+ is a -ideal that is closed
under the join of reconcilable elements due to the soundness of the subattribute axiom and the restricted join axiom,
respectively.
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Fig. 4. Representation of units.
Corollary 32. Let N ∈ NA, U(N) = {U1, . . . , Uk} and  a set of FDs on N. Then X → Y ∈ + if and only if for
all i = 1, . . . , k we have [Y]i ⊆ [X+]i .
The implication problem X → Y reduces therefore to computing the projections [X+]i on the units Ui of the
underlying nested attribute and verifying that [Y]i is a subset of [X+]i for each i. This fact allows to generalise the
theory from relational databases.
4.4. The membership algorithm
The algorithm computes the closure X+alg in form of its projections [X+alg]i , given some set X ⊆ Sub(N) of the
underlying nested attribute N with respect to a set  of FDs which are all deﬁned on N. Before we present the algorithm
itself we will discuss the representation of the input. Instead of subattributes of N we consider extended basis attributes
of the units Ui of N. The elements of E(Ui) are represented as integers between 1 and E(Ui). We assume without loss
of generality that sets of subattributes are always ideals with respect to  . These ideals X ⊆ Sub(N) are represented
as arrays X [i] of subattributes of E(Ui), i.e., X [i] = {Y ∈ E(Ui) : Y X for some X ∈ X }. FDs in  are represented
as integers between 1 and . Each FD in  is represented by two matrices LS and RS where LS[i][j ] (RS[i][j ]) is the
ideal [Y]i ⊆ E(Ui) ([Z]i ⊆ E(Ui)) of the jth FD Y → Z ∈ . The representation reﬂects exactly the representation
theorem for Brouwerian algebras, see Theorem 43 of Appendix A.
Example 33. Suppose that N is just as in Example 25. Fig. 4 shows the structure of (E(Ui), ) for i = 1, . . . , 5
together with the integer representations. Suppose  consists of the following three FDs:
(1) L1(L2〈L3(A)〉), L1(L2〈L3(B)〉, L7(L8{L9(F,H)})) → L1(L7(L8{L9(F,G)})),
(2) L1(L2〈L3(B)〉, L4[L5(C)], L7(E)) → L1(L4[L5(L6〈〉)], L7(L8{L9(F,H)})),
(3) N → L1(L2〈L3(B)〉).
The subattribute set X = {L1(L2〈L3(A)〉, L4[L5(C)], L7(E))} is represented as
X [1] = {1, 2},X [2] = {1, 2},X [3] = ∅,X [4] = {1},X [5] = ∅.
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Furthermore, LS and RS are represented as follows:
LS 1 2 3
1 {1,2,3} {1,3} ∅
2 ∅ {1,2} ∅
3 ∅ ∅ ∅
4 ∅ {1} ∅
5 {1,2,4,6} ∅ ∅
RS 1 2 3
1 ∅ ∅ {1,3}
2 ∅ {1} ∅
3 ∅ {1,2} ∅
4 ∅ ∅ ∅
5 {1,2,3,5} {1,2,4,6} ∅
This concludes the example.
We are now prepared to present the algorithm.
Algorithm 1 (Nested attribute closure).
Input: A set  of FDs on the nested attribute N and X ⊆ Sub(N)
Output: X+alg ⊆ Sub(N)
Method:
DATA STRUCTURES:
• The number of units of N is represented by the positive integer k.
• The elements of E(Ui) are represented as integers between 1 and E(Ui).
• X and X+alg are represented as arrays X [1 : k] and X+alg[1 : k] of sets of elements of E(Ui).• FDs in  are represented as integers between 1 and s.
• LS[1 : k][1 : s] and RS[1 : k][1 : s] are matrices of sets where LS[i][j ](RS[i][j ]) contains those subattributes of
E(Ui) that are in the left (right) side of the jth FD in .
VAR Xnew[1 : k],Xold[1 : k] arrays of subattributes;
(1) FOR i = 1 TO k DO Xnew[i] := X [i];
(2) REPEAT
(3) FOR i = 1 TO k DO Xold[i] := Xnew[i];
(4) FOR j = 1, . . . , s DO
(5) IF (LS[i][j ] ⊆ Xnew[i] for i = 1, . . . , k) THEN
(6) FOR i = 1 TO k DO Xnew[i] := Xnew[i] ∪ RS[i][j ];
(7) ENDIF;
(8) ENDDO;
(9) UNTIL (Xnew[i] = Xold[i] for i = 1, . . . , k);
(10) FOR i = 1 TO k DO X+alg[i] := Xnew[i];
(11) RETURN(X+alg);
In order to illustrate Algorithm 1 we turn now to an example.
Example 34. Suppose N, and X are given as in Examples 25 and 33. The following table shows the values of Xnew
after each run through the REPEAT-loop between lines (2) and (9) of Algorithm 1.
i\Xnew Initial 1st run 2nd run 3rd run
1 {1, 2} {1, 2, 3} {1, 2, 3} {1, 2, 3}
2 {1, 2} {1, 2} {1, 2} {1, 2}
3 ∅ ∅ {1, 2} {1, 2}
4 {1} {1} {1} {1}
5 ∅ ∅ {1, 2, 4, 6} {1, 2, 3, 4, 5, 6}
The output of Algorithm 1 is therefore
X+alg[1] = {1, 2, 3},X+alg[2] = {1, 2},X+alg[3] = {1, 2},
X+alg[4] = {1},X+alg[5] = {1, 2, 3, 4, 5, 6}
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which corresponds to the following maximal elements of the ideals [X+]i :
• [X+alg]1 : L1(L2〈L3(A)〉), L1(L2〈L3(B)〉),
• [X+alg]2 : L1(L4[L5(C)]),
• [X+alg]3 : L1(L4[L5(L6〈〉)]),
• [X+alg]4 : L1(L7(E)), and
• [X+alg]5 : L1(L7(L8{L9(F,G)})), L1(L7(L8{L9(F,H)})).
4.5. Correctness
We assume without loss of generality that subsets X ⊆ Sub(N) are -closed downwards, and are represented as an
array X [1 : k] of sets of integers where the integers of X [i] represent the elements in E(Ui) ∩ X . That is, X [i] is the
integer representation of [X ]i . In order to show the correctness of Algorithm 1 we prove that X+alg[i] = X+[i] holds
for all i.
Theorem 35. Let N ∈ NA, U(N) = {U1, . . . , Uk}, X ⊆ Sub(N) non-empty and  a set of FDs deﬁned on N be the
input of Algorithm 1. For i = 1, . . . , k we have [X+alg]i = [X+]i .
Proof. We ﬁrst show that X+alg[i] ⊆ X+[i] holds for all i. We infer from the soundness of the reﬂexivity rule that
X ⊆ X+ = {Z : X → {Z} ∈ +} holds. Consequently, [X ]i ⊆ [X+]i holds for all i = 1, . . . , k by Lemma 31. It
follows that after executing line (1) of Algorithm 1 we have Xnew[i] ⊆ X+[i].
Suppose now that Xnew[i] ⊆ X+[i] holds for all i within some lth run through the REPEAT-loop between lines (2)
and (9) of Algorithm 1. Suppose further that U → V ∈  is the jth FD in  and LS[i][j ] ⊆ Xnew[i] holds for all i
(otherwise nothing changes). That implies LS[i][j ] ⊆ X+[i] holds for all i, and Lemma 31 shows that X → U ∈ +
holds. Since U → V ∈  we infer that X → V ∈ + using the transitivity rule. Applying Lemma 31 again results in
RS[i][j ] ⊆ X+[i] for all i. Consequently,
Xnew[i] ∪ RS[i][j ] ⊆ X+[i] for all i = 1, . . . , k.
This shows that X+alg[i] ⊆ X+[i] holds indeed for all i = 1, . . . , k.
We will now show that X+[i] ⊆ X+alg[i] holds for i = 1, . . . , k. The deﬁnition of X+ depends on . Consider
therefore the chain
 = 0 ⊂ 1 ⊂ · · · ⊂ s = +,
where l+1 results from l by application of exactly one of the inference rules of the generalised Armstrong axioms
from Theorem 19. We will use induction on l to show the following:
if Y → Z ∈ l and Y[i] ⊆ X+alg[i] for all i = 1, . . . , k, then Z[i] ⊆ X+alg[i] for all i = 1, . . . , k. (4.1)
We can then conclude for l = s that Z[i] ⊆ X+alg[i] for all i = 1, . . . , k follows from Y[i] ⊆ X+alg[i] for all i =
1, . . . , k and that Y → Z ∈ +. Using Y = X and Z = X+ gives then X+[i] ⊆ X+alg[i] for all i = 1, . . . , k because
X → X+ ∈ + and X [i] ⊆ X+alg[i] for i = 1, . . . , k hold.
It remains to show (4.1). Let l = 0,Y → Z the jth FD in andY[i] ⊆ X+alg[i] for all i. This means that at some point
during the execution of Algorithm 1 we have LS[i][j ] ⊆ Xnew[i] for all i. Since Y → Z ∈  line (6) of Al-
gorithm 1 is executed and we have RS[i][j ] ⊆ Xnew[i] for all i subsequently. This shows Z[i] ⊆ X+alg[i] for
all i.
Now, let l > 0. Thenl −l−1 contains exactly oneY → Z which has been inferred by using one of the generalised
Armstrong axioms from Theorem 19. We distinguish therefore between ﬁve different cases.
(1) Y → Z has been inferred using the reﬂexivity axiom. Then Z ⊆ Y and the only if part of Lemma 31 shows that
Z[i] ⊆ Y[i] ⊆ X+alg[i] holds for all i. The second inclusion holds by hypothesis.
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(2) Y → Z has been inferred using the subattribute axiom. Consequently, Y is the -ideal with maximal element
Y, and Z is the -ideal with maximal element Z and ZY . Therefore, Z ⊆ Y and Z[i] ⊆ Y[i] ⊆ X+alg[i] for
i = 1, . . . , k follows again by the only if part of Lemma 31 and by hypothesis.
(3) Y → Z has been inferred using the extension rule. In this case Z = Y ∪ W with Y → W ∈ l−1. From
Y[i] ⊆ X+alg[i] for all i follows W[i] ⊆ X+alg[i] for all i by hypothesis and therefore Z[i] = (Y ∪ Z)[i] =
Y[i] ∪ Z[i] ⊆ X+alg[i] for all i.
(4) Y → Z has been inferred using the transitivity rule. Then there areY → W,W → Z ∈ l−1. FromY[i] ⊆ X+alg[i]
for all i follows W[i] ⊆ X+alg[i] for all i by hypothesis (Y → W ∈ l−1) and subsequently Z[i] ⊆ X+alg[i] by
hypothesis again (W → Z ∈ l−1).
(5) Y → Z has been inferred using the restricted join axiom. That means Y is the downward closure of {Y,W }, and
Z is the downward closure of {Y unionsq W }, where Y and W are reconcilable. From Y[i] ⊆ X+alg[i] for all i follows
Y  Ui,W  Ui ∈ X+alg[i] for i = 1, . . . , k. Since Y and W are reconcilable it follows that Y  Ui and W  Ui are
reconcilable for i = 1, . . . , k. Since Y Ui and W Ui are subattributes of the same unit we have Y UiW Ui
or W  UiY  Ui for all i = 1, . . . , k. Moreover, (Y unionsq W)  Ui = (Y  Ui) unionsq (W  Ui) for i = 1, . . . , k. This
means (Y unionsq W)  Ui ∈ X+alg[i], and thus Z[i] ⊆ X+alg[i] for all i.
This concludes the proof. 
4.6. The retailer example continued
We continue our running example of the retailer. Instead of using the integer representations we will use the corre-
sponding subattributes. Suppose N and  are given as in Example 16 and we want to ﬁnd the closure of the subattribute
Sales(List[Order(Cart〈Article(Price)〉)]) with respect to . The units of N are as follows:
• U1 = Sales(Day),
• U2 = Sales(List[Order(Cart〈Article(Title,Description,Price)〉)]),
• U3 = Sales(List[Order(Customer(Name))]),
• U4 = Sales(List[Order(Customer(Address))]),
• U5 = Sales(List[Order(Customer(Payment))]),
• U6 = Sales(List[Order(SubTotal)]),
• U7 = Sales(Sold{Product(Item,CustName)}),
• U8 = Sales(Total),
• U9 = Sales(NOrd),
• U10 = Sales(NProd),
• U11 = Sales(NShip).
Initially we have Xnew[2] = Sales(List[Order(Cart〈Article(Price)〉)]) and Xnew[1] = Xnew[3] = · · · = Xnew[11] =
N . The ﬁrst run through the REPEAT loop has the following sequence of updates (considering that the FDs in  are
selected in the order they were presented in Example 16):
Xnew[6] = U6, Xnew[8] = U8, Xnew[9] = U9, and Xnew[10] = U10.
The join of these subattributes and Xnew[2] is
Sales(List[Order(Cart〈Article(Price)〉, SubTotal)],Total,NOrd,NProd).
This shows that given the list of multisets of individual prices, one can determine the list of total values of the orders,
the total value of sales, the total number of orders and the total number of products ordered.
4.7. Complexity
We will now study the time complexity of Algorithm 1 in the number of extended basis attributes n = E(N) of the
underlying nested attribute N and the number s =  of FDs that are given on N.
Theorem 36. The implication problem X → Y for FDs on a nested attribute N can be solved in time O(n2 · s ·
min{n2, s}), where n = E(N) and s = .
Proof. The termination of Algorithm 1 follows from the complexity analysis of the REPEAT-loop below. Let ni =
E(Ui) be the number of extended basis attributes of the ith unit Ui of N for i = 1, . . . , k.
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Fig. 5. Upper complexity bounds for the implication problem in the presence of various types.
Since every dependency in  can contribute to a change of any X newi at most once, there are at most s + 1 runs
through the REPEAT-loop (line (2)–(9)). Every Xnew[i] can contain at most ni elements, and since
k∑
i=1
nik · kmax
i=1 nik · nn
2, (4.2)
there are also at most n2 +1 runs through the REPEAT-loop (line (2)–(9)). Consequently, the REPEAT-loop is executed
at most min{n2, s} + 1 times.
Since the union of two integer sets representing attributes in E(Ui) can be performed in time O(ni) it takes time in
O(n2) to execute line (6) according to inequality (4.2). Therefore, it takes time in O(n2 · s) to execute the block from
line (4) to line (8).
This shows that X+ can be computed in time O(n2 · s · min{n2, s}). In order to decide whether X → Y
holds, it remains to check if Y[i] ⊆ X+[i] holds for all i = 1, . . . , k. This can be done in time O(n2) according to
inequality (4.2). 
In the absence of lists the sets E(Ui) form a partition of E(N). This means in particular that
∑k
i=1 ni = n. It is
then easy to see that the time complexity of Algorithm 1 decreases to O(n · s · min{n, s}). The co-presence of lists
and sets, or lists and multisets causes the increase in time complexity as some subattributes may appear as extended
basis attributes of different units. In Example 33 the subattribute L1(L4[]) is subattribute of unit U2 as well as
unit U3.
Corollary 37. In any case of the following type combinations: {records, sets}, {records, multisets}, {records, sets,
multisets}, the implication problemX → Y for FDs on a nested attribute N can be solved in timeO(n·s ·min{n, s})
where n = E(N) and s = .
Fig. 5 shows upper complexity bounds for the implication problem of FDs in the presence of various types
achieved in this paper. The case of lists and records has been separately studied [47]. We further note that Algo-
rithm 1 can be improved since the test LS[i][j ] ⊆ Xnew[i] for i = 1, . . . , k in line (5) is performed from scratch,
even though Xnew[i] changes only slightly from one iteration into another. We will not further go into further
detail.
5. Non-redundant covers and superkeys
Algorithm 1 can be applied to solve several other important problems related to database design. One application
is to eliminate redundant FDs. An FD  is called redundant in a set  of FDs on some nested attribute N if and only
if ( − {})+ = +. A non-redundant cover of  is a set  of FDs on N where + = + and  does not contain
any redundant FD. In order to determine if  is redundant in , one can test whether  ∈ (− {})+ holds. A subset
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 ⊆  that is a non-redundant cover of  can be found using the following algorithm:
Algorithm 2 (Non-redundant covers).
Input: N ∈ NA, set  of FDs on N
Output: a non-redundant cover  of 
Method:
(1)  := ;
(2) FOR ALL  ∈  DO
(3) IF  ∈ (− {})+ THEN  := − {};
(4) ENDDO;
(4) RETURN();
Note that  will always be a subset of  although this is not required by the deﬁnition of a non-redundant cover.
The result is dependent on the selection order of  in line (2) of Algorithm 2. The running time of Algorithm 2 is
O(n2 · s2 · min{n2, s}) in the presence of records, lists, sets and multisets.
In Example 16 the sixth FD is not a redundant FD in . It is in particular not implied by the second and ﬁfth FD
since Sales(Sold{Product(Item)}) and Sales(Sold{Product(CustName)}) are not reconcilable.
A set X ⊆ Sub(N) of subattributes of some nested attribute N is called a superkey for N with respect to a given set
 of FDs on N if and only if X → N holds. This means that X is a superkey for N if and only if N ∈ X+.
Algorithm 3 (Superkey).
Input: N ∈ NA, set  of FDs on N, X ⊆ Sub(N)
Output:
{
yes, if X is a superkey for N with respect to 
no, else
Method:
(1) Compute X algmax using Algorithm 1 with input (N,,X );
(2) IF N ∈ X algmax THEN RETURN(yes)
(3) ELSE RETURN(No);
The running time of Algorithm 3 is O(n2 · s ·min{n2, s}) in the most general case. In Example 16 the ﬁrst FD reveals
immediately that Sales(Day) is a superkey. Furthermore
Sales(List[Order(Cart〈Article(Title,Description,Price)〉,Customer(Name,Address,Payment))])
is a superkey as well.
6. Related work
This paper extends the work from [48]. The complexity of the implication problem in [48] was based on the number
of all subattributes of the nested attribute given. We have achieved better results with respect to a more appropriate
measure in the present article. This improvement is mainly due to the representation of FDs and sets of nested attributes
using the notion of a unit and the representation theorem for Brouwerian algebras.
We will now compare the expressiveness of FDs to other approaches in the literature. Dependency theory is a
well-studied area of research in the context of the RDM. Excellent surveys are provided in [34,73,75]. The RDM is
completely captured by a single application of the record type.
The nested relational data model [57] has also attracted research on dependency theory, especially on the issue of
normalisation [63,65]. The FDs studied in those papers arise from a relational representation of the data assuming a
complete unnesting. Take for instance the nested schema {Course,(Student-ID, Name)∗} in which for each course the
set of participating students is stored, i.e., their student identiﬁcation number together with their name. A typical FD
would be
Student-ID → Name,
i.e., the student identiﬁcation number uniquely determines the student’s name over all courses. FDs in which a set of
objects is determined by some object or in which a set of objects determines an object are not considered. An example
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of such an FD would be
Course → (Student-ID)∗,
where the course determines the set of the identiﬁcation numbers of its participants. This, however, can be done using
record- and set-valued attributes. Consider the nested attribute Enrolment(Course,Participant{Student(ID,Name)}).
The FD above is then speciﬁed by
Enrolment(Course) → Enrolment(Participant{Student(ID)}).
On the other hand, FDs in which inside a set-valued attribute L{N} some subattributes of N determine another subat-
tribute of N can be expressed by the previous approaches but are not yet covered by our approach. The previous example
suggests for instance to consider the structure of embedded nested attributes such as Student(ID,Name). Then the FD
Student(ID) → Student(Name)
does reﬂect the FD above. The nested relational data model is covered by the presence of record- and set-valued
attributes.
Next we consider two approaches which have studied FDs in the presence of ﬁnite sets. In [39] FDs are deﬁned as
well-deﬁned path expressions in the presence of records and ﬁnite sets. An axiomatisation for the implication of those
FDs is provided. However, the FDs do not allow arbitrary nesting, and most importantly, the right-hand side of every
FD is always a single path. As the results in this paper point out the case where the right-hand side is the union of paths
is particularly interesting in the presence of sets (the join axiom is only valid in restricted form). FDs of the form
{S{L(A)}, S{L(B)}} → S{L(A,B)}
cannot be expressed by the approach in [39] as this FD is different from the two trivial FDs
{S{L(A)}, S{L(B)}} → S{L(A)} and {S{L(A)}, S{L(B)}} → S{L(B)}.
There are still differences even if we consider only single paths in the right-hand side. Consider for instance the
nested attribute N(L{K(A,B,C)},D) together with the FD
N(L{K(A,B)}) → N(D),
where the set of value pairs on A,B determines the value on D. FDs which are expressible by the approach in [39] are
N : [L → D] and N : [L : A,L : B → D]
assuming that the labels identify the (embedded) nested attributes. These, however, are both different from
N(L{K(A,B)}) → N(D).
The ﬁrst FD corresponds to
N(L{K(A,B,C)}) → N(D)
and the second corresponds to
{N(L{K(A)}), N(L{K(B)})} → N(D),
respectively. On the other hand, in order to express the FD N : L[A → B] in our context, we need to consider the
embedded nested attributes K(A,B,C) where the FD K(A) → K(B) could be deﬁned. Moreover, attributes in which
 occurs are not covered in [39]. In summary, the approach in [39] uses partly the expressiveness of the set constructor,
but does not take care of the fact that the extension rule is not valid in the presence of sets.
A further approach to deﬁning FDs in the context of the nested relational data model is provided in [58]. So-called
null-extended FDs are deﬁned to admit null values and study the relationship between multi-valued dependencies
(MVDs) XY and FDs X → Y ∗ (here Y refers to the complete unnesting of the relation-valued attribute Y ∗), i.e.,
the interaction of different dependency classes in the context of nesting and unnesting. Null-extended FDs are again
deﬁned on the basis of paths. FDs from the RDM cannot be expressed. Furthermore, relation-valued attributes can only
occur on the right-hand side of null-extended FDs. Consider the nested attribute N = L(A,K{M(B, S{C})}) which
would be expressed as A(B(C)∗)∗ in a slightly simpliﬁed nested relational data model. Examples for null-extended
FDs are
A → (B(C)∗)∗ or AB → (C)∗.
The last of these is not covered yet by our data model. In order to express the last null-extended FD in our context
we need to consider combinations of embedded nested attributes, i.e., L(A,M(B, S{C})) in this case. Conversely,
the FD L(A,K{M(B)}) → L(K{M(S{C})}) is again not expressible as a null-extended FD. The expressiveness of
null-extended FDs and FDs in the presence of null, ﬂat, record- and set-valued attributes is different.
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Fig. 6. An XML data tree carrying some functional dependency.
Fig. 7. An XML document corresponding to the XML data tree in Fig. 6.
Most recently, the major research interest is on the model of semi-structured data and XML [1,22]. Work on integrity
constraints in the context of XML and object-oriented databases can be found in [4,21,24,35,36,56,72,77–79,82].
The approaches in [4,21,56,72,77,82] are again based on a relational representation of the data, thus resulting again in
a different expressiveness from our approach. FDs in [4] are not axiomatisable at all. In order to illustrate the difference
to our data model a bit more we look at some examples.
Consider the XML data tree in Fig. 6 containing data on courses organised by the dancing club of the local high
school.
The XML document corresponding to this XML data tree is shown in Fig. 7.
It happens that neither gentlemen nor ladies change their dance partners. That is, for every pair in the XML data tree
He determines She, and vice versa. Both observations are likely to be called FDs.
Now consider the XML data tree in Fig. 8. It is obvious that the observed FDs do no longer hold. Nevertheless the
data stored in this tree is not independent from each other: whenever two courses coincide in all their pairs then they
coincide in their rating, too. That is, in every course the set of Pairs determines the Rating. The reason for this might
be straightforward. Suppose, during every course each pair is asked whether they enjoyed dancing with each other (and
suppose that the answer will not change over time). Afterwards, the average rating is calculated for the course and
stored within the XML document. This, in fact, leads to the functional dependency observed in Fig. 8.
Surprisingly, [4,56,77] all introduced the ﬁrst kind of FDs for XML while the second kind has been neglected so
far in the literature on XML. The reason for this is the path-based approach towards FDs used in all three papers.
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Fig. 8. Another XML data tree still carrying some functional dependency.
The second kind, however, represents FDs that can be captured using nested attributes. Suppose we have the nested
attribute
Course(Date,Pair{Partner(He, She)},Rating),
then the FD above reads as
Course(Pair{Partner(He, She)}) → Course(Rating).
In order to capture the ﬁrst kind of FDs via nested attributes one needs to consider the embedded nested attribute
Partner(He,She). In this case the FDs read as Partner(He) → Partner(She) and Partner(She) → Partner(He). For a
graph-oriented approach towards FDs in XML that is based on homomorphisms between subgraphs see [42,52].
In order to capture the full expressiveness of XML one will need to consider the union and reference type. Thus,
a Kleene-star element deﬁnition 〈!ELEMENTX(Y )∗〉 can be represented by the list-valued nested attribute X[Y ],
a sequence element deﬁnition 〈!ELEMENTX(Y1, . . . , Yn)〉 by the record-valued attribute X(Y1, . . . , Yn), and an
alternative element deﬁnition 〈!ELEMENTX(Y1 | · · · | Yn)〉 by X(Y1 · · ·Yn). Furthermore, as the plus-operator
in regular expressions can be expressed by the Kleene-star, an element deﬁnition 〈!ELEMENTX(Y )+〉 can be
represented by the record-valued attribute X(Y,X′[Y ]) with a new label X′. Similarly, optional elements can be
expressed by alternatives with empty elements, thus an element deﬁnition 〈!ELEMENTX(Y ?)〉 will be represented
by the union-valued attribute L(X(Y )X′()). In order to capture the reference structures in XML documents we
may need to consider rational tree attributes. See [29] for fundamental properties of inﬁnite trees. In this case, the
subattribute lattice may become inﬁnite.
In summary, our approach based on explicit subattributes deviates signiﬁcantly from previous approaches in the
nested relational data model, object-oriented data models and XML, yielding a complementary expressiveness. This is
due to the emphasis put on the equality of objects such as lists, sets and multisets. In particular, the algebraic approach
based on a Brouwerian algebra of subattributes is original. To the author’s best knowledge there is not any other work
which deals speciﬁcally with lists and multisets in the context of FDs.
7. Future work
Future work is best explained using Fig. 1. The class of FDs should be studied in the presence of unions and
reference types which are particularly important for XML [1,22]. We intend to extend previous work on normal forms,
i.e. syntactically describe well-designed nested attributes with respect to a given set of constraints, and to semantically
justify this proposal. This means to formally prove the absence of redundancies and abnormal update behaviour for
nested attributes in the normal form proposed. The beginning of this research has already been made in [46,51] where
the nested list normal form (NLNF) has been proposed and justiﬁed. NLNF is strictly weaker than a simple extension
of Boyce–Codd normal form and 4NF [17,32,33,80,81]. As we have seen in Section 6, our class of FDs deviates from
other FDs in the presence of sets. It would be interesting to obtain a normal form proposal for the class of FDs in the
presence of sets and multisets, and formally justify this proposal. The decomposition and synthesis of nested attributes is
also subject of future research [11,12,15–17,80,81]. More classes of relational dependencies are to be studied next, e.g.
MVDs, join and inclusion dependencies. The work in [50] provides an axiomatisation for the class of FDs and MVDs
in the presence of records and lists, thus generalising the work in [13]. Here, the full power of the Brouwerian algebra
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of subattributes is required since the pseudo-difference operator appears in many of the inference rules. In the presence
of lists, the MVD XY implies the non-trivial FD X → Y  Y C . This is a fundamental and interesting difference
to the RDM. A provably correct polynomial-time algorithm for the implication of FDs and MVDs in the presence of
records and lists can be found in [44] which naturally generalises the work in [9]. For an excellent overview on classes
of relational dependencies see [73]. Finally, a more general treatment in which data dependencies are interpreted as
formulae in a suitable logic may result in a successful treatment as in the RDM [34,75].
Appendix A. Some algebra
We use this section to give some formal deﬁnitions and present more background material on the topic of interest.
A partial order on a set S is a binary relation  on S that is
• reﬂexive, i.e., for all a ∈ S we have aa,
• antisymmetric, i.e., all a, b ∈ S satisfy if ab and ba, then a = b, and
• transitive, i.e., all a, b, c ∈ S satisfy if ab and bc, then ac.
If  is a partial order on S, then (S, ) is called a partially ordered set or poset for short. A poset (S, ) can contain
at most one element 0 ∈ S that satisﬁes 0a for all a ∈ S. Such an element, if it exists, is called the bottom element
(or least element) of (S, ). Dually, by the top element or greatest element of (S, ) we mean an element 1 ∈ S such
that a1 for all a ∈ S holds. An ideal of (S, ) or short -ideal is a subset I ⊆ S that is closed downwards with
respect to  , i.e., if b ∈ I and ab holds for any a, b ∈ S, then a ∈ S, too.
For two elements a, b of a poset (S, ) we denote by a unionsq b the join of a and b, i.e., their lowest upper bound with
respect to  . More speciﬁcally, a unionsq b satisﬁes aa unionsq b, ba unionsq b, and for all c ∈ S such that ac and bc we have
a unionsq bc. Dually, one can deﬁne the meet a  b of a and b, i.e., the greatest lower bound.
A lattice is a 4-tuple (S,  ,unionsq,) such that (S, ) is a partially ordered set and any two elements a, b ∈ S have a
join a unionsq b and a meet a  b. By a complement of an element a ∈ S of lattice (S,  ,unionsq,, 0, 1) with bottom element 0
and top element 1 we mean an element aC such that a  aC = 0 and a unionsq aC = 1 holds. A lattice with bottom and top
element is called complemented if and only if all its elements have complements. A lattice (S,  ,unionsq,) is said to be
distributive if the following conditions are met by all a, b, c ∈ S:
a  (b unionsq c) = (a  b) unionsq (a  c) and a unionsq (b  c) = (a unionsq b)  (a unionsq c).
Elements of distributive lattices have at most one complement. A Boolean algebra is a complemented distributive
lattice.
A Brouwerian algebra [62] is a lattice (L,,unionsq,, .−, 1) with top element 1 and a binary operation .− which satisﬁes
a .−b  c if and only if a  b unionsq c for all c ∈ L. In this case, the operation .− is called the pseudo-difference. The
Brouwerian complement ¬a of a ∈ L is then deﬁned by ¬a = 1 .−a. A Brouwerian algebra is also called a co-Heyting
algebra or a dual Heyting algebra. While in a Heyting algebra the join of an element and its complement is not necessarily
the top element, in a Brouwerian algebra the meet of an element and its Brouwerian complement is not necessarily the
bottom element.
In the following we record some properties for join, meet and pseudo-difference operation on (Sub(N), ). Obvi-
ously, the nested attribute N is the top element of (Sub(N), ). According to Deﬁnition 7 the bottom element N can
be described as follows.
Lemma 38. The bottom element N of Sub(N) is given by N = L(N1 , . . . , Nk ) whenever N = L(N1, . . . , Nk),
and N =  whenever N is not a record-valued attribute.
Moreover, Deﬁnition 7 allows to show the following properties.
Lemma 39. Let N ∈ NA and X, Y ∈ Sub(N). The join X unionsqN Y , meet X N Y and pseudo-difference X .−NY of X
and Y in Sub(N) enjoy the following properties:
• if N = L(N1, . . . , Nk),X = L(X1, . . . , Xk) and Y = L(Y1, . . . , Yk), then X ◦N Y = L(X1 ◦N1 Y1, . . . , Xk ◦Nk Yk)
for ◦ ∈ {unionsq,, .−}
• if N = L{M}, X = L{X′}, Y = L{Y ′}, then X ◦N Y = L{X′ ◦M Y ′} for ◦ ∈ {unionsq,},
• if X / Y and N = L{M}, X = L{X′}, Y = L{Y ′}, then X .−NY = L{X′ .−MY ′},
• if N = L〈M〉, X = L〈X′〉, Y = L〈Y ′〉, then X ◦N Y = L〈X′ ◦M Y ′〉 for ◦ ∈ {unionsq,},
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Fig. A1. The Brouwerian algebra of J {K(A,L[M(B,C)])} and its isomorphic counterpart of closed subsets.
• if X / Y and N = L〈M〉, X = L〈X′〉, Y = L〈Y ′〉, then X .−NY = L〈X′ .−MY ′〉,
• if N = L[M], X = L[X′], Y = L[Y ′], then X ◦N Y = L[X′ ◦M Y ′] for ◦ ∈ {unionsq,}, and
• if X / Y and N = L[M], X = L[X′], Y = L[Y ′], then X .−NY = L[X′ .−MY ′].
If the context allows, we omit the index N from the operations unionsqN,N , .−N and from N .
Given some nested attributeN ∈ NA and Y,Z ∈ Sub(N), we use Y CN = N .−Y to denote the Brouwerian complement
of Y in Sub(N). Again, we omit the subscript N if the context allows. The pseudo-difference Z .−Y of Z and Y in Sub(N)
satisﬁes Z .−Y X if and only if ZY unionsq X for all X ∈ Sub(N). Consequently, for all X ∈ Sub(N), Y CX holds if
and only if X unionsq Y = N holds.
While Theorem 13 states that (Sub(N),  ,unionsqN,N, .−N,N) forms a Brouwerian algebra for every N ∈ NA it is
not true that (Sub(N),  ,unionsq,, (·)C, , N) is in general a Boolean algebra. Take for instance N = L[A] and Y = L[].
Then Y C = N and Y  Y C = Y = . Furthermore, Y CC =  = Y .
There is a representation theorem for Brouwerian algebras due to Stone, McKinsey and Tarski [61,62]. In fact, every
Brouwerian algebra is isomorphic to a subalgebra of the algebra of closed sets of a topological space. We will state
this theorem only for ﬁnite Brouwerian algebras. Next, a topological space with respect to a closure operation is
deﬁned [61].
Deﬁnition 40. A topological space T is a structure (S,C) where S is a set and C an operation carrying subsets of S to
subsets of S satisfying, for all A,B ⊆ S: A ⊆ CA, CA = CCA, C(A ∪ B) = CA ∪ CB, and C∅ = ∅. A subset A of S
is closed just in case CA = A.
Notice that every family of closed subsets of a topological space carries the structure of a Brouwerian algebra.
Theorem 41. Let (S,C) be a topological space, and let C be the family of closed subsets of S. Then (C,⊆,∪,∩, .−, S)
is a Brouwerian algebra, where ⊆ denotes set-inclusion, ∪ set-union, ∩ set-intersection, and .− is given by A .−B =
C{x | x ∈ A and x /∈ B}.
Given a partially ordered set (S, ), we deﬁne for A ⊆ S, CA = {b ∈ S | ba for some a ∈ A}. That means CA
closes A downwards with respect to  . The topological space (S,C) is called a PO-space.
In order to prove the representation theorem, it can be shown that for any ﬁnite Brouwerian algebra (B, B,unionsq,,
.−, 1) there is some partially ordered set (S, S) such that the Brouwerian algebra of closed sets of the corresponding
PO-space is isomorphic to the original Brouwerian algebra. It is not possible to simply take S to be B and S to be
B , since this PO-space will in general have more closed sets than there are elements in B.
Deﬁnition 42. An element a of a lattice (L,  ,unionsq,, 0) with bottom element 0 is join-irreducible if and only if a = 0
and, for all b, c ∈ L, if a = b unionsq c, then a = b or a = c.
We are now ready to state the representation theorem, see [31,61,62].
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Theorem 43. Let B = (B,  ,unionsq,, .−, 1) be a ﬁnite Brouwerian algebra, and (C,⊆,∪,∩, .−C, J ) the Brouwerian
algebra of closed sets of the PO-space on the set J of join-irreducible elements of B under the restriction of the partial
order  to J. Then, ϑ(a) = {d ∈ J | da}, deﬁnes an isomorphism between B and (C,⊆,∪,∩, .−C, J ), and for all
a, b ∈ B, ϑ(a .−b) = ϑ(a) .−Cϑ(b).
The Brouwerian algebra of J {K(A,L[M(B,C)])} together with its isomorphic counterpart of closed subsets is
illustrated in Fig. A1.
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