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ENTROPY OF HILBERT METRICS AND LENGTH
SPECTRUM OF HITCHIN REPRESENTATIONS IN PSL(3,R)
NICOLAS THOLOZAN
Abstract. This article studies the geometry of proper convex domains
of the projective space RPn. These convex domains carry several pro-
jective invariant distances, among which the Hilbert distance dH and
the Blaschke distance dB . We prove a thin inequality between those
distances: for any two points x and y in a proper convex domain,
dB(x, y) < dH(x, y) + 1 .
We then give two interesting consequences. The first one is a conjec-
ture of Colbois and Verovic on the volume entropy of Hilbert geometries:
for any proper convex domain of RPn, the volume of a ball of radius R
grows at most like e(n−1)R.
The second consequence is the following fact: for any Hitchin repre-
sentation ρ of a surface group into PSL(3,R), there exists a Fuchsian
representation j in PSL(2,R) such that the length spectrum of j is uni-
formly smaller than the length spectrum of ρ. This answers positively
(for n = 3) to a conjecture of Lee and Zhang.
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2 NICOLAS THOLOZAN
Introduction
An open domain of RPn is convex if its intersection with any projective
line is connected. It is called proper if its closure does not contain a projective
line.
The geometry of proper convex open domains has been extensively studied
since Hilbert introduced them as examples of metric spaces “whose geodesics
are straight lines” [14]. More precisely, Hilbert provided any proper convex
open domain with a natural Finsler metric for which projective segments
are geodesics. Moreover, this metric is a projective invariant and therefore
any projective transformation preserving a convex acts isometrically for the
Hilbert metric. When the convex domain is a ball, we recover the Klein
model of hyperbolic space.
The Hilbert metric may be the most natural metric on a convex, but it
is not the easiest to study. It is (almost) never Riemannian and in many
interesting cases it is not C2. Another “natural” (i.e. projectively invariant)
choice of a metric is the Blaschke metric (also known as affine metric) that
arises in the theory of affine spheres developed by Blaschke, Calabi, Cheng
and Yau. The definition of the Blaschke metric relies on a deep analytic
theorem and may seem difficult to apprehend at first. The counterpart is
that it is Riemannian, smooth and has nice curvature properties (see theorem
0.5).
One can hope in general that the Blaschke metric is “close enough” to the
Hilbert metric so that we can deduce, from good analytic properties of the
Blaschke metric, similar properties for the “wilder” Hilbert metric.
0.1. A comparison lemma. Let us fix a proper open convex domain Ω in
RPn. Denote by hHΩ (resp. hBΩ) its Hilbert (resp. Blaschke) metric and by
dHΩ (resp. d
B
Ω) the associated distance. (Very often we will omit to index
those objects by Ω.) In a recent paper, Benoist and Hulin proved that the
Blaschke and Hilbert metrics are uniformly comparable.
Theorem 0.1 (Benoist–Hulin, [1]). There exists a positive constant Cn (de-
pending only on the dimension), such that
1
Cn
hH ≤ hB ≤ CnhH .
The central result of this paper is a refinement of the right inequality:
Lemma 1.
For any x, y ∈ Ω,
dB(x, y) < dH(x, y) + 1 .
Remark 0.2. Clearly, this lemma only refines Benoist–Hulin’s theorem when
dH(x, y) is big enough. Note that our proof will make use of Benoist–Hulin’s
theorem.
Remark 0.3. One could hope for a stronger inequality, namely that dB ≤ dH .
However, computing both metrics when Ω is a square in RP2 shows that this
stronger inequality does not always hold.
We will now give two important consequences of lemma 1.
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0.2. Volume entropy of convex domains. There is no completely stan-
dard way to associate a volume form to the Hilbert metric, but there is a
natural class of volume forms.
We call a volume form vol on Ω uniform if there exists a constant K > 1
such that for any point x ∈ Ω,
1
K
≤ vol ({u ∈ TxΩ | hH(u) ≤ 1}) ≤ K .
Note that, according to Benoist–Hulin’s theorem, and example of such a
form is the volume form canonically associated to the Blaschke metric.
Denote by BH(x,R) the ball of center x and radius R for the Hilbert
metric.
Definition 0.4. The volume entropy of the Hilbert metric is defined by
H(hH) = lim sup
R→+∞
1
R
logVol
(
BH(o,R)
)
,
where o is some base point in Ω and the volumeVol is computed with respect
to a regular volume form vol.
It is not difficult to see that this entropy does not depend on the precise
choice of a volume form, nor on the base point o. One can define in the same
way the volume entropy of the Blaschke metric by replacing BH(o,R) by
BB(o,R), the ball with respect to the Blaschke metric. The volume entropy
of the Hilbert metric is sometimes called the volume entropy of Ω, but for
our purpose it is better to distinguish between the entropies of the Blaschke
and Hilbert metrics.
It is a well-known conjecture in Hilbert geometry that the entropy of the
Hilbert metric of a properly convex domain in RPn is bounded above by
n − 1. It seems to date back to the work of Colbois and Verovic [9], who
proved that, if the boundary of Ω is sufficiently regular, then the entropy of
Ω is actually equal to n − 1. This was later refined by Berck, Bernig and
Vernicos in [3], where they also prove the conjecture in dimension 2. Vernicos
then recently proved the conjecture in dimension 3 [23].
In another direction, Crampon [10] proved the conjecture in any dimen-
sion, assuming Ω is divisible and hyperbolic (i.e. preserved by a discrete
Gromov-hyperbolic group Γ acting cocompactly). In that case, the volume
entropy of the Hilbert metric can be interpreted as the dynamical entropy
of the geodesic flow on Ω/Γ.
Here we prove the conjecture in full generality:
Theorem 2.
Let Ω be a proper convex open domain of RPn. Then the volume entropy of
the Hilbert metric on Ω satisfies
H (hHΩ ) ≤ n− 1 .
As we said, the main ingredient in the proof of this theorem is lemma 1.
Indeed, this lemma implies the following inequality (lemma 2.6):
H (hH) ≤ H (hB) .
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It remains to prove that H (hB) ≤ n−1, which is a consequence of a famous
theorem of Bishop for the volume entropy of Riemannian metrics (theorem
2.8), together with a theorem of Calabi giving a lower bound for the Ricci
curvature of the Blaschke metric:
Theorem 0.5 (Calabi, [6]). The Ricci curvature of the Blaschke metric
satisfies
Ricci(hB) ≥ −(n− 1)hB .
0.3. Length spectrum of Hitchin representations in PSL(3,R). Let g
be an isometry of some metric space (X, d). We define the translation length
of g as the number
l(g) = lim
n→+∞
1
n
d(x, gn · x) ,
where x is any point in X.
Let us now consider S a closed connected oriented surface of genus greater
than 1 and denote by Γ its fundamental group. A representation ρ : Γ →
PSL(3,R) is called a Hitchin representation if ρ is injective and ρ(Γ) divides
a (necessarily unique) open convex domain Ωρ in RP2, i.e. ρ(Γ) acts prop-
erly discontinuously and cocompactly on Ωρ. (The terminology of “Hitchin
representation” will be explained in the next paragraph.)
Definition 0.6. The length spectrum of a representation ρ : Γ→ Isom(X, d)
is the function Lρ that associates to (the conjugacy class of) an element γ ∈ Γ
the translation length of ρ(γ).
In particular, one can define the length spectrum of a Hitchin representa-
tion ρ in PSL(3,R) by seeing ρ as a representation into the isometry group
of (Ωρ, hH).
Denote by H2 the hyperbolic plane. Recall that a representation j : Γ→
PSL(2,R) ' Isom+(H2) is Fuchsian if it is injective and acts properly dis-
continuously on H2. Note that, identifying PSL(2,R) with SO0(2, 1), one
can see Fuchsian representations as special cases of Hitchin representations
in PSL(3,R) dividing a disc in RP2.
Motivated by questions arising in anti-de Sitter geometry, the author re-
cently proved with Bertrand Deroin [11] a strong “domination” result for
certain representations of a surface group.
Theorem 0.7 (Deroin–T.). Let ρ be a representation of Γ into the isome-
try group of a complete, simply connected Riemannian manifold of sectional
curvature bounded above by −1. Then there exists a Fuchsian representation
j such that
Lj ≥ Lρ .
Moreover, the inequality in this theorem can be made strict unless ρ itself
is “Fuchsian” in some very rigid sense. This applies mostly to representa-
tions into Lie groups of rank 1 (seen as isometry groups of their symmetric
spaces). In the case of PSL(2,C) for instance, it gives a new proof of the
famous rigidity theorem of Bowen [4] for the entropy of quasi-Fuchsian rep-
resentations.
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Lemma 1 allows us to prove a similar result (but with reverse inequality)
for Hitchin representations in PSL(3,R).
Theorem 3.
Let ρ be a Hitchin representation into PSL(3,R). Then either ρ is Fuchsian
or there exists a constant K > 1 and a Fuchsian representation j such that
Lρ ≥ KLj .
(Here we say that ρ is Fuchsian if the convex Ωρ is an ellipsoid.)
Again, the proof of theorem 3 will use the Blaschke metric as an inter-
mediate comparison. One starts by deducing from lemma 1 that the length
spectrum of ρ with respect to the Blaschke metric is uniformly smaller than
the length spectrum of ρ with respect to the Hilbert metric (corollary 6).
Then one considers hP the unique complete metric on Ωρ conformal to the
Blaschke metric and of curvature −1. Applying Calabi’s theorem together
with the classical Ahlfors–Schwarz–Pick lemma (lemma 3.3), we obtain that
hB ≥ hP .
The action of ρ on (Ωρ, hP ) is thus isometrically conjugated to a Fuchsian
representation j acting on H2 whose length spectrum will satisfy
Lj ≤ Lρ .
0.4. Hitchin Representations in higher dimension. Theorem 3 gives
an answer, for n = 3, to a more general question about representations of a
surface group in PSL(n,R). We finish this introduction by mentionning this
possible generalization in order to motivate theorem 3.
We still denote by S a connected closed oriented surface of genus at least 2
and by Γ its fundamental group. A representation of Γ in PSL(2,R) induces
in a natural way a representation in PSL(n,R), simply by post-composing
with the irreducible representation
ιn : PSL(2,R)→ PSL(n,R) .
By extension, we will say that a representation of Γ into PSL(n,R) is Fuch-
sian if it is of the form ιn ◦ j with j a Fuchsian representation in PSL(2,R).
In [15], Hitchin described the connected components of the space of rep-
resentations into PSL(n,R) containing Fuchsian representations. For this
reason, representations of Γ into PSL(n,R) that can be continuously de-
formed into Fuchsian representations are called Hitchin representations.
In the special case where n = 3, Choi and Goldman [8] proved that Hitchin
representations are exactly those dividing a convex set of RP2:
Theorem 0.8 (Choi–Goldman, [8]). A representation of the fundamental
group of a connected closed oriented surface into PSL(3,R) is Hitchin if and
only if it divides a convex set of RP2.
This explains the terminology we used in the previous paragraph.
One can define the length spectrum of a representation in PSL(n,R) by
looking at the action of PSL(n,R) on its symmetric space PSL(n,R)/PSO(n).
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This symmetric space carries several PSL(n,R)-invariant Finsler metrics (all
of which are bi-Lipschitz equivalent to the symmetric Riemannian metric).
An interesting choice is to provide the symmetric space with the unique
PSL(n,R)-invariant Finsler metric such that, for any λ1 > . . . > λn with∑
i λi = 0, the diagonal matrixe
λ1
. . .
eλn

has translation length 12(λ1−λn). We will denote by Lρ the length spectrum
of a representation ρ with respect to this particular Finsler metric. In the
case of Hitchin representations in PSL(3,R), this length spectrum turns out
to be exactly the length spectrum of ρ as we defined it before (i.e. by looking
at the action on Ωρ).
In a recent work, Lee and Zhang [17] prove that Hitchin representations
satisfy the following property:
Theorem 0.9 (Lee, Zhang, [17]). There exists a constant C such that if γ,
γ′ are two curves on S that are not homotopic to disjoint curves, then, for
any Hitchin representation ρ in PSL(n,R), one has
(exp(Lρ(γ))− 1)
(
exp(Lρ(γ
′)/(n− 1))− 1) > 1 .
This result is a slightly weaker version of the classical collar lemma for
Fuchsian representations. In that same paper, Lee and Zhang conjecture
that a sharper version of the collar lemma for Hitchin representations should
hold as a consequence of the following more general fact:
Conjecture (Lee–Zhang). for any Hitchin representation ρ : Γ→ PSL(n,R),
there is a Fuchsian representation j such that
Lj ≤ Lρ .
Theorem 3 answers positively to this conjecture when n = 3. As pointed
out by Lee and Zhang, we obtain as a corollary:
Corollary 4 (Collar lemma for Hitchin representations in PSL(3,R)).
Let γ, γ′ be two curves on S that are not homotopic to disjoint curves. Then,
for any Hitchin representation ρ in PSL(3,R), one has
sinh(Lρ(γ)/2) · sinh(Lρ(γ′)/2) > 1 .
Labourie explained to us that the Lee–Zhang conjecture cannot hold any-
more for n ≥ 4, as a consequence of several recent works on Hitchin repre-
sentations ([5], [22]). The contradiction comes from Hitchin representations
in PSp(2k,R) and PSO(k, k + 1). This leads us to modify the conjecture of
Lee and Zhang:
Conjecture.
• For any Hitchin representation ρ in PSL(2k,R), there is a Hitchin
representation j in PSp(2k,R) such that
Lj ≤ Lρ ,
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• for any Hitchin representation ρ in PSL(2k+1,R), there is a Hitchin
representation j in PSO(k, k + 1) such that
Lj ≤ Lρ .
Note that the irreducible representation of PSL(2,R) into PSL(3,R) iden-
tifies PSL(2,R) with PSO(2, 1). The conjecture would thus be a generaliza-
tion of theorem 3.
0.5. Content of the article. In section 1, we recall the definitions of the
Blaschke and Hilbert metrics. We prove lemma 1 and theorem 2 in section 2.
In section 3, we focus on representations of surface groups in PSL(3,R).
We prove theorem 3 and make several remarks concerning the behaviour
of the length spectrum of Hitchin representations that are “far from being
Fuchsian”. It was brought to our attention by Courtois that these remarks
are essentially contained in a recent paper by Xin Nie [21].
0.6. Acknowledgements. The author is thankful to Yves Benoist for en-
lightening discussions, to Gilles Courtois for pointing out the paper of Xin
Nie, and to Constantin Vernicos for his careful reading and thoughtful re-
marks on the first version of this paper.
1. Hilbert and Blaschke metrics
1.1. The Hilbert metric. Fix an open proper convex domain Ω in RPn.
Recall that the cross-ratio of 4 points x1, x2, x3, x4 in a projective line is the
number t = [x1, x2, x3, x4] such that (x1, x2, x3, x4) is sent to (0, 1,∞, t) in
some affine chart.
Given any two points x and y in Ω, let a and b be the two intersections of
the projective line going through x and y with the boundary of Ω (so that x
is between a and y).
Definition 1.1. The Hilbert distance between x and y is defined by
dHΩ (x, y) =
1
2
log |[a, x, b, y]| .
It is classical (though non trivial) that this indeed defines a distance on Ω.
Moreover, this distance is infinitesimally generated by a Finsler metric hH .
More precisely, let us define the Hilbert metric by
hHΩ,x(u) =
d2
dt2 |t=0
dHΩ (x, x+ tu)
2
for a vector u tangent to a point x in Ω.
Proposition 1.2. The function hHΩ,x is the square of a norm on TxΩ and
for all x, y ∈ Ω, we have
dHΩ (x, y) = infγ
∫ 1
0
√
hHΩ (γ
′(t)) ,
where the infimum is taken over all C1 paths from x to y.
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The Hilbert metric is a projective invariant: if Ω is a proper open convex
domain and g a projective transformation, then the Hilbert metric of g(Ω) is
g∗hHΩ . In particular, every projective transformation g such that g(Ω) = Ω
is an isometry for (Ω, hHΩ ). When Ω is an ellipsoid, it is preserved by a sub-
group of PSL(n + 1,R) conjugated to PSO(n, 1). This implies that hHΩ is
Riemannian and (Ω, hHΩ ) is isometric to the hyperbolic space Hn.
From now on we will omit to index the Hilbert metric by Ω. Hopefully it
will not lead to any confusion.
The metric hH at a point “sees” in some sense the shape of the bound-
ary of Ω. This implies that the Finsler metric is never Riemannian unless
Ω is an ellipsoid, and often has low regularity. In many intersesting ex-
amples it is therefore almost impossible to use analytic tools to study the
Hilbert metric. This motivates the introduction of an auxiliary Riemannian
metric which is also projectively invariant and has better analytic properties.
1.2. The Blaschke metric. The price to pay is a construction which is
much more elaborate and relies on an existence theorem for solutions of
certain Monge–Ampère equations. The Blaschke metric is the second fun-
damental form of a certain smooth hypersurface in Rn+1 asymptotic to the
cone over Ω, called the affine sphere. The definition we give here is not the
most general. It is adapted from [1], definition 2.1.
Denote by L the restriction to Ω of the tautological R-line bundle over
RPn and ξ a smooth and nowhere vanishing section of L. One can see ξ(Ω)
as a smooth hypersurface in Rn+1 transverse to the radial vector field. Let
E denote the pull-back of the tangent bundle of Rn+1 by ξ. Then E splits
as a direct sum
E = TΩ⊕ L ,
where TΩ is identified with its image by dξ (see figure 1).
Now, the bundle E inherits from Rn+1 a volume form ω and a flat con-
nection ∇. For any vector fields X and Y on Ω, on can write
∇XY = ∇ξXY + h(X,Y )ξ ,
where ∇ξ is a connection on TΩ and h is a symmetric bilinear form on Ω.
We say that the hypersurface ξ(Ω) is strictly convex if h is positive definite
and proper if the map ξ : Ω→ Rn+1 is proper.
Assume that ξ(Ω) is strictly convex. One can extend the metric h on
TΩ to a metric hˆ on E by deciding that the decomposition E = TΩ ⊕ L is
orthogonal and that ξ(x) ∈ Lx is of norm 1.
Definition 1.3. The hypersurface ξ(Ω) is a hyperbolic affine sphere asymp-
totic to Ω if ξ(Ω) is proper, convex, and
ω(hˆ) = 1 ,
where ω(hˆ) is the volume with respect to ω of an oriented orthonormal basis
for hˆ.
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Figure 1. When Ω is a disc in RP2, the affine sphere is a hyperboloid.
Finding affine spheres boils down to solving some Monge-Ampère equation
on Ω with boundary conditions. This allowed Cheng and Yau to prove the
following:
Theorem 1.4 (Cheng–Yau, [7]). For any proper convex domain Ω in RPn,
there is a unique hyperbolic affine sphere in (Rn+1, ω) asymptotic to Ω.
If ξ(Ω) is this unique affine sphere, then the metric h on TΩ is called the
Blaschke metric. We denote it hB. The theorem of Cheng–Yau includes a
regularity result showing that the affine sphere and the Blaschke metric are
analytic.
Remark 1.5. This affine sphere depends on the choice of a volume on Rn+1 in
a very simple way. If ω is multiplied by λ then the affine sphere is transformed
by an homothety of ratio 1
λn+1
and the Blaschke metric is unchanged.
Proposition 1.6. When the convex Ω is an ellipsoid, the affine sphere is
a hyperboloid and the Blaschke metric coincides with the Hilbert metric (see
figure 1).
1.2.1. A word on the dimension 2 case. This paragraph will only be relevant
for the remarks of section 3.2.
Let Ω be a proper convex open domain in RPn and ξ(Ω) the hyperbolic
affine sphere asymptotic to Ω. With the notations above, the connection ∇ξ
does not preserve hB in general. The difference between ∇ξ and the Levi–
Civita connection of hB is called the Pick tensor of Ω. Denote it by P , and
define
A(X,Y, Z) = hB(P (X,Y ), Z) .
Then the tensor A is symmetric in X,Y, Z.
Proposition 1.7 (see [1], lemma 4.8). Let Ω be a proper convex domain
of RP2. Provide Ω with the conformal structure induced by hB. Then the
tensor A is the real part of a holomorphic cubic differential, called the Pick
form of Ω.
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Now, let S be a closed surface, Γ its fundamental group, and ρ a Hitchin
representation of Γ in PSL(3,R). Let Ωρ ⊂ RP2 be the convex divided by
ρ. Then the Pick form and the conformal class of the Blaschke metric are
preserved by ρ(Γ) and induce a complex structure and a holomorphic cubic
differential on Ωρ/ρ(Γ) ' S. Loftin and Labourie proved that this actually
gives a parametrization of the space of Hitchin representations of Γ into
PSL(3,R).
Theorem 1.8 (Labourie [16], Loftin [19]). Let J be a conformal structure
on S and Φ a holomorphic cubic differential on (S, J). Then there is, up
to conjugacy, a unique Hitchin representation ρ = ρ(J,Φ) in PSL(3,R) for
which there exists a ρ-equivariant homeomorphism
f : S˜ → Ωρ
sending J to the conformal class of the Blaschke metric and Φ to the Pick
form of Ωρ.
Remark 1.9. Generalizing Labourie–Loftin’s theorem, Benoist and Hulin re-
cently gave a parametrization of all proper convex open domains in RP2 that
are Gromov-hyperbolic [2]. Dumas and Wolf also gave a similar parametriza-
tion for convex polygons in RP2 [12].
In section 3.2, we will describe the asymptotic behaviour of the length
spectrum of ρ(J,Φ) when J is fixed and Φ goes to infinity.
2. Comparison between the Hilbert and Blaschke metrics
In this section, we prove lemma 1 and obtain theorem 2 as a corollary.
2.1. Proof of the main lemma. Let Ω be a proper convex open set in
RPn. If u is a vector in Rn+1, we denote by [u] its projection in RPn.
Let e1 and e2 be two non zero vectors in Rn+1 such that the corresponding
points [e1] and [e2] in RPn are distinct points of ∂Ω. We now restrict to the
plane generated by those directions.
We parametrize the projective segment between [e1] and [e2] by{
[ete1 + e
−te2], t ∈ R
}
.
The affine sphere restricted to this segment is thus parametrized by{
u(t) = et+α(t)e1 + e
−t+α(t)e2, t ∈ R
}
,
for some function α : R→ R.
One easily verifies that
dH([u(t1)], [u(t2)]) = |t1 − t2| ,
and in particular,
hH
(
d
dt
[u(t)]
)
= 1 .
In other words, [u(t)] is a geodesic for the Hilbert metric. Let us now evaluate
the Blaschke metric on ddt [u(t)].
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Lemma 2.1.
hB
(
d
dt
[u(t)],
d
dt
[u(t)]
)
= α′′(t)− α′2(t) + 1 .
Proof. by definition of the Blaschke metric, one has
u′′(t) = hB
(
d
dt
[u(t)],
d
dt
[u(t)]
)
u(t) + β(t)u′(t)
for some function β. We just have to compute the coordinates of the first
and second derivative of u(t). We find
u′(t) = (α′(t) + 1)et+α(t)e1 + (α′(t)− 1)e−t+α(t)e2 ,
and
u′′(t) =
(
α′′(t) + (α′(t) + 1)2
)
et+α(t)e1 +
(
α′′(t) + (α′(t)− 1)2) e−t+α(t)e2 .
To obtain the coordinates of u′′(t) in the basis (u(t), u′(t)), we invert the
matrix
A(t) =
(
et+α(t) (α′(t) + 1)et+α(t)
e−t+α(t) (α′(t)− 1)e−t+α(t)
)
.
We get
A−1(t) =
1
−2e2α(t)
(
(α′(t)− 1)e−t+α(t) −(α′(t) + 1)et+α(t)
−e−t+α(t) et+α(t)
)
.
The coordinates of u′′ in the basis (u, u′) are thus given by
A−1(t)
( (
α′′(t) + (α′(t) + 1)2
)
et+α(t)(
α′′(t) + (α′(t)− 1)2) e−t+α(t)
)
and in particular, be obtain
hB
(
d
dt
[u(t)],
d
dt
[u(t)]
)
=
−1
2
[
(α′(t)− 1) (α′′(t) + (α′(t) + 1)2)
− (α′(t) + 1) (α′′(t) + (α′(t)− 1)2)]
= α′′(t)− α′2(t) + 1 .

Now, Benoist–Hulin’s theorem allows us to prove that α′ is bounded by 1.
More precisely, we show that
Proposition 2.2. If hB ≥ 1ChH for some C ≥ 1, then
α′2 ≤ 1− 1
C
.
Proof. Since hH
(
d
dt [u(t)]
)
= 1 and hB
(
d
dt [u(t)]
)
= α′′ − α′2 + 1, we have
α′′ − α′2 + 1 ≥ 1
C
,
which we can rewrite
(1) α′′ ≥ α′2 −
(
1− 1
C
)
.
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Assume by contradiction that
α′(t0) >
√
1− 1
C
for some t0 ∈ R. Inequality (1), together with Gronwall’s lemma, implies
that α′ is bigger for all t ≥ t0 than the function f solution of the ordinary
differential equation
f ′ = f2 −
(
1− 1
C
)
with initial condition
f(t0) = α
′(t0) .
It is a simple exercise to compute explicitly the function f . One finds
f(t) =
√
1− 1
C
1 +De2√1− 1C (t−t0)
1−De2
√
1− 1
C
(t−t0)
 ,
where
D =
α′(t0)−
√
1− 1C
α′(t0) +
√
1− 1C
.
In particular, f goes to +∞ when t goes to
tmax = t0 − 1
2
√
1− 1C
log(D) ,
which implies that α′(t) blows up at some time t ≤ tmax. This is absurd
since α′ is a continuous function on R.
Similarly, if we had α′(t0) < −
√
1− 1C for some t0, we would obtain that
α′ goes to −∞ at some time t < t0. We conclude that
α′2 ≤ 1− 1
C
.

We now prove a sharper version of lemma 1.
Lemma 2.3. Let C be a constant greater or equal to 1. If hB ≥ 1ChH , then
for all x, y ∈ Ω,
dB(x, y) ≤ dH(x, y) +
√
1− 1
C
.
Since the hypothesis of this lemma is always satisfied for some constant
C by Benoist–Hulin’s theorem, lemma 1 will follow.
Proof. Fix t1 < t2 ∈ R. Remark that the Blaschke distance between [u(t1)]
and [u(t2)] is bounded above by the length with respect to the Blaschke
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metric of the path {[u(t)], t ∈ [t1, t2]}. We therefore have
dB([u(t1)], [u(t2)]) ≤
∫ t2
t1
√
hB
(
d
dt
[u(t)],
d
dt
[u(t)]
)
≤ (t2 − t1)
√
1
t2 − t1
∫ t2
t1
hB
(
d
dt
[u(t)],
d
dt
[u(t)]
)
≤ (t2 − t1)
√
1
t2 − t1
∫ t2
t1
α′′(t)− α′2(t) + 1
≤ (t2 − t1)
√
1
t2 − t1 (t2 − t1 + α
′(t2)− α′(t1)) .
Now, using proposition 2.2, we obtain
dB([u(t1)], [u(t2)]) ≤ (t2 − t1)
√√√√
1 + 2
√
1− 1C
t2 − t1
≤ t2 − t1 +
√
1− 1
C
= dH([u(t1)], [u(t2)]) +
√
1− 1
C
.
Remark 2.4. The key fact is that, when integrating hB
(
d
dt [u(t)],
d
dt [u(t)]
)
,
the term in α′′, which is the only one that can make the Blaschke metric
bigger than the Hilbert metric, contributes only up to a constant since its
integral is just the difference of two values of α′.
We have thus proved that
dB(x, y) ≤ dH(x, y) +
√
1− 1
C
for any two points on the projective segment joining [e1] and [e2]. Since [e1]
and [e2] where any two points in ∂Ω, this concludes the proof of lemma 2.3
and thus lemma 1. 
Remark 2.5. So far, we didn’t use in an essential way that hB is the Blaschke
metric. Lemma 2.3 is actually valid if we replace hB by any metric defined
as the second fundamental form of some strictly convex hypersurface asymp-
totic to Ω. However, we don’t know any other metric to which it would be
interesting to apply this lemma.
Lemma 2.3 is “sharper” than lemma 1 in the sense that it relates explicitly
the majoration of hB to its minoration. If we apply it to the particular case
where C = 1, we obtain the following corollary:
Corollary 5.
Let Ω be a proper convex open set in RPn. Denote by hH (resp. hB) its
Hilbert metric. If
hB ≥ hH
everywhere, then
hB = hH
everywhere and Ω is an ellipsoid.
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Proof. By lemma 2.3, if hB ≥ hH , then dB ≤ dH , which also implies that
hB ≤ hH , and thus hB = hH . In particular, the Hilbert metric is Riemann-
ian, which implies that Ω is an ellipsoid (see section 1.1).

2.2. Volume entropy of the Blaschke and Hilbert metrics. Recall
that the entropy of the Hilbert metric is defined by
H(hH) = lim sup
R→+∞
1
R
logVol
(
BH(o,R)
)
,
where o is any base point in Ω and Vol is the volume with respect to any
regular volume form vol. According to Benoist–Hulin’s theorem, one can
take vol to be the volume form induced by the Blaschke metric.
Lemma 2.6.
H(hH) ≤ H(hB) .
Proof. For R > 0, denote by BH(o,R) (resp. BB(o,R)) the ball of center o
and radius R with respect to the Hilbert (resp. Blaschke) metric. According
to lemma 1, we have
BH(o,R) ⊂ BB(o,R+ 1) .
Therefore
Vol(BH(o,R)) ≤ Vol(BB(o,R+ 1)) ,
and thus
H(hH) = lim sup
R→+∞
1
R
logVol
(
BH(o,R)
)
= lim sup
R→+∞
1
R+ 1
logVol
(
BH(o,R)
)
≤ lim sup
R→+∞
1
R+ 1
logVol
(
BB(o,R+ 1)
)
≤ H(hB) .

In order to conclude the proof of theorem 2, it is enough to prove:
Proposition 2.7.
H(hB) ≤ n− 1 .
Proof. The proof is straightforward when we put together the theorem of
Calabi stating that the Blaschke metric has Ricci curvature bounded below
by −(n−1) (theorem 0.5) and a famous theorem of Bishop (see [13], theorem
3.101):
Theorem 2.8 (Bishop). If g is a smooth Riemannian metric on a manifold
M whose Ricci curvature is bounded below by −(n− 1), then for all R,
Volg(Bg(o,R)) ≤ VolHn(BHn(o′, R)) ,
where VolHn(BHn(o′, R)) is the volume of a ball of radius R in the hyperbolic
space Hn (with its metric of constant curvature −1).
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It follows from Bishop’s theorem that the entropy of the Blaschke metric
is bounded above by the volume entropy of Hn, which is well known to
be n− 1. 
3. The dimension 2 case and surface group representations
In this section, we apply lemma 1 to the study of the length spectrum of
Hitchin representations in PSL(3,R). We prove theorem 3 and describe the
behaviour of this length spectrum “far” from the Fuchsian locus.
Let us recall first the definition we use of the translation length of an
isometry.
Definition 3.1. The translation length of an isometry g of a metric space
(X, d) is the number
l(g) = lim
n→+∞
1
n
d(x, gn · x) ,
where x is any point of X.
If Ω is a proper convex open domain of RPn and g a projective transforma-
tion such that g(Ω) = Ω, we will denote by lH(g) (resp. lB(g)) the translation
length of g seen as an isometry of Ω with its Hilbert (resp. Blaschke) metric.
As a consequence of lemma 1, we easily obtain the following corollary:
Corollary 6.
Let Ω be a proper convex open domain of RPn and g a projective transfor-
mation such that g(Ω) = Ω. Then
lB(g) ≤ lH(g) .
Proof. By lemma 1, we have
1
n
dB(x, gn · x) ≤ 1
n
dH(x, gn · x) + 1
n
.
Passing to the limit, we get
lB(g) ≤ lH(g) .

Let us now specialize this to divisible convex sets in dimension 2.
3.1. Proof of theorem 3. Fix a closed connected oriented surface S of
genus greater than 1. Denote by Γ its fundamental group and consider
ρ : Γ→ PSL(3,R)
a Hitchin representation. According to Choi-Goldman’s theorem, ρ(Γ) acts
freely, properly discontinuously and cocompactly on a proper convex domain
Ωρ ⊂ RP2.
The Blaschke metric hB on Ωρ is preserved by ρ and thus induces a Rie-
mannian metric on
Ωρ/ρ(Γ) ' S
that we still denote hB. By Poincaré–Koebe’s uniformization theorem, there
exists a unique complete Riemannian metric hP on Ωρ, conformal to hB and
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of constant curvature −1. Moreover, this metric is also invariant under the
action of ρ(Γ). We also denote hP the induced metric on Ωρ/ρ(Γ).
Lemma 3.2. Either hB = hP or there exists a constant K > 1 such that
hB ≥ KhP .
Proof. Recall that, in this particular case, Calabi’s theorem states that the
Gauss curvature κB of the Blaschke metric satisfies
−1 ≤ κB ≤ 0 .
We now use the following classical fact, sometimes refered to as the Ahlfors–
Schwarz–Pick lemma. See [24] for a fairly general version.
Lemma 3.3. Let h and h′ be two conformal metrics on a closed surface.
If κ(h) ≤ κ(h′) ≤ 0, then either h′ = h everywhere or there is a constant
K > 1 such that h′ ≥ Kh.
Applying this to hP and hB on Ωρ/ρ(Γ) gives lemma 3.2. 
Now, the convex Ωρ with the metric hP is locally isometric to the hyper-
bolic plane H2. Since ρ is injective and acts properly discontinuously on Ωρ,
we can find a Fuchsian representation j for which there is a (ρ, j)-equivariant
isometry from (Ωρ, hP ) to H2.
Lemma 3.2, together with corollary 6, implies the following:
Corollary 3.4. Either ρ is Fuchsian or there exists a constant K > 1 such
that
Lρ ≥ KLj .
Proof. If hB = hP , then Ωρ is a disc (this can be deduced for instance from
[2]) and ρ is itself Fuchsian. Otherwise, there is a constant K > 1 such that
hB ≥ KhP . Let γ be any element of Γ. Denote by lP (γ) (resp. lB(γ), lH(γ))
the translation length of ρ(γ) with respect to the metric hP (resp. hB, hH).
We have
lB(γ) ≥ KlP (γ) = KLj(γ) .
On the other side, we have, by corollary 6,
lB(γ) ≤ lH(γ) = Lρ(γ) .
Thus
Lρ ≥ KLj .

This concludes the proof of theorem 3.
3.2. Asymptotic behaviour of the length spectrum. We end this sec-
tion with a description of the asymptotic behaviour of the length spectrum
away from the Fuchsian locus. The following results are consequences of the
work of Loftin [18] and Benoist–Hulin [1]. As Gilles Courtois pointed out to
us, they are essentially contained in a recent paper by Xin Nie [21] (though
Xin Nie focuses on the entropy of Hitchin representations in PSL(3,R)).
Let J be a conformal structure on S and Φ a holomorphic cubic differential
on (S, J). According to the theorem of Labourie and Loftin (theorem 1.8),
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there exists, up to conjugation, a unique Hitchin representation ρt such that
(S, J, tΦ) identifies with the quotient by ρt(Γ) of Ωρt with the conformal
structure of its Blaschke metric and its Pick form.
For any real t, denote by ht the Blaschke metric associated to the pair
(J, tΦ) (seen as a conformal metric on (S, J)). Loftin proved in [18] that
ht goes to infinity proportionally to t2/3 away from the zeros of Φ. More
precisely,
Theorem 3.5 (Loftin, [18]). Let S′ be the complement of the zeros of Φ in
S. Denote by ht the Blaschke metric corresponding to the pair (J, tΦ), by
hP the conformal metric of curvature −1 on (S, J) and by σt the positive
function such that
ht = σth
P .
Then
σt
t2/3
→
t→+∞ 2
1/3|Φ|2/3
uniformly on every compact subset of X ′. (Here, |Φ| is the pointwise norm
of Φ with respect to the metric hP .)
Using this result together with Benoist–Hulin’s theorem, one easily de-
duces that the length spectrum of the Hitchin representation associated to
(J, tΦ) grows uniformly like t2/3.
Corollary 3.6. Let ρt be the Hitchin representation associated to (J, tΦ)
and j the Fuchsian representation uniformizing (S, J). Then there is some
t0 ≥ 0 and some constant C > 1 such that
1
C
t2/3Lj ≤ Lρt ≤ Ct2/3Lj
for t ≥ t0.
Finally, by compacity, one can chose the constant C uniformly on all pairs
(J,Φ) where (S, J) lives in a compact subset of the moduli space of Riemann
surfaces homeomorphic to S and Φ satisfies ‖Φ‖J = 1. Denote by ρ(J,Φ)
the Hitchin representation associated to the pair (J,Φ).
Corollary 3.7. For any compact subset K of the moduli space of Riemann
surfaces homeomorphic to S, there exists some constant C(K) such that for
all pairs (J,Φ) with (S, J) ∈ K,
1
C(K)
‖Φ‖2/3J Lj ≤ Lρ(J,Φ) ≤ C(K) ‖Φ‖2/3J Lj .
Remark 3.8. In [25], Zhang constructs sequences of Hitchin representations
whose entropy goes to 0, though the translation lengths of some curves on
the surface remain bounded. According to corollary 3.7 those sequences are
associated to pairs (Jn,Φn) where (S, Jn) leaves every compact subset of
the moduli space. (Otherwise the whole spectrum of ρ(Jn,Φn) would go to
infinity.)
Remark 3.9. Loftin studied in [20] the asymptotic behaviour of Hitchin rep-
resentations associated to pairs (Jn,Φn) where (S, Jn) leaves every compact
subset of the moduli space. It is likely that his results would give a more
precise description of the behaviour of the length spectrum on the whole
Hitchin component.
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