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Capitolo 1
Numeri reali
1.1 Proposizioni
Proposizione: una espressione P in un linguaggio fissato alla quale si pos-
sano attribuire solo i valori vero (1) aut falso (0). Quando P e` vera si dice
si ha P.
Connettivi: operatori su proposizioni componenti che consentono di crea-
re nuove proposizioni composte. Il valore di una proposizione composta
dipende solo dai valori delle componenti. Prenderemo in esame i connettivi
¬,∧,∨,⇒,⇔.
¬ (negazione)
¬P e` vera (risp. falsa) quando P e` falsa (risp. vera)
∧ (congiunzione)
P ∧ Q e` vera quando P e Q sono entrambe vere, falsa altrimenti (diremo:
vera se e solo se entrambe sono vere)
∨ (disgiunzione)
P ∨Q e` vera se e solo se almeno una tra P e Q e` vera
⇒ (implicazione)
P ⇒ Q e` falsa se e solo se P e` vera e Q e` falsa
⇔ (equivalenza)
P ⇔ Q e` vera se e solo se P e Q hanno lo stesso valore.
1
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Esercizio 1.1.1 Verificare che le seguenti equivalenze sono vere qualunque
siano le proposizioni P e Q
¬(¬P)⇐⇒ P (1.1)
(P ⇔ Q)⇐⇒ (P ⇒ Q∧Q ⇒ P) (1.2)
¬(P ∨Q)⇐⇒ (¬P ∧ ¬Q) (1.3)
¬(P ∧Q)⇐⇒ (¬P ∨ ¬Q) (1.4)
(P ⇒ Q)⇐⇒ (¬P ∨Q) (1.5)
(P ⇒ Q)⇐⇒ (¬Q ⇒ ¬P) (1.6)
Proprieta`. Stabilito un universo Ω (insieme di tutti gli oggetti che si vo-
gliono considerare) ed un linguaggio, una proprieta` P(x) e` una espressione
riferita ad una variabile libera x ∈ Ω tale che comunque si fissi x si ottiene
una proposizione.
Quantificatori ∀,∃. I quantificatori ∀ (per ogni) e ∃ (esiste) agiscono su
una proprieta` P(x) saturando la variabile x che non e` piu` libera dando per
risultato una proposizione.
∀x(P(x))
abbreviazione di
∀x si ha P(x)
e` la proposizione che afferma che P(x) e` vera per tutti gli x ∈ Ω .
∃x(P(x))
e` la proposizione che afferma che c’ e` almeno un x ∈ Ω tale che P(x) e` vera.
Esercizio 1.1.2 Verificare che le seguenti equivalenze sono vere qualunque
sia la proprieta` P(x) evidenziando la regola che se ne evince
¬∀x(P(x))⇐⇒ ∃x(¬P(x)) (1.7)
¬∃x(P(x))⇐⇒ ∀x(¬P(x)) (1.8)
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1.2 Operazioni tra insiemi e connettivi
Fissato un universo Ω ed una proprieta` A(x), ammetteremo che esista l’in-
sieme A costituito da tutti e soli gli x ∈ Ω per i quali A(x) e` vera e
scriveremo
A = {x| A(x)}
chiamando A(x) una proprieta` caratteristica di A.
L’insieme vuoto ∅ e` individuato da una qualsiasi proprieta` falsa per ogni
x, ad esempio
∅ = {x| x 6= x}
mentre Ω e` individuato da una qualsiasi proprieta` vera per ogni x, ad
esempio
Ω = {x| x = x}.
Ogni relazione o operazione tra insiemi corrisponde quindi ad una rela-
zione o operazione tra proprieta` e viceversa. Ad esempio con A = {x| A(x)},
B = {x| B(x)} abbiamo
A = B se e solo se si ha ∀x(A(x)⇔ B(x))
A ⊂ B se e solo se si ha ∀x(A(x)⇒ B(x))
A ∪B = {x| A(x) ∨ B(x)}
A ∩B = {x| A(x) ∧ B(x)}
A−B = {x| A(x) ∧ ¬B(x)}
Ω−A = {x| ¬A(x)} (Ω−A = complementare di A)
Esercizio 1.2.1 Cosa si puo` dire dalle equivalenze contenute nell’esercizio
1.1.1 in riferimento alle operazioni e relazioni tra insiemi? In particola-
re si deducano le regole di De Morgan sul complementare della unione ed
intersezione di insiemi.
Il paradosso di Russel. Il linguaggio degli insiemi non consente di formu-
lare proposizioni e proprieta` in un qualunque modo. Ad esempio, espressioni
autoreferenziali come X ∈ X o la sua negazione formale X /∈ X non sono
ammissibili. Se lo fossero, sarebbe ben definito l’insieme
S = {X| X /∈ X}
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e sarebbe possibile attribuire un valore alla proposizione P data dalla espres-
sione S /∈ S. Ma cio` e` impossibile:
se P e` vera allora l’elemento S verifica la proprieta` caratteristica dell’in-
sieme S quindi S ∈ S e P e` falsa;
se P e` falsa allora l’elemento S non verifica la proprieta` caratteristica
dell’ insieme S quindi S /∈ S e P e` vera.
Siamo quindi all’assurdo P vera se e solo se P falsa che contrasta con la
definizione stessa di proposizione.
1.3 Relazioni
Prodotto cartesiano. Il prodotto cartesiano dell’insieme X con l’insieme
Y e` l’insieme di coppie ordinate
X × Y = {(x, y)| x ∈ X, y ∈ Y }.
Relazioni. Una proprieta` R = R(x, y) definita sul prodotto cartesiano
X × Y viene detta una relazione da X ad Y . Si scrive xRy per dire che la
coppia fissata (x, y) rende vera la proposizione R(x, y). Il dominio di R e`
il sottoinsieme di X
dom(R) = {x ∈ X| ∃y(xRy)},
il codominio e` il sottoinsieme di Y
codom(R) = {y ∈ Y | ∃x(xRy)},
il grafico e` il sottoinsieme di X × Y
graf(R) = {(x, y) ∈ X × Y | xRy}.
La relazione R−1 = R−1(y, x) definita su Y ×X da
yR−1x se e solo se xRy
e` detta la relazione inversa di R.
Una relazione R da X a X e` detta una relazione binaria in X. Per una
tale relazione diamo le seguenti definizioni:
R riflessiva se e solo se ∀x(xRx)
R simmetrica se e solo se ∀x∀y(xRy ⇒ yRx)
R transitiva se e solo se ∀x∀y∀z(xRy ∧ yRz ⇒ xRz)
R antisimmetrica se e solo se ∀x∀y(xRy ∧ yRx⇒ x = y)
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1.4 Equivalenze
Una relazione binaria ∼ in X e` detta una equivalenza quando e` riflessiva,
simmetrica e transitiva. La classe di equivalenza di un elemento x e`
l’insieme
[x] = {y| y ∼ x}
e l’insieme X/∼= {[x]| x ∈ X} di tutte le classi di equivalenza e` detto
insieme quoziente. Una equivalenza viene usata per identificare tra loro
oggetti. In questo processo si passa dall’insieme X all’insieme quoziente
X/∼.
1.5 Ordini
Una relazione binaria ≤ in X e` detta un ordine in X quando e` riflessiva,
transitiva, antisimmetrica. L’ordine e` detto totale se si ha
∀(x, y)(x ≤ y ∨ y ≤ x)
cioe` se due arbitrari elementi di X sono confrontabili, altrimenti e` detto
parziale. L’usuale ordinamento sull’insieme Z dei numeri interi e` un ordine
totale.
Esercizio 1.5.1 Sia N∗ l’insieme dei numeri naturali diversi da 0. Provare
che la relazione | definita in N∗ da
x|y se e solo se ∃k(y = kx)
(x divide y) e` un ordine parziale.
Esercizio 1.5.2 Sia X un insieme fissato con almeno due elementi e sia
P(X) = {Y | Y ⊂ X} l’insieme di tutti i sottoinsiemi di X (insieme potenza
o insieme delle parti di X). Provare che la relazione ⊂ di inclusione e` un
ordine parziale su P(X).
Una relazione binaria < in X e` detta un ordine stretto quando e` tran-
sitiva e si ha
∀(x, y)(x < y ⇒ x 6= y).
Da una relazione d’ordine ≤ si ottiene un ordine stretto < sopprimendo dal
grafico le coppie (x, x).
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Minimo e massimo. Sia (X,≤) un insieme ordinato e consideriamo A ⊂ X
non vuoto. Un elemento m ∈ X e` detto il minimo di A quando si ha
m ∈ A ∧ ∀a(a ∈ A⇒ m ≤ a).
Un elemento M ∈ X e` detto il massimo di A quando si ha
M ∈ A ∧ ∀a(a ∈ A⇒ a ≤M).
In generale nulla assicura che esista il minimo o il massimo. Quando esistono
sono unici.
Minoranti e maggioranti. Sia (X,≤) un insieme ordinato e consideriamo
A ⊂ X non vuoto. Un elemento x ∈ X e` detto un minorante di A quando
si ha
∀a(a ∈ A⇒ x ≤ a).
Un elemento y ∈ X e` detto un maggiorante di A quando si ha
∀a(a ∈ A⇒ a ≤ y).
Se esiste almeno un minorante A si dice inferiormente limitato, se esiste
almeno un maggiorante superiormente limitato. Si dice limitato se lo e`
sia inferiormente che superiormente.
Estremo inferiore ed estremo superiore. Sia (X,≤) un insieme ordina-
to e consideriamo A ⊂ X non vuoto. Un elemento e′ ∈ X e` detto l’ estremo
inferiore di A e si scrive e′ = inf A quando e` il massimo dell’insieme dei
minoranti cioe` quando si ha
(∀a(a ∈ A⇒ e′ ≤ a)) ∧ (∀x(e′ < x⇒ ∃a(a ∈ A ∧ a < x))).
Un elemento e′′ ∈ X e` detto l’ estremo superiore di A e si scrive e′′ =
supA quando e` il minimo dell’insieme dei maggioranti cioe` quando si ha
(∀a(a ∈ A⇒ a ≤ e′′)) ∧ (∀x(x < e′′ ⇒ ∃a(a ∈ A ∧ x < a))).
In maniera evidente, l’estremo inferiore (risp. superiore) appartiene ad A se
e solo se e` il minimo (risp. massimo) di A.
Esercizio 1.5.3 Si consideri la relazione di divisibilita` in N∗ data nell’e-
sercizio 1.5.1 e si ponga A = {m,n}. Esistono inf A e supA? In caso
affermativo chi sono?
Esercizio 1.5.4 Si consideri la relazione di inclusione nell’insieme delle
parti P(X) di un fissato insieme X come nell’esercizio 1.5.2 e si ponga
A = {B,C}. Esistono inf A e supA? In caso affermativo chi sono?
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1.6 Funzioni
Sia f una relazione da X ad Y . Essa e` detta una funzione definita su X a
valori in Y quando si ha
X = dom(f) ∧ ∀x∃!y(xfy)
dove il quantificatore ∃! significa esiste uno solo. A parole, una funzione e`
una relazione che ad ogni elemento di X fa corrispondere uno ed uno solo
elemento di Y . Si scrive f : X → Y ed y = f(x) oppure x 7→ f(x) in luogo
di xfy.
Per A ⊂ X si chiama immagine di A il sottoinsieme di Y
f(A) = {y ∈ Y | ∃x(x ∈ A ∧ y = f(x))}.
Evidentemente f(X) e` il codominio di f . Chiameremo f(X) anche insieme
dei valori di f .
Per B ⊂ Y si chiama controimmagine di B il sottoinsieme di X
f−1(B) = {x ∈ X| f(x) ∈ B)}.
Funzioni iniettive. Una funzione f : X → Y si dice iniettiva quando si
ha
∀x′∀x′′(x′ 6= x′′ ⇒ f(x′) 6= f(x′′)).
Funzioni suriettive. Una funzione f : X → Y si dice suriettiva quando
si ha
f(X) = Y.
Biezioni. Una funzione f : X → Y si dice una biezione o funzione
biunivoca quando e` iniettiva e suriettiva.
Restrizioni e prolungamenti. Dati f : X → Y ed A ⊂ X si dice che
g : A→ Y e` una restrizione (ad A) di f se si ha
∀x(x ∈ A⇒ g(x) = f(x))
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e si scrive g = f|A . Nella stessa situazione si dice anche che f e` un prolun-
gamento (ad X) di g.
Funzioni composte. Date f : X → Y e g : Y → Z la funzione g ◦ f : X →
Z definita da
g ◦ f(x) = g(f(x))
si chiama funzione composta (nell’ordine indicato!) di f con g. Si noti che
e` essenziale l’inclusione f(X) ⊂ dom(g).
Identita`. La funzione IX : X → X definita da IX(x) = x si chiama
identita` su X.
Funzione inversa. Una funzione f : X → Y e` una particolare relazione da
X ad Y quindi possiamo considerare la relazione inversa f−1 da Y ad X.
E’ naturale chiedersi quando tale inversa e` anch’essa una funzione. Quando
cio` accade la f si dice funzione invertibile ed e` evidente che si ha
∀x∀y(y = f(x)⇔ x = f−1(y)).
Basta ragionare sulla definizione di funzione invertibile per avere il seguente
risultato:
Teorema 1.6.1 f e` invertibile se e soltanto se f e` una biezione. In tal caso
f−1 e` l’unica funzione che verifica
f−1 ◦ f = IX ∧ f ◦ f−1 = IY .
Se f : X → Y e` iniettiva essa e` certamente una biezione se la pensiamo
come funzione X → f(X). Esiste quindi f−1 : f(X)→ X.
Una applicazione del concetto di funzione invertibile: messaggi
criptati e firma digitale. In un sistema per inviare messaggi criptati a
chiave pubblica con possibilita` di firma digitale, ogni utente mette in un
file accessibile a chiunque (simile ad un elenco telefonico presso un ente di
certificazione) una procedura E per criptare messaggiM . Questa procedura
altri non e` che una biezione dall’insieme M di tutti i possibili messaggi ad
M stesso. L’utente tiene segreta la propria chiave privata D per decriptare
i messaggi ricevuti. Queste procedure hanno le seguenti proprieta`:
(a) Decifrando il messaggio criptato E(M) si riottiene il messaggio originale
M :
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D(E(M)) =M.
(b) Se un messaggio M viene prima decifrato e poi criptato M e` il risultato:
E(D(M)) =M.
(c) Con la rivelazione pubblica di E, l’utente non fornisce alcun elemento
per un facile calcolo di D. In pratica, solo lui conosce la procedura D.
Le proprieta` (a) e (b) significano che D e` la funzione inversa di E. La
proprita` (a) consente all’utente di leggere i messaggi criptati che gli sono
stati inviati mentre (b) e` essenziale per messaggi firmati. La proprieta` (c)
risponde alle esigenze di sicurezza.
In transazioni d’affari per via elettronica, e` necessario poter firmare elet-
tronicamente un messaggio. Il destinatario spesso necessita la prova che il
messaggio viene da un preciso mittente. Questo e` molto di piu` che essere
personalmente certi del mittente: il destinatario deve poter provare ad un
giudice l’identita` del mittente. In particolare deve poter provare ad un giu-
dice che egli non puo` aver falsificato una firma. Il punto centrale e` che non
solo deve essere certo dell’identita` del mittente ma deve essere in grado di
provare questo fatto.
Una firma digitale deve essere siamessaggio-dipendente chemittente-dipendente.
Altrimenti il destinatario potrebbe modificare il messaggio prima di mostra-
re la coppia (messaggio, firma) ad un giudice. Oppure potrebbe apporre la
firma del mittente in un qualunque altro messaggio con una semplice azione
di copia-incolla.
Ora supponiamo che A e B siano due utenti con chiavi pubbliche per criptare
e chiavi private per decifrare EA, DA e EB, DB rispettivamente.
Supponiamo che B voglia spedire ad A un messaggio firmato M .
Per prima cosa determina la propria firma F per il messaggioM usando DB
come segue:
F = DB(M).
Poi egli cripta F usando EA e spedisce ad A il risultato
T = EA(F ).
Ricevuto T , A per prima cosa decifra T con DA ottenendo F :
DA(T ) = DA(EA(F )) = F.
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Egli conosce il mittente (in questo caso, B): questa informazione, se neces-
saria, puo` essere allegata a F con un messaggio in chiaro. Egli puo` quindi
applicare EB a F ottenendo
EB(F ) = EB(DB(M)) =M.
Ora A possiede una coppia messaggio-firma (M ,F ) con proprieta` simili ad
un messaggio cartaceo firmato a mano.
B non puo` negare di aver spedito ad A questo messaggio perche` nessun altro
potrebbe aver creato la firma F = DB(M). A puo` far vedere ad un giudice
che EB(F ) =M e questa e` la prova che B ha firmato il messaggio.
Inoltre, A non puo` modificareM in una differente versioneM ′ dal momento
che gli servirebbe anche la firma F ′ = DB(M ′) ma non conosce DB.
Quindi A ha ricevuto un messaggio firmato (M,F ) da B potendo provare
questo fatto. Pero` non puo` modificarne il testo M ne` puo` usare la firma F
ad esso collegata per apporla ad altri messaggi.
1.7 Assiomi dei numeri reali
Una costruzione rigorosa dell’insieme dei numeri reali non si adatta alla
durata e alle finalita` di questo corso. Introduciamo quindi l’insieme dei
numeri reali per via assiomatica, ammettendo cioe` che esista un insieme
R su cui sono definite due operazioni binarie interne +, · ed una relazione
d’ordine totale ≤ con le proprieta` seguenti (a, b, c denotano arbitrari numeri
reali, sottintendiamo cioe` il quantificatore ∀):
Assiomi algebrici
Proprieta` associativa:
(a+ b) + c = a+ (b+ c), (a · b) · c = a · (b · c)
Proprieta` commutativa:
a+ b = b+ a, a · b = b · a
Proprieta` distributiva:
a · (b+ c) = a · b+ a · c
Esistenza degli elementi neutri: esistono in R due numeri distinti 0 e 1 tali
che a+ 0 = a, a · 1 = a.
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Esistenza degli opposti: per ogni numero reale a esiste un numero reale
indicato con −a tale che a+ (−a) = 0.
Esistenza degli inversi: per ogni numero reale a 6= 0 esiste un numero reale
indicato con a−1 tale che a · (a−1) = 1.
(L’ insieme dei numeri reali diversi da zero verra` denotato con R∗)
Assiomi relativi all’ordinamento. Per la relazione d’ordine totale ≤ si
ha:
a ≤ b⇒ a+ c ≤ b+ c
(0 ≤ a ∧ 0 ≤ b)⇒ (0 ≤ a+ b ∧ 0 ≤ a · b)
(l’insieme dei reali positivi si indica con R+)
Assioma di completezza. Per ogni A ⊂ R non vuoto e superiormente
limitato esiste in R l’estremo superiore supA.
Ne segue che per ogni A ⊂ R non vuoto e inferiormente limitato esiste in R
l’estremo inferiore inf A.
1.8 Strutture algebriche
Preso un insiemeX ed una operazione binaria interna ⊕, la struttura algebri-
ca (X,⊕) si chiama gruppo commutativo se⊕ e` commutativa, associativa,
esiste l’elemento neutro e tale che per ogni x
x⊕ e = e⊕ x = x
e per ogni x esiste il simmetrico x′
x⊕ x′ = x′ ⊕ x = e.
Una struttura (X,⊕,¯) e` detta un campo se, ¯ e` distributiva rispetto ad
⊕, (X,⊕) e` un gruppo commutativo con elemento neutro e, (X∗,¯) e` un
gruppo commutativo non vuoto con X∗ = X − {e}.
Gli assiomi algebrici dei numeri reali rendono quindi (R,+) e (R∗, ·) due
gruppi commutativi e (R,+, ·) un campo. Tutti gli assiomi precedenti si
possono riassumere dicendo che R e` un campo ordinato e completo.
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1.9 Numeri naturali, interi, razionali
Introducendo i numeri reali in questo modo, gli insiemi dei numeri naturali,
interi, razionali si identificano con particolari sottoinsiemi di R.
Numeri naturali. Devono appartenere ad R 0, 1 e tutti i risultati delle
operazioni eseguite a partire da questi due elementi distinti. Sono numeri
reali 1 + 1 = 2, 2 + 1 = 3, . . . L’insieme di questi numeri e`
N = {0, 1, . . . , n, . . .}.
Scriveremo anche
N∗ = {1, . . . , n, . . .}.
Segue dagli assiomi dei numeri reali che:
• N non e` superiormente limitato in R. In particolare fissati x, y ∈ R+
esiste n ∈ N∗ tale che
nx > y.
Questa e` nota come Proprieta` di Archimede ed equivale anche a
∀ε > 0 ∃n ∈ N∗ 1/n < ε.
• Ogni sottoinsieme non vuoto di N ha minimo.
• In N e` definita la divisione euclidea: per ogni coppia ordinata m,n
con m ∈ N e n ∈ N∗ sono univocamente determinati un quoziente q ed un
resto r tali che
m = qn+ r ∧ 0 ≤ r < n.
Scriveremo piu` avanti m : n→ q, r per intendere cio`.
• Per n ∈ N∗ ed x ∈ R il noto simbolo di potenza xn indica il numero
reale x · · ·x prodotto di n fattori uguali ad x.
Per ogni x ∈ R, m,n ∈ N∗ si ha
xmxn = xm+n, (xn)m = xmn.
Per ogni x 6= 0 si pone poi x0 = 1.
• Principio di induzione.
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Teorema 1.9.1 Sia P(n) una proprieta` definita in N e sia vera la proposi-
zione P(n0). Se per ogni n ≥ n0 si ha P(n)⇒ P(n+ 1) allora P(n) e` vera
per ogni n ≥ n0.
Dimostrazione. Sia A = {n > n0| P(n) falsa}. Se A fosse non vuoto allora
avrebbe minimo m. La proposizione P(m − 1) risulterebbe vera perche`
m− 1 /∈ A, m− 1 ≥ n0. Dal fatto che P(m− 1)⇒ P(m) si avrebbe P(m)
vera, assurdo perche` m ∈ A.
Ogni dimostrazione che si fonda sul principio espresso nel teorema prece-
dente si dice per induzione.
Esempio 1.9.2 Dimostriamo per induzione che per ogni n ≥ 1 si ha
1 + 2 + . . .+ n = n(n+ 1)/2
Posto P(n) l’uguaglianza da dimostrare, bastera` provare che P(1) e` vera
(base) e che si ha
∀n ≥ 1(P(n)⇒ P(n+ 1))
(passo induttivo).
Base. P(1) afferma 1 = 1 quindi e` vera.
Passo induttivo. Supponiamo vera P(n) con n ≥ 1 e dimostriamo che ne
segue P(n+ 1) vera:
1 + 2 + . . .+ n+ (n+ 1) = n(n+ 1)/2 + (n+ 1) = (n+ 1)(n+ 2)/2
dove nel primo passaggio si e` usata l’ipotesi P(n) vera. L’uguaglianza tra il
primo ed il terzo termine afferma proprio che P(n+1) e` vera (si sostituisca
materialmente n con n+ 1 in P(n) per avere la formulazione di P(n+ 1)).
L’induzione e` completata.
Esercizio 1.9.3 Dimostrare la precedente uguaglianza senza utilizzare il
principio di induzione.
Traccia. Distinguendo i casi n pari ed n dispari, raggruppare gli addendi a
due a due nella maniera seguente:
(1 + n) + (2 + (n− 1)) + (3 + (n− 2)) + . . .
Esempio 1.9.4 Dimostrare per induzione che per ogni numero reale q 6= 1
e per ogni naturale n ∈ N∗ si ha
1 + q + . . .+ qn = (1− qn+1)/(1− q)
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Base. P(1) afferma 1 + q = (1− q2)/(1− q) quindi e` vera.
Passo induttivo. Supponiamo vera P(n) con n ≥ 1 e dimostriamo che ne
segue P(n+ 1) vera:
1 + q + . . .+ qn + qn+1 = (1− qn+1)/(1− q) + qn+1 = (1− qn+2)/(1− q)
dove nel primo passaggio si e` usata l’ipotesi P(n) vera. L’uguaglianza tra il
primo ed il terzo termine afferma proprio che P(n+1) e` vera (si sostituisca
materialmente n con n+ 1 in P(n) per avere la formulazione di P(n+ 1)).
L’induzione e` completata.
Esercizio 1.9.5 Dimostrare la precedente uguaglianza senza utilizzare il
principio di induzione.
Traccia. Posto Sn = 1 + q + . . .+ qn, calcolare il prodotto (1− q)Sn
Esempio 1.9.6 Dimostrare per induzione la seguente disuguaglianza nota
come disuguaglianza di Bernoulli: Per ogni numero reale x > −1 e per
ogni naturale n si ha
(1 + x)n ≥ 1 + nx.
Base. P(0) afferma 1 ≥ 1 quindi e` vera.
Passo induttivo. Supponiamo vera P(n) con n ≥ 0 e dimostriamo che ne
segue P(n+ 1) vera:
(1 + x)n+1 = (1 + x)(1 + x)n ≥ (1 + x)(1 + nx) ≥ 1 + (n+ 1)x
dove nel secondo passaggio si e` usata l’ipotesi P(n) vera e (1 + x) > 0. La
disuguaglianza tra il primo ed il quarto termine afferma proprio che P(n+
1) e` vera (si sostituisca materialmente n con n + 1 in P(n) per avere la
formulazione di P(n+ 1)). L’induzione e` completata.
• Successioni definite ricorsivamente. Una funzione f : N → X si
dice una successione in X o successione di elementi di X. Invece della
scrittura f(n) in questo caso si usa la notazione xn.
Una successione si dice definita per ricorrenza, o ricorsiva, quando e` as-
segnato il valore x0 e per ogni n una procedura che consente di ottenere xn+1
dalla conoscenza di xn. Il principio di induzione assicura che la successione
e` ben definita per tutti gli n ∈ N.
Esempio 1.9.7 Per n ∈ N il numero n! (n fattoriale) e` definito ricorsi-
vamente da
0! = 1, (n+ 1)! = (n+ 1)n!.
Si ha 1! = 0! = 1 e per ogni n > 1 si ottiene il prodotto n · (n− 1) · · · 2 · 1.
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Esempio 1.9.8 Per x 6= 0 e n ∈ N la potenza xn e` definita ricorsivamente
da
x0 = 1, xn+1 = x · xn.
Numeri interi. Devono appartenere ad R anche tutti gli opposti dei na-
turali. L’insieme i cui elementi sono i numeri naturali ed i loro opposti
e`
Z = {0,±1, . . . ,±n, . . .}
che non e` ne’ superiormente ne’ inferiormente limitato. La struttura (Z,+)
e` un gruppo commutativo.
Numeri razionali. Devono appartenere ad R i quozienti m/n = m · (n−1)
con m ∈ Z, n ∈ N∗. Si ottiene
Q = {m/n| m ∈ Z, n ∈ N∗}.
Segue dagli assiomi dei numeri reali che Q e` denso in R, cioe` per ogni
coppia x, y di numeri reali con x < y esiste un razionale r tale che
x < r < y.
Cio` consente di approssimare a meno di un qualunque errore prefissato ogni
numero reale attraverso numeri razionali (si veda anche la successiva sezione
sulla rappresentazione decimale dei reali).
La struttura (Q,+, ·,≤) e` un campo ordinato come (R,+, ·,≤). Non in-
sisteremo su importanti, ma gia` note al lettore, conseguenze degli assiomi
su operazioni, equazioni e disequazioni in un campo ordinato. Evidenziere-
mo di piu` alcune conseguenze dell’assioma di completezza, motivo storico
alla base della introduzione dei numeri reali visto che Q e` non completo.
Per provare questo fatto, denotato con Q+ l’insieme dei razionali positivi,
consideriamo l’insieme non vuoto e superiormente limitato in Q
A = {y ∈ Q+| y2 < 2}.
Se avesse estremo superiore in Q, posto x = supA, dovrebbe essere x2 = 2:
non puo` essere x2 < 2 perche` x non sarebbe un maggiorante di A in quanto
esisterebbe (provare) un ε ∈ Q+ tale che (x+ε)2 < 2 cioe` tale che x+ε ∈ A.
Non puo` essere x2 > 2 perche` x non sarebbe il minimo dei maggioranti in
quanto esisterebbe (provare) un ε ∈ Q+ tale che (x − ε)2 > 2 cioe` tale che
x−ε e` un maggiorante di A. La seguente ben nota proposizione, unitamente
a quanto precede, mostra quindi che Q non e` completo.
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Proposizione 1.9.9 Non esiste alcun x ∈ Q tale che x2 = 2.
Dimostrazione. Supponiamo che un tale x esista. Si puo` scrivere x = m/n
con m,n ∈ N∗ primi tra loro cioe` senza divisori comuni. Da m2 = 2n2 segue
che m2 e` pari quindi anche m e` pari. Scritto m = 2q si ha quindi 4q2 = 2n2
cioe` anche n e` pari come m contro il fatto che m ed n erano primi tra loro.
¦
A meno di isomorfismi di campi ordinati, ovvero biezioni f : K1 → K2 tra
campi ordinati (K1,+1, ·1,≤1) (K2,+2, ·2,≤2) che conservano le operazioni
e gli ordini
f(x+1 y) = f(x)+2 f(y), f(x ·1 y) = f(x) ·2 f(y), x ≤1 y ⇔ f(x) ≤2 f(y),
R e` la piu` piccola estensione completa di Q nel senso che ogni campo
ordinato e completo che contiene Q come sottocampo contiene anche un
campo isomorfo ad R.
1.10 Rappresentazione in base dei numeri reali
Fissato un b ∈ N∗, ogni numero reale si puo` rappresentare mediante un
allineamento delle cifre 0, . . . b−1. Le basi principalmente usate sono b = 10
e b = 2. Iniziamo con il rappresentare i numeri naturali: per ogni m ∈ N si
ha
m = rnbn + rn−1bn−1 + . . . r1b+ r0,
utilizzando il simbolo di sommatoria
m =
n∑
k=0
rkb
k,
dove le cifre rk vengono individuate iterando la divisione euclidea
m : b→ q0, r0
q0 : b→ q1, r1
...
qn−1 : b→ 0, rn.
Il numero m viene rappresentato dall’allineamento rnrn−1 . . . r0. Si rappre-
senta poi ogni numero reale x > 0 attraverso un allineamento
x = m.a1a2a3 . . . an . . .
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dove per x > 0 il naturale m e` la parte intera di x
[x] = sup{k ∈ Z| k ≤ x}
e ogni cifra an e` univocamente caratterizzata da
x ∈ [m+ a1/b,m+ (a1 + 1)/b)
x ∈ [m.a1 + a2/b2,m.a1 + (a2 + 1)/b2)
...
x ∈ [m.a1 . . . an−1 + an/bn,m.a1 . . . an−1 + (an + 1)/bn)
...
Viceversa, dall’assioma di completezza, ogni allineamento del tipo preceden-
te rappresenta il reale positivo
x = sup
n
{tn = m.a1 . . . an}
dove, per ogni n fissato,
tn = m+
n∑
k=1
ak/b
k
e` il numero razionale razionale positivo rappresentato dal troncamento alla
n-esima cifra dopo il punto. Questo razionale tn approssima x per difetto
con stima dell’errore data da x− tn < b−n.
Per rappresentare un reale negativo x basta anteporre il segno meno alla
rappresentazione del positivo −x. In questo caso, se x non e` intero, nella
scrittura x = −m.a1a2 . . . si ha −m = [x] + 1.
E’ ben noto che nella usuale base 10, i numeri razionali corrispondono a
tutti e soli gli allineamenti periodici, dove se il periodo e` 0 l’allineamento si
dice finito. Infatti eseguendo la divisione in colonna tra m ∈ N ed n ∈ N∗,
per ottenere le cifre come quozienti, i possibili resti sono solo 0, 1, . . . n − 1
quindi dopo al piu` n passi si ottiene un resto gia` ottenuto in precedenza.
Da quel punto le cifre si ripetono periodicamente. Il periodo 9 non si pre-
senta, torneremo su questo punto nella teoria delle serie. Viceversa dato
un allineamento periodico la procedura della frazione generatrice forni-
sce il numero razionale corrispondente. Anche questa procedura trova una
motivazione nella teoria delle serie numeriche.
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1.11 Calcolo combinatorio
Sia Ω un insieme finito non vuoto con n elementi e sia k un naturale, 1 ≤
k ≤ n.
Disposizioni semplici. Una disposizione semplice di k elementi presi dagli
n di Ω e` un sottoinsieme totalmente ordinato (X,≤) con k elementi. Due
disposizioni (X1,≤1), (X2,≤2) sono uguali se e solo se X1 = X2 e sono
identiche le relazioni d’ordine ≤1 e ≤2.
Si puo` quindi rappresentare una disposizione semplice con k elementi presi
da n attraverso una lista ordinata di elementi distinti
x1x2 . . . xk
e due liste sono diverse tra loro se e solo se differiscono per gli elementi o
per l’ordine in cui questi vengono presentati.
Pensando al numero di scelte possibili per occupare successivamente ciascuna
posizione in lista a partire dalla prima, si ottiene che il numero Dn,k di tali
disposizioni e`
Dn,k = n(n− 1) · · · (n− k + 1).
In particolare, con k = n, il numero di tutti gli ordini totali su n elementi e`
Dn,n = n!.
Combinazioni. Una combinazione di k elementi presi dagli n di Ω e` un
sottoinsieme X ⊂ Ω con k elementi. Per creare una combinazione si scelgono
quindi k elementi da n e l’ordine delle scelte e` ininfluente. Per ottenere il
numero Cn,k di tali combinazioni dal numero di disposizioni Dn,k, basta
contare una volta sola tutte le liste di k elementi che differiscono tra loro
solo per l’ordine. Poiche` il numero degli ordini totali su k elementi e` k!,
abbiamo
Cn,k =
Dn,k
k!
=
n(n− 1) · · · (n− k + 1)
k!
.
Moltiplicando numeratore e denominatore per (n− k)! si ha anche
Cn,k =
n!
k!(n− k)! .
Si noti che il secondo membro e` definito anche per k = 0. Il valore 0! = 1 e`
coerente con
Cn,0 = Cn,n = 1
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infatti abbiamo un solo sottoinsieme con 0 elementi (il vuoto) ed un solo
sottoinsieme con n elementi (Ω stesso).
Coefficienti binomiali. Per 0 ≤ k ≤ n si usa la notazione(
n
k
)
=
n!
k!(n− k)!
ed ogni numero
(
n
k
)
cosi’ definito si dice un coefficiente binomiale per
il Teorema del binomio che segue. Osserviamo che(
n
k
)
=
(
n
n− k
)
e in particolare (
0
0
)
=
(
n
n
)
= 1,
(
n
1
)
=
(
n
n− 1
)
= n.
Vale inoltre la seguente proprieta` (provare) che si puo` usare per determinare
ricorsivamente su n tutti i coefficienti per ogni n e k a partire da
(
1
0
)
=(
1
1
)
= 1: (
n
k
)
+
(
n
k − 1
)
=
(
n+ 1
k
)
.
Possiamo enunciare il Teorema del binomio:
Teorema 1.11.1 Per ogni a, b ∈ R ed ogni n ∈ N∗ si ha
(a+ b)n =
n∑
k=0
(
n
k
)
akbn−k.
Dimostrazione. Consideriamo il prodotto di n fattori identici
(a+ b) · · · (a+ b).
Sviluppandolo, si deve scegliere un fattore tra a e b in ciascuna posizione da
1 fino ad n. Scegliendo in k posizioni a nelle rimanenti n− k si prende b: si
crea cosi’ il monomio akbn−k. Scegliere k posizioni da n significa creare un
sottoinsieme con k elementi di uno che ne ha n. Il coefficiente di akbn−k e`
quindi Cn,k =
(
n
k
)
.
Il Teorema del binomio si puo` dimostrare anche per induzione su n
utilizzando la proprieta` ricorsiva dei coefficienti binomiali.
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Esercizio 1.11.2 Utilizzando la proprieta` ricorsiva dei coefficienti binomia-
li, trovare
(
5
k
)
per k = 0, . . . , 5.
Esercizio 1.11.3 Provare che sommando su k i coefficienti binomiali
(
n
k
)
con segno alterno a partire dal segno positivo si ottiene 0. In simboli
n∑
k=0
(−1)k
(
n
k
)
= 0.
(Teorema del binomio con b = −a, a 6= 0.)
Esercizio 1.11.4 Dimostrare che per ogni x > 0 ed ogni n > 2 vale
(1 + x)n > 1 + nx+
n(n− 1)
2
x2.
(A secondo membro abbiamo i primi tre termini dello sviluppo del binomio.
Visto che x > 0, cancellando gli altri...)
Esercizio 1.11.5 Provare che un insieme Ω con n elementi ha esattamente
2n sottoinsiemi includendo ∅ e Ω.
(I sottoinsiemi con k elementi sono
(
n
k
)
. Sommando su k ed utilizzando il
Teorema del binomio con a = b = 1...)
1.12 Cardinalita` di alcuni insiemi di numeri reali
Le funzioni biettive servono per comparare tra loro il numero degli elementi
di due insiemi. Ad esempio, dire che un insieme e` finito con n elementi
significa che si puo` costruire una biezione dall’insieme di numeri naturali
{1, 2, . . . , n} all’insieme dato. Un insieme infinito A invece e` un insieme
che si puo` mettere in corrispondenza biunivoca con un sottoinsieme proprio
B ⊂ A,B 6= A. Ci sono vari livelli di infinito. Il piu` semplice e` quello di
un insieme A i cui elementi si possono contare cioe` esiste una biezione tra
N∗ ed A. In questo caso A si dice numerabile ed in particolare ogni suo
sottoinsieme non vuoto e` finito oppure esso stesso numerabile. Partendo da
A,B numerabili lo e` anche l’insieme A∪B quindi Z = N∪−N e` numerabile.
Lo sono anche le unioni di una quantita` numerabile di insiemi numerabili,
in simboli ∞⋃
n=1
An = A1 ∪A2 ∪ . . . ∪An ∪ . . .
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dove ciascun An e` numerabile ed ∞ e` il noto simbolo di infinito. Anche il
prodotto cartesiano A × B di due insiemi numerabili e` numerabile quindi
Q che si puo` identificare con un sottoinsieme di Z × N∗ (coppie ordinate
(numeratore, denominatore) primi tra loro) e` numerabile. Non tutti gli
insiemi sono numerabili! Gli intervalli di R non vuoti e che non si riducono
ad un solo elemento non lo sono.
Intervalli: Dati a, b ∈ R, a ≤ b si chiamano intervalli di estremi a, b gli
insiemi di numeri reali:
[a, b] = {x ∈ R| a ≤ x ≤ b} (intervallo chiuso)
(a, b) = {x ∈ R| a < x < b} (intervallo aperto)
[a, b) = {x ∈ R| a ≤ x < b}
(a, b] = {x ∈ R| a < x ≤ b}
Se l’intervallo non e` vuoto, a e` l’estremo inferiore dell’insieme, minimo se l’in-
tervallo e` chiuso in a. Analoghe considerazioni per b. Si chiamano intervalli
illimitati (inferiormente o superiormente) gli insiemi
[a,+∞) = {x ∈ R| a ≤ x}
(a,+∞) = {x ∈ R| a < x}
(−∞, a] = {x ∈ R| x ≤ a}
(−∞, a) = {x ∈ R| x < a}
Teorema 1.12.1 L’intervallo [0, 1] non e` numerabile.
Dimostrazione. Supponiamo che esista una corrispondenza biunivoca N∗ →
[0, 1], n 7→ xn. Sia [a1, b1] con a1 < b1 un intervallo contenuto in [0, 1] tale
che x1 /∈ [a1, b1]. Sia inoltre [a2, b2] con a2 < b2 un intervallo contenuto in
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[a1, b1] tale che x2 /∈ [a2, b2]. Con questa procedura ricorsiva, per ogni n si
costruisce un intervallo [an, bn] tale che
xn /∈ [an, bn],
a1 ≤ a2 ≤ . . . ≤ an ≤ bn ≤ bn−1 ≤ . . . ≤ b1.
Di conseguenza, l’intersezione di questa famiglia numerabile di intervalli,
∞⋂
n=1
[an, bn]
non potendo contenere alcuno dei numeri della forma xn, e` vuota visto che
ogni elemento di [0, 1] e` per ipotesi di tale forma. Ma questo e` assurdo
perche` tale intersezione deve contenere il numero
x = sup{an| n ∈ N∗}
dal momento che per ogni n vale an ≤ x ≤ bn. ¦
Conseguenza di questo teorema e` che nessun intervallo non vuoto e che
non si riduce ad un unico elemento e` numerabile. Quindi R stesso non e`
numerabile e non lo e` nemmeno l’insieme R−Q dei numeri irrazionali. In
questo senso, i numeri irrazionali sono di piu` dei razionali.
Esercizio 1.12.2 Dare un’altra dimostrazione del teorema precedente fa-
cendo uso della rappresentazione decimale.
Traccia. Supponiamo come sopra che [0, 1] sia esaurito dai valori di una
successione xn e scriviamo
xn = 0.a1na2n . . .
Sia poi
y = 0.c1c2 . . .
una allineamento decimale (senza il periodo 9) tale che
c1 6= a11, c2 6= a22, ck 6= akk, . . .
Puo` y essere uno degli xn come dovrebbe essere visto che y ∈ [0, 1]?
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1.13 Valore assoluto in R
Definiamo la funzione valore assoluto R → R, x 7→ |x| nella maniera
seguente:
|x| = x per x ≥ 0, |x| = −x per x < 0.
Si puo` quindi scrivere anche
|x| = xsgn(x)
dove sgn(x) indica la funzione segno di x che vale 1 per x > 0, −1 per x < 0,
0 per x = 0.
Nel modello geometrico dei numeri reali dato da una retta orientata, |x|
rappresenta la distanza euclidea dalla origine del punto di ascissa x. La
distanza tra due punti di rispettive coordinate x, y ∈ R e`
d(x, y) = |x− y|.
In particolare ogni disequazione
|f(x)| < r
con r > 0 equivale al sistema di disequazioni
f(x) > −r ∧ f(x) < r
Analoghe considerazioni per |f(x)| ≤ r.
La funzione valore assoluto gode delle seguenti proprieta`, dove si sottintende
il quantificatore ∀ per le variabili reali λ, x, y:
• |x| ≥ 0 ∧ |x| = 0⇔ x = 0
• |λx| = |λ||x|
• |x+ y| ≤ |x|+ |y|
La distanza d(x, y) gode delle proprieta`
• d(x, y) ≥ 0 ∧ d(x, y) = 0⇔ x = y
• d(x, y) = d(y, x)
• d(x, z) ≤ d(x, y) + d(y, z)
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1.14 Funzioni di variabile reale, rappresentazione
grafica
In questo primo corso studieremo principalmente funzioni
f : A ⊂ R→ R
Scriveremo anche y = f(x), x ∈ A. Se scriveremo solo y = f(x) resta inteso
che il dominio A e` il dominio naturale cioe` il piu` grande sottoinsieme A
di R tale che per ogni x ∈ A la espressione f(x) definisce un unico reale y.
Rappresentazione grafica. Il grafico di una tale f e` il sottoinsieme di R2
graf(f) = {(x, y) ∈ R2| x ∈ A, y = f(x)}
Per rappresentarlo ricorriamo al modello geometrico di R2 dato dal piano
cartesiano. Mettiamo in un piano un sistema di riferimento dato da due rette
orientate ortogonali, ciascuna di esse copia geometrica di R con rispettive
coordinate x ed y. Le coordinate vengono scelte in maniera tale che l’asse
x venga ad identificarsi con l’asse y dopo una rotazione in senso antiorario
di un angolo retto. Il piano risulta diviso in quattro quadranti (angoli retti)
numerati in senso antiorario a partire dal primo che e` individuato da x ≥ 0 e
y ≥ 0. La funzione che ad ogni punto P del piano fa corrispondere la coppia
(xp, yp) ∈ R2 delle coordinate delle sue proiezioni ortogonali sugli assi e` una
biezione. Questo consente di identificare coppie con punti quindi il grafico
di f con un particolare insieme di punti del piano.
Esercizio 1.14.1 Interpretare nella rappresentazione grafica la definizione
stessa di funzione, la proprieta` di funzione iniettiva, la proprieta` di funzione
suriettiva.
Esercizio 1.14.2 Tracciare il grafico della funzione parte intera y = [x].
Metrica in R2. Nella precedente identificazione diR2 con il piano cartesia-
no, la distanza euclidea tra i punti P e Q data dalla lunghezza del segmento
di estremi P = (xp, yp), Q = (xq, yq) e` il numero reale
d(P,Q) =
√
(xp − xq)2 + (yp − yq)2
Si ha
• d(P,Q) ≥ 0 ∧ d(P,Q) = 0⇔ P = Q
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• d(P,Q) = d(Q,P )
• d(P,R) ≤ d(P,Q) + d(Q,R)
Si tratta delle stesse proprieta` formali della distanza euclidea tra punti del-
l’asse reale. L’ultima disuguaglianza e` nota come disuguaglianza triangolare
e corrisponde al fatto che in un triangolo la lunghezza di un lato non supera
la somma delle lunghezze degli altri due.
Grafico dell’inversa. Se f : A ⊂ R → R e` iniettiva allora esiste la
funzione inversa f−1 : f(A) → A quindi tale che per ogni x ∈ A, y ∈ f(A)
si ha
y = f(x)⇔ x = f−1(y)
Questo significa che se x e` la variabile del dominio di f ed y la variabile del
dominio di f−1, nel piano cartesiano lo stesso insieme viene a rappresentare
sia il grafico di f che quello della inversa. La convenzione e` invece quella
di rappresentare sempre sull’asse x il dominio di ogni funzione. In questa
maniera il grafico di f−1 si ottiene dal grafico di f con una inversione delle
variabili cioe` con un ribaltamento rispetto alla retta bisettrice del primo e
terzo quadrante.
Funzioni monoto`ne. Diremo che f : A ⊂ R → R e` monoto`na nel
domino A se verifica una delle condizioni seguenti (∀x1, x2 ∈ A):
• f strettamente crescente : x1 < x2 ⇒ f(x1) < f(x2)
• f crescente : x1 < x2 ⇒ f(x1) ≤ f(x2)
• f strettamente decrescente : x1 < x2 ⇒ f(x1) > f(x2)
• f decrescente : x1 < x2 ⇒ f(x1) ≥ f(x2)
Una funzione strettamente monoto`na, cioe` strettamente crescente o stretta-
mente decrescente, e` iniettiva quindi ammette inversa f−1 : f(A) → A che
risulta strettamente monoto`na dello stesso tipo in f(A).
Per la struttura induttiva di N, una successione di numeri reali xn risulta
strettamente crescente se e solo se si ha
∀n(xn < xn+1)
Analoghe considerazioni per gli altri tipi di monotonia.
Esercizio 1.14.3 Provare che la composizione f ◦ g di funzioni monoto`ne
e` una funzione monoto`na, strettamente se tali sono f e g. Stabilirne il tipo
a partire dai tipi di f, g.
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Funzioni limitate, estremi, estremanti. Per f : A→ R si dice che e` fun-
zione limitata se l’insieme dei valori f(A) e` limitato. Analoghe definizioni
per funzioni limitate superiormente o inferiormente e si intende
sup f = sup f(A), inf f = inf f(A)
min f = min f(A), max f = max f(A)
quando tali elementi esistono in R. A volte si usa scrivere sup f = +∞
(inf f = −∞) per indicare una funzione non superiormente (inferiormente)
limitata. Un punto x ∈ A tale che f(x) = min f si dice punto di minimo,
analoga definizione di punto di massimo. Un punto di minimo o di massimo
si dice un estremante di f .
Funzioni simmetriche. Sia f : A ⊂ R → R ed il dominio A abbia la
proprieta` di simmetria
x ∈ A⇔ −x ∈ A.
f si dice pari se per ogni x
f(x) = f(−x)
quindi il grafico presenta una simmetria assiale rispetto all’asse y.
f si dice dispari se per ogni x
f(−x) = −f(x)
quindi il grafico presenta una simmetria centrale rispetto all’origine.
Sono funzioni simmetriche le funzioni potenza y = xn con esponente naturale
n. Il nome del tipo di simmetria segue proprio la parita`/disparita` di n.
Funzioni periodiche Una funzione f : R→ R si dice periodica di periodo
T ∈ R+ se per ogni x
f(x+ T ) = f(x)
Per tracciarne il grafico basta quindi tracciare quello di una qualunque re-
strizione ad un intervallo [a, a + T ) per poi traslarlo relativamente ad ogni
intervallo [a+ kT, a+ (k + 1)T ) con k intero.
Assegnata una qualunque funzione g : [a, a+ T ) → R con a ∈ R, T ∈ R+,
si costruisce il prolungamento periodico di g nella maniera seguente: per
ogni reale x sono univocamente determinati un intero kx ed un elemento
yx ∈ [a, a+ T ) tali che x = yx + kxT . A questo punto si definisce
f(x) = g(yx)
ottenendo una f periodica la cui restrizione all’intervallo [a, a+ T ) coincide
con g.
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Esercizio 1.14.4 Si consideri la funzione parte frazionaria
f(x) = x− [x]
Si verifichi che e` periodica di periodo 1 e se ne tracci il grafico.
1.15 Funzioni lineari ed affini
Una funzione f : R→ R che soddisfi la condizione di linearita`
f(a1x1 + a2x2) = a1f(x1) + a2f(x2)
per arbitrari ak, xk ∈ R, k = 1, 2, e` necessariamente del tipo
f(x) = mx
con m fissato in R. Il grafico di una tale funzione e` una retta per l’origine
da cui il nome lineare per la funzione f .
Una funzione del tipo
f(x) = mx+ q
si dice affine. Ha per grafico una retta che si ottiene dal grafico di y = mx
con una traslazione. Il numero m si chiama coefficiente angolare. Al variare
di m, q ∈ R si ottengono tutte le rette del piano tranne quelle parallele
all’asse y che non sono grafici di funzione (perche`?). Con m = 0 si hanno le
funzioni costanti il cui grafico e` una retta parallela all’asse x. Una funzione
affine e` strettamente crescente (risp. strettamente decrescente) in R se e
solo se m > 0 (risp. m < 0).
Esercizio 1.15.1 Determinare la funzione inversa y = f−1(x) di una fun-
zione affine f(x) = mx + q con m 6= 0. Tracciarne i grafici nello stesso
piano cartesiano.
Esercizio 1.15.2 Provare che la funzione f(x) = |mx+q| non e` invertibile
e tracciarne il grafico.
1.16 Funzioni esponenziale, logaritmo, potenza
Per n ∈ N∗ ed a ∈ R abbiamo gia` usato il noto simbolo di potenza an per
indicare il numero reale a · · · a prodotto di n fattori uguali ad a.
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Per a 6= 0 si definiscono poi le potenze con esponente intero ponendo a−n =
1/an e a0 = 1 in maniera tale che anche per a ∈ R∗, m,n ∈ Z continuino a
valere le proprieta`
(∗) aman = am+n, (am)n = amn
Radici n-esime, potenze con esponente razionale. Per n ∈ N∗ ed
a ∈ R+ il numero
x = sup{y ∈ R+| yn < a}
e` (provare) l’unico reale positivo che verifica
xn = a.
Esso si indica col noto simbolo x = n
√
a a cui si attribuisce significato anche
per a = 0 ponendo n
√
0 = 0 . Con il linguaggio delle funzioni, cio` significa
che f : [0,+∞) → [0,+∞), f(x) = xn, e` una biezione con inversa f−1 :
[0,+∞) → [0,+∞), f−1(x) = n√x. Si definiscono poi per a > 0, m ∈ Z e
n ∈ N∗ le potenze di esponente razionale
am/n = n
√
am
per le quali continuano a valere le proprieta` (*). Inoltre per a > 1, r, s ∈ Q
si ha
r < s⇒ ar < as
mentre per 0 < a < 1, r, s ∈ Q si ha
r < s⇒ ar > as
Si evidenzi il fatto che ora la base a ed il risultato della potenza sono reali
positivi e si rifletta sul ruolo che hanno il concetto di estremo superiore e
l’assioma di completezza in questa costruzione.
Esercizio 1.16.1 Tracciare in uno stesso piano il grafico di
f : [0,+∞)→ [0,+∞), f(x) = xn
e della sua inversa per n ∈ N∗. Ripetere l’esercizio per n intero negativo.
Esercizio 1.16.2 La funzione potenza di esponente naturale n ∈ N∗, f(x) =
xn, e` una biezione da R a R se (e solo se) n e` dispari. Provare che in questo
caso la funzione inversa f−1 : R→ R e` definita da
f−1(x) = sgn(x) n
√
|x|
1.16. FUNZIONI ESPONENZIALE, LOGARITMO, POTENZA 29
Esempio 1.16.3 L’ algoritmo di Erone fornisce buone approssimazioni del-
la radice quadrata
√
x di un reale positivo x. Si tratta di un metodo ricorsi-
vo. Preso a1 >
√
x allora, moltiplicando per
√
x/a1 si ha anche
√
x > x/a1.
Abbiamo una prima approssimazione
x
a1
<
√
x < a1.
Prendiamo la media dei due valori approssimati
a2 =
1
2
(
a1 +
x
a1
)
.
Anche a2 >
√
x, infatti
a2 −
√
x =
1
2
(
a1 +
x
a1
)
−√x =
1
2a1
(a21 + x− 2a1
√
x) =
1
2a1
(a1 −
√
x)2 > 0,
ma il valore a2 approssima meglio
√
x di quanto faccia a1: da x/a1 <
√
x
segue
a2 =
1
2
(
a1 +
x
a1
)
<
1
2
(
a1 +
√
x
)
da cui, sottraendo
√
x ad entrambi i membri,
a2 −
√
x <
1
2
(
a1 −
√
x
)
.
L’ errore e` quindi minore della meta` dell’ errore precedente.
Alla stessa maniera, si dimostra per induzione che la successione definita
ricorsivamente a partire da a1 da
an+1 =
1
2
(
an +
x
an
)
e` tale che per ogni n:
a1 > a2 > . . . > an > an+1 >
√
x >
x
an+1
>
x
an
> . . . >
x
a2
>
x
a1
,
0 < an+1 −
√
x <
1
2n
(a1 −
√
x).
Ad ogni passo dell’ algoritmo l’ errore iniziale a1−
√
x viene almeno dimez-
zato.
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Funzione esponenziale. Fissato a ∈ R+ − {1}, La funzione
f : Q→ R+, f(x) = ax
si dice funzione esponenziale (di base a). Si tratta di una funzione stretta-
mente monoto`na, crescente per a > 1, decrescente per 0 < a < 1. Vediamo
ora per sommi capi e senza dimostrazioni come prolungarla a tutto R. Per
prima cosa si vede che
inf f(Q) = 0, sup f(Q) = +∞.
Infatti:
Proposizione 1.16.4 Per ogni y ∈ R+ esistono x1, x2 ∈ Z tali che
ax1 < y < ax2 .
Si prova poi che f(Q) e` denso in R+:
Proposizione 1.16.5 Per ogni y1, y2 ∈ R+ con y1 < y2 esiste x ∈ Q tali
che
y1 < a
x < y2.
Dalla densita` sopra provata segue facilmente per ogni x ∈ Q
ax = sup
r<x
ar (a > 1), ax = sup
r>x
ar (0 < a < 1).
Questo suggerisce di definire la funzione esponenziale di variabile reale x
nel modo seguente:
ax = sup{ar|r ∈ Q, r < x} per a > 1,
ax = sup{ar|r ∈ Q, r > x} per 0 < a < 1.
Utilizzando le proprieta` dell’estremo superiore si prova che per ogni x, y ∈ R
ax+y = axay, (ax)y = axy.
La funzione esponenziale e` una biezione da R su R+, strettamente crescente
quando a > 1, strettamente decrescente quando 0 < a < 1. Per provare la
suriettivita`, ad esempio con a > 1, preso un qualunque z ∈ R+ poniamo
x = sup{r ∈ Q| ar < z}.
1.16. FUNZIONI ESPONENZIALE, LOGARITMO, POTENZA 31
Si ha ax = z, infatti se fosse ax < z dalla densita` di f(Q) seguirebbe
(provare) che x non e` un maggiorante mentre se fosse ax > z per lo stesso
motivo x non sarebbe il minimo dei maggioranti.
Il fatto che f e` una biezione e la proprieta`
f(x+ y) = f(x)f(y)
mostrano che f e` un isomorfismo tra i gruppi (R,+) e (R+, ·).
Logaritmo. La funzione inversa f−1 : R+ → R dell’esponenziale f(x) = ax
si chiama funzione logaritmo (di base a) e si indica con il simbolo
loga x
Come sempre accade per la funzione inversa, ha lo stesso tipo di monotonia
di f .
Dalle proprieta` dell’esponenziale e dalla definizione di funzione inversa segue
subito che per ogni x, y ∈ R+, z ∈ R si ha
loga(xy) = loga x+ loga y, loga x
z = z loga x
La prima delle precedente proprieta` si scrive
f−1(xy) = f−1(x) + f−1(y)
quindi il logaritmo f−1 e` l’isomorfismo tra i gruppi (R+, ·) e (R,+) inverso
di quello dato dall’esponenziale f . Questo fatto e` stato a lungo usato nel
passato per effettuare le moltiplicazioni in (R+, ·) attraverso le piu` semplici
somme corrispondenti in (R,+) (si usavano le tavole logaritmiche ovvero dei
tabulati che riportavano i valori della funzione logaritmo in base 10).
Funzioni potenza. Per b > 0 (risp. b < 0), la funzione potenza
f : R+ → R+, f(x) = xb
risulta strettamente crescente (risp. strettamente decrescente) e suriettiva.
Infatti e` la composta di biezioni strettamente monoto`ne: fissato a > 1 si ha
xb = ab loga x.
La sua inversa e` la funzione potenza
f−1 : R+ → R+, f−1(x) = x1/b
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Esercizio 1.16.6 Provare che le seguenti funzioni f : A→ R sono monoto`ne
nel dominio indicato A e determinare la funzione inversa f−1 : f(A)→ A.
f(x) = 2x/(x+1), A = (−∞,−1)
f(x) = log3(x/(x− 1)), A = (−∞, 0)
Il numero di Nepero. Si considerino le successioni
an = (1 + 1/n)n, bn = (1 + 1/n)n+1, n ≥ 1.
Per ogni n si ha bn = (1 + 1/n)an quindi
an < bn.
Inoltre si puo` provare che an e` strettamente crescente, bn strettamente
decrescente. Ne segue
a1 < an < bn < b1
quindi an e` superiormente limitata (b1 = 4 e` un maggiorante) e bn e` infe-
riormente limitata (a1=2 e` un minorante). Il numero
e = sup
n
{an} = sup
n
{(n+ 1/n)n}
si chiama numero di Nepero.
Vale anche
e = inf
n
{bn}
infatti, posto e′ = infn{bn} si ha
an < e ≤ e′ < bn
e da
bn − an = an/n < 4/n
segue che per ogni n
0 ≤ e′ − e < 4/n
da cui necessariamente
e′ = e.
Il numero e e` irrazionale. Utilizzando an < e < bn e bn−an < 4/n si possono
determinare le cifre della sua rappresentazione decimale. Le prime cifre sono
e = 2.71828182845904523...
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Vedremo anche che
e = sup
n
{Sn}
dove Sn e` la successione delle somme (serie)
Sn =
n∑
k=0
1/k!
il che` fornisce un algoritmo di approssimazione di e piu` veloce di quello
indicato sopra.
Il numero e ha un ruolo fondamentale nell’Analisi Matematica e con esso
la funzione esponenziale ex e la sua inversa loge x. La base e si dice base
naturale e nel seguito log x indichera` il logaritmo naturale loge x.
1.17 Funzioni trigonometriche
Lunghezza d’arco, radianti. Consideriamo nel piano cartesiano R2 l’in-
sieme C di tutti i punti P = (x, y) con distanza euclidea d(P,O) dall’origine
O = (0, 0) pari ad 1: la circonferenza unitaria. Le coordinate sono tutte e
sole le soluzioni di
x2 + y2 = 1.
Denotiamo con ≤ la relazione d’ordine sulla circonferenza data dalla rota-
zione in senso antiorario a partire dal punto A = (1, 0). Fissato un punto
P della circonferenza, l’insieme dei punti Q che verificano A ≤ Q ≤ P si
chiama arco individuato da P e lo denoteremo con A(P ). Consideriamo un
numero finito punti Qk, k = 0, . . .m, dell’arco A(P ) tali che
A = Q0 ≤ Q1 ≤ . . . ≤ Qm = P
ed associamo ad essi il numero
L(Q0, Q1, . . . , Qm) =
m−1∑
k=0
d(Qk, Qk+1)
lunghezza della poligonale con m lati che li ha come vertici. Al variare di
m e di tutte le possibili poligonali, L(Q0, Q1, . . . , Qm) descrive un insieme
superiormente limitato di numeri reali non negativi. La lunghezza L(A(P ))
dell’arco e` definita da
L(A(P )) =
sup{L(Q0, Q1, . . . , Qm)| m ∈ N, A = Q0 ≤ Q1 ≤ . . . ≤ Qm = P}.
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La lunghezza della semicirconferenza unitaria, come ben noto, e` un numero
irrazionale che viene denotato con pi. Le sue prime cifre decimali sono
pi = 3.14159265358979323 . . .
C’e’ corrispondenza biunivoca tra gli archi A(P ) della circonferenza e
gli angoli orientati al centro che hanno le semirette OA (semiasse positivo
delle x) ed OP come lati. Si puo` quindi associare ad ognuno di tali angoli la
misura L(A(P )). Questo modo di misurare angoli viene detto in radianti.
L’angolo piatto misura pi in radianti, di conseguenza l’angolo retto pi/2 e
l’angolo giro 2pi.
Seno, coseno, tangente. Abbiamo costruito una funzione
C → [0, 2pi), P 7→ L(A(P ))
dalla circonferenza unitaria all’intervallo [0, 2pi) diR. Si dimostra che questa
e` una biezione. Denotiamo
[0, 2pi)→ C, x 7→ P (x)
la sua funzione inversa. Le coordinate
P (x) = (cosx, sinx)
di P (x) definiscono nell’ordine le funzioni coseno e seno della variabile
x ∈ [0, 2pi). Si definiscono poi cosx e sinx per ogni x ∈ R attraverso il
prolungamento periodico di periodo 2pi. Questo corrisponde a percorrere
la circonferenza unitaria anche in senso orario (−2pi < x ≤ 0) e piu` volte
(|x| > 2pi). Dalla definizione e` ovvio che
| sinx| ≤ 1, | cosx| ≤ 1
inoltre sinx e` una funzione dispari, cosx una funzione pari.
Definizioni puramente analitiche, senza ricorrere alla geometria del piano,
delle funzioni sinx, cosx si possono dare all’interno della teoria delle Serie
di potenze.
La funzione tangente e` definita da
tanx =
sinx
cosx
quindi il suo dominio naturale e` R− {pi/2 + kpi| k ∈ Z}. Dalle relazioni
sin(x+ pi) = − sinx, cos(x+ pi) = − cosx
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segue che tanx e` periodica di periodo pi. Inoltre e` una funzione dispari come
quoziente di una dispari con una pari.
Una sua interpretazione geometrica e` la seguente: consideriamo la retta
x = 1 orientata in maniera concorde con l’asse y. Essa e` tangente alla
circonferenza C nel punto A che prendiamo come sua origine. Il numero
tanx rappresenta l’ascissa su questa retta del punto di intersezione con la
semiretta OP (x). Dalla definizione di lunghezza d’arco x, di sinx e da
questa rappresentazione di tanx segue che per 0 < x < pi/2 valgono le
disuguaglianze
0 < sinx < x < tanx.
Alcune formule trigonometriche. Dalla definizione segue subito che per
ogni x
sin2 x+ cos2 x = 1.
Sono utili anche le formule di addizione e sottrazione
sin(x1 ± x2) = sinx1 cosx2 ± sinx2 cosx1
cos(x1 ± x2) = cosx1 cosx2 ∓ sinx1 sinx2
dalle quali ponendo con x = x1 = x2 seguono le formule di duplicazione
sin(2x) = 2 sinx cosx
cos(2x) = cos2 x− sin2 x.
Useremo anche le formule di prostaferesi
| sinx1 − sinx2| = 2
∣∣∣∣cos x1 + x22
∣∣∣∣ ∣∣∣∣sin x1 − x22
∣∣∣∣
| cosx1 − cosx2| = 2
∣∣∣∣sin x1 + x22
∣∣∣∣ ∣∣∣∣sin x1 − x22
∣∣∣∣ .
Arcoseno, arcocoseno, arcotangente. Le funzioni sinx, cosx, tanx
sono periodiche quindi certamente non invertibili. Certe loro restrizioni
sono invece strettamente monoto`ne e sono queste che si possono invertire.
•Arcoseno. La restrizione
sin : [−pi/2, pi/2]→ [−1, 1]
e` una biezione strettamente crescente. La sua inversa
arcsin : [−1, 1]→ [−pi/2, pi/2]
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e` chiamata arcoseno. arcsin(x) e` quindi anch’essa una biezione strettamente
crescente.
•Arcocoseno. La restrizione
cos : [0, pi]→ [−1, 1]
e` una biezione strettamente decrescente. La sua inversa
arccos : [−1, 1]→ [0, pi]
e` chiamata arcocoseno. arccos(x) e` quindi anch’essa una biezione stretta-
mente decrescente.
•Arcotangente. La restrizione
tan : (−pi/2, pi/2)→ R
e` una biezione strettamente crescente. La sua inversa
arctan : R→ (−pi/2, pi/2)
e` chiamata arcotangente. arctan(x) e` quindi anch’essa una biezione stretta-
mente crescente.
Esercizio 1.17.1 Trovare i domini naturali delle funzioni
arcsin(x/(x+ 1)), arccos((x+ 1)/x), arctan(log x),
dire se sono iniettive ed eventualmente determinare le funzioni inverse.
Esercizio 1.17.2 Dalla definizione stessa, il dominio naturale delle funzio-
ni
sin(arcsinx), cos(arccosx)
e` [−1, 1] e per ogni x ∈ [−1, 1] si ha
sin(arcsinx) = x = cos(arccosx).
Trovare invece il dominio naturale delle funzioni
arcsin(sinx), arccos(cosx)
e rappresentarle graficamente.
Ripetere considerazioni simili per le funzioni
tan(arctanx), arctan(tanx)
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1.18 Seno e coseno iperbolico
Al variare del parametro t ∈ [0, 2pi] i punti immagine della applicazione
t 7→ (x, y)
x = r cos t, y = r sin t
descrivono tutti e soli i punti della circonferenza x2+y2 = r2 di raggio r > 0 e
centro l’origine. Le precedenti equazioni si chiamano equazioni parametriche
della circonferenza.
Le equazioni
x = a(et + e−t)/2, y = a(et − e−t)/2, t ∈ R
descrivono invece tutti e soli i punti della iperbole equilatera
x2 − y2 = a2
con asintoti (vedi oltre per la definizione analitica di asintoto) le rette y =
x, y = −x. Per questo motivo le funzioni di variabile x ∈ R
coshx = (ex + e−x)/2, sinhx = (ex − e−x)/2
prendono il rispettivo nome di coseno iperbolico e seno iperbolico. Esse
verificano dunque
cosh2 x− sinh2 x = 1.
Altre formule di facile verifica (provare) sono
sinh(2x) = 2 coshx sinhx, cosh(2x) = cosh2 x+ sinh2 x
o le piu` generali formule di addizione e sottrazione
sinh(x1 ± x2) = sinhx1 coshx2 ± sinhx2 coshx1
cosh(x1 ± x2) = coshx1 coshx2 ± sinhx1 sinhx2.
sinhx e` strettamente crescente e dispari in R, coshx e` pari e la sua restri-
zione a [0,+∞) e` strettamente crescente. Contrariamente alle funzioni seno
e coseno trigonometriche, non sono funzioni limitate.
La funzione tangente iperbolica
tanhx = sinhx/ coshx
e` definita su tutto R perche` per ogni x vale coshx ≥ 1. Si tratta di una
funzione strettamente crescente e limitata: per ogni x
−1 < tanhx < 1.
38 CAPITOLO 1. NUMERI REALI
Arcoseno, arcocoseno, arcotangente iperbolici. La funzione
sinh : R→ R
e` una biezione strettamente crescente. La sua inversa
arcsinh : R→ R
anch’essa biezione strettamente crescente, e` detta arcoseno iperbolico.
La restrizione
cosh : [0,+∞)→ [1,+∞)
e` una biezione strettamente crescente. La sua inversa
arccosh : [1,+∞)→ [0,+∞)
anch’essa biezione strettamente crescente, e` detta arcocoseno iperbolico.
La funzione
tanh : R→ (−1, 1)
e` una biezione strettamente crescente. La sua inversa
arctanh : (−1, 1)→ R
anch’essa biezione strettamente crescente, e` detta arcotangente iperboli-
ca.
Di queste funzioni si puo` dare una espressione analitica attraverso loga-
ritmi:
Esercizio 1.18.1 Provare che per x nei rispettivi domini sopra indicati si
ha
arcsinhx = log(x+
√
x2 + 1), arccoshx = log(x+
√
x2 − 1)
arctanhx =
1
2
log
1 + x
1− x.
Capitolo 2
Numeri complessi
2.1 Il campo dei numeri complessi
Il campo (R,+, ·) non e` algebricamente chiuso nel senso che esistono equazio-
ni polinomiali p(x) = 0 che non hanno soluzioni in R, ad esempio x2+1 = 0.
La minima estensione algebricamente chiusa di R, a meno di isomorfismi di
campi, e` data dal campo C dei numeri complessi che andiamo a definire.
Come insieme, C e` identificabile con R2. Contrariamente ad R, il campo C
non risultera` un campo ordinato.
• Le operazioni. Date le coppie (x1, y1), (x2, y2) definiamo le operazioni
+, ·
(x1, y1) + (x2, y2) = (x1 + x2, y1 + y2)
(x1, y1) · (x2, y2) = (x1x2 − y1y2, x1y2 + y1x2).
Tutte le proprieta` di campo sono valide. In particolare i rispettivi elementi
neutri sono (0, 0) e (1, 0). L’opposto di (x, y) e` (−x,−y), l’inverso di (x, y) 6=
(0, 0) e` (x/(x2 + y2),−y/(x2 + y2)).
Per le coppie (x, 0) dell’asse x si ha
(x1, 0) + (x2, 0) = (x1 + x2, 0), (x1, 0) · (x2, 0) = (x1x2, 0)
quindi l’insieme dei punti dell’asse x costituisce un sottocampo isomorfo ad
R con l’identificazione
(x, 0) 7→ x.
In questo senso C e` una estensione del campo R.
• Forma algebrica dei numeri complessi. Per ogni numero comples-
so z = (x, y) si verifica (provare)
z = (x, 0) + (0, 1)(y, 0).
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Quindi, denotato con i il numero complesso
i = (0, 1),
la precedente identificazione di (x, 0) con il numero reale x porta a scrivere
z = x+ iy
che e` la forma algebrica dei numeri complessi. I numeri reali x e y sono
rispettivamente la parte reale e la parte immaginaria di z
x = <z, y = =z.
Si ha
z ∈ R⇔ =z = 0
mentre i numeri z = iy che verificano <z = 0, corrispondenti ai punti
sull’asse y, vengono detti immaginari puri. Gli assi x ed y del piano com-
plesso vengono conseguentemente detti anche asse reale ed asse immaginario
nell’ordine.
Il numero i verifica (provare)
i2 = −1.
Questa uguaglianza e le proprieta` formali di campo consentono di opera-
re agevolmente con numeri complessi scritti in forma algebrica e ricordare
meglio come sono definite le operazioni
(x1 + iy1) + (x2 + iy2) = (x1 + x2) + i(y1 + y2),
(x1 + iy1)(x2 + iy2) =
x1x2 + ix1y2 + ix2y1 + i2y1y2 = x1x2 − y1y2 + i(x1y2 + x2y1)
(confrontare con le definizioni date in precedenza) e determinare gli inversi
dei numeri non nulli
1/(x+ iy) = (x− iy)/(x+ iy)(x− iy) = x/(x2 + y2)− iy/(x2 + y2).
Ricordando che i numeri complessi altro non sono che coppie ordinate di
numeri reali, vale la semplice ma importante proprieta`
z = z′ ⇔ <z = <z′ ∧ =z = =z′.
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Osserviamo inoltre che da
i2 = −1
C non puo` soddisfare gli assiomi di campo ordinato perche` in tali strutture
il quadrato di ogni elemento e` positivo mentre −1 (l’opposto dell’elemento
neutro moltiplicativo 1) e` negativo.
Esercizio 2.1.1 Calcolare <((1 + i)−2), =(i−1 + (3− i)/(2 + i))
Esercizio 2.1.2 Le uguaglianze
<(z + z′) = <z + <z′, =(z + z′) = =z + =z′
sono di immediata verifica per ogni z, z′. Far vedere con esempi che in
generale si ha
<(zz′) 6= <z<z′, < z
z′
6= <z<z′ , =(zz
′) 6= =z=z′, = z
z′
6= =z=z′
• Complesso coniugato. Dato z = x+ iy il numero
z¯ = x− iy
gia` usato sopra nel calcolo di z−1, e` detto il coniugato di z. La funzione
z 7→ z¯ corrisponde quindi alla simmetria di asse reale. In particolare
z = z¯ ⇔ z ∈ R.
Si ha
<z = (z + z¯)/2, =z = (z − z¯)/2i.
Vale inoltre (provare)
z + w = z¯ + w¯, zw = z¯w¯
e per w 6= 0
z/w = z¯/w¯.
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2.2 Forma trigonometrica
Dato z = x + iy la sua distanza euclidea da 0 e` detta il modulo di z e
denotata |z|
|z| =
√
x2 + y2 =
√
(<z)2 + (=z)2.
Vale
zz¯ = |z|2.
La applicazione C → R, z 7→ |z| gode delle stesse proprieta` formali del
valore assoluto in R:
|z| ≥ 0 ∧ |z| = 0⇔ z = 0
|zz′| = |z||z′|
|z + z′| ≤ |z|+ |z′|
dove l’ultima e` la disuguaglianza triangolare. In essa per zz′ 6= 0 il segno =
vale se e solo se z′ = λz con λ ∈ R+ cioe` se e solo se z e z′ appartengono
alla stessa semiretta uscente dall’origine.
Preso ora z 6= 0, z = a+ ib, possiamo scrivere
z = |z| z|z| = |z|(a/
√
a2 + b2 + ib/
√
a2 + b2) = |z|(x+ iy)
dove x = a/
√
a2 + b2 e y = b/
√
a2 + b2 verificano
x2 + y2 = 1.
Esiste quindi un unico ϑ0 ∈ [−pi, pi) tale che
x = cosϑ0, y = sinϑ0
da cui
z = r(cosϑ0 + i sinϑ0), r = |z|.
ϑ0 e` la misura in radianti dell’angolo che la semiretta dei punti λz, λ ∈ R+,
forma col semiasse dei reali positivi. In maniera evidente si puo` scrivere
(∗) z = r(cosϑ+ i sinϑ)
con r ∈ R+, ϑ ∈ R, se e solo se
r = |z| ∧ (ϑ = ϑ0 + 2kpi, k ∈ Z)
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La precedente uguaglianza (*) e` detta rappresentazione trigonometrica di z,
ϑ si dice argomento di z, ϑ0 ∈ [−pi, pi) l’argomento principale.
In forma trigonometrica per z = r(cosϑ + i sinϑ), z′ = r′(cosϑ′ + i sinϑ′),
si ha
z = z′ ⇔ (r = r′ ∧ ϑ = ϑ′ + 2kpi, k ∈ Z).
• Operazioni in forma trigonometrica. La forma trigonometrica
e` molto utile nel calcolo di prodotti e quozienti di numeri non nulli z =
r(cosϑ+ i sinϑ), z′ = r′(cosϑ′+ i sinϑ′). Le formule di somma e sottrazione
per le funzioni trigonometriche forniscono (provare)
zz′ = rr′(cos(ϑ+ ϑ′) + i sin(ϑ+ ϑ′)),
z/z′ = r/r′(cos(ϑ− ϑ′) + i sin(ϑ− ϑ′)).
In particolare, per ogni m ∈ Z
zm = rm(cos(mϑ) + i sin(mϑ)).
La formula del binomio si basa solo sulle proprieta` di campo quindi vale
anche in C. Non conviene pero` applicarla nei calcoli: per trovare il risultato
di (z + z′)n conviene eseguire l’operazione z + z′ in forma algebrica, rap-
presentare il risultato in forma trigonometrica ed applicare poi la comoda
regola precedente.
Esercizio 2.2.1 Calcolare (1 + i)10(1− i)5.
Esercizio 2.2.2 Come si interpreta geometricamente la trasformazione z 7→
iz?
• Radici n-esime. L’equazione zn = 0 con n ∈ N∗ ha evidentemente
l’unica soluzione z = 0. Assegnato z′ 6= 0, consideriamo ora l’equazione
zn = z′
le cui soluzioni si chiamano le radici n-esime del numero complesso z′.
Rappresentiamo sia l’incognita z che il dato z′ in forma trigonometrica
z = r(cosϑ+ i sinϑ), z′ = r′(cosϑ′ + i sinϑ′). L’equazione diventa
rn (cos(nϑ) + i sin(nϑ)) = r′(cosϑ′ + i sinϑ′)
che equivale a
rn = r′ ∧ (nϑ = ϑ′ + 2kpi, k ∈ Z).
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Tutte le soluzioni sono fornite quindi dalla formula
zk =
n
√
r′(cos(ϑ′/n+ 2kpi/n) + i sin(ϑ′/n+ 2kpi/n)), k ∈ Z
che per la periodicita` delle funzioni seno e coseno fornisce esattamente n
soluzioni corrispondenti ai valori dell’intero k
k = 0, 1, . . . , n− 1.
Tutte le soluzioni hanno lo stesso modulo n
√
r′ quindi rappresentano n punti
della stessa circonferenza centrata nell’origine. Denotato con ϑk l’argomento
ϑk = ϑ′/n+2kpi/n, si ha ϑk+1−ϑk = 2pi/n quindi questi punti sono i vertici
di un poligono regolare inscritto con n lati. Questo consente di trovarli tutti
a partire da uno fissato attraverso rotazioni successive di ampiezza 2pi/n.
Esercizio 2.2.3 Risolvere le equazioni
z4 = i, z3 = 2 + 2i, (z − i)4/(1 + i)4 = i
• Radici quadrate. Nel caso particolare n = 2, l’equazione
z2 = z′
con z′ 6= 0 ha quindi due soluzioni. Chiamata ω una di esse l’altra e` il
numero opposto −ω.
Se z′ ∈ R+ si ha ±ω = ±
√
z′ indicando con
√
z′ l’usuale radice quadrata in
R+. Se z′ e` un reale negativo allora ±ω = ±i
√−z′.
• Radici n-esime dell’unita`. Un caso notevole e` quello delle soluzioni
della equazione
zn = 1.
Le soluzioni sono (trovarle)
zk = cos(2kpi/n) + i sin(2kpi/n), k = 0, 1, . . . , n− 1
dove con k = 0 si ottiene la soluzione evidente z0 = 1. Esse costituiscono
un sottogruppo finito Gn di C rispetto alla moltiplicazione.
• Notazione esponenziale. Per ϑ ∈ R si usa la notazione
eiϑ = cosϑ+ i sinϑ.
Il legame con l’esponenziale reale che giustifica compiutamente questa no-
tazione verra` chiarito nell’argomento serie di potenze. Qui ci limitiamo ad
osservare che tale notazione porta a scrivere
eiϑeiϑ
′
= ei(ϑ+ϑ
′)
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che vale grazie alle somme di addizione per le funzioni trigonometriche. Per
ogni k ∈ Z e ϑ ∈ R si ha
eiϑ = ei(ϑ+2kpi)
cioe` la funzione eiϑ e` periodica di periodo 2pi.
La forma trigonometrica dei numeri complessi si puo` scrivere
z = reiϑ
e le regole per prodotti e quozienti sono coerenti con le proprieta` formali
dell’esponenziale:
reiϑr′eiϑ
′
= rr′ei(ϑ+ϑ
′)
reiϑ
r′eiϑ′
=
r
r
′
ei(ϑ−ϑ
′).
Per ricordare la formula delle radici n-esime di un numero z′ 6= 0 basta
elevare formalmente alla 1/n l’uguaglianza
z′ = r′ei(ϑ
′+2kpi), k ∈ Z
ottenendo
zk =
n
√
r′ei(ϑ
′+2kpi)/n, k = 0, 1, . . . , n− 1.
2.3 Polinomi
• Equazioni di secondo grado. La formula risolutiva della equazione di
secondo grado
az2 + bz + c = 0, a, b, c ∈ C, a 6= 0
si basa solo sulle proprieta` di campo quindi e` formalmente la stessa che si
ha in campo reale con la notevole differenza che ora l’equazione ha sempre
soluzioni. Posto, come al solito, il discriminante
∆ = b2 − 4ac
se
∆ = 0
allora l’equazione ha la unica soluzione
−b/2a.
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Altrimenti, denotate con ω e −ω le due radici quadrate del discriminante le
soluzioni sono
(−b− ω)/2a, (−b+ ω)/2a.
In particolare per coefficienti reali a, b, c ∈ R si ritrova che le radici sono
reali se e solo se ∆ ≥ 0 mentre per ∆ < 0 sono coniugate non reali.
Esercizio 2.3.1 Risolvere le equazioni
z2 + z + 1 = 0, z4 + 5z2 + 4 = 0, z6 − (1 + i)z3 + i = 0
• Teorema fondamentale dell’Algebra. Finora abbiamo provato che
i polinomi di variabile complessa z di secondo grado p(z) = az2+bz+c o del
tipo p(z) = azn+b, a, b, c ∈ C, hanno tutti almeno una radice inC cioe` esiste
ω ∈ C tale che p(ω) = 0. Come abbiamo anticipato fino dall’introduzione
di C questo vale per tutti i polinomi.
Teorema 2.3.2 In C ogni polinomio non costante ha almeno una radice.
La dimostrazione non e` immediata con gli elementi sino ad ora introdotti.
Se ne puo` dare una all’interno della teoria delle funzioni olomorfe di variabile
complessa (vedi testo Lezioni di Analisi Matematica C).
• Fattorizzazione dei polinomi. Come conseguenza del teorema 2.3.2
abbiamo che ogni polinomio non costante e` prodotto di fattori di primo
grado. Sia infatti
p(z) = anzn + an−1zn−1 + . . .+ a0, an 6= 0
un polinomio di grado n > 1. Esiste una radice ω1 quindi si puo` fattorizzare
p(z) in
p(z) = (z − ω1)q1(z)
dove il quoziente q1(z) e` un polinomio di grado n− 1 con coefficiente prin-
cipale ancora an. Se n = 2 abbiamo la fattorizzazione richiesta, altrimenti
si puo` applicare il teorema 2.3.2 al polinomio q1(z) ottenendo
p(z) = (z − ω1)(z − ω2)q2(z)
dove il quoziente q2(z) e` un polinomio di grado n− 2 con coefficiente prin-
cipale an. Con questo argomento ricorsivo si ottiene la fattorizzazione
p(z) = an(z − ω1)(z − ω2) · · · (z − ωn)
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che, utilizzando il simbolo di prodotto, si scrive anche
p(z) = an
n∏
k=1
(z − ωk).
Da questo segue che le radici di p(z) sono al piu` n. Chiamate z1, . . . , zd le
radici distinte e per ogni k = 1, . . . , d posto mk ≥ 1 il numero di volte che
si incontra la radice zk nel procedimento ricorsivo precedente, si ha
p(z) = an
d∏
k=1
(z − zk)mk
con
m1 + . . .+md = n.
Ciascun esponente mk si chiama molteplicita` (algebrica) della relativa ra-
dice zk. Se mk = 1 la radice zk si dice semplice. Un polinomio di grado n
ha esattamente n radici distinte se e solo se tutte le radici sono semplici.
• Polinomi a coefficienti reali. Sia
p(z) = anzn + an−1zn−1 + . . .+ a0
un polinomio a coefficienti reali
ak ∈ R, k = 0, . . . , n.
Per ogni z si ha
p(z) = anz¯n + an−1z¯n−1 + . . .+ a0 = p(z¯)
in particolare
p(z) = 0⇔ p(z¯) = 0.
Quindi p ha una radice non reale ω se e solo se ha anche la radice da essa
distinta ω¯. In questo caso ω e ω¯ hanno la stessa molteplicita`.
Esercizio 2.3.3 Perche` un polinomio a coefficienti reali di grado dispari ha
almeno una radice reale?
Esercizio 2.3.4 Trovare le soluzioni di z4 − 4z3 + 11z2 − 14z + 10 = 0
sapendo che una di esse e` 1 + i.
Traccia. Il polinomio a primo membro e` a coefficienti reali quindi anche 1−i
e` una sua radice. In particolare tale polinomio e` divisibile per (z−1− i)(z−
1 + i) . . .
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Capitolo 3
Limiti di successioni
3.1 Topologia della retta reale
Abbiamo gia` visto l’ interpretazione geometrica del valore assoluto in R in
termini di distanza:
d(x, y) = |x− y|
e` la distanza euclidea (lunghezza del segmento) tra i punti sulla retta reale
di rispettive coordinate x ed y. Da questa interpretazione si prende spunto
per le basilari definizioni inerenti la struttura di spazio metrico di R.
• Intorni. Dato x0 ∈ R ed r > 0 si chiama intorno circolare di centro
x0 e raggio r l’insieme dei punti x che verificano
d(x, x0) < r
(i punti che distano da x0 meno di r) cioe` l’intervallo aperto
(x0 − r, x0 + r).
Un qualunque intervallo aperto contenente x0 e` chiamato un intorno. di
x0. Ovviamente ogni intorno di x0 contiene infiniti intorni circolari.
• Punti interni, insiemi aperti. Dato A ⊂ R ed a ∈ A si dice che a
e` interno ad A se esiste un intorno U di a con
U ⊂ A.
L’ insieme di tutti i punti interni ad A si chiama l’ interno di A e si denota
A◦. Un insieme A ⊂ R si dice aperto se ogni punto di A e` interno ad A,
cioe` se A = A◦.
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• Punti aderenti, insiemi chiusi. Dato A ⊂ R ed x0 ∈ R si dice che
x0 e` aderente ad A se per ogni intorno U di x0 si ha
U ∩A 6= ∅.
L’ insieme di tutti i punti aderenti ad A si chiama la chiusura di A e si
denota A¯. Un insieme A ⊂ R si dice chiuso se ogni punto aderente ad A
appartiene ad A, cioe` se A = A¯.
• Punti di accumulazione, punti isolati. Dato A ⊂ R ed x0 ∈ R
si dice che x0 e` punto di accumulazione di A se ogni intorno U di x0
contiene punti di A diversi da x0:
U ∩ (A− {x0}) 6= ∅.
L’ insieme di tutti i punti di accumulazione di A si chiama il derivato di A
e si denota DA.
Un punto a ∈ A che non e` di accumulazione per A si dice un punto isolato
di A. Equivalentemente, esiste U intorno di a tale che
A ∩ U = {a}.
3.2 Topologia della retta ampliata.
Abbiamo gia` usato i simboli ±∞. Considerando l’ insieme
R = R ∪ {+∞,−∞}
conviene completare la usuale relazione d’ ordine di R ponendo
−∞ < x < +∞
per tutti gli x ∈ R. Conviene poi definire l’ intersezione con R degli intorni
di +∞ come gli intervalli
(a,+∞)
al variare di a ∈ R ed, analogamente, l’ intersezione con R degli intorni di
−∞ come gli intervalli
(−∞, a)
al variare di a ∈ R.
In questa maniera dire che A ⊂ R non e` limitato superiormente equivale a
dire che +∞ e` punto di accumulazione di A in R, dire che A ⊂ R non e`
limitato inferiormente equivale a dire che −∞ e` punto di accumulazione di
A in R.
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3.3 Limiti di successioni in R.
In molti casi si ha che fare con successioni di numeri reali an i cui valori
approssimano un reale a quanto si vuole a patto di prendere n abbastanza
grande : si pensi, ad esempio, alla rappresentazione decimale dei reali o alla
definizione del numero di Nepero o a come abbiamo definito la lunghezza
di un arco di circonferenza. Altre volte, i valori an diventano maggiori
(minori) di un qualsiasi assegnato numero positivo (negativo) sempre a patto
di prendere l’ indice n abbastanza grande. Queste considerazioni trovano la
loro sistemazione rigorosa nella definizione di limite di una successione di
numeri reali an:
Definizione 3.3.1 Si dice che an ha limite a ∈ R per n → +∞, o che
converge ad a ∈ R, quando per ogni ε > 0 esiste nε ∈ N tale che
n > nε ⇒ |an − a| < ε.
In questo caso si scrive
lim
n→+∞ an = a
o
an → a.
Definizione 3.3.2 Si dice che an ha limite +∞ per n→ +∞, o che diverge
positivamente, quando per ogni M > 0 esiste nM ∈ N tale che
n > nM ⇒ an > M.
In questo caso si scrive
lim
n→+∞ an = +∞
o
an → +∞.
Definizione 3.3.3 Si dice che an ha limite −∞ per n→ +∞, o che diverge
negativamente, quando per ogni M < 0 esiste nM ∈ N tale che
n > nM ⇒ an < M.
In questo caso si scrive
lim
n→+∞ an = −∞
o
an → −∞.
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Le tre definizioni precedenti si possono unificare ricorrendo al
linguaggio degli intorni: vale
lim
n→+∞ an = ` ∈ R
se e solo se per ogni intorno V di ` in R esiste un intorno U di +∞
in R tale che
n ∈ U ⇒ an ∈ V.
La definizione di limite e` universale, basta chiarire come sono fatti gli intorni
negli spazi dove vivono le variabili. Torneremo su questo importante punto
in seguito.
Una successione an che non ha limite in R si dice oscillante.
Teorema 3.3.4 (Unicita` del limite). Una successione an non puo` avere
due limiti distinti ` 6= `′ in R per n→ +∞.
Dimostrazione. Se cosi’ fosse, per ogni V intorno di ` ed ogni V ′ intorno di
`′ esisterebbe n¯ ∈ N tale che
n > n¯⇒ an ∈ V ∩ V ′.
D’altra parte questo contraddice il fatto che da ` 6= `′ e` possibile prendere
V, V ′ con
V ∩ V ′ = ∅.
¦
Sottosuccessioni. Consideriamo una successione an in R ed una succes-
sione crescente di naturali
N→ N, k 7→ nk.
La successione composta
k 7→ ank
si dice una sottosuccessione di an o una successione estratta da an. In
maniera equivalente si puo` pensare ad una sottosuccessione come ad una
restrizione di an ad un sottoinsieme non limitato diN. Ad esempio a2k indica
la sottosuccessione ottenuta restringendo all’insieme dei naturali pari, a2k+1
quella ottenuta restringendo all’insieme dei dispari, ecc. ecc.
Due sottosuccessioni ank , amk si dicono complementari quando {nk} ∪
{mk} = N, ad esempio le sottosuccessioni relative agli indici pari ed agli
indici dispari. Si dimostra facilmente il seguente:
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Teorema 3.3.5 Se una successione an ha limite ogni estratta deve avere lo
stesso limite.
Se due sottosuccessioni complementari di an hanno lo stesso limite ` anche
an → `.
Esercizio 3.3.6 Verificare in base alla definizione che le successioni
1/n, (−1)n/n
convergono entrambe a 0. Usando particolari sottosuccessioni provare invece
che le seguenti
(−1)n, cos(npi/2), sin(npi/2)
sono successioni oscillanti.
Successioni limitate. Ricordiamo che una funzione si dice limitata quando
tale e` l’insieme dei valori. Una successione an e` percio` limitata se esiste
M > 0 tale che
∀n |an| < M.
Teorema 3.3.7 Una successione convergente e` limitata.
Dimostrazione. Sia a ∈ R il limite di an. Per definizione, preso ad esempio
ε = 1, esiste n1 ∈ N tale che
a− 1 < an < a+ 1
per tutti gli n > n1. Questo dice che l’insieme dei valori assunti per n > n1
e` un insieme limitato. L’insieme complementare dei valori e` l’insieme finito
{a0, a1, . . . , an1} ed e` ovvio che ogni insieme finito e` limitato. L’insieme dei
valori an e` quindi limitato come unione di due insiemi limitati. ¦
Il viceversa non vale, si vedano ad esempio le tre successioni oscillanti dell’e-
sercizio sopra proposto che sono tutte limitate. Dall’assioma di completezza
si deduce pero` il seguente importante teorema (che in realta` e` equivalente
all’assioma stesso).
Teorema 3.3.8 (Bolzano - Weierstrass) Da ogni successione limitata si
puo` estrarre una sottosuccessione convergente.
Si prova, ancor piu` precisamente, che per ogni a aderente all’insieme dei
valori esiste una sottosuccessione convergente ad a. Conseguenza importante
e` il seguente
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Corollario 3.3.9 Ogni sottoinsieme infinito e limitato di R ha almeno un
punto di accumulazione.
La condizione di Cauchy. Si dice che an verifica la condizione di Cauchy
quando per ogni ε > 0 esiste nε ∈ N tale che
n,m > nε ⇒ |an − am| < ε.
Si usa anche scrivere
|an − am| → 0, per n,m→∞.
Proposizione 3.3.10 Se an converge allora verifica la condizione di Cau-
chy.
Dimostrazione. Sia a ∈ R il limite. Dalla disuguaglianza triangolare
|an − am| ≤ |an − a|+ |a− am| → 0 per n,m→∞.
¦
L’implicazione inversa e` vera in R:
Teorema 3.3.11 Ogni successione di Cauchy in R ha limite in R.
Come il teorema di Bolzano-Weiestrass, anche questo risultato e` equivalente
all’assioma di completezza.
Operazioni coi limiti. Si prova direttamente dalla definizione che per
successioni convergenti
an → a, bn → b, a, b ∈ R
vale:
an ± bn → a± b
an · bn → a · b
an/bn → a/b (se bn, b 6= 0)
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Forme indeterminate. Con riferimento a quanto precede, nel caso che
almeno uno dei limiti a, b non sia finito si puo` provare quanto segue:
an → a, bn → ±∞⇒ an + bn → ±∞
an → ±∞, bn → ±∞⇒ an + bn → ±∞
an → a 6= 0, bn → ±∞⇒ |anbn| → +∞
an → ±∞, bn → ±∞⇒ |anbn| → +∞
an → a, bn → ±∞⇒ an/bn → 0
an → a, bn → ±∞⇒ |bn/an| → +∞
an → a 6= 0, bn → 0⇒ |an/bn| → +∞
In particolare Rimangono fuori dalla tabella le operazioni sui limiti
∞−∞, 0 · ∞, ∞/∞, 0/0
dette forme indeterminate. In presenza di una forma indeterminata, non
possiamo prevedere in generale se il limite esiste o meno. Occorre di volta
in volta operare trasformazioni e/o semplificazioni adatte alla successione
particolare che si sta trattando fino al punto, se e` possibile, di stabilire
l’esistenza o meno del limite e nel caso il suo valore.
Altre proprieta`.
Proposizione 3.3.12 an → 0⇔ |an| → 0.
Questo e` evidente da ||an|| = |an| che si legge d(|an|, 0) = d(an, 0) pensando
a |x− y| come la distanza euclidea d(x, y) tra i punti x ed y.
Proposizione 3.3.13 Se an → 0 e bn e` limitata allora anbn → 0.
Dimostrazione. Sia M > 0 tale che |bn| < M per ogni n e preso ε > 0 sia
nε tale che
n > nε ⇒ |an| < ε.
Per gli stessi n si ha
|anbn| < Mε
dunque anche anbn → 0 visto che Mε e` un arbitrario numero positivo come
ε.
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Esercizio 3.3.14 Determinare i limiti per n → ∞ di rapporti di polinomi
nella variabile n ∈ N
akn
k + ak−1nk−1 + . . .+ a0
b`n` + b`−1n`−1 + . . .+ b0
Esercizio 3.3.15 Determinare
lim
n→∞
sin(n) + 2n
arctan(n)− 2n
3.4 Limiti di successioni e relazione d’ordine
Teorema 3.4.1 (Della permanenza del segno) Se an → a > 0 (rispet-
tivamente a < 0) allora esiste n¯ tale che an > 0 (rispettivamente an < 0)
per ogni n > n¯.
Dimostrazione. Sia ad esempio a > 0. Preso ε = a/2 per definizione di
limite esiste n¯ tale che
n > n¯⇒ a− a/2 < an < a+ a/2
in particolare per tali n si ha an > a/2 > 0.
Il caso a < 0 si prova ragionando sulla successione −an. ¦
Ogni proprieta` riferita ai valori di an che vale per tutti gli n maggiori di un
certo n¯ si dice che vale definitivamente. Nel teorema precedente si ha che
an e` definitivamente positiva (negativa). In maniera analoga si puo` parlare
di successione definitivamente costante, ecc., ecc.
Corollario 3.4.2 Se an → a ed an > 0 (rispettivamente an < 0) in maniera
definitiva allora a ≥ 0 (risp. a ≤ 0).
Dimostrazione. Basta ragionare per assurdo ed applicare il teorema prece-
dente. ¦
Teorema 3.4.3 (Del confronto) Siano an, bn, cn tre successioni tali che
valga
an ≤ cn ≤ bn
definitivamente. Se
lim
n→∞ an = limn→∞ bn = a
allora anche cn → a.
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Dimostrazione. Dalla definizione di limite applicata ad an e bn per ogni
ε > 0 esiste nε tale che
n > nε ⇒ a− ε < an ≤ cn ≤ bn < a+ ε
in particolare per gli stessi n
a− ε < cn < a+ ε
quindi anche cn → a. ¦
Il confronto vale anche per limiti non finiti. Si vede in maniera analoga che
an ≥ bn, bn → +∞⇒ an → +∞
an ≤ bn, bn → −∞⇒ an → −∞.
Il seguente teorema e` di fondamentale importanza. Ricordiamo la conven-
zione
supA = +∞ / inf A = −∞
per un insieme A ⊂ R superiormente/inferiormente non limitato.
Teorema 3.4.4 (Sulle successioni monoto`ne) Ogni successione monoto`na
ammette limite in R. Per an crescente si ha
an → sup{an}
mentre per an decrescente
an → inf{an}.
In particolare ogni successione monoto`na e limitata e` convergente.
Dimostrazione. Vediamo il caso an crescente e limitata. Tutti gli altri casi
si trattano in maniera analoga. Sia a = sup{an}. Preso ε > 0, per il fatto
che a e` il minimo dei maggioranti, esiste nε tale che
anε > a− ε
ma dal momento che an e` crescente
n > nε ⇒ an ≥ anε
in definitiva
n > nε ⇒ a− ε < an ≤ a
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cioe` an → a. ¦
Ricordando come abbiamo definito il numero di Nepero, ora possiamo scri-
vere
lim
n→∞
(
1 +
1
n
)n
= e = lim
n→∞
(
1 +
1
n
)n+1
dove la successione a sinistra e` strettamente crescente mentre quella di destra
e` strettamente decrescente.
3.5 Alcuni limiti notevoli
• Vale
lim
n→∞ a
n =

+∞ se a > 1
1 se a = 1
0 se − 1 < a < 1
non esiste se a ≤ −1
Il primo caso si utilizza nella costruzione della funzione esponenziale ax,
a > 1.
Per a > 1, scriviamo a = 1 + d con d = a− 1 > 0. Dalla disuguaglianza di
Bernoulli segue
an = (1 + d)n ≥ 1 + nd.
Da d > 0 segue subito (1 + nd)→ +∞ da cui an → +∞ per confronto.
I casi a = 1, a = 0 sono banali. Per −1 < a < 1, a 6= 0 si ha 1/|a| > 1 da cui
1/|an| = (1/|a|)n → +∞. Ne segue |an| → 0 quindi an → 0.
Per a = −1 la successione e` limitata (assume solo i valori 1 e −1) ma oscillan-
te come subito si vede considerando le sottosuccessioni costanti (−1)2k = 1
e (−1)2k+1 = −1. Le stesse sottosuccessioni per a < −1 mostrano che anche
in questo caso non esiste il limite:
a2k = (a2)k → +∞,
a2k+1 = a(a2)k → −∞.
Esempio 3.5.1 La successione definita ricorsivamente, a partire da a1 >√
x, x > 0, attraverso
an+1 =
1
2
(
an +
x
an
)
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(algoritmo di Erone, esempio 16.3 del fascicolo sui numeri reali e le funzioni
elementari) e` tale che
0 < an+1 −
√
x <
1
2n
(
a1 −
√
x
)
.
Poiche` (1/2)n → 0, per confronto an+1 −
√
x→ 0, cioe`
an →
√
x.
Alla stessa conclusione si puo` arrivare osservando che an e` strettamente
decrescente ed inferiormente limitata, an >
√
x, quindi ha limite finito y ≥√
x. Dal momento che anche an+1 → y, passando al limite nella relazione
an+1 =
1
2
(
an +
x
an
)
si ottiene
y =
1
2
(
y +
x
y
)
da cui, risolvendo rispetto ad y,
y =
√
x.
• Per a > 0 vale
n
√
a→ 1
Anche questo limite e` collegato in realta` alla costruzione della funzione espo-
nenziale e della sua inversa logaritmo nel caso a 6= 1. Il caso a = 1 e`
banale.
Vediamo una dimostrazione per confronto: se a > 1 scriviamo a1/n = 1+dn
dove risulta dn > 0 per ogni n. Dalla disuguaglianza di Bernoulli si ha
a = (1 + dn)n ≥ 1 + ndn
da cui
0 ≤ dn ≤ (a− 1)/n.
Per confronto dn → 0 quindi a1/n = 1 + dn → 1.
Il caso 0 < a < 1 si deduce dal precedente:
1/a1/n = (1/a)1/n → 1
da cui a1/n → 1.
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• Vale
n
√
n→ 1.
Scriviamo n1/n = 1 + dn dove risulta dn > 0 per ogni n > 1. Dal teorema
del binomio, per n ≥ 2
n = (1 + dn)n = 1 + ndn +
n(n− 1)
2
d2n + . . .+ d
n
n > 1 +
n(n− 1)
2
d2n
da cui
n(n− 1)
2
d2n < n− 1
quindi
0 < d2n < 2/n.
Per confronto dn → 0 che equivale a n1/n = 1 + dn → 1.
• Per |an| → +∞ vale
lim
n→∞
(
1 +
1
an
)an
= e
Intanto osserviamo che si puo` considerare il limite perche` an e` definitiva-
mente diverso da 0 e (1 + 1/an) e` definitivamente positivo.
Detto questo, consideriamo la parte intera p = [an]. Se an → +∞ abbiamo
p→ +∞ per n→ +∞ e(
1 +
1
p+ 1
)p
<
(
1 +
1
an
)an
<
(
1 +
1
p
)p+1
ma per una variabile naturale p con p→ +∞ sappiamo gia` che la prima e la
terza funzione nelle disuguaglianze precedenti convergono ad e. Il confronto
consente di concludere.
Se an → −∞ scriviamo(
1 +
1
an
)an
=
(
1 +
1
−an − 1
)−an
ed usiamo il fatto che (
1 +
1
p
)p+1
→ e, p→ +∞.
Infine se an non e` di segno definitivamente costante possiamo costruire due
sottosuccessioni complementari(
1 +
1
ank
)ank
, con ank → +∞
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(
1 +
1
an`
)an`
, con an` → −∞
entrambe convergenti ad e e concludere ancora che(
1 +
1
an
)an
→ e.
3.6 Ulteriori forme indeterminate
Per an, bn successioni inR, an a termini positivi, consideriamo la successione
(an)bn .
Un esempio di questo tipo l’abbiamo appena incontrato nell’ultimo limite
notevole del paragrafo precedente. Da
(an)bn = ebn log an
potremo determinarne il comportamento da quello di log an e di successioni
del tipo ecn .
Proposizione 3.6.1 Vale
lim
n→∞ log an =

+∞ se an → +∞
log a se an → a, a > 0
−∞ se an → 0
Dimostrazione. Supponiamo an → +∞. Per ogni M la disuguaglianza
log an > M
equivale a
an > e
M
e questo e` definitivamente vero perche` an → +∞.
Supponiamo an → 0. Per ogni M la disuguaglianza
log an < M
equivale a
an < e
M
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e questo e` definitivamente vero perche` an → 0.
Supponiamo an → a > 0. Si ha
log an − log a = log(an/a)
e per ogni ε > 0 la disuguaglianza
−ε < log(an/a) < ε
equivale a
e−ε < an/a < eε
e questo e` definitivamente vero perche` an/a→ 1. ¦
Proposizione 3.6.2 Vale
lim
n→∞ e
cn =

+∞ se cn → +∞
ec se cn → c
0 se cn → −∞
Dimostrazione. Supponiamo cn → +∞. Per ogni M > 0 la disuguaglianza
ecn > M
equivale a
cn > logM
e questo e` definitivamente vero perche` cn → +∞.
Supponiamo cn → −∞. Per ogni ε > 0 la disuguaglianza
ecn < ε
equivale a
cn < log ε
e questo e` definitivamente vero perche` cn → −∞.
Supponiamo cn → c. Si ha
ecn − ec = ec(ecn−c − 1)
quindi basta mostrare che ecn−c → 1. Per ogni ε ∈ (0, 1) la disuguaglianza
1− ε < ecn−c < 1 + ε
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equivale a
log(1− ε) < cn − c < log(1 + ε)
e questo e` definitivamente vero perche` cn − c→ 0. ¦
Tornando alla successione
(an)bn = ebn log an
le due proposizioni precedenti consentono di concludere tutte le volte che il
prodotto bn log an non ha la forma indeterminata 0 · ∞. Si ottiene
an → a > 0, bn → b⇒ (an)bn → ab
in particolare
an → a > 0, b ∈ R⇒ (an)b → ab.
Inoltre, ad esempio,
an → a > 1, bn → +∞⇒ (an)bn → +∞,
an → a < 1, bn → +∞⇒ (an)bn → 0.
Il lettore completi l’elenco di tutti i casi in cui si puo` concludere. Restano
esclusi i seguenti casi che quindi sono altre forme indeterminate:
1±∞, (+∞)0, 00.
Per la prima di esse ci si puo` regolare come nel seguente esempio. Si usano
il fatto che ogni successione che converge ad 1 si puo` sempre mettere nella
forma (
1 +
1
an
)
, |an| → +∞,
il limite notevole
lim
n→∞
(
1 +
1
an
)an
= e
ed il comportamento di ecn .
Esempio 3.6.3 Calcolare
lim
n→∞
(
n2 + 1
n2
)2n2−1
.
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Si tratta di una forma indeterminata 1+∞.
(
n2 + 1
n2
)2n2−1
=
[(
1 +
1
n2
)n2] 2n2−1n2
quindi da (
1 +
1
n2
)n2
→ e
e
2n2 − 1
n2
→ 2
il limite dato vale e2.
Esercizio 3.6.4 Calcolare
lim
n→∞n−
√
n2 − n,
lim
n→∞
(
2− n
1− n
)n2−n
.
Il primo limite e` una forma indeterminata +∞−∞. Moltiplicare e dividere
per n+
√
n2 − n poi raccogliere n a denominatore.
Il secondo limite e` una forma indeterminata 1+∞. Come nell’esempio pre-
cedente, trasformare sino ad ottenere[(
1 +
1
an
)an]cn
con |an| → +∞. Poi concludere grazie al fatto che(
1 +
1
an
)an
→ e
e che cn ha limite in R.
3.7 Successioni equivalenti, infiniti, infinitesimi
Equivalenza. Date due successioni an e bn entrambe con valori definitiva-
mente diversi da 0, diremo che sono equivalenti e scriveremo
an ∼ bn
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quando
an
bn
→ 1.
Si tratta effettivamente di una relazione di equivalenza tra successioni. Ad
esempio
2n,
2n2 + n+ 1
n+ 3
,
2n3 + n2 − n+ 2
n2 − n+ 1
sono tra loro equivalenti. Il calcolo di limiti di prodotti si puo` semplificare
sostituendo un fattore con uno equivalente (piu` semplice). Infatti per an ∼
bn vale
lim
n→∞ ancn = limn→∞
an
bn
bncn = lim
n→∞ bncn
dove uguaglianza tra limiti di due successioni significa che le successioni
hanno lo stesso limite o sono entrambe oscillanti. La uguaglianza precedente
consente di sostituire il fattore an con il suo equivalente bn.
La stessa cosa vale per i termini (numeratore, denominatore) di un quoziente
dal momento che e` evidente l’implicazione
an ∼ bn ⇒ 1/an ∼ 1/bn.
Ordine di infinito. Date due successioni an, bn entrambe con limite non
finito in R diremo che an e` un infinito di ordine superiore rispetto a bn
se ∣∣∣∣anbn
∣∣∣∣→ +∞
quindi se, equivalentemente,
bn
an
→ 0.
Diremo che sono infiniti dello stesso ordine se
an
bn
→ ` ∈ R∗
quindi se an ∼ `bn.
Non tutti gli infiniti sono confrontabili. Quando si ha una somma/differenza
di due infiniti confrontabili, il calcolo dei limiti si puo` semplificare mettendo
in evidenza l’eventuale infinito di ordine superiore. Ad esempio se
an − bn
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e` una forma indeterminata ∞−∞ ma an e` di ordine superiore allora
lim
n→∞ an − bn = limn→∞ an
(
1− bn
an
)
= lim
n→∞ an
dal momento che
1− bn
an
→ 1.
In particolare
an − bn ∼ an :
una somma di infiniti di ordine strettamente crescente e` equivalente all’in-
finito di ordine superiore.
Una indeterminazione ∞−∞ non puo` essere sciolta in questo modo se gli
infiniti sono dello stesso ordine e bn/an → 1: la trasformazione
an − bn = an
(
1− bn
an
)
porta ad nuova forma indeterminata ∞ · 0. Questo mostra che in generale
non e` lecito in una somma sostituire un addendo con uno equivalente! Il
lettore rifletta ulteriormente su questo nell’esempio seguente:
Esempio 3.7.1 Si ha
√
n2 + n ∼ n ma
lim
n→∞
√
n2 + n− n = lim
n→∞
(√
n2 + n− n
) √n2 + n+ n√
n2 + n+ n
=
lim
n→∞
n
n
(
1 +
√
1 + 1/n
) = 1
2
Sostituendo
√
n2 + n con la sua equivalente n si otterrebbe invece
lim
n→∞n− n
cioe` 0. (!!!)
Il seguente criterio, applicato alla successione |bn/an|, risulta molto utile per
confrontare infiniti.
Teorema 3.7.2 (Criterio del rapporto per successioni) Sia cn una
successione a termini positivi e consideriamo la successione rn = cn+1/cn.
Se rn converge ad r < 1 allora cn converge a 0.
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Dimostrazione. Si ha rn < 1 definitivamente che equivale a
cn+1 < cn
quindi la successione cn e` definitivamente decrescente in senso stretto. Come
tutte le successioni monoto`ne inferiormente limitate e` convergente. Poiche`
cn > 0, detto c il limite, si ha c ≥ 0. Se fosse c > 0 la successione rn =
cn+1/cn dovrebbe convergere a c/c = 1 mentre converge ad r < 1. Quindi
necessariamente c = 0. ¦
Alla stessa conclusione si giunge col confronto. Supponiamo infatti, solo per
semplicita`, che sia
rn−1 < a < 1
per tutti gli n ≥ 1 (le ipotesi non garantiscono questo ma che una tale disu-
guaglianza vale definitivamente comunque si prenda a ∈ (r, 1): gli argomenti
seguenti cambiano di poco). Si prova per induzione che per ogni n ≥ 1 vale
0 < cn < anc0.
Infatti vale
c1 < ac0
e supponendo
cn < a
nc0
segue
cn+1 < acn < a
n+1c0.
Da a < 1 segue per confronto che cn → 0 (in maniera esponenziale).
Ragionando sulla successione 1/cn si ha anche il seguente
Corollario 3.7.3 Sia cn una successione a termini positivi e consideriamo
la successione rn = cn+1/cn. Se rn ha limite r > 1 (includendo r = +∞)
allora cn ha limite +∞.
Confronti notevoli. Possiamo ora provare che per a > 1 e b > 0 i seguen-
ti infiniti sono confrontabili e vengono elencati secondo ordine di infinito
crescente:
log n, nb, an, n!, nn.
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Cominciamo col considerare limn→∞ nb/an applicando il criterio del rappor-
to proprio a cn = nb/an:
lim
n→∞
cn+1
cn
= lim
n→∞
(n+ 1)b
an+1
· a
n
nb
= lim
n→∞
(
n+ 1
n
)b 1
a
=
1
a
< 1.
Ne segue cn → 0 quindi an e` di ordine superiore rispetto a nb.
Da questo, possiamo poi confrontare log n ed nb. Posto p = [log n] la parte intera
di log n, abbiamo
p ≤ log n < p+ 1
da cui
ep ≤ n < ep+1.
Ne segue per n > 1
0 <
log n
nb
<
p+ 1
(eb)p
ma gia` sappiamo che per p ∈ N, p→∞ l’ultimo termine tende a 0. Per confronto
possiamo concludere che nb e` di ordine superiore rispetto a log n.
Confrontiamo ora an ed n!. Posto cn = an/n! si ha
lim
n→∞
cn+1
cn
= lim
n→∞
an+1
(n+ 1)!
· n!
an
= lim
n→∞
a
n+ 1
= 0 < 1.
Ne segue cn → 0 quindi n! e` di ordine superiore rispetto a an.
Confrontiamo infine n! ed nn. Posto cn = n!/nn si ha
lim
n→∞
cn+1
cn
= lim
n→∞
(n+ 1)!
(n+ 1)n+1
· n
n
n!
= lim
n→∞
(
n
n+ 1
)n
=
1
e
< 1.
Ne segue cn → 0 quindi nn e` di ordine superiore rispetto a n!.
Esercizio 3.7.4 Calcolare
lim
n→∞
2n + n100
3n + log(n)
, lim
n→∞
n! + 100n + sin(n)
cos(n) + nn
Ordine di infinitesimo. Una successione convergente a 0 si dice un infinitesimo.
Dati due successioni an, bn entrambe infinitesime diremo che an e` un infinitesimo
di ordine superiore rispetto a bn se
an
bn
→ 0
quindi se, equivalentemente, ∣∣∣∣ bnan
∣∣∣∣→ +∞.
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Diremo che sono infinitesimi dello stesso ordine se
an
bn
→ ` ∈ R∗
quindi se an ∼ `bn.
Non tutti gli infinitesimi sono confrontabili. Avere infinitesimi confrontabili equivale
a togliere l’indeterminazione da una forma 0/0.
Se an e` infinitesimo di ordine superiore a bn allora
lim
n→∞
an + bn
bn
= lim
n→∞
an
bn
+ 1 = 1
quindi
an + bn ∼ bn :
una somma di due infinitesimi di ordine strettamente crescente e` equivalente all’in-
finitesimo di ordine inferiore.
Si osservi lo scambio di ordine rispetto alla analoga proprieta` degli infiniti. Questo
fatto e` ulteriormente messo in luce dalle due semplici osservazioni seguenti.
Osservazione 3.7.5 an e` un infinito di ordine superiore a bn se e solo se 1/an e`
infinitesimo di ordine superiore a 1/bn.
Infatti entrambe le affermazioni equivalgono a
bn
an
=
1/an
1/bn
→ 0
Osservazione 3.7.6 Siano an, bn, an + bn successioni a termini definitivamente
diversi da 0. Se an + bn ∼ an allora 1/an + 1/bn ∼ 1/bn.
Infatti
1
an
+
1
bn
=
an + bn
anbn
∼ an
anbn
=
1
bn
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Capitolo 4
Limiti di funzioni di variabile
reale, funzioni continue
4.1 Limiti di Funzioni di Variabile Reale
Come gia` visto per le successioni, molte volte si ha a che fare con funzioni di
variabile reale f(x) i cui valori risultano prossimi quanto si vuole ad un reale `
a patto di prendere x abbastanza vicino ad un punto x0 nel quale la funzione
non e` necessariamente definita. Si pensi ad esempio alla funzione f(x) =
sinx
x
con
x0 = 0: calcolandone valori per x abbastanza vicino a 0 si ottengono valori prossimi
quanto si vuole ad 1 (vedi oltre). Altre volte si osserva lo stesso fenomeno con `
e/o x0 uguali a ±∞, dando all’ espressione vicino a ±∞ il senso di appartenere
ad opportuni intorni di ±∞ in R. Si rifletta sul fatto che per poter prendere x
abbastanza vicino ad x0 e` naturale richiedere che x0 sia punto di accumulazione
del dominio di f .
Definizione 4.1.1 Consideriamo una funzione f : A → R con A ⊂ R pensando
al dominio A ed al codominio R come sottospazi di R. Sia x0 ∈ R punto di
accumulazione di A in R e sia ` un elemento di R. Si dice che f(x) ha limite `
per x che tende ad x0 e si scrive
lim
x→x0
f(x) = `
(scriveremo a volte anche f(x) → ` per x → x0) quando per ogni V intorno di `
esiste un intorno U di x0 tale che
x ∈ A ∩ U, x 6= x0 ⇒ f(x) ∈ V
La terminologia e` la stessa delle successioni: per x→ x0 si dice che f e` convergente
quando ` ∈ R, divergente positivamente (negativamente) quando ` = +∞ (` =
−∞), oscillante quando non ammette limite.
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Le successioni sono particolari funzioni (quelle di dominioN) quindi la definizio-
ne precedente contiene la definizione di limiti di successioni come caso particolare.
Poiche` l’ unico punto di accumulazione del dominioN e` +∞, si possono considerare
limiti di successioni solo per la variabile n→ +∞.
Per esplicitare la definizione di limite nei vari casi, basta ricordare che gli intorni
di un numero reale a sono gli intervalli centrati in a, gli intorni di −∞ sono gli inter-
valli inferiormente non limitati, gli intorni di +∞ sono gli intervalli superiormente
non limitati. In particolare, ha significato considerare
lim
x→±∞ f(x)
solo nel caso che il dominio A sia non superiormente/inferioremente limitato. Solo
in tale caso infatti ±∞ e` un punto di accumulazione del dominio A. Esplicitiamo
alcuni casi lasciando gli altri al lettore.
• x0 ∈ R, ` ∈ R. Facendo intervenire esplicitamente i raggi ε, δ degli intorni la
definizione diventa:
Per ogni ε > 0 esiste δ > 0 tale che
x ∈ A, 0 < |x− x0| < δ ⇒ |f(x)− `| < ε
dove 0 < |x−x0| < δ equivale a x 6= x0, x0−δ < x < x0+δ e |f(x)−`| < ε equivale
a `− ε < f(x) < `+ ε.
• x0 ∈ R, ` = +∞. Ricordando come sono fatti gli intorni di +∞ la definizione
diventa:
Per ogni M > 0 esiste δ > 0 tale che
x ∈ A, 0 < |x− x0| < δ ⇒ f(x) > M.
• x0 = −∞, ` ∈ R. Ricordando come sono fatti gli intorni di −∞ la definizione
diventa:
Per ogni ε > 0 esiste M < 0 tale che
x ∈ A, x < M ⇒ |f(x)− `| < ε.
In maniera del tutto analoga a quanto visto per le successioni, si prova che il
limite, quando esiste, e` unico:
Teorema 4.1.2 Una funzione f(x) non puo` avere due limiti distinti ` 6= `′ in R
per x→ x0, x0 ∈ R.
L’ unicita`e` una proprieta`universale dei limiti, segue dalle proprieta` astratte degli
intorni e non dalla forma che gli intorni hanno nei vari spazi in cui si vuole trattare
la teoria dei limiti.
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Limite destro, sinistro. Fissato x0 ∈ R dividiamo l’insieme A − {x0} in due
parti:
A+ = {x ∈ A| x > x0}, A− = {x ∈ A| x < x0}.
Se entrambe le parti sono non vuote ed x0 e` punto di accumulazione sia di A+ che
di A− ha senso considerare i limiti per x → x0 delle restrizioni di f ad A+ e ad
A−. Tali limiti vengono chiamati rispettivamente limite destro e limite sinistro
e denotati
lim
x→x+0
f(x), lim
x→x−0
f(x).
In maniera del tutto analoga a quanto visto per le sottosuccessioni e per le sottosuc-
cessioni complementari, quando ha senso considerare sia limite destro che sinistro,
si ha:
lim
x→x0
f(x) = `⇐⇒ lim
x→x+0
f(x) = ` ∧ lim
x→x−0
f(x) = `.
In particolare se uno tra limite destro e sinistro non esiste oppure se tale limiti
risultano diversi allora non esiste limx→x0 f(x).
Esercizio 4.1.3 Utilizzando limite destro e sinistro far vedere che non esistono
lim
x→0
sgn(x)
e
lim
x→x0
[x], x0 ∈ Z
per le funzioni segno e parte intera.
Proprieta` dei limiti di funzioni. Tutto quanto abbiamo dedotto dalla defini-
zione di limite di una successione an per n→ +∞ vale in maniera analoga per una
funzione f(x) con x→ x0. Basta sostituire l’ intersezione tra gli intorni di +∞ e il
dominio N di una successione con l’intersezione tra gli intorni di x0 e il dominio A
di f . In particolare tutto quello che abbiamo supposto/dedotto per n > n¯, cioe` in
maniera definitiva per la variabile naturale n, ora va supposto/dedotto per x in un
intorno di x0, x 6= x0.
Questo e` coerente col fatto che il limite e` un concetto locale dove una proprieta`
si dice locale se vale in un opportuno intorno di un punto fissato x0. L’esistenza
ed il valore di limx→x0 f(x) dipendono solo dalla restrizione di f ad un qualunque
fissato intorno di x0. Viceversa dall’esistenza e dal valore del limite si deducono
proprieta` della funzione valide in un opportuno intorno di x0.
Vediamo alcuni esempi, il lettore paragoni di volta in volta con l’analogo risultato
per limiti di successioni.
Teorema 4.1.4 Una funzione convergente per x→ x0 e` localmente limitata.
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Dimostrazione. Sia ` ∈ R il limite. Per definizione, preso ad esempio ε = 1, esiste
un intorno U di x0 tale che
`− 1 < f(x) < `+ 1
per tutti gli x ∈ U ∩A, x 6= x0. ¦
Per una successione, la limitatezza definitiva equivale alla limitatezza globale visto
che fuori da un intorno di +∞ resta solo un numero finito di naturali. Per una
funzione f di variabile reale, in generale fuori da un intorno di x0 rimangono infiniti
valori x del dominio A. Qui la limitatezza dedotta dalla convergenza per x → x0
rimane locale.
Teorema 4.1.5 (Della permanenza del segno) Se f(x) converge ad ` > 0
(rispettivamente ` < 0) per x → x0 allora esiste un intorno U di x0 tale che
f(x) > 0 (rispettivamente f(x) < 0) per tutti gli x ∈ U ∩A, x 6= x0.
Dimostrazione. Sia ad esempio ` > 0. Preso ε = `/2 per definizione di limite esiste
un intorno U di x0 tale che
x ∈ U ∩A, x 6= x0 ⇒ `− `/2 < f(x) < `+ `/2
in particolare per tali x si ha f(x) > `/2 > 0.
Il caso ` < 0 si prova ragionando sulla funzione −f(x). ¦
Corollario 4.1.6 Se f(x) converge ad ` per x→ x0 ed f(x) > 0 (rispettivamente
f(x) < 0) per tutti gli x ∈ U ∩ A, x 6= x0, con U un intorno fissato di x0 allora
` ≥ 0 (risp. ` ≤ 0).
Dimostrazione. Basta ragionare per assurdo ed applicare il teorema precedente. ¦
Teorema 4.1.7 (Del confronto) Siano f(x), g(x), h(x) tre funzioni di dominio
comune A tali che valga
f(x) ≤ h(x) ≤ g(x)
per tutti gli x ∈ U ∩A, x 6= x0, con U un intorno fissato di x0. Se
lim
x→x0
f(x) = lim
x→x0
g(x) = `
allora anche
lim
x→x0
g(x) = `.
Il lettore dimostri il precedente teorema rifacendosi alla analoga dimostrazione per
successioni.
Lo stretto legame tra limiti di successioni e limiti di funzioni di variabile reale e`
evidenziato dal teorema seguente:
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Teorema 4.1.8 Limiti di successioni e di funzioni. Sia f : A → R ed x0 un
punto di accumulazione di A in R. Indichiamo con an una generica successione di
punti di A− {x0}. Si ha il seguente legame tra limiti:
(f(x)→ ` per x→ x0) ⇐⇒ (f(an)→ ` per ogni successione an → x0).
Operazioni coi limiti. Si prova direttamente dalla definizione o dalle analo-
ghe proprieta` dei limiti di successioni e dal teorema precedente che per funzioni
convergenti
f(x)→ a, g(x)→ b, per x→ x0 ∈ R, a, b ∈ R
vale:
f(x)± g(x)→ a± b
f(x) · g(x)→ a · b
f(x)/g(x)→ a/b (se b 6= 0)
sempre per x → x0 ∈ R. Come per le successioni, nel caso che almeno uno dei
limiti a, b non sia finito si puo` provare quanto segue:
f(x)→ a, g(x)→ ±∞⇒ f(x) + g(x)→ ±∞
f(x)→ ±∞, g(x)→ ±∞⇒ f(x) + g(x)→ ±∞
f(x)→ a 6= 0, g(x)→ ±∞⇒ |f(x)g(x)| → +∞
f(x)→ ±∞, g(x)→ ±∞⇒ |f(x)g(x)| → +∞
f(x)→ a, g(x)→ ±∞⇒ f(x)/g(x)→ 0
f(x)→ a, g(x)→ ±∞⇒ |g(x)/f(x)| → +∞
f(x)→ a 6= 0, g(x)→ 0⇒ |f(x)/g(x)| → +∞
sempre per x → x0 ∈ R. Abbiamo anche per funzioni di variabile reale le forme
indeterminate
∞−∞, 0 · ∞, ∞/∞, 0/0.
Limite di una funzione composta, cambio di variabile nei limiti.
Teorema 4.1.9 Sia f : A → R, g : f(A) → R, x0 ∈ R di accumulazione per A,
y0 ∈ R di accumulazione per f(A). Allora
lim
x→x0
f(x) = y0 ∧ lim
y→y0
g(y) = ` ∈ R =⇒ lim
x→x0
g(f(x)) = `.
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Questo teorema consente il cambio di variabile nei limiti: assegnato
lim
x→x0
g(f(x))
si pone
y = f(x).
Se
f(x)→ y0 per x→ x0
allora il limite dato si trasforma nel limite
lim
y→y0
g(y).
Se quest’ultimo esiste e vale ` anche il limite di partenza vale `.
Cambi di variabile di uso frequente sono
y = 1/x
per trasformare un limite per
x→ ±∞
in un limite per
y → 0±
e
y = x− x0, x0 ∈ R
per trasformare un limite per
x→ x0, x0 ∈ R
in un limite per
y → 0.
Limiti del logaritmo e dell’esponenziale, le altre forme indeterminate.
Dal teorema che collega i limiti di funzioni coi limiti di successioni e da quanto visto
per i limiti di log an, vale
lim
x→x0
log x =

+∞ se x0 = +∞
log x0 se x0 ∈ R+
−∞ se x0 = 0
In maniera analoga si ottiene
lim
x→x0
ex =

+∞ se x0 = +∞
ex0 se x0 ∈ R
0 se x0 = −∞
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quindi assegnata una funzione del tipo
f(x)g(x)
basta scriverla nella forma
eg(x) log f(x)
ed utilizzare i limiti precedenti e i teoremi sulle operazioni e sulla composizione di
funzioni. Si riesce a concludere tutte le volte che il prodotto g(x) log f(x) non ha
la forma indeterminata 0 · ∞. Come per le successioni, restano quindi escluse le
seguenti forme indeterminate:
1±∞, (+∞)0, 00.
4.2 Asintoti
Gli asintoti sono rette in posizione particolare rispetto al grafico di una funzione.
• Asintoto verticale. Quando si verifica almeno uno tra i quattro limiti
lim
x→x+0
f(x) = ±∞ lim
x→x−0
f(x) = ±∞
diremo che la retta verticale x = x0 e` un asintoto. La retta verticale interrompe il
grafico.
• Asintoto orizzontale. Quando si verifica
lim
x→+∞ f(x) = ` ∈ R
diremo che la retta orizzontale y = ` e` un asintoto per x → +∞. Analogamente,
quando si verifica
lim
x→−∞ f(x) = ` ∈ R
diremo che la retta orizzontale y = ` e` un asintoto per x → −∞. La distanza
euclidea |f(x) − y0| tra i punti (x, f(x)) sul grafico ed i punti (x, y0) sulla retta
tende a 0 per x→ ±∞.
• Asintoto obliquo. Quando si verifica
lim
x→+∞ f(x)−mx− q = 0, m 6= 0
diremo che la retta y = mx+ q e` un asintoto per x→ +∞. Analogamente, quando
si verifica
lim
x→−∞ f(x)−mx− q = 0, m 6= 0
diremo che la retta y = mx + q e` un asintoto per x → −∞. La distanza euclidea
|f(x) −mx − q| tra i punti (x, f(x)) sul grafico ed i punti (x,mx + q) sulla retta
tende a 0 per x→ ±∞. Il caso m = 0 corrisponde all’asintoto orizzontale.
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La definizione equivale a
lim
x→±∞
f(x)
x
= m ∧ lim
x→±∞ f(x)−mx = q.
E’ ovvio che per poter considerare asintoti orizzontali od obliqui per x → ±∞ il
dominio della funzione deve essere superiormente/inferiormente non limitato.
Esempio 4.2.1 Determinare l’eventuale asintoto per x→ −∞ di f(x) = √x2 − x.
Intanto la richiesta ha significato perche` il dominio di f contiene l’intervallo in-
feriormente non limitato (−∞, 0]. Si ha poi limx→−∞ f(x) = +∞ quindi non
abbiamo asintoto orizzontale. Consideriamo
lim
x→−∞
f(x)
x
= lim
x→−∞
√
x2 − x
x
= lim
x→−∞
|x|√1− 1/x
x
=
lim
x→−∞
−x√1− 1/x
x
= lim
x→−∞−
√
1− 1/x = −1
dove si e` usato
√
x2 = |x| e |x| = −x per x < 0 quindi certamente |x| = −x
per x → −∞. Il precedente limite non assicura ancora l’esistenza di un asintoto
obliquo: deve esistere finito anche il seguente
lim
x→−∞ f(x)−mx = limx→−∞ f(x) + x = limx→−∞
√
x2 − x+ x
che si presenta nella forma indeterminata ∞ − ∞. I seguenti usuali passaggi
consentono di togliere l’indeterminazione:
lim
x→−∞
√
x2 − x+ x ·
√
x2 − x− x√
x2 − x− x = limx→−∞
−x
−x(√1− 1/x+ 1) = 1/2.
Ora possiamo affermare che la retta
y = −x+ 1/2
e` asintoto obliquo per x→ −∞.
4.3 Alcuni limiti notevoli
Vediamo alcuni limiti molto utili nel calcolo di altri. Inoltre, nella prossima sezio-
ne, molti di questi limiti forniranno un primo esempio di sviluppo asintotico di
funzioni di variabile reale.
• lim
x→x0
sinx, lim
x→x0
cosx
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Per x0 = ±∞ tali limiti non esistono: le successioni ±npi/2 tendono a ±∞ ma le
successioni sin(±npi/2), cos(±npi/2) sono oscillanti. Il teorema che collega i limiti
di successioni coi limiti di funzioni consente di concludere. Per inciso, si prova alla
stessa maniera che nessuna funzione periodica e non costante puo` avere limite per
x→ ±∞.
Vediamo il caso x0 ∈ R. Utilizzando le formule di prostaferesi e le disugua-
glianze
| sinx| ≤ |x| | cosx| ≤ 1, x ∈ R
si ottiene
| sinx− sinx0| = 2| cos x+ x02 || sin
x− x0
2
| ≤ |x− x0|
che mostra, per confronto,
sinx→ sinx0 per x→ x0.
In maniera analoga si prova
cosx→ cosx0 per x→ x0.
• lim
x→0
sinx
x
= 1
Basta far vedere che vale 1 il limite destro in quanto la funzione sin xx e` pari. Per
x ∈ (0, pi/2) abbiamo
sinx < x < tanx
da cui dividendo per il numero positivo sinx
1 <
x
sinx
<
1
cosx
.
Il limite destro vale 1 per confronto in quanto cosx→ cos 0 = 1 per x→ 0.
• lim
x→0
1− cosx
x2
=
1
2
Utilizzando i limiti precedenti e le operazioni sui limiti
lim
x→0
1− cosx
x2
= lim
x→0
(1− cosx)(1 + cosx)
x2(1 + cosx)
= lim
x→0
sin2 x
x2(1 + cosx)
=
1
2
.
• lim
x→±∞
(
1 +
1
x
)x
= e
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Questo limite segue dal fatto che
lim
n→∞
(
1 +
1
an
)an
= e
per ogni an → ±∞ e dal teorema che collega i limiti di successioni coi limiti di
funzioni.
• lim
x→0
log(1 + x)
x
= 1
Utilizzando il limite precedente ed i limiti di logaritmi abbiamo
lim
x→0±
log(1 + x)
x
= lim
y→±∞ y log(1 + 1/y) = limy→±∞ log(1 + 1/y)
y = log e = 1.
• lim
x→0
ex − 1
x
= 1
Operando il cambio di variabile
y = ex − 1
si ha
y → 0 per x→ 0
per i limiti dell’esponenziale. Ricavando x si ha poi
x = log(1 + y).
Ne segue
lim
x→0
ex − 1
x
= lim
y→0
y
log(1 + y)
= 1
per il limite precedente.
• lim
x→0
√
1 + x− 1
x
=
1
2
Con semplici passaggi
lim
x→0
√
1 + x− 1
x
= lim
x→0
(
√
1 + x− 1)(√1 + x+ 1)
x(
√
1 + x+ 1)
= lim
x→0
x
x(
√
1 + x+ 1)
=
1
2
.
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4.4 Funzioni equivalenti, infiniti, infinitesimi, Sim-
boli di Landau
Come fatto per le successioni, diamo le nozioni di funzioni equivalenti e di confronto
tra infiniti ed infinitesimi molto utili nel calcolo dei limiti e nella valutazione del
comportamento asintotico. Unificheremo poi questi due tipi di confronto attraverso
il simbolo o piccolo di Landau che evidenzia in ogni caso la parte principale di una
somma di funzioni. Si tratta di concetti locali per x→ x0, x0 fissato in R.
Equivalenza. Date due funzioni f(x) e g(x) entrambe con valori diversi da 0 per
x in un intorno di x0, x 6= x0, diremo che sono equivalenti e scriveremo
f(x) ∼ g(x)
quando
f(x)
g(x)
→ 1 per x→ x0.
Il calcolo di limiti di prodotti si puo` semplificare sostituendo un fattore con uno
equivalente (piu` semplice).
La stessa cosa vale per i termini (numeratore, denominatore) di un quoziente dal
momento che e` evidente l’implicazione
f(x) ∼ g(x)⇒ 1/f(x) ∼ 1/g(x) per x→ x0.
Possiamo interpretare in termini di equivalenze alcuni tra i limiti notevoli visti in
precedenza:
• sinx ∼ x per x→ 0
• 1−cosx ∼ x
2
2
per x→ 0
• log(1+x) ∼ x per x→ 0
• ex−1 ∼ x per x→ 0
• √1 + x−1 ∼ x
2
per x→ 0
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Ordine di infinito. Date due funzioni f(x), g(x) entrambe con limite non finito
in R per x → x0 diremo che f(x) e` un infinito di ordine superiore rispetto a
g(x) per x→ x0 se ∣∣∣∣f(x)g(x)
∣∣∣∣→ +∞ per x→ x0
quindi se, equivalentemente,
g(x)
f(x)
→ 0 per x→ x0.
Diremo che sono infiniti dello stesso ordine se
f(x)
g(x)
→ ` ∈ R∗ per x→ x0
quindi se f(x) ∼ `g(x).
Non tutti gli infiniti sono confrontabili. Quando si ha una somma/differenza di due
infiniti confrontabili, il calcolo dei limiti si puo` semplificare mettendo in evidenza
l’eventuale infinito di ordine superiore: una somma di infiniti di ordine strettamente
crescente e` equivalente all’infinito di ordine superiore.
Confronti notevoli. Dagli analoghi confronti stabiliti per successioni, utilizzando
la parte intera di x, i seguenti infiniti per x → +∞ sono confrontabili e vengono
elencati secondo ordine di infinito strettamente crescente:
logβ x, xα, ax (x→ +∞)
α, β > 0, a > 1.
Ne seguono altri limiti notevoli:
• lim
x→0
xα| log x|β = 0, α, β > 0
Infatti, ponendo y = 1/x e ricordando che la funzione logaritmo e` definita per x > 0
lim
x→0+
xα| log x|β = lim
y→+∞
logβ y
yα
= 0
perche` logβ y e` infinito di ordine inferiore rispetto a yα per y → +∞.
• lim
x→−∞ |x|
αax = 0, α > 0, a > 1
Infatti, ponendo y = −x
lim
x→−∞ |x|
αax = lim
y→+∞
yα
ay
= 0
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perche` yα e` infinito di ordine inferiore rispetto a ay per y → +∞.
Ordine di infinitesimo. Una funzione convergente a 0 per x → x0 si dice un
infinitesimo per x→ x0. Date due funzioni f(x), g(x) entrambe infinitesime per
x → x0 diremo che f(x) e` un infinitesimo di ordine superiore rispetto a g(x)
per x→ x0 se
f(x)
g(x)
→ 0 per x→ x0
quindi se, equivalentemente,∣∣∣∣ g(x)f(x)
∣∣∣∣→ +∞ per x→ x0.
Diremo che sono infinitesimi dello stesso ordine per x→ x0 se
f(x)
g(x)
→ ` ∈ R∗ per x→ x0
quindi se f(x) ∼ `g(x) per x→ x0.
Non tutti gli infinitesimi sono confrontabili. Una somma di due infinitesimi di
ordine strettamente crescente e` equivalente all’infinitesimo di ordine inferiore.
Simbolo di Landau. Siano f, g funzioni definite per x in un intorno di x0 ∈ R,
x 6= x0 e supponiamo f(x) 6= 0 per tali x. Sia che si tratti di infiniti che di
infinitesimi o di funzioni con qualunque comportamento per x→ x0, si ha
f + g ∼ f per x→ x0 ⇐⇒ g/f → 0 per x→ x0
infatti
(f + g)/f = 1 + g/f
tende ad 1 per x→ x0 se e solo se g/f tende a 0 per x→ x0.
In tale situazione diremo che f e` la parte principale della somma f + g e che g e`
trascurabile rispetto ad f per x→ x0. Useremo la notazione di Landau
g = o(f) per x→ x0
(si legge g e` un o piccolo di f per x→ x0) che significa esattamente
g/f → 0 per x→ x0.
Con questa notazione quindi
f + g ∼ f per x→ x0 ⇐⇒ g = o(f) per x→ x0.
L’implicazione ⇐ si legge
f + o(f) ∼ f per x→ x0
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e significa che una volta messa in evidenza la eventuale parte principale f la somma
f + g e` equivalente ad f e il resto g e` trascurabile rispetto ad f .
L’implicazione ⇒, posto h = f + g, si legge
h ∼ f per x→ x0 ⇒ h = f + o(f) per x→ x0
cioe` la differenza tra due funzioni equivalenti e` trascurabile rispetto ad una qualun-
que di esse (nella equivalenza il ruolo di h ed f si puo` invertire).
Dai limiti notevoli abbiamo in particolare
• sinx = x+o(x) per x→ 0
• cosx = 1−x
2
2
+o(x2) per x→ 0
(se f = o(cg) con c costante diversa da zero evidentemente f = o(g))
• log(1+x) = x+o(x) per x→ 0
• ex = 1+x+o(x) per x→ 0
• √1 + x = 1+x
2
+o(x) per x→ 0
Abbiamo cos`ı che sinx e` uguale ad x a meno di un resto (errore) che e` trascurabile
rispetto ad x per x→ 0, ecc.
Il cambio di variabile nei limiti consente di sostituire nelle uguaglianze precedenti x
con f(x) e x→ 0 con x→ x0 tutte le volte che f(x)→ 0 per x→ x0. Ad esempio
e−x
4
= 1− x4 + o(x4) per x→ 0
perche` −x4 → 0 per x→ 0;
log(1− x−2) = −x−2 + o(x−2) per x→ +∞
perche` −x−2 → 0 per x→ +∞, ecc.
Questi sono primi esempi di sviluppi asintotici di una funzione per x → x0.
Torneremo sull’argomento quando introdurremo i polinomi di Taylor.
Operazioni con il Simbolo di Landau. Il simbolo di Landau puo` essere usato
nel calcolo dei limiti e in ogni approssimazione con stima dell’ordine di errore di una
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funzione per x→ x0. Conviene stabilire delle regole di calcolo per esso. In quanto
segue si sottintende sempre x→ x0, x0 ∈ R fissato, inoltre qualunque funzione che
compare dentro il simbolo di Landau ha valori diversi da 0 per x in un intorno di
x0, x 6= x0. Tutte le regole seguenti appaiono naturali ed intuitive se si pensa al
simbolo o(f) come ad una quantita` trascurabile rispetto ad f .
• c1o(f)+c2o(f) = o(f) c1, c2 costanti diverse da 0
infatti se g1/f, g2/f → 0 allora (c1g1 + c2g2)/f → 0. Visto il carattere qualitativo
e non quantitativo dell’analisi che si sta facendo, non hanno significato passaggi
del tipo o(f) + o(f) = 2o(f) ed e` completamente errato o(f) − o(f) = 0 (!!!). Si
scrivera`o(f)± o(f) = o(f).
• o(f)g = o(fg)
infatti se h/f → 0 allora (hg)/(fg)→ 0.
• o(f)o(g) = o(fg)
infatti se h1/f, h2/g → 0 allora (h1h2)/(fg) = (h1/f)(h2/g)→ 0.
• f ∼ g ⇒ o(f) = o(g)
infatti se h/f → 0 e f/g → 1 allora h/g = (h/f)(f/g)→ 0.
Visto che vale sempre f + o(f) ∼ f la regola precedente mostra in particolare che
• o(f + o(f)) = o(f)
Vale anche
• o(o(f)) = o(f)
infatti se h/g → 0 e g/f → 0 allora h/f = (h/g)(g/f)→ 0.
Infine evidenziamo che
• f = o(1)⇔ f → 0
cioe` la scrittura o(1) indica un generico infinitesimo per x→ x0.
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Esempio 4.4.1 Mettere in evidenza una parte principale del tipo cxn della funzio-
ne
(sinx+ x)2
per x→ 0 e dedurne
lim
x→0
(sinx+ x)2
1− cosx .
Dallo sviluppo sinx = x+ o(x) per x→ 0 abbiamo
(sinx+ x)2 = (2x+ o(x))2 = 4x2 + o(x2)
in quanto
2xo(x) = o(x2), (o(x))2 = o(x)o(x) = o(x2).
La parte principale richiesta e` 4x2. Ne segue
lim
x→0
(sinx+ x)2
1− cosx = limx→0
4x2 + o(x2)
(1/2)x2
= lim
x→0
4x2
(1/2)x2
= 8
dove si sono usate le equivalenze
4x2 + o(x2) ∼ 4x2, 1− cosx ∼ (1/2)x2
per x→ 0.
Se nell’esempio precedente si prende sinx−x in luogo di sinx+x allora lo sviluppo
sinx = x+ o(x) consente solo di scrivere (sinx− x)2 = o(x2) e non viene messa in
evidenza una parte principale. L’informazione consente di concludere, ad esempio,
che
lim
x→0
(sinx− x)2
1− cosx = limx→0
o(x2)
(1/2)x2
= 0
per definizione stessa del simbolo di Landau (o(x2) indica proprio una funzione il
cui rapporto con x2 tende a zero) ma e` una informazione insufficiente, ad esempio,
per il calcolo del limite
lim
x→0
sinx− x
x3
.
Serve un aumento di informazione: uno sviluppo con piu` termini. Proveremo che
sinx = x− x3/6 + o(x3)
per x→ 0 e ne seguira`
lim
x→0
sinx− x
x3
= lim
x→0
−x3/6 + o(x3)
x3
= lim
x→0
−x3/6
x3
= −1/6.
4.4. FUNZIONI EQUIVALENTI, INFINITI, INFINITESIMI, SIMBOLI DI LANDAU87
Esempio 4.4.2 Calcolare
lim
x→+∞
e1/x
4
+ 1/x4 + 1/x5 − 1
x(log(x5 + 1)− 5 log x) .
Poiche` 1/x4 → 0 per x→ +∞ possiamo scrivere
e1/x
4 − 1 = 1/x4 + 0(1/x4)
per x → +∞. Tenendo conto che 1/x5 = o(1/x4) per x → +∞, il numeratore si
scrive
e1/x
4
+ 1/x4 + 1/x5 − 1 = 2/x4 + o(1/x4)
per x→ +∞. A denominatore abbiamo
log(x5 + 1)− 5 log x = log x
5 + 1
x5
= log(1 + 1/x5) = 1/x5 + o(1/x5)
in quanto 1/x5 → 0 per x→ +∞. Ne segue
x(log(x5 + 1)− 5 log x) = x(1/x5 + o(1/x5)) = 1/x4 + o(1/x4)
ed il limite dato vale
lim
x→+∞
e1/x
4
+ 1/x4 + 1/x5 − 1
x(log(x5 + 1)− 5 log x) = limx→+∞
2/x4 + o(1/x4)
1/x4 + o(1/x4)
= lim
x→+∞
2/x4
1/x4
= 2.
Esempio 4.4.3 Per
f(x) =
√
x+ 1−√x− 1 +√x log x+ 1
x
provare che
f(x) ∼ 2/√x
per x→ +∞.
Mettendo in evidenza
√
x si ha
f(x) =
√
x
(√
1 + 1/x−
√
1− 1/x+ log(1 + 1/x)
)
.
Ora, dal momento che ±1/x→ 0 per x→ +∞, possiamo scrivere√
1 + 1/x = 1 + 1/2x+ o(1/x),
√
1− 1/x = 1− 1/2x+ o(1/x),
log(1 + 1/x) = 1/x+ o(1/x)
per x→ +∞ da cui
f(x) =
√
x(2/x+ o(1/x)) = 2/
√
x+ o(1/
√
x) ∼ 2/√x
per x→ +∞.
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4.5 Funzioni Continue
Per f : A → R, x0 ∈ A, x0 punto non isolato di A, diamo la seguente importante
definizione. Diremo che f e` continua in x0 se
lim
x→x0
f(x) = f(x0).
Diremo poi che f e` continua in B ⊂ A se f e` continua in ogni punto di B.
I limiti di esponenziale, logaritmo, seno e coseno mostrano che tali funzioni sono
tutte continue nei rispettivi domini di definizione. Altri esempi evidenti di funzioni
continue in tutto R sono le funzioni costanti, la funzione identita`f(x) = x e la
funzione valore assoluto f(x) = |x|.
Operazioni con le funzioni continue. Le operazioni coi limiti mostrano che per
funzioni f(x), g(x) continue in x0 risultano continue in tale punto anche
f ± g, fg, f/g (se g(x0) 6= 0).
Sono quindi ulteriori esempi di funzioni continue nel loro dominio le funzioni razio-
nali P (x)/Q(x) rapporto di polinomi nella variabile x ed anche funzioni razionali
P (f(x))/Q(g(x)) di funzioni continue f e g. Questo prova, ad esempio, la continuita`
di tanx, sinhx, coshx.
Il teorema sul limite della composta mostra che se f(x) e` continua in x0 e g(y) e`
continua in y0 = f(x0) allora g(f(x)) e` continua in x0.
In particolare se f e g sono continue in x0, f(x0) > 0, allora f(x)g(x) = eg(x) log f(x)
risulta continua in x0 per la continuita` delle funzioni logaritmo ed esponenziale.
Sono quindi continue anche tutte le funzioni potenza xα di esponente non intero
nel loro dominio R+.
Punti di discontinuita`. La funzione f si dice discontinua nel punto x0 non isolato
del proprio dominio se non e` continua in x0. Dunque o non esiste finito il limite di
f(x) per x→ x0 oppure tale limite non coincide con f(x0).
• Discontinuita` eliminabile. Se f(x) → ` ∈ R per x → x0 ma ` 6= f(x0)
allora la discontinuita` si dice eliminabile. La funzione definita da
g(x) =
 f(x) per x 6= x0
` per x = x0
risulta continua in x0 (basta cambiare il valore della funzione nel punto per eliminare
la discontinuita`).
• Discontinuita` di prima specie. Se esistono
lim
x→x±0
f(x) = `± ∈ R
ma
`+ 6= `−
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allora la discontinuita` si dice di prima specie. I limiti destro e sinistro si indicano
anche con la notazione
`± = f(x0±)
ed il numero reale
f(x0+)− f(x0−)
si chiama il salto della funzione in x0.
La funzione segno sgn(x) ha un salto pari a 2 per x = 0, la funzione parte intera
[x] ha un salto pari ad 1 in ogni m ∈ Z.
• Discontinuita` di seconda specie. Tutte le discontinuita` non eliminabili e
non di prima specie si dicono di seconda specie.
Prolungamento continuo. Se f non e` definita nel punto x0 ma risulta
lim
x→x0
f(x) = ` ∈ R
allora la funzione definita da
g(x) =
 f(x) per x 6= x0
` per x = x0
risulta definita e continua in x0. Tale funzione si chiama prolungamento continuo
di f in x0.
Ad esempio sin xx si prolunga con continuita` in x = 0 attribuendo il valore 1 in tale
punto.
La funzione xx che ha valore limite 1 per x→ 0 (xx = ex log x → e0 = 1) si prolunga
con continuita`in x = 0 con valore 1.
Se f(x) > 0 e` tale che f(x)→ 0 per x→ x0 e g(x)→ ` ∈ R+ allora f(x)g(x) → 0.
Quindi si definisce il prolungamento continuo di f(x)g(x) in x = x0 attribuendo il
valore 0 in tale punto.
4.6 Teoremi sulle funzioni continue in intervalli
Vediamo i principali risultati sulle funzioni continue su intervalli reali. Il primo di
essi, mostra che le funzioni monoto`ne hanno sempre limite destro e limite sinistro
e le eventuali discontinuita` sono tutte di prima specie. Per i limiti agli estremi del
dominio nel seguente teorema, ricordiamo la convenzione supA = +∞, inf A = −∞
per insiemi non superiormente/inferiormente limitati.
Teorema 4.6.1 Sia f : (a, b) → R crescente, −∞ ≤ a < b ≤ +∞. Allora agli
estremi
lim
x→a f(x) = inf{f(x)|a < x < b} = inf f,
lim
x→b
f(x) = sup{f(x)|a < x < b} = sup f
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mentre per x0 ∈ (a, b)
lim
x→x−0
f(x) = sup{f(x)|a < x < x0}, lim
x→x+0
f(x) = inf{f(x)|x0 < x < b}.
In particolare, da
f(x0−) ≤ f(x0) ≤ f(x0+)
segue che le eventuali discontinuita` sono di prima specie.
Un risultato analogo vale per le funzioni decrescenti scambiando sup ed inf in quanto
precede.
Dimostrazione. Vediamo il caso x → b, sup f < +∞, tutti gli altri seguono in
maniera simile. Posto ` = sup f , consideriamo un qualunque ε > 0. Il numero `− ε
non e` piu` un maggiorante quindi esiste xε ∈ (a, b) tale che f(xε) > ` − ε. Ma f e`
crescente quindi
xε < x < b =⇒ `− ε < f(x) ≤ `
che mostra
lim
x→b
f(x) = `.
¦
Come naturale, la dimostrazione e` del tutto simile a quella che mostra che ogni
successione monoto`na ammette limite. Si puo` inoltre dimostrare che l’insieme dei
punti di discontinuita` di una funzione monoto`na e` finito o al piu` numerabile.
Teorema 4.6.2 Permanenza del segno. Se f : (a, b) → R e` continua in x0 ∈
(a, b) e f(x0) > 0 (risp. f(x0) < 0) allora esiste δ > 0 tale che f(x) > 0 (risp.
f(x) < 0) per tutti gli x ∈ (x0 − δ, x0 + δ).
La dimostrazione segue subito da limx→x0 f(x) = f(x0) e dal teorema della perma-
nenza del segno nei limiti.
Teorema 4.6.3 Degli zeri Se f : [a, b] → R e` continua in [a, b] e f(a)f(b) < 0
(valori discordi in segno agli estremi) allora esiste c ∈ (a, b) tale che f(c) = 0.
Dimostrazione. Sia ad esempio f(a) < 0, f(b) > 0 e consideriamo gli intervalli
[a, a+ δ], δ > 0, dove permane il segno negativo per f(x):
a ≤ x ≤ a+ δ ⇒ f(x) < 0.
Tali intervalli esistono per il teorema precedente. Posto
c = sup{a+ δ}
deve risultare necessariamente f(c) = 0. Infatti se fosse f(c) < 0, sempre per il
teorema precedente, il segno negativo f(x) < 0 permarrebbe anche a destra di c
che non sarebbe piu` un maggiorante per {a+ δ} mentre se fosse f(c) > 0 allora il
segno positivo f(x) > 0 permarrebbe anche a sinistra di c che non sarebbe piu` il
minimo dei maggioranti di {a+ δ}. ¦
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Teorema 4.6.4 Teorema di Bolzano. Sia f : I → R continua in I intervallo
di R. Se f assume i valori y1 ed y2 con y1 < y2 allora assume tutti i valori
y ∈ (y1, y2).
In particolare l’insieme immagine f(I) dell’intervallo I e` anch’esso un intervallo.
Dimostrazione. Siano x1, x2 tali che f(x1) = y1, f(x2) = y2 e sia y fissato tale che
y1 < y < y2. Basta applicare il teorema precedente all’intervallo [x1, x2] ed alla
funzione f(x)− y per concludere che esiste x ∈ (x1, x2) tale che f(x)− y = 0 cioe`
tale che f(x) = y. ¦.
Teorema 4.6.5 Teorema di Weierstass. Se f : [a, b] → R e` continua in [a, b]
allora ha massimo e minimo.
Dimostrazione Sia m = inf f dove a priori puo` anche essere m = −∞. Gli estremi
sono punti aderenti all’insieme dei valori quindi esiste una successione di punti
xn ∈ [a, b] tale che f(xn) → m per n → +∞. Dalla successione limitata xn si
puo` estrarre una sottosuccessione convergente xnk → x ∈ [a, b] dove il limite x
appartiene all’intervallo perche` quest’ultimo e` chiuso (il limite e` sempre aderente
all’insieme dei valori). Per continuita` f(xnk) → f(x) che prova che f(x) = m.
Dunque non solo l’estremo inferiore dei valori m e` finito ma e` anche un valore
assunto da f quindi e` il minimo. Analogamente si prova l’esistenza del massimo. ¦
Esercizio 4.6.6 Attraverso degli esempi far vedere che le ipotesi
• intervallo limitato
• intervallo chiuso
• funzione continua
sono tutte necessarie nel teorema precedente: in mancanza di una di esse il massimo
e/o il minimo possono non esistere.
Mettendo insieme i Teoremi di Bolzano e di Weierstrass si ottiene subito il seguente
Teorema 4.6.7 Teorema di Weierstass. Sia f : [a, b] → R continua in [a, b].
Allora
f([a, b]) = [m,M ]
con m,M rispettivamente il minimo ed il massimo di f .
L’immagine di un intervallo chiuso e limitato attraverso una funzione continua e`
ancora un intervallo chiuso e limitato.
Concludiamo l’elenco dei teoremi sulle funzioni continue su intervalli esaminando
la continuita` della funzione inversa.
Teorema 4.6.8 Sia f : I → J una biezione continua e strettamente monoto`na
tra gli intervalli reali I e J . Allora la funzione inversa f−1 : J → I e` continua e
strettamente monoto`na dello stesso tipo.
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In particolare risultano continue nei loro domini le funzioni arcsinx, arccosx,
arctanx e le funzioni arcoseno e arccoseno iperbolico di x.
Algoritmo di bisezione. Nelle ipotesi del teorema degli zeri, ad esempio con
f(a) < 0 ed f(b) > 0, f continua in [a, b], l’equazione f(x) = 0 ha almeno una
soluzione x = c in (a, b). Se poi la funzione e` strettamente monoto`na la soluzione
e` unica. Descriviamo in questa situazione un semplice procedimento ricorsivo per
approssimare la soluzione a meno di un errore prefissato.
• Base del procedimento. Chiaramente a e b sono rispettivamente approssi-
mazioni per difetto e per eccesso a meno di un errore assoluto pari a b−a. Il punto
medio (a+b)/2 e` una approssimazione (non sappiamo per ora di che tipo) a meno di
un errore assoluto pari a (b−a)/2 (il raggio dell’intervallo): |c−(a+b)/2| < (b−a)/2.
Poniamo a0 = a, b0 = b.
• Primo passo. Calcoliamo f((a0+ b0)/2). Se il risultato e` 0 abbiamo trovato
la soluzione c. Altrimenti definiamo
a1 = (a0 + b0)/2, b1 = b0 se f(a0 + b0)/2 < 0;
a1 = a0, b1 = (a0 + b0)/2 se f(a0 + b0)/2 > 0
in maniera tale che f sull’intervallo [a1, b1] venga a soddisfare le stesse ipotesi
valide in [a0, b0] : f(a1) < 0, f(b1) > 0, f continua in [a1, b1]. Chiaramente a1 e b1
sono rispettivamente approssimazioni per difetto e per eccesso a meno di un errore
assoluto pari a (b − a)/2. Il punto medio (a1 + b1)/2 e` una approssimazione (non
sappiamo per ora di che tipo) a meno di un errore assoluto pari a (b− a)/22
• Passo induttivo. Per n ≥ 1, supponiamo di aver determinato un intervallo
[an, bn] di lunghezza (b− a)/2n tale che f(an) < 0, f(bn) > 0. Calcoliamo f((an +
bn)/2). Se il risultato e` 0 abbiamo trovato la soluzione c. Altrimenti definiamo
an+1 = (an + bn)/2, bn+1 = bn se f(an + bn)/2 < 0;
an+1 = an, bn+1 = (an + bn)/2 se f(an + bn)/2 > 0
in maniera tale che f sull’intervallo [an+1, bn+1] venga a soddisfare le stesse ipotesi
valide in [an, bn] : f(an+1) < 0, f(bn+1) > 0, f continua in [an, bn]. Chiaramente
an+1 e bn+1 sono rispettivamente approssimazioni per difetto e per eccesso a meno
di un errore assoluto pari a (b − a)/2n+1. Il punto medio (an+1 + bn+1)/2 e` una
approssimazione (non sappiamo per ora di che tipo) a meno di un errore assoluto
pari a (b− a)/2n+2.
In questa maniera o troviamo la soluzione in un numero finito di passi oppure
risultano definite due successioni an, bn tali che: an e` crescente, bn e` decrescente,
entrambe convergono alla soluzione c risultando per ogni n
an < c < bn, bn − an = (b− a)/2n
e fornendo quindi approssimazioni per difetto/eccesso a meno di un errore assoluto
pari a (b− a)/2n. Il punto medio (an + bn)/2 e` una approssimazione a meno di un
errore assoluto pari a (b− a)/2n+1.
Capitolo 5
Derivate
5.1 Definizione di Derivata
• Rapporto incrementale. Per f : A → R, I ⊂ A intervallo di estremi x0, x0 +
h ∈ A, x0 fissato, la funzione di h
R(h) =
f(x0 + h)− f(x0)
h
, h 6= 0
si chiama rapporto incrementale di f nel punto x0. I suoi valori rappresentano la
variazione media di f relativamente all’intervallo di estremi x0 ed x0+h. Dal punto
di vista geometrico, R(h) rappresenta il coefficiente angolare della retta secante il
grafico di f nei punti (x0, f(x0)), (x0 + h, f(x0 + h)).
• Derivata. Supponiamo che R(h) sia ben definita per h 6= 0 in un intorno di
h = 0. Se esiste finito
lim
h→0
f(x0 + h)− f(x0)
h
la funzione f si dice derivabile in x0. Il valore di tale limite si chiama derivata di f
nel punto x0 e si indica con uno dei simboli
f ′(x0),
df
dx
(x0), Df(x0).
Esso fornisce una misura della variazione istantanea di f in x0. Dal punto di vista
grafico, a seguito di quanto osservato per il rapporto incrementale, diremo che la
retta
y = f(x0) + f ′(x0)(x− x0)
e` tangente al grafico nel punto (x0, f(x0)) e che f ′(x0) e` il coefficiente angolare di
tale retta tangente.
Coerentemente a questo, nel caso
lim
h→0
f(x0 + h)− f(x0)
h
= ±∞
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diremo che il grafico di f ha come retta tangente la retta verticale x = x0.
In questi casi, si usa anche la notazione f ′(x0) = +∞, f ′(x0) = −∞.
• Funzione derivata. Diremo che f e` derivabile in B ⊂ A se f e` derivabile in
tutti i punti di B. La funzione
x 7→ f ′(x)
si chiama funzione derivata di f . Il suo dominio di definizione e` l’insieme di tutti
gli x di A nei quali f risulta derivabile. Si usano anche le notazioni
df
dx
(x), Df(x).
Se la funzione f ′ risulta a sua volta derivabile, la sua derivata si indica con uno dei
simboli
f ′′(x),
d2f
dx2
, D2f(x)
e si chiama derivata seconda di f . Analoghi simboli
f (n)(x),
dnf
dxn
, Dnf(x)
e definizione per la derivata n-esima di f , n ≥ 1. Il simbolo f (0), in un contesto
dove sono coinvolte f e le sue derivate, indica la funzione f stessa.
• Derivata destra, sinistra. Quando esiste finito il limite
lim
h→0+
f(x0 + h)− f(x0)
h
si dice che la funzione e` derivabile a destra in x0. Il valore di tale limite si indica
con f ′+(x0) e prende il nome di derivata destra di f in x0.
In maniera analoga, quando esiste finito il limite
lim
h→0−
f(x0 + h)− f(x0)
h
si dice che la funzione e` derivabile a sinistra in x0. Il valore di tale limite si indica
con f ′−(x0) e prende il nome di derivata sinistra di f in x0.
Se ha senso considerare entrambe le derivate, evidentemente f e` derivabile in x0 se
e solo se lo e` sia a destra che a sinistra e vale f ′+(x0) = f
′
−(x0).
• Sviluppo al primo ordine. Dalla definizione di derivata
lim
h→0
f(x0 + h)− f(x0)
h
= f ′(x0)
segue
lim
h→0
f(x0 + h)− f(x0)− f ′(x0)h
h
= 0
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quindi
f(x0 + h)− f(x0)− f ′(x0)h = o(h), h→ 0
da cui l’approssimazione asintotica
f(x0 + h) = f(x0) + f ′(x0)h+ o(h), h→ 0.
Ponendo x = x0 + h possiamo scrivere anche
f(x) = f(x0) + f ′(x0)(x− x0) + o(x− x0), x→ x0.
Poiche` abbiamo usato una catena di equivalenze, questa ultima uguaglianza e`
equivalente a
lim
x→x0
f(x)− f(x0)
x− x0 = f
′(x0)
cioe` alla definizione stessa di derivata. Essa dice che la funzione f e` localmente
approssimabile negli intorni di x0 attraverso la funzione affine
x 7→ f(x0) + f ′(x0)(x− x0)
a meno di un errore trascurabile rispetto ad x−x0. Dal punto di vista geometrico,
il grafico di f e` approssimato dalla retta tangente a meno di un errore di tale tipo.
• Continuita` e derivabilita`.
Teorema 5.1.1 Una funzione derivabile in x0 e` continua in x0.
Dimostrazione. Da
f(x) = f(x0) + f ′(x0)(x− x0) + o(x− x0), x→ x0
segue subito che
f(x)→ f(x0), x→ x0.
¦
Non vale il viceversa. La funzione f(x) = |x| fornisce un esempio di funzione
continua ovunque ma non derivabile per x = 0. Infatti
f ′+(0) = 1, f
′
−(0) = −1.
5.2 Regole di derivazione e derivate delle funzioni
elementari
• Derivate deducibili dalla definizione e dai limiti notevoli
→ Per f(x) = c, funzione costante, si ha f ′(x) = 0 per ogni x ∈ R.
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Infatti, nel punto x,
lim
h→0
f(x+ h)− f(x)
h
= lim
h→0
c− c
h
= lim
h→0
0 = 0.
→ Per f(x) = x, funzione identita`, si ha f ′(x) = 1 per ogni x ∈ R.
Infatti, nel punto x,
lim
h→0
f(x+ h)− f(x)
h
= lim
h→0
x+ h− x
h
= lim
h→0
1 = 1.
→ Per f(x) = xn, n ∈ N∗, si ha f ′(x) = nxn−1 per ogni x ∈ R.
Infatti, dal teorema del binomio (x+ h)n = xn + nxn−1h+ o(h), h→ 0, quindi
lim
h→0
f(x+ h)− f(x)
h
= lim
h→0
(x+ h)n − xn
h
= lim
h→0
nxn−1h+ o(h)
h
= nxn−1.
→ Per f(x) = ex si ha f ′(x) = ex per ogni x ∈ R.
Infatti
lim
h→0
f(x+ h)− f(x)
h
= lim
h→0
ex+h − ex
h
= ex · lim
h→0
eh − 1
h
= ex · 1 = ex.
→ Per f(x) = log x si ha f ′(x) = 1/x per ogni x > 0.
Infatti
lim
h→0
f(x+ h)− f(x)
h
= lim
h→0
log(x+ h)− log x
h
= lim
h→0
1
h
log
(
x+ h
h
)
= lim
h→0
1
h
log
(
1 +
h
x
)
= lim
h→0
1
h
(
h
x
+ o(h)
)
= lim
h→0
1
x
+ o(1) =
1
x
.
→ Per f(x) = sinx si ha f ′(x) = cosx per ogni x ∈ R.
Infatti
lim
h→0
f(x+ h)− f(x)
h
= lim
h→0
sin(x+ h)− sinx
h
= lim
h→0
2
h
sin
(
h
2
)
cos
(
x+
h
2
)
= lim
h→0
2
h
sin
(
h
2
)
· lim
h→0
cos
(
x+
h
2
)
= 1 · cosx = cosx.
→ Per f(x) = cosx si ha f ′(x) = − sinx per ogni x ∈ R.
Si usa l’ altra formula di prostaferesi e si procede come sopra.
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• Regole di derivazione rispetto alle operazioni algebriche.
Siano f, g funzioni derivabili nel punto x, c1, c2 costanti arbitrarie in R. Valgono
le seguenti regole:
(c1f + c2g)
′ (x) = c1f ′(x) + c2g′(x)
quindi la derivazione e` una operazione lineare;
(fg)′(x) = f ′(x)g(x) + f(x)g′(x)
nota come regola di Liebniz;
Per g(x) 6= 0
(
f
g
)′
(x) =
f ′(x)g(x)− f(x)g′(x)
g2(x)
da cui, in particolare, (
1
g
)′
(x) =
−g′(x)
g2(x)
.
Tutte le regole precedenti si provano utilizzando l’ algebra dei limiti e la equivalenza
tra f, g derivabili in x e gli sviluppi asintotici
f(x+ h) = f(x) + f ′(x)h+ o(h), g(x+ h) = g(x) + g′(x)h+ o(h), h→ 0.
Ad esempio moltiplicando i due sviluppi si ha
f(x+ h)g(x+ h) = f(x)g(x) + (f ′(x)g(x) + f(x)g′(x))h+ o(h)
che equivale a
(fg)′(x) = f ′(x)g(x) + f(x)g′(x)
ancora per l’ equivalenza tra derivabilita` e sviluppo al primo ordine applicata alla
funzione fg.
•Derivata della funzione composta.
Sia g derivabile in x ed f derivabile in g(x). Sviluppando al primo ordine la funzione
composta nel punto x si ha
f(g(x+ h))− f(g(x)) =
f ′(g(x)) (g(x+ h)− g(x)) + o (g(x+ h)− g(x)) =
f ′(g(x))g′(x)h+ o(h), h→ 0
quindi la funzione composta e` derivabile in x ed il coefficiente dell’ incremento h
dice che
f(g(x))′ = f ′(g(x))g′(x).
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Ad esempio
d
dx
sin(x2) = 2x cos(x2),
d
dx
sin2(x) = 2 sinx cosx,
d
dx
e−x = −e−x.
La derivata di e−x si puo` dedurre anche dalla regola della derivata della funzione
reciproca essendo e−x = 1/ex.
• Derivate di funzioni elementari deducibili dalle precedenti regole.
→ Per f(x) = x−n, n ∈ N∗, si ha f ′(x) = −nx−n−1 per ogni x 6= 0.
Infatti, dalla derivata della funzione reciproca,
d
dx
(
1
xn
)
=
−nxn−1
x2n
= −nx−n−1.
→ Per f(x) = xα, α ∈ R, si ha f ′(x) = αxα−1 per ogni x > 0.
Infatti, dalla derivata della funzione composta,
d
dx
xα =
d
dx
eα log x =
α
x
eα log x =
α
x
xα = αxα−1.
→ Per f(x) = tanx si ha f ′(x) = 1
cos2 x
per ogni x 6= (pi/2) + kpi, k ∈ Z.
Infatti, dalla derivata di un quoziente,
d
dx
sinx
cosx
=
cos2 x+ sin2 x
cos2 x
=
1
cos2 x
.
→ Per f(x) = ax, a > 0, a 6= 1, si ha f ′(x) = ax log a per ogni x ∈ R.
Infatti, dalla derivata della funzione composta,
d
dx
ax =
d
dx
ex log a = ex log a log a = ax log a.
→ Per f(x) = sinhx si ha f ′(x) = coshx per ogni x ∈ R.
→ Per f(x) = coshx si ha f ′(x) = sinhx per ogni x ∈ R.
Infatti, dalla linearita` e dalle derivate di ex e e−x,
d
dx
ex ± e−x
2
=
ex ∓ e−x
2
.
• Derivata della funzione inversa.
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Teorema 5.2.1 Sia f : I → R continua e strettamente monoto`na nell’intervallo
I ⊂ R e sia f−1 : f(I)→ I la funzione inversa.
Se f e` derivabile in x0 ∈ I con f ′(x0) 6= 0 allora f−1 e` derivabile in y0 = f(x0)
con
(f−1)′(y0) =
1
f ′(x0)
.
Se f e` derivabile in x0 ∈ I con f ′(x0) = 0 allora per f−1 in y0 = f(x0) si ha
(f−1)′(y0) = +∞
nel caso che f , quindi anche f−1, sia strettamente crescente,
(f−1)′(y0) = −∞
nel caso che f , quindi anche f−1, sia strettamente decrescente.
dimostrazione. Nel limite di rapporto incrementale di f−1 in y0
lim
y→y0
f−1(y)− f−1(y0)
y − y0 = limy→y0
f−1(y)− x0
y − f(x0)
operiamo la sostituzione
x = f−1(y).
Per continuita` si ha
x→ x0 per y → y0
quindi si ottiene
lim
x→x0
x− x0
f(x)− f(x0) .
Poiche` questo e` il limite del reciproco del rapporto incrementale per f in x0, seguono
tutte le affermazioni del teorema. ¦
Dal punto di vista geometrico, riportando in uno stesso diagramma i grafici di f e
f−1 entrambe con dominio sull’asse x, si ottengono due grafici simmetrici rispetto
alla retta y = x. Le inclinazioni delle rette tangenti nei rispettivi punti (x0, y0) e
(y0, x0) corrispondono ad angoli complementari α e pi/2−α. Il teorema e` coerente
con
tan(pi/2− α) = 1/ tanα, 0 < α < pi/2
e col fatto che tangenti orizzontali hanno per simmetriche tangenti verticali.
•Derivate di funzioni elementari deducibili dalla derivata della funzione
inversa.
→ Per g(x) = arcsinx si ha g′(x) = 1√
1− x2 per −1 < x < 1, g
′(−1) = g′(1) =
+∞.
Si ha g = f−1 con f(x) = sinx,−pi/2 ≤ x ≤ pi/2.
100 CAPITOLO 5. DERIVATE
Le affermazioni nei punti −1, 1 seguono da f(−pi/2) = −1, f(pi/2) = 1, f ′(−pi/2) =
f ′(pi/2) = 0 e dal fatto che le funzioni in questione sono strettamente crescenti.
Denotando per comodita` la variabile di f−1 con y e la variabile di f con x come
nel teorema, per −1 < y < 1 si ha poi
d
dy
arcsin y =
1
d
dx sinx
=
1
cosx
, sinx = y
da cui, tenendo conto che nell’intervallo (−pi/2, pi/2) si ha cosx > 0
d
dy
arcsin y =
1
cosx
=
1√
1− sin2 x
=
1√
1− y2 .
→ Per g(x) = arccosx si ha g′(x) = −1√
1− x2 per −1 < x < 1, g
′(−1) = g′(1) =
−∞.
Si ha g = f−1 con f(x) = cosx, 0 ≤ x ≤ pi.
Le affermazioni nei punti −1, 1 seguono da f(pi) = −1, f(0) = 1, f ′(pi) = f ′(0) = 0
e dal fatto che le funzioni in questione sono strettamente decrescenti.
Denotando per comodita`la variabile di f−1 con y e la variabile di f con x come nel
teorema, per −1 < y < 1 si ha poi
d
dy
arccos y =
1
d
dx cosx
=
1
− sinx, cosx = y
da cui, tenendo conto che nell’intervallo (0, pi) si ha sinx > 0
d
dy
arccos y =
−1
sinx
=
−1√
1− cos2 x =
−1√
1− y2 .
→ Per g(x) = arctanx si ha g′(x) = 1
1 + x2
per ogni x ∈ R.
Si ha g = f−1 con f(x) = tanx,−pi/2 ≤ x ≤ pi/2.
Denotando per comodita`la variabile di f−1 con y e la variabile di f con x come nel
teorema, per ogni y ∈ R si ha
d
dy
arctan y =
1
d
dx tanx
= cos2 x, tanx = y
da cui
d
dy
arctan y = cos2 x =
1
1 + tan2 x
=
1
1 + y2
.
Esercizio 5.2.2 Visto che il logaritmo e` la funzione inversa dell’ esponenziale,
riottenere
d
dx
log x =
1
x
, x > 0
col teorema della derivata dell’ inversa.
5.3. PRINCIPALI TEOREMI SULLA DERIVATA PRIMA 101
• Derivate parziali. Sia f : A →, A ⊂ R2, una funzione delle due variabili x, y
con (x, y) ∈ A. Se si fissa una delle due variabili si ottiene una funzione di una sola
variabile reale (l’ altra). Fissando y e derivando rispetto ad x si ha la cosiddetta
derivata parziale di f rispetto ad x che si indica con uno dei simboli
∂
∂x
f, fx, Dxf.
Fissando x e derivando rispetto ad y si ha la cosiddetta derivata parziale di f
rispetto ad y che si indica con uno dei simboli
∂
∂y
f, fy, Dyf.
Ad esempio per f(x, y) = xy, A = {(x, y)| x > 0}, si ha
fx = xy log x, fy = yxy−1.
5.3 Principali Teoremi sulla Derivata Prima
Ricordiamo che per f : A → R, A ⊂ R, x0 ∈ R, si dice che x0 e` un punto di
minimo (rispettivamente di massimo) relativo o locale per f se esiste un intorno U
di x0 in R tale che
f(x) ≥ f(x0) (rispettivamente f(x) ≤ f(x0)) per ogni x ∈ U ∩A.
Teorema 5.3.1 (Di Fermat). Sia f : I → R con I intervallo di R e sia x0 un
punto di minimo o massimo locale interno ad I.
Se f e` derivabile in x0 allora f ′(x0) = 0.
Dimostrazione. Sia ad esempio x0 un punto di minimo locale. Poiche` x0 e` interno
ad I, esiste un intorno (x0−δ, x0+δ), δ > 0, contenuto in I e tale che f(x) ≥ f(x0)
per ogni x ∈ (x0 − δ, x0 + δ).
Dal teorema della permanenza del segno si ha
lim
x→x+0
f(x)− f(x0)
x− x0 ≥ 0, limx→x−0
f(x)− f(x0)
x− x0 ≤ 0
quindi necessariamente il valore comune f ′(x0) di tali limiti deve essere 0.
¦
• La condizione f ′(x0) = 0 e` solo necessaria. Ad esempio, la funzione f : R → R,
f(x) = x3 non ha minimi o massimi pur essendo f ′(0) = 0.
• Si osservi il ruolo che gioca l’ ipotesi x0 interno ad I nel concludere f ′(x0) = 0.
Tale ipotesi e` irrinunciabile: ad esempio la funzione f : [0, 1] → R, f(x) = x ha
derivata mai nulla eppure ha per punto di minimo x = 0 e per punto di massimo
x = 1.
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Teorema 5.3.2 (Di Rolle). Sia f : [a, b]→ R continua in [a, b], derivabile in (a, b)
e tale che f(a) = f(b).
Allora esiste c ∈ (a, b) tale che f ′(c) = 0.
Dimostrazione. Per il Teorema di Weierstrass f ha valor minimom e valor massimo
M .
Se m = M allora f e` costante e f ′(x) = 0 per ogni x ∈ (a, b) quindi la tesi del
teorema e` chiaramente soddisfatta.
Se m < M , prendiamo x1, x2 ∈ [a, b] tali che f(x1) = m e f(x2) = M . Evidente-
mente x1 6= x2 ed almeno uno dei due punti e` interno ad (a, b) dal momento che
f(a) = f(b). Chiamato c tale punto interno, deve essere f ′(c) = 0 per il Teorema
di Fermat.
¦
Teorema 5.3.3 (Di Lagrange o del Valor Medio). Sia f : [a, b] → R continua in
[a, b], derivabile in (a, b).
Allora esiste c ∈ (a, b) tale che
f ′(c) =
f(b)− f(a)
b− a .
Dimostrazione. Poniamo
p =
f(b)− f(a)
b− a
e
g(x) = f(x)− f(a)− p(x− a).
La funzione g verifica in [a, b] tutte le ipotesi del Teorema di Rolle, in particolare
g(a) = g(b) = 0. Da
g′(x) = f ′(x)− p, x ∈ (a, b)
applicando il Teorema di Rolle esiste c ∈ (a, b) tale che g′(c) = 0 cioe`
f ′(x) = p.
¦
• Per f(a) = f(b) si riottiene il Teorema di Rolle.
• f(b)− f(a)
b− a e` il coefficiente angolare della retta secante il grafico di f nei punti
estremi. Il teorema dice che esiste una retta tangente al grafico parallela a tale
secante.
• Conseguenze del Teorema di Lagrange.
Corollario 5.3.4 Se f : I → R, I intervallo reale, e` tale che f ′(x) = 0 per ogni
x ∈ I allora f e` costante in I.
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Dimostrazione. Siano x1, x2 punti arbitrari in I con x1 6= x2 e denotiamo con x1 il
minore dei due.
Applicando il Teorema di Lagrange ad f su [x1, x2] si ha
f(x2)− f(x1) = f ′(c)(x2 − x1) = 0
in quanto certamente f ′(c) = 0. Da f(x2) = f(x1) in punti arbitrari si conclude
che f e` costante nell’intervallo I.
¦
L’ ipotesi che il dominio sia un intervallo e` irrinunciabile. Ad esempio f : R−{0} →
R, f(x) = arctan(x)+arctan(1/x) ha derivata identicamente nulla (provare) eppure
non e` costante: f(1) = pi/2, f(−1) = −pi/2 (d’ altra parte l’ unica funzione dispari
costante e` la funzione nulla).
Il corollario precedente garantisce che f e` costante separatamente negli intervalli
(−∞, 0) e (0,+∞) ma su tali intervalli assume due valori diversi. Si ha f(x) =
(pi/2)sgn(x), x ∈ R− {0}.
Corollario 5.3.5 Se f : I → R, I intervallo reale, e` tale che f ′(x) ≥ 0 per ogni
x ∈ I allora f e` crescente in I.
Nel caso f ′(x) > 0 per ogni x ∈ I allora f e` strettamente crescente in I.
Dimostrazione. Siano x1 < x2 due punti arbitrari in I. Dobbiamo provare che
f(x1) ≤ f(x2) con disuguaglianza stretta nel caso della stretta crescenza. Per avere
questo basta applicare il Teorema di Lagrange ad f su [x1, x2]
f(x2)− f(x1) = f ′(c)(x2 − x1)
ed usare le ipotesi su f ′.
¦
Analogamente si prova il seguente:
Corollario 5.3.6 Se f : I → R, I intervallo reale, e` tale che f ′(x) ≤ 0 per ogni
x ∈ I allora f e` decrescente in I.
Nel caso f ′(x) < 0 per ogni x ∈ I allora f e` strettamente decrescente in I.
Per quanto riguarda queste relazioni tra il segno della derivata e la monoto-
nia, valgono risultati anche nella direzione contraria. Osserviamo infatti che per f
crescente nell’intervallo I risulta
f(x)− f(x0)
x− x0 ≥ 0, x, x0 ∈ I, x 6= x0
mentre per f decrescente in I
f(x)− f(x0)
x− x0 ≤ 0, x, x0 ∈ I, x 6= x0.
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Quindi, per il teorema della permanenza del segno, se f e` derivabile in I
f crescente in I ⇒ f ′(x) ≥ 0 per ogni x ∈ I,
f decrescente in I ⇒ f ′(x) ≤ 0 per ogni x ∈ I.
Tenendo poi presente che una funzione derivabile f e` costante in un intervallo se
e solo se f ′ e` ivi identicamente nulla, possiamo riassumere in un unico importante
risultato le relazioni tra segno della derivata prima ed andamento di monotonia
negli intervalli:
Teorema 5.3.7 Sia f : I → R, I intervallo reale, una funzione derivabile in I.
Allora f e` crescente (rispettivamente decrescente) in I se e solo se f ′(x) ≥ 0
(rispettivamente f ′(x) ≤ 0) per ogni x ∈ I.
Inoltre f e` strettamente crescente (rispettivamente strettamente decrescente) in I
se e solo se f ′(x) ≥ 0 (rispettivamente f ′(x) ≤ 0) per ogni x ∈ I e l’ insieme degli
x ∈ I tali che f ′(x) = 0 non contiene intervalli di lunghezza positiva.
• Anche qui l’ ipotesi che I sia un intervallo e` irrinunciabile. Ad esempio la funzione
f : R − {0} → R, f(x) = 1/x, ha derivata f ′(x) = −1/x2 ovunque negativa
eppure non e` decrescente in R − {0}: evidentemente −1 < 1 ma non vale certo
f(−1) ≥ f(1). La funzione f e` separatamente (strettamente) decrescente negli
intervalli (−∞, 0) e (0,+∞).
5.4 Funzioni Convesse
• Segmento. Sia X uno spazio vettoriale su R, p, q ∈ X. L’ insieme dei punti di
X
(1− t)p+ tq, t ∈ [0, 1]
si chiama segmento (orientato) di estremi p e q (nell’ordine) e si indica con [p, q].
Nel caso X = R2, si tratta dell’ usuale segmento nel piano. Se gli estremi hanno
coordinate cartesiane p = (x1, y1), q = (x2, y2) allora i punti r(t) = (x(t), y(t)) del
segmento hanno coordinate x(t) = (1− t)x1 + tx2
y(t) = (1− t)y1 + ty2
0 ≤ t ≤ 1.
Le precedenti si dicono equazioni parametriche del segmento.
•Insiemi convessi. A ⊂ X si dice convesso se per ogni p, q ∈ A risulta [p, q] ⊂ A.
•Funzioni convesse di una variabile reale. Per f : I → R, I intervallo reale,
consideriamo l’ insieme
A = {(x, y) ∈ R2| x ∈ I, y ≥ f(x)}.
Tale insieme si chiama epigrafico di f e corrisponde nel piano cartesiano all’ insieme
dei punti che sono sul grafico di f o sopra di esso.
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Definizione 5.4.1 Si dice che f e` convessa in I se e solo se l’ epigrafico di f e`
un insieme convesso in R2.
In maniera equivalente, per ogni x1, x2 ∈ I con x1 < x2, posto y1 = f(x1), y2 =
f(x2), considerando il segmento di estremi
p = (x1, y1), q = (x2, y2)
costituito dai punti r(t) = (x(t), y(t)) con x(t) = (1− t)x1 + tx2
y(t) = (1− t)y1 + ty2
0 ≤ t ≤ 1,
deve risultare
y(t) ≥ f(x(t))
per tutti i t ∈ [0, 1], cioe`
f((1− t)x1 + tx2) ≤ (1− t)f(x1) + tf(x2), t ∈ [0, 1].
Dal punto di vista geometrico, una funzione e` convessa in I se e solo se il grafico
di ogni sua restrizione ad intervalli [x1, x2] non ha punti al di sopra della corda di
estremi p = (x1, y1), q = (x2, y2).
Nel caso valga la condizione piu` forte
f((1− t)x1 + tx2) < (1− t)f(x1) + tf(x2), t ∈ (0, 1),
la funzione si dice strettamente convessa. Dal punto di vista geometrico, una fun-
zione e` strettamente convessa in I se e solo se il grafico di ogni sua restrizione ad
intervalli [x1, x2] ha tutti i punti al di sotto della corda di estremi p = (x1, y1), q =
(x2, y2) ad eccezione degli estremi stessi.
•Convessita` e derivate.
Teorema 5.4.2 Sia f derivabile nell’intervallo I.
f e` convessa in I se e solo se per ogni x, x0 ∈ I vale
f(x) ≥ f(x0) + f ′(x0)(x− x0).
Il teorema precedente dice che una funzione derivabile in I e` ivi convessa se e solo
se il suo grafico e` al di sopra di ogni retta tangente.
Teorema 5.4.3 Sia f derivabile nell’intervallo I.
f e` convessa in I se e solo se f ′ e` crescente in I.
f e` strettamente convessa in I se e solo se f ′ e` strettamente crescente in I.
Applicando ad f ′ il teorema su monotonia e segno della derivata, si ha subito:
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Teorema 5.4.4 Sia f derivabile due volte nell’intervallo I.
f e` convessa in I se e solo se f ′′(x) ≥ 0 per ogni x ∈ I.
f e` strettamente convessa in I se e solo se f ′′(x) ≥ 0 per ogni x ∈ I e l’ insieme
degli x ∈ I per cui f ′′(x) = 0 non contiene intervalli di ampiezza positiva.
Funzioni concave
Definizione 5.4.5 Una funzione f : I → R si dice (strettamente) concava sull’
intervallo reale I quando −f e` (strettamente) convessa in I.
Valgono a questo punto evidenti teoremi su funzioni concave e derivate. Negli
analoghi teoremi sulle funzioni convesse basta invertire la relazione d’ ordine.
•Punti di flesso.
Definizione 5.4.6 Sia f : I → R, I intervallo reale, una funzione derivabile in
x0 interno ad I.
Si dice che f ha un punto di flesso in x0 se esiste δ > 0 tale che f(x) > f(x0) + f
′(x0)(x− x0) x ∈ (x0 − δ, x0)
f(x) < f(x0) + f ′(x0)(x− x0) x ∈ (x0, x0 + δ)
oppure  f(x) < f(x0) + f
′(x0)(x− x0) x ∈ (x0 − δ, x0)
f(x) > f(x0) + f ′(x0)(x− x0) x ∈ (x0, x0 + δ).
Geometricamente, x0 e` un punto di flesso quando la retta tangente in (x0, f(x0))
attraversa il grafico.
In particolare, se f passa da strettamente convessa (rispettivamente strettamen-
te concava) in (x0 − δ, x0) a strettamente concava (rispettivamente strettamente
convessa) in (x0, x0 + δ) allora x0 e` un punto di flesso.
Teorema 5.4.7 Sia f : I → R, I intervallo reale, una funzione derivabile due
volte in x0 interno ad I.
Se x0 e` punto di flesso allora f ′′(x0) = 0.
• Non vale il viceversa. Ad esempio la funzione f(x) = x4 e` strettamente convessa
su tutto R ma f ′′(0) = 0.
• Il metodo delle tangenti di Newton per il calcolo delle radici di una
equazione.
Sia f : [a, b] → R, derivabile e convessa su [a, b], f ′(x) > 0 per ogni x ∈ [a, b],
con derivata continua (si puo` dimostrare che la derivata di una funzione convessa
e` sempre continua) e tale che f(a) < 0 < f(b).
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Descriviamo il Metodo di Newton per calcolare la soluzione dell’equazione
f(x) = 0, x ∈ (a, b)
che certamente esiste perche` la funzione continua f assume tutti i valori dell’ in-
tervallo [f(a), f(b)] ed e` unica perche` f e` strettamente crescente. Detta x0 tale
soluzione, partiamo dal prendere un qualunque valore approssimato x1 ∈ [x0, b], ad
esempio x1 = b, e tracciamo la retta tangente al grafico in (x1, f(x1)). Tale retta
ha equazione
y = f(x1) + f ′(x1)(x− x1)
quindi incontra l’ asse delle x nel punto
x2 = x1 − f(x1)
f ′(x1)
.
Dal momento che f(x1) ≥ 0, f ′(x1) > 0 e` evidente che
x2 ≤ x1.
Inoltre, poiche` f e` convessa, vale f(x) ≥ f(x1) + f ′(x1)(x − x1) (grafico sopra le
tangenti), da cui, ponendo x = x2,
f(x2) ≥ f(x1) + f ′(x1)(x2 − x1) = 0 = f(x0).
Siccome f e` strettamente crescente, necessariamente x2 ≥ x0. Nel passare da x1
ad x2 abbiamo migliorato l’ approssimazione di x0:
x0 ≤ x2 ≤ x1 ≤ b.
Alla stessa maniera, si prova per induzione che la successione definita ricorsivamente
a partire da x1 attraverso
xn+1 = xn − f(xn)
f ′(xn)
e` decrescente ed inferiormente limitata da x0:
x0 ≤ xn+1 ≤ xn ≤ . . . ≤ x2 ≤ x1 ≤ b.
Tale successione converge quindi ad y con x0 ≤ y. Passando al limite nella relazione
xn+1 = xn − f(xn)
f ′(xn)
ed usando la continuita` di f, f ′ si ottiene
y = y − f(y)
f ′(y)
da cui
f(y) = 0
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cioe`
y = x0.
La successione xn converge alla soluzione x0.
Nel caso particolare f(x) = x2 − c, c > 0, si ritrova (provare) l’ algoritmo di Erone
xn+1 =
1
2
(
xn +
c
xn
)
per il calcolo di
√
c.
5.5 Regole di De L’ Hospital, Formula di Taylor
Teorema 5.5.1 (Regole di De L’ Hospital.) Siano f, g definite in un intorno di
x0 ∈ R, derivabili in tale intorno con g(x) 6= 0 e g′(x) 6= 0 per x 6= x0. Supponiamo
inoltre che
lim
x→x0
f(x)
g(x)
sia una forma indeterminata 0/0 oppure ∞/∞.
Se esiste il limite
lim
x→x0
f ′(x)
g′(x)
= ` ∈ R
allora anche
lim
x→x0
f(x)
g(x)
= `.
Dimostrazione parziale. Dimostriamo il teorema solo nel caso particolare x0 ∈ R,
f(x0) = g(x0) = 0, f ′, g′ continue in x0, g′(x0) 6= 0. In questo caso si ha
lim
x→x0
f(x)
g(x)
= lim
x→x0
f(x)− f(x0)
g(x)− g(x0)
= lim
x→x0
f(x)− f(x0)
x− x0 ·
x− x0
g(x)− g(x0) =
f ′(x0)
g′(x0)
dove l’ ultimo quoziente e` proprio
lim
x→x0
f ′(x)
g′(x)
per la continuita` di f ′ e g′ in x0.
¦
• Se limx→x0 f(x)g(x) non e` una forma indeterminata 0/0 oppure ∞/∞ nessuna rela-
zione vale in generale tra esso ed il limite limx→x0
f ′(x)
g′(x) . Ad esempio
lim
x→0+
cosx
x
= +∞
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mentre
lim
x→0+
− sinx
1
= 0.
• Se limx→x0 f
′(x)
g′(x) non esiste, nulla si puo` concludere su limx→x0
f(x)
g(x) .
Per questo, nell’applicare le regole di De L’ Hospital, scriveremo
lim
x→x0
f(x)
g(x)
=H lim
x→x0
f ′(x)
g′(x)
per ricordare che l’ uguaglianza e` condizionata all’ esistenza del limite limx→x0
f ′(x)
g′(x) .
• Evitare di passare da f(x)g(x) a f
′(x)
g′(x) derivando anche fattori non responsabili della
indeterminazione ma comportarsi come nel seguente esempio:
lim
x→0
(x− sinx) cosx
(1− cosx) log(2 + x) =
1
log 2
lim
x→0
x− sinx
1− cosx
=H
1
log 2
lim
x→0
1− cosx
sinx
=H
1
log 2
lim
x→0
sinx
cosx
= 0.
Poiche` l’ ultimo limite vale 0, anche il limite di partenza vale 0. Derivando nella
prima applicazione della regola anche i termini cosx e log(2+x) si avrebbero inutili
complicazioni.
• Formula di Taylor.
Definizione 5.5.2 Sia f : I → R, I intervallo reale, derivabile n volte in x0 ∈ I,
n ≥ 1.
Il polinomio di grado n nella variabile x
Pn,x0(x) =
f(x0)
0!
+
f ′(x0)
1!
(x− x0) + . . .+ f
(k)(x0)
k!
(x− x0)k + . . .
+
f (n)(x0)
n!
(x− x0)n
si chiama polinomio di Taylor di f di ordine n e punto iniziale x0. Nel caso
particolare x0 = 0 prende il nome di polinomio di Mc Laurin.
• Osserviamo che per n ≥ 2, derivando il polinomio di ordine n di f si ottiene il
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polinomio di ordine n− 1 di f ′. Infatti
d
dx
Pn,x0 =
f ′(x0)
0!
+
f ′′(x0)
1!
(x− x0) + . . .+ f
(k)(x0)
(k − 1)! (x− x0)
k−1 + . . .
+
f (n)(x0)
(n− 1)! (x− x0)
n−1.
Teorema 5.5.3 (Formula di Taylor con resto secondo Peano.) Sia f : I → R, I
intervallo reale, derivabile n− 1 volte in I, derivabile n volte in x0 ∈ I, n ≥ 1.
Vale
f(x) = Pn,x0(x) + o(x− x0)n, x→ x0
Dimostrazione. Applicando la regola di De L’ Hospital n − 1 volte, tenuto conto
della osservazione precedente, si ottiene
lim
x→x0
f(x)− Pn,x0(x)
(x−x0)n
n!
=H lim
x→x0
f ′(x)− P ′n,x0(x)
(x−x0)n−1
(n−1)!
=H . . .
=H lim
x→x0
f (n−1)(x)− f (n−1)(x0)− f (n)(x0)(x− x0)
x− x0 =
lim
x→x0
f (n−1)(x)− f (n−1)(x0)
x− x0 − f
(n)(x0) = f (n)(x0)− f (n)(x0) = 0.
Quindi, per definizione stessa del simbolo di Landau,
f(x)− Pn,x0(x) = o(x− x0)n, x→ x0.
¦
• Per n = 1 la formula si riduce alla gia` nota approssimazione al primo ordine
f(x) = f(x0) + f ′(x0)(x− x0) + o(x− x0), x→ x0.
• Per n ≥ 1, nelle ipotesi del teorema, il polinomio di Taylor Pn,x0 e` l’ unico tra tutti
i polinomi Q(x) di grado n che verifica la formula di approssimazione polinomiale
all’ ordine n
f(x) = Q(x) + o(x− x0)n, x→ x0.
• Spesso nel calcolo dei limiti in forma indeterminata 0/0, l’ utilizzo della formula
di Taylor con resto secondo Peano e delle regole di calcolo coi simboli di Landau
permette uno svolgimento piu` rapido rispetto all’ utilizzo diretto delle regole di De
L’ Hospital.
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Teorema 5.5.4 (Formula di Taylor con resto secondo Lagrange.) Sia f : I → R,
I intervallo reale, derivabile n+ 1 volte in I.
Allora, per ogni x ∈ I, x 6= x0, esiste c punto interno all’ intervallo di estremi x0
ed x tale che
f(x) = Pn,x0(x) +
f (n+1)(c)
(n+ 1)!
(x− x0)n+1.
• Per n = 0 ci si riduce a
f(x) = f(x0) + f ′(c)(x− x0)
cioe` al Teorema del valor medio di Lagrange.
• Esprimere il resto nella maniera di Lagrange
Rn =
f (n+1)(c)
(n+ 1)!
(x− x0)n+1
consente di stimare numericamente l’ errore che si commette approssimando in I
la funzione f col polinomio di Taylor Pn,x0(x).
Se, ad esempio, x0 e` il centro di un intervallo fissato di raggio r > 0 e per tutti gli
x di tale intervallo vale
|f (n+1)(x)| ≤Mn+1
allora
|Rn| ≤ Mn+1(n+ 1)!r
n+1.
In particolare se f ammette derivate di ogni ordine e la costanteMn+1 non dipende
da n allora Rn → 0 per n→ +∞. In questo caso si ha quindi
lim
n→+∞Pn,x0(x) = f(x).
Torneremo su questo punto nella teoria delle serie di Taylor e delle funzioni anali-
tiche reali.
Formula di Taylor ed analisi qualitativa locale di una funzione. Sia f :
I → R, I intervallo reale, derivabile di ogni ordine in I con derivate di ordine
superiore al primo non tutte nulle in x0 ∈ I. Sia n il minimo indice per cui n ≥ 2
e f (n)(x0) 6= 0.
La formula di Taylor implica
f(x)− f(x0)− f ′(x0)(x− x0) ∼ f
(n)(x0)
n!
(x− x0)n, x→ x0,
in particolare i termini di questa equivalenza hanno lo stesso segno in un opportuno
intorno di x0. Dal momento che il segno del primo termine stabilisce la posizione
del grafico di f rispetto alla retta tangente in (x0, f(x0)) si ha che:
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→ Se n e` dispari allora x0 e` un punto di flesso.
Infatti, guardando a f (n)(x0)(x−x0)n, i termini della equivalenza localmente cam-
biano segno passando da sinistra a destra del punto x0: la retta tangente in
(x0, f(x0)) attraversa il grafico in tale punto.
→ Se n e` pari e f (n)(x0) > 0 allora localmente il grafico di f e` al di sopra della
retta tangente in (x0, f(x0)). In particolare, nella ulteriore ipotesi f ′(x0) = 0 si ha
che x0 e` un punto di minimo locale.
Infatti, guardando a f (n)(x0)(x−x0)n, i termini della equivalenza hanno localmente
segno positivo.
→ Se n e` pari e f (n)(x0) < 0 allora localmente il grafico di f e` al di sotto della
retta tangente in (x0, f(x0)). In particolare, nella ulteriore ipotesi f ′(x0) = 0 si ha
che x0 e` un punto di massimo locale.
Infatti, guardando a f (n)(x0)(x−x0)n, i termini della equivalenza hanno localmente
segno negativo.
•Alcuni sviluppi notevoli. Per x0 = 0 (polinomi di Mc Laurin) elenchiamo i
polinomi Pn(x) di generico ordine n delle seguenti funzioni elementari:
→ Per f(x) = ex si ha Pn(x) = 1 + x+ x
2
2!
+ . . .+
xn
n!
.
→ Per f(x) = sinx si ha
P2k(x) = P2k−1(x) = x− x
3
3!
+ . . .+ (−1)k−1 x
2k−1
(2k − 1)! .
I polinomi P2k−1 e P2k coincidono perche` f (2k)(0) = 0.
→ Per f(x) = cosx si ha
P2k+1(x) = P2k(x) = 1− x
2
2!
+ . . .+ (−1)k x
2k
(2k)!
.
I polinomi P2k+1 e P2k coincidono perche` f (2k+1)(0) = 0.
→ Per f(x) = sinhx si ha
P2k(x) = P2k−1(x) = x+
x3
3!
+ . . .+
x2k−1
(2k − 1)! .
I polinomi P2k−1 e P2k coincidono perche` f (2k)(0) = 0.
→ Per f(x) = coshx si ha
P2k+1(x) = P2k(x) = 1 +
x2
2!
+ . . .+
x2k
(2k)!
.
I polinomi P2k+1 e P2k coincidono perche` f (2k+1)(0) = 0.
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→ Per f(x) = log(1 + x), x > −1, si ha
Pn(x) = x− x
2
2
+
x3
3
− . . .+ (−1)n+1x
n
n
.
→ Per f(x) = (1 + x)α, α ∈ R, x > −1, si ha
Pn(x) = 1 + αx+
(α
2
)
x2 + . . .+
(α
n
)
xn
dove il simbolo (α
k
)
=
α(α− 1) · · · (α− k + 1)
k!
generalizza al caso α ∈ R il coefficiente binomiale. Solo per α = m ∈ N∗ si ottiene
un numero finito di coefficienti non nulli: quelli per k = 1, . . . ,m. In questo caso
il polinomio di ordine m corrisponde al noto sviluppo della potenza di un binomio
con esponente intero positivo.
Sviluppo della funzione composta.
Denotiamo con Q(x) il polinomio di Taylor di ordine n della funzione g nel punto
x0 e con P (y) il polinomio di Taylor dello stesso ordine n della funzione f nel punto
y0 = g(x0).
Il polinomio di Taylor della funzione composta f(g(x)) di ordine n nel punto x0 e`
il troncamento all’ ordine n del polinomio composto
P (Q(x)).
Esempio 5.5.5 Scrivere lo sviluppo di Mc Laurin (x0 = 0) di ordine 2 della
funzione √
1 + log(1 + x).
Posto g(x) = log(1 + x) e f(y) =
√
1 + y abbiamo
Q(x) = x− x
2
2
, P (y) = 1 +
1
2
y − 1
8
y2
da cui
P (Q(x)) = 1 +
1
2
(x− x
2
2
)− 1
8
(x− x
2
2
)2.
Eseguendo i calcoli ed eliminando i termini di ordine superiore a 2, si ottiene lo
sviluppo richiesto:√
1 + log(1 + x) = 1 +
1
2
x− 3
8
x2 + o(x2), x→ 0.
Da questo sviluppo possiamo dedurre le seguenti informazioni sul comportamento
locale di h(x) =
√
1 + log(1 + x):
→ h(0) = 1, h′(0) = 12 , h
′′(0)
2 = − 38 (quindi h′′(0) = − 34);
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→ La retta tangente al grafico in (0, 1) ha equazione y = 1 + 12x;
→ Dalla equivalenza h(x)− (1 + 12x) ∼ −38x2 per x→ 0, si deduce che localmente
(cioe` relativamente ad un opportuno intorno di x = 0) il grafico di h e` al di sotto
di tale retta tangente. Infatti il segno locale della differenza h(x) − (1 + 12x) e` lo
stesso segno negativo del termine − 38x2.
Capitolo 6
Integrali indefiniti
6.1 Primitive (Integrale Indefinito)
Definizione 6.1.1 Sia f : I → R, I intervallo reale. Diremo che F : I → R e`
una primitiva di f in I se per ogni x ∈ I
F ′(x) = f(x).
Useremo i simboli ∫
f,
∫
f(x)dx
per denotare una generica primitiva di f in I. L’ insieme di tutte le primitive di f
in I si dice l’ integrale indefinito di f in I.
Non tutte le funzioni hanno primitive in un assegnato intervallo I. Ad esempio per
f : R→ R definita da  f(x) = 0, x ≤ 0
f(x) = 1, x > 0
non esiste alcuna primitiva F in R. Infatti presa una qualunque funzione continua
F in R e tale che F ′(x) = f(x) per x 6= 0, applicando le regole di De L’Hospital
ai limiti sinistro e destro del rapporto incrementale di F per x = 0 si ottiene
necessariamente F ′−(0) = 0, F
′
+(0) = 1. Una tale funzione F non risulta quindi
derivabile per x = 0 mentre dovrebbe valere F ′(0) = f(0).
Teorema 6.1.2 Sia F una primitiva fissata di f nell’intervallo I.
L’ integrale indefinito di f e` dato da∫
f = F + c
con c arbitraria costante reale.
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Dimostrazione. Vale (F + c)′ = F ′ = f in I quindi ogni funzione F + c e` una
primitiva. Viceversa, se G e` una qualunque primitiva allora (G− F )′ = f − f = 0
da cui G − F = c sull’ intervallo I con c costante. Ne segue G = F + c come
richiesto.
¦
Ad esempio, scrivendo I ⊂ R se non ci sono condizioni particolari su I, abbiamo:∫
exdx = ex + c, I ⊂ R;
∫
sinx dx = − cosx+ c, I ⊂ R;
∫
cosx dx = sinx+ c, I ⊂ R;
∫
1
x2 + k2
=
1
k
arctan
(x
k
)
, I ⊂ R, k 6= 0;
∫
xmdx =
xm+1
m+ 1
+ c, m ∈ Z,m 6= −1,
I ⊂ R se m ≥ 0, 0 /∈ I se m ≤ −2;∫
xαdx =
xα+1
α+ 1
+ c, α ∈ R− Z, I ⊂ (0,+∞);
∫
1
x
dx = log |x|+ c, 0 /∈ I.
Per questa ultima formula osserviamo che
d
dx
|x| = sgn(x), x 6= 0
quindi
d
dx
log |x| = 1|x| sgn(x) =
1
x
, x 6= 0.
6.2 Prime proprieta` del calcolo di primitive
• Linearita`. Siano f, g dotate di primitive in I. Grazie alla linearita` della
operazione di derivazione, per c1, c2 costanti si ha∫
(c1f + c2g) = c1
∫
f + c2
∫
g.
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• Traslazioni. Sia f : I → R una funzione e sia F : I → R una sua primitiva in
I. Per x0 ∈ R fissato, si ha
d
dx
F (x− x0) = f(x− x0)
quindi la funzione F (x− x0) e` una primitiva di f(x− x0) nell’intervallo traslato
J = {x| x− x0 ∈ I}.
In simboli ∫
f(x− x0)dx = F (x− x0), F (x) =
∫
f(x)dx.
Esempio 6.2.1 Consideriamo la funzione f : R→ R, f(x) = 1
x2 + x+ 1
.
∫
1
x2 + x+ 1
dx =
∫
1
(x+ 12 )
2 + 34
dx =
2√
3
arctan
(
2√
3
(
x+
1
2
))
+ c
dove l’ ultima uguaglianza segue da∫
1
x2 + k2
=
1
k
arctan
x
k
+ c
ponendo k =
√
3/2 e traslando x in x+ (1/2).
• Cambiamenti di scala. Sia f : I → R una funzione e sia F : I → R una sua
primitiva in I. Per a 6= 0 fissato, si ha
d
dx
1
a
F (ax) = f(ax)
quindi la funzione 1aF (ax) e` una primitiva di f(ax) nell’intervallo
J = {x| ax ∈ I}.
In simboli ∫
f(ax)dx =
1
a
F (ax), F (x) =
∫
f(x)dx.
Esempio 6.2.2 Calcolare in R l’ integrale indefinito
∫
cos2 x dx.
Da
cos2 x− sin2 x = cos(2x)
si ottiene
2 cos2 x− 1 = cos(2x)
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da cui
cos2 x =
1
2
+
1
2
cos(2x).
Utilizzando la linearita` ed il cambiamento di scala, si ha∫
cos2 x dx =
1
2
∫
1dx+
1
2
∫
cos(2x)dx =
1
2
x+
1
4
sin(2x) + c.
Esempio 6.2.3 Calcolare in R l’ integrale indefinito
∫
sin2 x dx.
6.3 Integrale per Sostituzione
Sia F =
∫
f sull’ intervallo J e sia g derivabile nell’intervallo I con g(I) ⊂ J . Da
d
dx
F (g(x)) = F ′(g(x))g′(x) = f(g(x))g′(x), x ∈ I
segue che su I ∫
f(g(x))g′(x)dx = F (g(x)), F (y) =
∫
f(y)dy.
Ad esempio: ∫
eg(x)g′(x)dx = eg(x) + c, I ⊂ R;
∫
(g(x))mg′(x)dx =
(g(x))m+1
m+ 1
+ c, m ∈ Z,m 6= −1,
I ⊂ R se m ≥ 0, g(x) 6= 0 per ogni x ∈ I se m ≤ −2;∫
(g(x))αg′(x)dx =
(g(x))α+1
α+ 1
+ c, α ∈ R− Z,
g(x) > 0 per ogni x ∈ I;∫
g′(x)
g(x)
dx = log |g(x)|+ c, g(x) 6= 0 per ogni x ∈ I.
In particolare, per I intervallo tale che cosx 6= 0 per ogni x ∈ I, si ha∫
tanx dx = −
∫ − sinx
cosx
dx = − log | cosx|+ c
mentre su R, con k 6= 0,∫
x
x2 + k2
dx =
1
2
∫
2x
x2 + k2
dx =
1
2
log(x2 + k2).
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•Procedimento formale. Se non e` immediato riconoscere∫
f(g(x))g′(x)dx = F (g(x)), F (y) =
∫
f(y)dy
tale formula puo` essere ottenuta col seguente procedimento formale di integrale
indefinito per sostituzione:
(1) Si pone
y = g(x).
(2) Si scrive
dy = g′(x)dx.
Per ricordare questo, scrivere
dy
dx
= g′(x)
e moltiplicare per dy. Tale passaggio e` solo formale. Se g e` invertibile con inversa
g−1 derivabile si puo`, in maniera alternativa ed equivalente, partire da x = g−1(y)
per scrivere
dx =
(
g−1
)′
(y)dy.
(3) Si sostituisce y = g(x) (eventualmente x = g−1(y)) e dy = g′(x)dx (eventual-
mente dx =
(
g−1
)′ (y)dy) nell’integrale dato, ottenendo∫
f(y)dy.
(4) Si calcola l’integrale indefinito in dy:∫
f(y)dy = F (y)
(5) Si sostituisce g(x) ad y arrivando al risultato finale
F (g(x)), x ∈ I.
Esempio 6.3.1 Calcolare
∫
1√
x(1 + x)
dx in I = (0,+∞).
Posto
y =
√
x, x = y2
si scrive
dy =
1
2
√
x
dx
o, in maniera equivalente,
dx = 2ydy.
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Sostituendo e calcolando l’ integrale in dy, si ottiene∫
2
1 + y2
dy = 2arctan(y) + c.
Tornando alla variabile x, l’ integrale richiesto e`
2 arctan(
√
x) + c.
Esempio 6.3.2 Calcolare
∫
e2x
1 + ex
dx in R.
Posto
y = ex, x = log y
si scrive
dy = exdx
o, in maniera equivalente,
dx =
1
y
dy.
Sostituendo e calcolando l’ integrale in dy, si ottiene∫
y
1 + y
dy =
∫
y + 1− 1
y + 1
dy =
∫
1dy −
∫
1
y + 1
dy = y − log |y + 1|+ c.
Tornando alla variabile x, l’ integrale richiesto e`
ex − log(ex + 1) + c.
6.4 Integrale Per Parti
Siano f, g derivabili in I. Da
(fg)′ = f ′g + fg′
segue
fg =
∫
(f ′g + fg′).
Se le funzioni f ′g e fg′ ammettono primitive in I, allora per linearita`si ottiene la
formula dell’ integrale per parti∫
fg′ = fg −
∫
f ′g
che sposta il calcolo di
∫
fg′ in quello di
∫
f ′g.
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Esempio 6.4.1 Calcolare
∫
xexdx in R.
Con f = x e g′ = ex (da cui si po` prendere g = ex) si ha∫
xexdx = xex −
∫
1 · exdx = xex − ex + c.
Esempio 6.4.2 Calcolare
∫
log x dx in (0,+∞).
Con f = log x e g′ = 1 (da cui si po` prendere g = x) si ha∫
log x dx = x log x−
∫
x
1
x
dx = x log x− x+ c.
Esempio 6.4.3 Calcolare
∫
arctanx dx in R.
Con f = arctanx e g′ = 1 (da cui si po` prendere g = x) si ha∫
arctanx dx = x arctanx−
∫
x
1 + x2
dx = x arctanx− 1
2
log(1 + x2) + c.
Esempio 6.4.4 Calcolare
∫
x2 sinx dx in R.
Con f = x2 e g′ = sinx (da cui si po` prendere g = − cosx) si ha∫
x2 sinx dx = −x2 cosx+
∫
2x cosx dx.
Applicando ancora il procedimento per parti all’ultimo integrale con f = x e g′ =
cosx si ottiene ∫
x2 sinx dx = −x2 cosx+ 2x sinx− 2
∫
sinx dx
= −x2 cosx+ 2x sinx+ 2 cosx+ c.
Esempio 6.4.5 Calcolare
∫
ex sinx dx in R.
Con due successive applicazioni del procedimento si ha∫
ex sinx dx = ex sinx−
∫
ex cosx dx = ex sinx− ex cosx−
∫
ex sinx dx.
nell’uguaglianza ∫
ex sinx dx = ex sinx− ex cosx−
∫
ex sinx dx
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le primitive di ex sinx in R che compaiono, differiscono per una costante. Ne segue
2
∫
ex sinx dx = ex sinx− ex cosx+ c
quindi ∫
ex sinx dx =
1
2
ex(sinx− cosx) + c
indicando ancora con c la costante arbitraria c/2.
6.5 Integrale di Funzioni Razionali
Vediamo ora che una qualunque funzione razionale f : I → R, I intervallo reale,
f(x) =
N(x)
D(x)
con N(x) e D(x) polinomi a coefficienti reali, D(x) 6= 0 per ogni x ∈ I, ha primitive
in I che sono combinazioni lineari di termini del tipo
R(x), log |x− α|, log(x2 + ax+ b), arctan
(
x+ x0
k
)
con α, a, b, x0, k costanti, k 6= 0, x2 + ax+ b irriducibile in campo reale.
Descriviamo i passi di un algoritmo per arrivare a questo supponendo dapprima
che gli eventuali zeri non reali del polinomio D(x) siano semplici.
(1) Se il grado di N(x) e` maggiore o uguale al grado di D(x) si esegue la divisione
euclidea
N(x) = Q(x)D(x) +R(x), grado R < grado D
da cui
N(x)
D(x)
= Q(x) +
R(x)
D(x)
, grado R < grado D.
Le primitive di Q sono polinomi. Dal passo seguente in poi, possiamo quindi as-
sumere che il grado del numeratore N sia inferiore al grado del denominatore D.
Ovviamente, se gia`e` cos`ı dall’inizio, Q e` il polinomio nullo ed il passo (1) si salta.
(2) Si scompone il denominatore in fattori irriducibili in R di primo e secondo
grado. Nella scomposizione possono quindi comparire fattori del tipo
(x− a)k, k ≥ 1,
in corrispondenza di zeri reali a di molteplicita` k, e fattori irriducibili del tipo
x2 + ax+ b, a2 − 4b < 0
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con esponente 1 perche` stiamo assumendo per ora che gli eventuali zeri non reali
siano tutti semplici.
(3) La funzione razionale assegnata si scrive come somma di funzioni razionali note
come fratti semplici che andiamo a descrivere:
Ad ogni fattore (x− a)k corrisponde la somma dei k fratti semplici
A1
(x− a)1 + . . .+
Ak
(x− a)k
con Ai, i = 1, . . . , k, costanti reali da determinare al passo successivo. Ovviamente,
ad uno zero reale semplice (k = 1) corrisponde un unico fratto semplice
A
x− a.
Ad ogni fattore irriducibile x2 + ax+ b corrisponde un fratto semplice del tipo
Bx+ C
x2 + ax+ b
con B,C costanti reali da determinare al passo successivo.
(4) Si determinano le costanti che intervengono nei fratti semplici. Impostata l’
uguaglianza con a primo membro la funzione razionale assegnata ed a secondo
membro la somma dei fratti semplici, si riduce il secondo membro al denominatore
comune che e` D(x), lo stesso del primo membro. A questo punto si impone che
anche i numeratori siano identici uguagliando i coefficienti delle potenze di pari
grado (principio di identita` dei polinomi). Si ottiene un sistema lineare di equazioni
dove le incognite sono le costanti che stiamo determinando. Si puo` dimostrare che
tale sistema ha sempre una unica soluzione.
(5) Si usa la linearita` integrando uno ad uno tutti i fratti semplici. Ovviamente
si scrivera` una unica costante di integrazione alla fine. Trascurando tali costanti,
ricordiamo che vale:∫
1
x− adx = log |x− a|,
∫
1
(x− a)n dx = −
1
n− 1 ·
1
(x− a)n−1 , n > 1.
Per i termini del tipo ∫
Ax+B
x2 + ax+ b
dx, a2 − 4b < 0
si scrive:
Ax+B
x2 + ax+ b
=
A
2
2x+ a
x2 + ax+ b
+
C
x2 + ax+ b
(C = B − (aA/2)).
Poiche` ∫
2x+ a
x2 + ax+ b
dx = log(x2 + ax+ b)
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rimane da integrare 1/(x2 + ax+ b). Per questo, scriviamo
1
x2 + ax+ b
=
1(
x+ a2
)2 + b− a24 =
1
(x+ x0)2 + k2
dove x0 = a/2 e k =
√
b− (a2/4) (ricordiamo che b− (a2/4) > 0). Infine
∫
1
(x+ x0)2 + k2
dx =
1
k
arctan
(
x+ x0
k
)
.
Esempio 6.5.1 Calcolare
∫
x+ 1
x2(x+ 2)(x2 + x+ 1)
in un intervallo I tale che 0 /∈
I, −2 /∈ I.
Dal momento che il denominatore e` di grado superiore al numeratore e si presenta
gia` fattorizzato in maniera irriducibile, possiamo partire direttamente dai fratti
semplici:
x+ 1
x2(x+ 2)(x2 + x+ 1)
=
A
x
+
B
x2
+
C
x+ 2
+
Dx+ E
x2 + x+ 1
porta a
x+ 1
x2(x+ 2)(x2 + x+ 1)
=
(A+ C +D)x4 + (3A+B + C + 2D + E)x3
x2(x+ 2)(x2 + x+ 1)
+
(3A+ 3B + C + 2E)x2 + (2A+ 3B)x+ 2B
x2(x+ 2)(x2 + x+ 1)
da cui 
2B = 1
2A+ 3B = 1
3A+ 3B + C + 2E = 0
3A+B + C + 2D + E = 0
A+ C +D = 0
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che ha per unica soluzione 
A = −1/4
B = 1/2
C = −1/12
D = 1/3
E = −1/3
.
Integrando i fratti semplici, si ottiene
−1
4
log |x| − 1
2x
− 1
12
log |x+ 2|+ 1
3
∫
x− 1
x2 + x+ 1
dx.
Ora ∫
x− 1
x2 + x+ 1
dx =
1
2
∫
2x+ 1
x2 + x+ 1
dx− 3
2
∫
1
x2 + x+ 1
dx =
1
2
log(x2 + x+ 1)− 3
2
∫
1
(x+ 12 )
2 + 34
dx =
1
2
log(x2 + x+ 1)−
√
3 arctan
(
2√
3
(
x+
1
2
))
.
Quindi, l’ integrale indefinito richiesto e`
−1
4
log |x| − 1
2x
− 1
12
log |x+ 2|+
1
6
log(x2 + x+ 1)− 1√
3
arctan
(
2√
3
(
x+
1
2
))
.
Osservazione 6.5.2 Le costanti B,C nell’esempio precedente potevano essere de-
terminate anche nel seguente modo: per determinare B, moltiplichiamo l’ ugua-
glianza
x+ 1
x2(x+ 2)(x2 + x+ 1)
=
A
x
+
B
x2
+
C
x+ 2
+
Dx+ E
x2 + x+ 1
per x2 ottenendo
x+ 1
(x+ 2)(x2 + x+ 1)
= Ax+B +
Cx2
x+ 2
+
(Dx+ E)x2
x2 + x+ 1
da cui, ponendo x = 0, subito si ha
B =
1
2
.
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Analogamente, per determinare C, moltiplichiamo l’ uguaglianza
x+ 1
x2(x+ 2)(x2 + x+ 1)
=
A
x
+
B
x2
+
C
x+ 2
+
Dx+ E
x2 + x+ 1
per x+ 2 ottenendo
x+ 1
x2(x2 + x+ 1)
=
A(x+ 2)
x
+
B(x+ 2)
x2
+ C +
(Dx+ E)(x+ 2)
x2 + x+ 1
da cui, ponendo x = −2, si ha
C = − 1
12
.
Questo metodo e` particolarmente rapido nel caso in cui si presentino solo zeri
semplici reali. Ad esempio, in
1
x2 − 1 =
A
x− 1 +
B
x+ 1
,
moltiplicando per x− 1 si giunge a
1
x+ 1
= A+
B(x− 1)
x+ 1
e ponendo x = 1 si ha
A =
1
2
mentre moltiplicando per x+ 1 si giunge a
1
x− 1 =
A(x+ 1)
x− 1 +B
e ponendo x = −1 si ha
B = −1
2
.
• Il Metodo di Hermite. Rimane da trattare il caso in cui il denominato-
re abbia zeri complessi coniugati (non reali) non semplici. In questo caso, nella
scomposizione di D(x) in termini irriducibili in R, si presentano fattori del tipo
(x2 + ax+ b)k, k ≥ 2, a2 − 4b < 0.
Si consiglia di procedere col metodo di Hermite che andiamo a descrivere. Il passo
(1) (eventuale) ed il passo (2) dell’ algoritmo di integrazione rimangono gli stessi
di prima. Poi:
(H3) Per ogni zero reale a si scrive un solo fratto del tipo
A
x− a
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qualunque sia la molteplicita` di a.
Per ogni fattore (x2 + ax + b)k con x2 + ax + b irriducibile in R, si scrive un solo
fratto
Bx+ C
x2 + ax+ b
qualunque sia la molteplicita` k dei relativi zeri complessi coniugati.
Si aggiunge infine un termine razionale del tipo
d
dx
P (x)
Q(x)
dove il polinomio Q(x) e` un prodotto creato come segue:
Ad ogni fattore (x− a)k in D(x) corrisponde il fattore (x− a)k−1 in Q(x);
Ad ogni fattore (x2 + ax+ b)k in D(x) corrisponde (x2 + ax+ b)k−1 in Q(x).
In particolare i fattori semplici di D(x) non portano contributi in Q(x). Posto m
il grado di Q, il polinomio P (x) e` infine un polinomio generico di grado m− 1 i cui
coefficienti sono costanti da determinarsi, assieme alle altre gia` presenti nei fratti
semplici, nel passo seguente.
(H4) Si eseguono tutti i calcoli al secondo membro della uguaglianza cos`ı impostata,
per prima si esegue la derivata
d
dx
P (x)
Q(x)
.
Ridotta l’ uguaglianza allo stesso denominatore, si determinano tutte le costanti
col principio di identita` dei polinomi.
(H5) Si integrano tutti i fratti semplici ed il termine
d
dx
P (x)
Q(x)
una cui primitiva e` evidentemente la funzione razionale
P (x)
Q(x)
.
Esempio 6.5.3 Calcolare
∫
1
x(x2 + 1)2
dx in I tale che 0 /∈ I.
Procedendo col metodo di Hermite, impostiamo
1
x(x2 + 1)2
=
A
x
+
Bx+ C
x2 + 1
+
d
dx
Dx+ E
x2 + 1
.
Il valore A = 1 si puo` trovare subito moltiplicando per x e poi ponendo x = 0.
Eseguendo poi la derivata a secondo membro si ha
1
x(x2 + 1)2
=
1
x
+
Bx+ C
x2 + 1
+
−Dx2 − 2Ex+D
(x2 + 1)2
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da cui, riducendo allo stesso denominatore ed applicando il principio di identita` dei
polinomi, si trova
B = −1, C = D = 0, E = 1/2
quindi
1
x(x2 + 1)2
=
1
x
− x
x2 + 1
+
1
2
d
dx
1
x2 + 1
.
Integrando, si ottiene in I:∫
1
x(x2 + 1)2
dx = log |x| − 1
2
log(x2 + 1) +
1
2
1
x2 + 1
+ c.
6.6 Alcune Sostituzioni Razionalizzanti
Descriviamo alcuni casi in cui il metodo per sostituzione porta ad integrare poi
funzioni razionali. Per esempi ed altri casi, si vedano i testi di esercizi consigliati.
• Funzioni razionali di seno e coseno. Dato∫
R(sinx, cosx)dx, I ⊂ (−pi, pi)
con R(s, t) funzione razionale delle sue variabili (ossia rapporto di polinomi nelle
due variabili s, t), operiamo la sostituzione
y = tan(x/2)
che ha per inversa
x/2 = arctan y
visto che x/2 ∈ (−pi/2, pi/2). Dalla scrittura
dx =
2
1 + y2
dy
e dalle formule
sinx =
2y
1 + y2
, cosx =
1− y2
1 + y2
si giunge all’ integrale indefinito di una funzione razionale:∫
R
(
2y
1 + y2
,
1− y2
1 + y2
)
2
1 + y2
dy.
• Funzioni razionali di x1/n. Dato∫
R(x1/n)dx, I ⊂ (0,+∞), n ∈ N∗
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con R(y) funzione razionale, operiamo la sostituzione
y = x1/n
che ha per inversa
x = yn.
Dalla scrittura
dx = nyn−1dy
si giunge all’ integrale indefinito di una funzione razionale:
n
∫
R(y)yn−1dy.
• Funzioni razionali di ex. Dato∫
R(ex)dx,
con R(y) funzione razionale, operiamo la sostituzione
y = ex
che ha per inversa
x = log y.
Dalla scrittura
dx =
1
y
dy
si giunge all’ integrale indefinito di una funzione razionale:∫
R(y)
1
y
dy.
• Funzioni razionali di x e √a2 − x2. Dato∫
R(x,
√
a2 − x2)dx, I ⊂ [−a, a], a > 0
con R(s, t) funzione razionale, operiamo la sostituzione
x = a sin y, y ∈ [−pi/2, pi/2], y = arcsin(x/a).
Si scrive
dx = a cos y dy
e si ha √
a2 − x2 = a
√
1− sin2 y = a cos y
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visto che cos y ≥ 0 nell’intervallo scelto. Si giunge cos`ı all’ integrale indefinito di
una funzione razionale in seno e coseno
a
∫
R(a sin y, a cos y) cos y dy
cui si puo` applicare poi il metodo razionalizzante gia` visto.
• Funzioni razionali di x e √a2 + x2. Dato∫
R(x,
√
a2 + x2)dx, a > 0
con R(s, t) funzione razionale, operiamo la sostituzione
x = a sinh y.
Si scrive
dx = a cosh y dy
e si ha √
a2 + x2 = a
√
1 + sinh2 y = a cosh y.
Si giunge cos`ı all’ integrale indefinito di una funzione razionale in seno iperbolico e
coseno iperbolico, quindi di una funzione razionale in ey,
a
∫
R(a sinh y, a cosh y) cosh y dy
cui si puo` applicare poi il metodo razionalizzante gia` visto per le funzioni razionali
dell’ esponenziale.
Capitolo 7
Integrale definito
7.1 Il Simbolo O Grande di Landau
Iniziamo da qui il cammino verso la teoria dell’ integrale definito, collegato al calcolo
di aree piane. Il calcolo di primitive ed il calcolo di aree, problemi apparentemente
indipendenti, fanno parte entrambi del calcolo integrale. Il punto, profondo, di con-
tatto tra i due argomenti e che giustifica che i due problemi portino lo stesso nome
di integrale, sara` il Teorema fondamentale che li mettera`in strettissima relazione.
Tra le notazioni che useremo, conviene introdurre un altro simbolo di Landau:
O grande, che si aggiunge al simbolo o piccolo gia` incontrato.
Definizione 7.1.1 Date due funzioni f, g definite in un intorno di x0 ∈ R, scri-
veremo
f = O(g), x→ x0
quando esiste un intorno U di x0 in R tale che g(x) 6= 0 per ogni x ∈ U e la
funzione
f
g
e` limitata in U − {x0}. Questo significa che esiste M > 0 tale che
|f(x)| ≤M |g(x)|, x ∈ U, x 6= x0.
In particolare, sempre per x→ x0,
f = o(g)⇒ f = O(g)
f ∼ g ⇒ (f = O(g) ∧ g = O(f))
in quanto
f
g
→ 0⇒ f
g
localmente limitata
f
g
→ 1⇒ f
g
,
g
f
→ localmente limitate.
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7.2 Topologia del Piano Cartesiano
Sempre come prerequisito al calcolo di aree piane, come gia` fatto per R, partiamo
dalla distanza euclidea d(p, q) tra punti generici p = (x1, y1), q = (x2, y2) del piano
cartesiano
d(p, q) =
√
(x1 − x2)2 + (y1 − y2)2
per introdurre i concetti basilari nello spazio metrico R2. Il lettore riconoscera`
molte delle definizioni come formalmente identiche a quelle viste in R. Cambia la
dimensione dello spazio ambiente, cambia ovviamente la distanza ma non cambia
il quadro astratto degli spazi metrici.
• Intorni circolari. Dato p0 ∈ R2 ed r > 0 si chiama intorno circolare di
centro p0 e raggio r l’insieme dei punti p che verificano
d(p, p0) < r
(i punti che distano da p0 meno di r) cioe` l’ insieme dei punti del cerchio euclideo
(aperto) di centro p0 e raggio r. Useremo il simbolo
S(p0, r)
per tale intorno.
• Punti interni, insiemi aperti. Dato A ⊂ R2 e p ∈ A si dice che p e`
interno ad A se esiste r > 0 tale che
S(p, r) ⊂ A.
L’ insieme di tutti i punti interni ad A si chiama l’ interno di A e si denota A◦. Un
insieme A ⊂ R si dice aperto se ogni punto di A e` interno ad A, cioe` se A = A◦.
Un qualunque insieme aperto contenente il punto p0 e` detto un intorno di p0
• Punti aderenti, insiemi chiusi. Dato A ⊂ R2 e p0 ∈ R2 si dice che p0 e`
aderente ad A se per ogni intorno U di p0 si ha
U ∩A 6= ∅.
L’ insieme di tutti i punti aderenti ad A si chiama la chiusura di A e si denota A¯.
Un insieme A ⊂ R si dice chiuso se ogni punto aderente ad A appartiene ad A,
cioe` se A = A¯.
• Punti di accumulazione, punti isolati. Dato A ⊂ R2 e p0 ∈ R2 si dice
che p0 e` punto di accumulazione di A se ogni intorno U di p0 contiene punti di
A diversi da p0:
U ∩ (A− {x0}) 6= ∅.
L’ insieme di tutti i punti di accumulazione di A si chiama il derivato di A e si
denota DA.
Un punto p ∈ A che non e` di accumulazione per A si dice un punto isolato di A.
Equivalentemente, esiste U intorno di p tale che
A ∩ U = {p}.
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• Frontiera. Dato A ⊂ R2, l’ intersezione delle due chiusure
A¯ ∩R2 −A
di A e del suo complementare e` detta la frontiera di A e denotata col simbolo ∂A.
Quindi, p e` punto di frontiera per A se e solo se ogni intorno di p ha intersezione
non vuota sia con A che col suo complementare.
• Insiemi limitati. Un insieme A ⊂ R2 si dice limitato quando esiste un
cerchio S(p0, r), p0 ∈ R2, r > 0, tale che
A ⊂ S(p0, r).
7.3 Insiemi di misura (lunghezza) nulla in R
Prima di parlare di area nel piano, dovremmo parlare di lunghezza sulla retta. La
teoria della misura in R, tuttavia, non viene aiutata dalla intuizione geometrica
come la teoria della misura nel piano. Poiche` i passi formali sono gli stessi, pre-
feriamo svolgere in dettaglio solo la teoria nel piano. Per quanto riguarda R, ci
limitiamo qui a definire gli insiemi di misura (lunghezza) nulla perche` saranno poi
citati nella teoria dell’ integrale definito.
La misura in Rn verra` denotata con µn. In dimensione fisica n ≤ 3, daremo il
significato di:
µ1: lunghezza in R
µ2: area in R2
µ3: volume in R3.
Svolgeremo la teoria della misura di Peano-Jordan, molto vicina alla intuizione
geometrica. La teoria dell’ integrale definito che ne segue e` quella di Riemann.
Per gli argomenti di Analisi L-C, servira`la teoria di Lebesgue che introdurremo
brevemente in tale corso.
Lunghezza di intervalli. In maniera del tutto naturale, per I ⊂ R intervallo
limitato di estremi a, b, a ≤ b, si pone
µ1(I) = b− a.
Insiemi di lunghezza nulla. Sia X ⊂ R. Chiameremo ricoprimento finito di
X una famiglia di intervalli limitati I1, . . . , Im tale che X ⊂ ∪mk=1Ik. Il numero
m∑
k=1
µ1(Ik) si chiama la lunghezza totale del ricoprimento.
Definizione 7.3.1 Un insieme X ⊂ R ha misura (lunghezza) nulla quando per
ogni ε esiste un ricoprimento finito di X di lunghezza totale minore o uguale ad ε.
Esempio 7.3.2 Seguendo la definizione, l’insieme vuoto ha lunghezza nulla. In
ogni dimensione, conviene porre µn(∅) = 0.
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Esempio 7.3.3 X = {x1, . . . , xm}, generico sottoinsieme finito di R, ha misura
nulla. Infatti, per ogni ε > 0, basta prendere
Ik = (xk − ε/m, xk + ε/m),
k = 1, . . . ,m, per realizzare un ricoprimento di X di lunghezza totale m · ε/m = ε.
Esempio 7.3.4 X = {xk| k ∈ N}, insieme dei valori di una successione conver-
gente, ha misura nulla. Infatti, se xk → x ∈ R, per ogni ε > 0, basta prendere
I1 = (x − ε/2, x + ε/2), che per definizione di limite contiene tutti gli elementi
di X tranne al piu` un numero finito. Poi, con intervalli I2, . . . , Im, di lunghezza
totale ε/2 si ricopre il sottoinsieme finito di X fuori di I1. Rimane costruito cos`ı
un ricoprimento di X di lunghezza totale ε/2 + ε/2 = ε.
7.4 Misura in R2
• Misura (area) di intervalli in R2. Un intervallo (rettangolo) I di R2 e` il
prodotto cartesiano I = J1 × J2 di due intervalli J1, J2 ⊂ R. In maniera naturale,
per I limitato si definisce la misura (area) di I come
µ2(I) = µ1(J1)µ1(J2).
Anche l’ insieme vuoto o i segmenti paralleli agli assi cartesiani sono intervalli di
R2: di misura nulla.
• Misura di pluriintervalli. Un pluriintervallo (plurirettangolo) P di R2 e` una
unione finita di intervalli limitati diR2. Ogni pluriintervallo P si scrive come unione
di intervalli con interni a due a due disgiunti
P =
m⋃
k=1
Ik, I
◦
j ∩ I◦k = ∅ per j 6= k.
Una tale rappresentazione di P non e` unica, ma per tutte queste rappresentazioni
rimane costante il numero
µ2(P) =
m∑
k=1
µ2(Ik)
che si definisce come la misura di P.
• Insiemi limitati misurabili. Sia X ⊂ R2 un insieme limitato e denotiamo
con P ′, P ′′ generici pluriintervalli. Definiamo la misura interna µi2(X) e la misura
esterna µe2(X) di X attraverso
µi2(X) = supP′⊂X
µ2(P ′), µe2(X) = inf
X⊂P′′
µ2(P ′′).
Per ogni X limitato si ha
0 ≤ µi2(X) ≤ µe2(X).
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Definizione 7.4.1 Un insieme limitato X ⊂ R2 si dice misurabile (secondo Peano-
Jordan) quando
µi2(X) = µ
e
2(X).
In tal caso si chiama misura di X e si indica con µ2(X) il valore comune
µ2(X) = µi2(X) = µ
e
2(X).
In particolare, da 0 ≤ µi2(X) ≤ µe2(X) segue che X ha misura nulla se e so-
lo se µe2(X) = 0. Per definizione, cio` accade quando per ogni ε > 0 esiste un
pluriintervallo P tale che X ⊂ P e µ2(P) ≤ ε.
Ad esempio, un insieme finito ha misura nulla. Un segmento nel piano ha misura
nulla.
Proposizione 7.4.2 Per ogni X ⊂ R2 insieme limitato si ha
µe2(X) = µ
i
2(X) + µ
e
2(∂X)
dove ∂X denota la frontiera di X.
Da questo segue subito
X misurabile⇔ µ2(∂X) = 0.
Nelle situazioni piu` semplici, si ha a che fare con insiemi X la cui frontiera e`
composta di curve piane ed e` intuitivo pensare ad una curva come ad un insieme
di area nulla, quindi ad un tale X come ad un insieme misurabile. Cio` e` vero non
appena la curva ha un minimo di regolarita`:
Teorema 7.4.3 Sia f : J → R una funzione continua e limitata sull’ intervallo
reale limitato J .
Allora il grafico di f
Γf = {(x, y) ∈ R2| x ∈ J, y = f(x)}
e` un insieme di misura nulla nel piano:
µ2(Γf ) = 0.
Questo importante risultato si puo` generalizzare.
Definizione 7.4.4 Sia f : J → R una funzione definita sull’ intervallo reale J e
sia S ⊂ J l’ insieme dei punti di discontinuita` di f .
Diremo che f e` continua quasi ovunque, abbreviato in continua q. o., quando
µ1(S) = 0 (S di lunghezza nulla).
Teorema 7.4.5 Sia f : J → R una funzione continua q.o. e limitata sull’
intervallo reale limitato J .
Allora il grafico di f e` un insieme di misura nulla nel piano:
µ2(Γf ) = 0.
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Lo stesso vale per le funzioni monoto`ne:
Teorema 7.4.6 Sia f : J → R una funzione crescente (decrescente) e limitata
sull’ intervallo reale limitato J .
Allora il grafico di f e` un insieme di misura nulla nel piano.
• Operazioni insiemistiche e misura. Denotiamo con Jb(R2) la famiglia di
tutti gli insiemi misurabili e limitati di R2. Per X,Y ∈ Jb(R2) anche
X ∪ Y,X ∩ Y,X − Y ∈ Jb(R2).
Queste proprieta`si generalizzano facilmente in maniera ricorsiva ad unioni ed inter-
sezioni di un numero finito di insiemi:
X1, . . . Xm ∈ Jb(R2)⇒ ∪mk=1Xk,∩mk=1Xk ∈ Jb(R2).
Inoltre, in maniera naturale, la misura e` crescente:
X,Y ∈ Jb(R2), X ⊂ Y ⇒ µ2(X) ⊂ µ2(Y ).
Infine, per X1, . . . Xm ∈ Jb(R2)
µ2 (∪mk=1Xk) ≤
m∑
k=1
µ2(Xk)
con
µ2 (∪mk=1Xk) =
m∑
k=1
µ2(Xk), X◦j ∩X◦k = ∅, j 6= k.
• Insiemi non limitati misurabili.
Definizione 7.4.7 Sia X un insieme non limitato in R2. Diremo che X e` misu-
rabile se per ogni Y ∈ Jb(R2) anche X ∩ Y ∈ Jb(R2).
In tal caso si pone
µ2(X) = sup
Y ∈Jb(R2)
µ2(X ∩ Y )
con la convenzione che l’ estremo superiore di un insieme numerico non superior-
mente limitato vale +∞.
Quando un insieme non limitato X e` misurabile, esiste una successione di insiemi
misurabili e limitati Xn ∈ Jb(R2) tale che per ogni n si ha Xn ⊂ Xn+1 e tale che
X =
∞⋃
n=1
Xn. In tal caso si ha
µ2(X) = lim
n→+∞µ2(Xn)
dove questo limite di successione numerica crescente e` finito oppure +∞. Una tale
successione di insiemi Xn si dice invadente X.
Seguendo la definizione, una retta e` un insieme non limitato di area nulla.
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Teorema 7.4.8 Sia f : J → R una funzione continua q.o. sull’ intervallo reale J .
Allora il grafico di f e` un insieme di misura nulla nel piano:
µ2(Γf ) = 0.
Teorema 7.4.9 Sia f : J → R una funzione crescente (decrescente) sull’ inter-
vallo reale J .
Allora il grafico di f e` un insieme di misura nulla nel piano.
Si noti che questi generalizzano risultati precedenti: ora non e` piu` necessario
assumere la limitatezza di f e dell’ intervallo di definizione J . In particolare, ogni
insieme, limitato o meno, la cui frontiera sia una unione finita di grafici di funzioni
continue, o almeno continue q.o., e` un insieme misurabile.
7.5 Integrale Definito per Funzioni Positive, Mi-
sura di un Sottografico
Per f : I → R, a valori non negativi, f(x) ≥ 0 per ogni x ∈ I, denotiamo con Γf
il grafico e con Rf il sottografico di f
Γf = {(x, f(x))| x ∈ J}, Rf = {(x, y)| x ∈ J, 0 ≤ y ≤ f(x)}.
La frontiera del sottografico e` costituita dal grafico e da uno fino, al piu`, da tre
segmenti. Quindi Rf e` misurabile se e solo se Γf ha misura nulla.
Definizione 7.5.1 Diremo che f : J → R, f(x) ≥ 0 per ogni x ∈ J , e` integrabile
su I quando il sottografico di f e` misurabile in R2. In tal caso, la misura µ2(Rf ),
che e` un numero reale non negativo oppure +∞, si chiama integrale (definito) di
f su J e si denota con ∫
J
f ,
∫
J
f(x)dx.
Quando f e` integrabile con integrale finito,∫
J
f < +∞,
la funzione si dice sommabile su J .
Per quanto visto nella teoria della misura, abbiamo il seguente importante risultato
che fornisce una condizione sufficiente di integrabilita`:
Teorema 7.5.2 Sia f : J → R, f(x) ≥ 0 per ogni x ∈ J , una funzione continua
q.o. sull’ intervallo reale J .
Allora f e` integrabile su J .
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Infatti, il grafico di una tale f ha misura nulla quindi il sottografico e` misurabile.
Per lo stesso motivo, un’altra classe di funzioni integrabili quella delle funzioni
monoto`ne non negative:
Teorema 7.5.3 Sia f : J → R, f(x) ≥ 0 per ogni x ∈ J , una funzione crescente
(decrescente) sull’ intervallo reale J .
Allora f e` integrabile su J .
Questi due ultimi teoremi sono casi particolari del Teorema di Lebesgue-Vitali
che fornisce una condizione necessaria e sufficiente: una funzione non negativa f
e` integrabile se e solo se l’ insieme dei punti di discontinuita` di f ha misura di
Lebesgue nulla. Non introduciamo in questo corso la misura di Lebesgue ed il
relativo integrale. Ci limitiamo a dire che le due condizioni sufficienti di integrabilita`
sopra enunciate sono effettivamente casi particolari del Teorema di Lebesgue-Vitali
perche` ogni insieme misurabile secondo Peano-Jordan lo e` anche secondo Lebesgue
con stessa misura (non vale il viceversa). Inoltre ogni funzione monoto`na ha al
piu` una infinita` numerabile di punti di discontinuita` e tutti gli insiemi numerabili
hanno misura nulla nella teoria di Lebesgue (cio` non vale in generale nella teoria di
Peano-Jordan).
7.6 Casi particolari della definizione di integrale
per funzioni positive
• Funzioni limitate su un intervallo limitato. Sia f : J → R, f(x) ≥ 0 per
ogni x ∈ J , una funzione limitata sull’ intervallo reale limitato J di estremi a, b,
a < b. In questo caso, il sottografico di f e` un insieme limitato nel piano.
Una partizione D dell’ intervallo J e` una famiglia finita di m ≥ 1 intervalli conse-
cutivi Jk = [xk, xk+1), k = 0, . . .m− 1,
a = x0 < x1 < . . . xm−1 < xm = b.
Il numero m di intervalli non e` fissato e puo` variare da una partizione ad altra. Per
ogni possibile partizione D, poniamo
Mk = sup
Jk
f, mk = inf
Jk
f, k = 0, . . . ,m− 1
e definiamo le somme inferiori s(D) e superiori S(D)
s(D) =
m−1∑
k=0
mkµ1(Jk) =
m−1∑
k=0
mk(xk+1 − xk),
S(D) =
m−1∑
k=0
Mkµ1(Jk) =
m−1∑
k=0
Mk(xk+1 − xk).
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Ricordando che un insieme limitato del piano e` misurabile quando la sue misure
interna ed esterna coincidono, si ha che
f e` integrabile su J ⇐⇒ sup
D
s(D) = inf
D
S(D)
dove D varia nell’insieme di tutte le possibili partizioni di J .
Poiche` un insieme limitato, se e` misurabile, ha misura finita, una osservazione
semplice ma importante e` che data una funzione f non negativa, limitata sull’
intervallo reale limitato J , si ha
f e` sommabile su J ⇐⇒ f e` integrabile su J.
• Funzioni non limitate su un intervallo limitato.
Sia f : [a, b) → R, f(x) ≥ 0 per ogni x ∈ [a, b), una funzione limitata su [a, b − ε]
per ogni ε > 0 ma non limitata in [a, b). In questo caso, il sottografico di f e` un
insieme non limitato nel piano.
Ricordando la definizione di misurabilita` di un insieme non limitato, si ha che
f e` integrabile su [a, b)⇐⇒ f e` integrabile su [a, b− ε] per ogni ε > 0,
inoltre, quando f e` integrabile su [a, b),∫
[a,b)
f = lim
ε→0
∫
[a,b−ε]
f.
Questo limite di funzione crescente della variabile b− ε puo` essere un numero reale
non negativo o +∞. Nel caso di limite finito, la funzione e` sommabile su [a, b).
Considerazioni analoghe si possono fare sull’ intervallo (a, b], scambiando il
ruolo dei due estremi.
• Intervalli illimitati di integrazione.
Sia f : [a,+∞)→ R, f(x) ≥ 0 per ogni x ∈ [a,+∞), una funzione limitata su [a, b]
per ogni b > a. Anche in questo caso, il sottografico di f e` un insieme non limitato
nel piano perche` l’ intervallo di base e` illimitato in R.
Dalla definizione di misurabilita` di un insieme non limitato, questa volta si ha che
f e` integrabile su [a,+∞)⇐⇒ f e` integrabile su [a, b] per ogni b > a,
inoltre, quando f e` integrabile su [a,+∞),∫
[a,+∞)
f = lim
b→+∞
∫
[a,b]
f.
Questo limite di funzione crescente della variabile b puo` essere un numero reale non
negativo o +∞. Nel caso di limite finito, la funzione e` sommabile su [a,+∞).
Considerazioni analoghe si possono fare sull’ intervallo (−∞, a].
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7.7 Integrale per Funzioni di Segno Non Costante,
Funzioni Sommabili
Sinora abbiamo considerato solo funzioni a valori di segno costante positivo. Ri-
muoviamo ora tale ipotesi. Per f : J → R, J intervallo reale, consideriamo le due
funzioni non negative per costruzione f+, f− : J → R
f+(x) = max{f(x), 0}, f−(x) = max{−f(x), 0}.
E` immediato riconoscere che
f = f+ − f−, |f | = f+ + f−.
A queste due funzioni non negative, possiamo applicare la teoria dell’ integrale
svolta finora e dare cos`ı la seguente definizione
Definizione 7.7.1 Diremo che f e` integrabile su J se tali sono sia f+ che f− come
funzioni non negative e se i due integrali∫
J
f+,
∫
J
f−
non sono entrambi +∞. In questo caso si pone∫
J
f =
∫
J
f+ −
∫
J
f−
con le convenzioni, provenienti dalla teoria dei limiti, y−∞ = −∞, +∞−y = +∞
per ogni y ∈ R.
Nel caso che entrambi gli integrali di f+ e di f− siano finiti, cioe` ne caso che f+
ed f− siano sommabili, l’ integrale di f e` un numero reale. In tal caso la funzione
f si dice sommabile su J .
Poiche` la teoria della misura di insiemi non limitati si basa su limiti, non si puo`
considerare nella definizione di integrale di f il caso∫
J
f+ =
∫
J
f− = +∞
perche` +∞−∞ e` una forma indeterminata.
Si osservi che per definizione, l’ integrale di una funzione sommabile di segno
non costante e` una differenza di aree:∫
J
f = A+ −A−
con
A+ = µ2 ({(x, y)|x ∈ J, 0 ≤ y ≤ f(x)}) ,
A− = µ2 ({(x, y)|x ∈ J, f(x) ≤ y ≤ 0}) .
Guardando alla parte di piano delimitata dal grafico di f e dall’asse x, all’ area
della regione sopra l’ asse va sottratta l’ area della regione sotto l’ asse.
A+ e` esattamente la misura del sottografico di f+, A− coincide, per simmetria
assiale, con la misura del sottografico di f−.
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7.8 Integrali Semplicemente Convergenti o Impro-
pri
Se f e` sommabile su (a, b), −∞ ≤ a < b ≤ +∞, allora f e` sommabile su ogni
sottointervallo e si ha ∫
(a,b)
f(x)dx = lim
c→b
∫
(a,c)
f(x)dx.
Puo` tuttavia capitare che f sia sommabile su ogni sottointervallo (a, c), che esista
finito il limite lim
c→b
∫
(a,c)
f(x)dx senza che f sia sommabile su (a, b). Infatti, puo`
essere
∫
(a,b)
f+(x)dx =
∫
(a,b)
f−(x)dx = +∞ e che la forma indeterminata +∞−∞
corrisponda, in questo caso particolare, ad un limite finito.
Quando esiste finito lim
c→b
∫
(a,c)
f(x)dx, si parla di integrale semplicemente conver-
gente su (a, b) di f . Se f non e` sommabile su (a, b) tale limite e` detto anche integrale
improprio di f su (a, b).
Per funzioni sommabili, si parla di integrale assolutamente convergente perche` anche
|f | e` sommabile quindi, oltre a
lim
c→b
∫
(a,c)
f(x)dx =
∫
(a,b)
f(x)dx
esiste finito anche
lim
c→b
∫
(a,c)
|f(x)|dx =
∫
(a,b)
|f(x)|dx.
Un esempio di integrale semplicemente ma non assolutamente convergente e`
lim
β→+∞
∫ β
0
sinx
x
dx.
Vedremo che la funzione non e` sommabile utilizzando la teoria delle serie numeriche
(Analisi L-B). Proveremo, tuttavia, che tale limite esiste finito utilizzando una
integrazione per parti. Saremo in grado di calcolarne il valore pi/2 con la teoria
delle funzioni di variabile complessa (Analisi L-C).
7.9 Proprieta` dell’ Integrale di Funzioni Somma-
bili
Siano f, g sommabili su J . Dalle proprieta` degli insiemi misurabili, si hanno le
seguenti proprieta` dell’ integrale:
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• Linearita`. Per c1, c2 costanti reali qualunque, anche c1f + c2g e` sommabile su
J e vale ∫
J
(c1f + c2g) = c1
∫
J
f + c2
∫
J
g.
• Monotonia. Se g(x) ≤ f(x) per ogni x ∈ J allora∫
J
g ≤
∫
J
f.
• Additivita`. Per J1, . . . , Jm partizione di J in m intervalli, f e` sommabile anche
su ciascun intervallo Jk, k = 1, . . . ,m, e vale∫
J
f =
m∑
k=1
∫
Jk
f.
Proposizione 7.9.1 Sia f integrabile sull’ intervallo J .
Allora
f sommabile ⇐⇒ |f | sommabile
e, per f sommabile, si ha ∣∣ ∫
J
f
∣∣ ≤ ∫
J
|f |.
Dimostrazione. Sia f sommabile. Allora, per definizione, lo sono anche f+ ed f−,
quindi lo e` |f | = f+ + f− per linearita`.
Viceversa, se |f | e` sommabile, da f+ ≤ |f | ed f− ≤ |f | segue∫
J
f± ≤
∫
J
|f | < +∞
quindi anche f e` sommabile per definizione.
Infine, nel caso di funzioni sommabili,∣∣ ∫
J
f
∣∣ = ∣∣ ∫
J
f+ −
∫
J
f−
∣∣ ≤ ∫
J
f+ +
∫
J
f− =
∫
J
|f |.
¦
Da questa proposizione e dalla monotonia dell’ integrale, segue subito il seguente
semplice ma utile criterio di sommabilita`:
Teorema 7.9.2 ( Criterio del confronto) Siano f, g integrabili su J con |f(x)| ≤
|g(x)| per ogni x ∈ J .
Allora:
g sommabile =⇒ f sommabile
quindi, in maniera equivalente, anche
f non sommabile =⇒ g non sommabile
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7.10 Casi notevoli di funzioni sommabili
Per applicare il criterio del confronto, bisogna avere a disposizione degli esempi
notevoli di funzioni sommabili e di funzioni non sommabili con cui confrontare una
funzione assegnata.
• Funzioni limitate su un intervallo limitato. Sia f : J → R, f(x) ≥ 0 una
funzione limitata sull’ intervallo reale limitato J di estremi a, b, a < b. In questo
caso, il sottografico di f e` un insieme limitato nel piano quindi f e` sommabile
se e solo se e` integrabile. In questo caso, quindi, i criteri di integrabilita`gia` visti
diventano anche dei criteri di sommabilita`.
Teorema 7.10.1 Sia f : J → R una funzione continua q.o. e limitata sull’
intervallo limitato J .
Allora f e` sommabile su J .
Ricordando che per il teorema di Weierstrass una funzione continua su un intervallo
limitato e chiuso ha minimo e massimo, quindi e` ovviamente limitata, ne segue
subito:
Corollario 7.10.2 Sia f : [a, b]→ R continua in [a, b], a, b ∈ R, a < b.
Allora f e` sommabile su [a, b].
Inoltre, per un teorema precedente sulla integrabilita`:
Teorema 7.10.3 Sia f : J → R una funzione crescente (decrescente) e limitata
sull’ intervallo limitato J .
Allora f e` sommabile su J .
• Funzioni non limitate su un intervallo limitato.
Consideriamo su [a.b) la funzione di riferimento
1
(b− x)α , α > 0.
In maniera intuitiva, ci si puo` aspettare che l’ area del sottografico sia finita solo
se l’ ordine di infinito α per x → b non e` troppo forte. Col teorema fondamentale
del calcolo integrale, saremo in grado di provare che tale funzione e` sommabile su
[a, b) per α < 1 mentre non lo e` per α ≥ 1.
La stessa cosa vale su (a, b] per la funzione
1
(x− a)α .
Il valore critico α = 1 non e` casuale: e` la dimensione dello spazio che contiene il
dominio di f . Torneremo su questo punto studiando le funzioni di piu` variabili.
Sia ora f : [a, b) → R, una funzione sommabile su [a, b − ε] per ogni ε > 0. Per l’
additivita`, ne segue che f e` sommabile su [a, b) se lo e` su un intervallo (b − ε, b).
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Quello che conta quindi, in questa situazione, e` il comportamento asintotico di f
per x→ b.
Da quanto anticipato sulla funzione campione
1
(b− x)α e dal criterio del confronto
abbiamo:
→ Se f = O
(
1
(b− x)α
)
, x→ b, con α < 1 allora f e` sommabile su [a, b);
→ Se 1
(b− x)α = O(f), x→ b, con α ≥ 1 allora f non e` sommabile su [a, b);
→ Se f ∼ C
(b− x)α , x→ b, C costante non nulla, allora f e` sommabile su [a, b) se
e solo se α < 1.
Basta ricordare infatti che f = O(g), x→ b, significa che esiste un intorno di b dove
vale |f | ≤M |g|, M > 0, e che da f ∼ g, x→ b, segue sia f = O(g) che g = O(f).
Considerazioni analoghe si possono fare sull’ intervallo (a, b], scambiando il
ruolo dei due estremi ed usando la funzione di riferimento
1
(x− a)α .
Esempio 7.10.4 Consideriamo la funzione
f(x) = log x, x ∈ (0, 1].
La funzione f(x) non e` limitata su (0, 1] perche` limx→0 f(x) = −∞. Su ogni in-
tervallo chiuso e limitato [δ, 1], δ > 0, la funzione f(x) e` continua (quindi anche
limitata), dunque sommabile. Su (0, 1] la funzione e` continua e di segno costante
negativo, quindi e` integrabile con integrale finito (negativo) o −∞. L’ integrale su
(0, 1] vale il limite ∫
(0,1]
f(x)dx = lim
δ→0
∫
[δ,1]
f(x)dx.
Esaminiamo il comportamento asintotico di f per x→ 0.
Poiche` xε log x→ 0 per x→ 0 qualunque sia ε > 0, si ha
log x =
1
xε
xε log x = O
(
1
xε
)
, x→ 0.
Scegliendo ² < 1 si ha che f e` sommabile su (0, 1] per confronto. Quindi
−∞ <
∫
(0,1]
log x dx < 0.
Col teorema fondamentale del calcolo integrale potremo calcolarne il valore, vedi
esempio 7.15.2.
Esempio 7.10.5 Consideriamo la funzione
f(x) =
log x√
x
, x ∈ (0, 1].
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La funzione f(x) non e` limitata su (0, 1] perche` limx→0 f(x) = −∞. Su ogni in-
tervallo chiuso e limitato [δ, 1], δ > 0, la funzione f(x) e` continua (quindi anche
limitata), dunque sommabile. Su (0, 1] la funzione e` continua e di segno costante
negativo, quindi e` integrabile con integrale finito (negativo) o −∞. L’ integrale su
(0, 1] vale il limite ∫
(0,1]
f(x)dx = lim
δ→0
∫
[δ,1]
f(x)dx.
Esaminiamo il comportamento asintotico di f per x→ 0.
Poiche` xε log x→ 0 per x→ 0 qualunque sia ε > 0, si ha
f(x) =
1
x
1
2+ε
xε log x = O
(
1
x
1
2+ε
)
, x→ 0.
Scegliendo ² in modo che 12 +ε < 1, si ha che f e` sommabile su (0, 1] per confronto.
Quindi
−∞ <
∫
(0,1]
f(x)dx < 0.
Esempio 7.10.6 Consideriamo la funzione
f(x) =
x3√
1− x2 , x ∈ [0, 1).
La funzione f(x) non e` limitata su [0, 1) perche` limx→1 f(x) = +∞. Su ogni inter-
vallo chiuso e limitato [0, 1−δ] la funzione f(x) e` continua (quindi anche limitata),
dunque sommabile. Su [0, 1) la funzione e` continua e di segno costante positivo,
quindi e` integrabile con integrale finito (positivo) o +∞. L’ integrale e` l’ area del
sottografico e vale il limite∫
[0,1)
f(x)dx = lim
δ→0
∫
[0,1−δ]
f(x)dx.
Esaminiamo il comportamento asintotico per x→ 1.
Poiche` f(x) =
x3√
1 + x
√
1− x e limx→1
x3√
1 + x
=
1√
2
, si ha
f(x) ∼ 1√
2
1√
1− x, x→ 1.
Per confronto, f ha lo stesso comportamento di sommabilita` di
1√
1− x su [1−δ, 1),
quindi e` sommabile:
0 <
∫
[0,1)
f(x)dx < +∞.
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Esempio 7.10.7 Consideriamo la funzione
f(x) =
x3
x− 1 , x ∈ [0, 1).
La funzione f(x) non e` limitata su [0, 1) perche` limx→1 f(x) = −∞. Su ogni inter-
vallo chiuso e limitato [0, 1−δ] la funzione f(x) e` continua (quindi anche limitata),
dunque sommabile. Su [0, 1) la funzione e` continua e di segno costante negativo,
quindi e` integrabile con integrale finito (negativo) o −∞. L’ integrale vale il limite∫
[0,1)
f(x)dx = lim
δ→0
∫
[0,1−δ]
f(x)dx.
Esaminiamo il comportamento asintotico per x→ 1.
Poiche`
f(x) ∼ − 1
1− x, x→ 1,
per confronto f ha lo stesso comportamento di sommabilita` di
1
1− x su [1 − δ, 1),
quindi non e` sommabile: ∫
[0,1)
f(x)dx = −∞.
Col teorema fondamentale del calcolo integrale saremo in grado di calcolare
∫
[0,1−δ]
f(x)dx
e da questo si potra` riottenere
lim
δ→0
∫
[0,1−δ]
f(x)dx = −∞,
vedi oltre, esempio 7.13.4
• Intervalli illimitati di integrazione.
Consideriamo su [a,+∞), a > 0, la funzione di riferimento
1
xα
, α > 0.
In maniera intuitiva, ci si puo` aspettare che l’ area del sottografico sia finita solo se l’
ordine di infinitesimo α per x→ +∞ e` abbastanza alto. Col teorema fondamentale
del calcolo integrale, saremo in grado di provare che tale funzione e` sommabile su
[a,+∞) per α > 1 mentre non lo e` per α ≤ 1.
Lo stesso vale su (−∞, a], a < 0, per la funzione
1
|x|α .
Anche qui il valore critico α = 1 e` la dimensione dello spazio euclideo dove vive la
variabile indipendente.
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Sia ora f : [a,+∞) → R una funzione sommabile su [a, b] per ogni b > a. Per l’
additivita`, ne segue che f e` sommabile su [a,+∞) se lo e` su un intervallo (b,+∞),
b > a. Quello che conta quindi, in questa situazione, e` il comportamento asintotico
di f per x→ +∞.
Da quanto anticipato sulla funzione campione
1
xα
e dal criterio del confronto
abbiamo:
→ Se f = O
(
1
xα
)
, x→ +∞, con α > 1 allora f e` sommabile su [a,+∞);
→ Se 1
xα
= O(f), x→ +∞, con α ≤ 1 allora f non e` sommabile su [a, b);
→ Se f ∼ C
xα
, x→ +∞, C costante non nulla, allora f e` sommabile su [a,+∞) se
e solo se α > 1.
Considerazioni analoghe si possono fare sull’ intervallo (−∞, a] usando la funzione
di riferimento
1
|x|α .
Esempio 7.10.8 Consideriamo la funzione f(x) =
cosx
x2
su [a,+∞), a > 0.
Poiche` ∣∣∣cosx
x2
∣∣∣ ≤ 1
x2
ed 1/x2 e` sommabile su [a,+∞), a > 0, anche f(x) e` sommabile su tale intervallo:
l’ integrale ∫
[a,+∞)
cosx
x2
dx
esiste finito.
Esempio 7.10.9 Consideriamo la funzione
f(x) =
log x
x2
, x ∈ [1,+∞).
Su ogni intervallo chiuso e limitato [1, b], b > 1, la funzione f(x) e` continua (quin-
di anche limitata), dunque sommabile. Su [1,+∞) la funzione e` continua e di
segno costante positivo, quindi e` integrabile con integrale finito (positivo) o +∞. L’
integrale su [1,+∞) e` l’ area del sottografico e vale il limite∫
[1,+∞)
f(x)dx = lim
b→+∞
∫
[1,b]
f(x)dx.
Esaminiamo il comportamento asintotico di f per x→ +∞.
Poiche`
log x
xε
→ 0 per x→ +∞ qualunque sia ε > 0, si ha
f(x) =
1
x2−ε
log x
xε
= O
(
1
x2−ε
)
, x→ +∞.
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Scegliendo ² in modo che 2 − ε > 1, si ha che f e` sommabile su [1,+∞) per
confronto. Quindi
0 <
∫
[1,+∞)
f(x)dx < +∞.
Esempio 7.10.10 Consideriamo la funzione
f(x) =
1√
x(
√
x+ 1)(
√
x+ 3)
, x ∈ [1,+∞).
Su ogni intervallo chiuso e limitato [1, b], b > 1, la funzione f(x) e` continua (quin-
di anche limitata), dunque sommabile. Su [1,+∞) la funzione e` continua e di
segno costante positivo, quindi e` integrabile con integrale finito (positivo) o +∞. L’
integrale e` l’ area del sottografico e vale il limite∫
[1,+∞)
f(x)dx = lim
b→+∞
∫
[1,b]
f(x)dx.
Esaminiamo il comportamento asintotico per x→ +∞.
Si ha
f(x) ∼ 1
x3/2
, x→ +∞.
Per confronto, f ha lo stesso comportamento di sommabilita`di
1
x3/2
su [b,+∞),
quindi e` sommabile:
0 <
∫
[0,1)
f(x)dx < +∞.
Col teorema fondamentale del calcolo integrale, la sostituzione razionalizzante y =√
x ed i fratti semplici saremo in grado di calcolarne il valore, vedi oltre esempio
7.14.2
Esercizio 7.10.11 Sia α > 0, β > 0, α 6= 1. Provare che la funzione
f(x) =
1
xα logβ x
e` sommabile sugli intervalli [a,+∞), a > 1, per α > 1 mentre non lo e` per α < 1.
(Per il caso α = 1 vedi oltre, esempio 7.13.3.)
7.11 Teorema della Media Integrale
Per f sommabile su [a, b], il numero reale
1
b− a
∫
[a,b]
f(x)dx
e` detto la media integrale di f su [a, b]. Nel caso di funzioni positive, si tratta
del rapporto tra l’ area del sottografico e la lunghezza dell’ intervallo di base.
Rappresenta quindi l’ altezza del rettangolo di pari base equivalente al sottografico.
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Teorema 7.11.1 Sia f sommabile e limitata su [a, b], m = inf f , M = sup f .
Vale
m ≤ 1
b− a
∫
[a,b]
f(x)dx ≤M.
Inoltre, se f e` continua in [a, b] allora esiste c ∈ [a, b] tale che
f(c) =
1
b− a
∫
[a,b]
f(x)dx.
Dimostrazione. Da m ≤ f(x) ≤M segue∫
[a,b]
m dx ≤
∫
[a,b]
f(x)dx ≤
∫
[a,b]
M dx.
Poche` dalla definizione segue subito che
∫
[a,b]
1 dx = (b− a) (area di un rettangolo
di altezza 1), si ha
m(b− a) ≤
∫
[a,b]
f(x)dx ≤M(b− a)
che prova la prima affermazione del teorema
m ≤ 1
b− a
∫
[a,b]
f(x)dx ≤M.
Se poi f e` continua allora assume ogni valore compreso tra m ed M quindi anche
1
b− a
∫
[a,b]
f(x)dx.
¦
7.12 Integrale Orientato, Funzione Integrale
Sia f : I → R una funzione sommabile su ogni intervallo limitato contenuto in I.
Per ogni x, y ∈ I, diamo la definizione di integrale orientato
∫ y
x
f(t)dt ponendo:
∫ y
x
f(t)dt =

∫
[x,y]
f(t)dt per x < y
−
∫
[y,x]
f(t)dt per x > y
0 per x = y
Fissato, x0 ∈ I, resta cos`ı ben definita la funzione integrale
Φ(x) =
∫ x
x0
f(t)dt, x ∈ I.
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Esercizio 7.12.1 Pensando solo alla definizione di funzione integrale, determinare
la funzione
Φ(x) =
∫ x
0
2t dt, x ∈ [−1, 1].
7.13 Il Teorema Fondamentale
Il seguente teorema e` il punto di contatto tra il calcolo di primitive ed il calcolo
di aree. Assieme al teorema successivo di Torricelli-Barrow, che ne e` una diretta
conseguenza, mostra che i due problemi sono in realta` equivalenti e risolvere uno
di essi consente di risolvere anche l’ altro. Questo giustifica, tra l’ altro, il fatto che
i due calcoli portano lo stesso nome di integrale.
Teorema 7.13.1 (Fondamentale del Calcolo Integrale) Sia f : I → R sommabile
su ogni intervallo limitato contenuto in I e sia x0 ∈ I un punto fissato.
Allora la funzione integrale
Φ(x) =
∫ x
x0
f(t)dt
e` continua in I. Inoltre, se la funzione f sotto il segno di integrale e` continua in x¯
allora Φ e` derivabile in x¯ con
Φ′(x¯) = f(x¯).
In particolare, se f e` continua su tutto I allora Φ e` una primitiva di f in I
Dimostrazione parziale. La continuita`di Φ segue dalla definizione stessa di integrale
e dalle proprieta` della misura nel piano. Per quanto riguarda la derivibilita` di Φ,
limitiamoci per semplicita` al caso di f continua su tutto I. Sia x un punto generico
di I. Dall’additivita` e dal Teorema della media integrale, segue che
Φ(x+ h)− Φ(x)
h
=
1
h
∫ x+h
x
f(t)dt = f(c)
con c = c(h) tra x ed x+ h. Per h→ 0 il punto c tende ad x, quindi
lim
h→0
Φ(x+ h)− Φ(x)
h
= lim
c→x f(c) = f(x)
dove l’ ultima uguaglianza vale in forza della continuita`di f in x.
¦
Mettiamo in evidenza che il Teorema fondamentale assicura che ogni funzione f
continua nell’intervallo I ha primitive in I. Una e` la funzione integrale Φ(x) =∫ x
x0
f(t)dt, tutte le altre sono del tipo
F (x) = c+Φ(x) = c+
∫ x
x0
f(t)dt
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con c costante arbitraria, c = F (x0) visto che Φ(x0) = 0. La costante c viene quindi
determinata se si assegna una condizione iniziale: il problema nella incognita y(x) y
′(x) = f(x), x ∈ I
y(x0) = y0
ha come (unica) soluzione
y(x) = y0 +
∫ x
x0
f(t)dt, x ∈ I.
Questo problema di primitive e` la piu` semplice tra le equazioni differenziali, argo-
mento che affronteremo nel secondo corso di Analisi. Il fatto fondamentale e` che
viene risolto attraverso il calcolo di aree. Si ha anche il fondamentale risultato in
direzione opposta:
Teorema 7.13.2 (Torricelli-Barrow) Sia f : I → R continua sull’ intervallo reale
I e sia F una qualunque primitiva di f in I.
Allora, per ogni a, b ∈ I, si ha∫ b
a
f(x)dx = F (b)− F (a).
Dimostrazione. Consideriamo la funzione integrale Φ(x) =
∫ x
a
f(t)dt. Quello che
si vuole determinare e`
∫ b
a
f(t)dt = Φ(b). Dal Teorema fondamentale, Φ e` una
primitiva come F quindi Φ− F e` costante in I:
F (x)− Φ(x) = c, x ∈ I.
Ponendo x = a in questa uguaglianza, si ha c = F (a) visto che Φ(a) = 0. Quindi∫ b
a
f(t)dt = Φ(b) = F (b)− c = F (b)− F (a).
¦
Quindi dalla determinazione di una primitiva f si possono calcolare tutte le aree
con segno di regioni delimitate dal grafico di f e dall’asse x.
La differenza F (b)− F (a) viene denotata con
[F (x)]ba , F (x)
∣∣b
a
.
• Sommabilita` delle funzioni di riferimento. Come importante esempio di
applicazione del Teorema di Torricelli-Barrow, dimostriamo quanto gia` anticipato
sulla sommabilita` delle funzioni campione
1
(b− x)α su [a, b), a < b;
1
xα
su [a,+∞), a > 0.
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Per definizione ∫ b
a
1
(b− x)α dx = limε→0
∫ b−ε
a
1
(b− x)α dx.
Per α = 1:
lim
ε→0
∫ b−ε
a
1
b− xdx = limε→0 [− log |x− b|]
b−ε
a =
lim
ε→0
(log(b− a)− log ε) = +∞.
Per α 6= 1:
lim
ε→0
∫ b−ε
a
1
(b− x)α dx = limε→0
1
α− 1
[(
1
b− x
)α−1]b−ε
a
=
lim
ε→0
1
α− 1
(
1
εα−1
− 1
(b− a)α−1
)
=

+∞, α > 1
1
1− α (b− a)
1−α, α < 1
.
Come anticipato, la funzione
1
(b− x)α e` sommabile su [a, b) se e solo se α < 1.
Per l’ altra funzione di riferimento, si ha∫ +∞
a
1
xα
dx = lim
b→+∞
∫ b
a
1
xα
dx, a > 0.
Per α = 1:
lim
b→+∞
∫ b
a
1
x
dx = lim
b→+∞
[log x]ba =
lim
b→+∞
(log b− log a) = +∞.
Per α 6= 1:
lim
b→+∞
∫ b
a
1
xα
dx = lim
b→+∞
− 1
α− 1
[
1
xα−1
]b
a
=
lim
b→+∞
1
α− 1
(
1
aα−1
− 1
bα−1
)
=

+∞, α < 1
1
(α− 1)aα−1 , α > 1
.
Come anticipato, la funzione
1
xα
e` sommabile su [a,+∞), a > 0, se e solo se α > 1.
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Esempio 7.13.3 Completiamo l’ esercizio 7.10.11 sulla sommabilita`di f(x) =
1
x logβ x
, β > 0, su [a,+∞), a > 1.
Per β = 1:
lim
b→+∞
∫ b
a
1
x log x
dx = lim
b→+∞
[log(log x)]ba =
lim
b→+∞
(log(logb)− log(log a)) = +∞.
Per β 6= 1:
lim
b→+∞
∫ b
a
1
x logβ x
dx = lim
b→+∞
− 1
β − 1
[
1
logβ−1(x)
]b
a
=
lim
b→+∞
1
β − 1
(
1
(log a)β−1
− 1
(log b)β−1
)
=

+∞, β < 1
1
(β − 1)(log a)β−1 , β > 1
.
La funzione
1
x logβ(x)
e` sommabile su [a,+∞), a > 1, se e solo se β > 1.
Esempio 7.13.4 Con riferimento all’ esempio 7.10.7, verifichiamo direttamente
che
lim
ε→0
∫ 1−ε
0
x3
x− 1dx = −∞
determinando una primitiva. Si ha:
x3
x− 1 =
x3 − 1 + 1
x− 1 =
(x− 1)(x2 + x+ 1) + 1
x− 1 = x
2 + x+ 1 +
1
x− 1
da cui
lim
ε→0
∫ 1−ε
0
x3
x− 1dx = − limε→0
∫ 1−ε
0
(
x2 + x+ 1 +
1
x− 1
)
dx =
lim
ε→0
[
x3/3 + x2/2 + x+ log |x− 1|]1−ε
0
=
lim
ε→0
(
(1− ε)3/3 + (1− ε)2/2 + 1− ε+ log ε) = −∞.
7.14 Integrale Definito per Sostituzione
Per Torricell-Barrow, ogni metodo per la ricerca di primitive si trasforma in un
metodo per il calcolo di integrali definiti.
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Siano f : J → R e g, g′ : I → J funzioni continue sui rispettivi intervalli I, J (per la
coppia g, g′ basta l’ ipotesi g′ continua perche` ogni funzione derivabile e` continua).
Siano a, b ∈ I. Le ipotesi garantiscono che gli integrali∫ b
a
f(g(x))g′(x)dx,
∫ g(b)
g(a)
f(y)dy
esistono finiti in quanto integrali di funzioni continue su intervalli chiusi e limitati.
L’ integrazione per sostituzione, nel caso dell’ integrale definito, diventa∫ b
a
f(g(x))g′(x)dx =
∫ g(b)
g(a)
f(y)dy.
Infatti, presa una primitiva F di f su J (che certamente esiste perche` f e` continua),
la funzione F (g(x)) e` una primitiva di f(g(x))g′(x) su I. Quindi, per Torricelli-
Barrow, ∫ b
a
f(g(x))g′(x)dx = F (g(b))− F (g(a)) =
∫ g(b)
g(a)
f(y)dy.
Dunque, posto y = g(x), il procedimento formale e` il seguente:
→ Si cambiano gli estremi a, b con g(a), g(b) nell’ordine;
→ f(g(x)) diventa f(y), g′(x)dx diventa dy;
→ Si calcola il nuovo integrale
∫ g(b)
g(a)
f(y)dy.
L’ uguaglianza e` tra integrali orientati. Sia I0 = [a, b] con a < b e poniamo J0 =
g(I0). Se la funzione g e` crescente allora J0 = [g(a), g(b)] e la formula diventa∫
I0
f(g(x))g′(x)dx =
∫
J0
f(y)dy.
Se la funzione g e` decrescente allora J0 = [g(b), g(a)] e la formula diventa∫
I0
f(g(x))g′(x)dx = −
∫
J0
f(y)dy.
Queste due uguaglianze tra integrali non orientati si possono riassumere in una
unica formula tenendo conto del rispettivo segno di g′:∫
I0
f(g(x))|g′(x)|dx =
∫
J0
f(y)dy.
Esempio 7.14.1 Il sottografico della funzione positiva√
r2 − x2, 0 ≤ x ≤ r
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e` un quarto di cerchio di raggio r, quindi∫ r
0
√
r2 − x2 = pir2/4.
Verifichiamolo con la sostituzione razionalizzante x = r sin y, y = arcsin(x/r). I
nuovi estremi sono, nell’ordine
0 = arcsin 0, pi/2 = arcsin 1.
Al posto di dx scriveremo r cos y dy, in luogo di
√
r2 − x2 scriveremo r cos y,
ottenendo
r2
∫ pi/2
0
cos2 y dy = (r2/2)
∫ pi/2
0
(1 + cos(2y))dy =
(r2/2) [y + (1/2) sin(2y)]pi/20 = pir
2/4.
Esempio 7.14.2 Completiamo l’ esempio 7.10.10 calcolando∫ +∞
1
1√
x(
√
x+ 1)(
√
x+ 3)
dx
che gia` sappiamo essere finito dalla discussione in tale esempio. Per definizione∫ +∞
1
1√
x(
√
x+ 1)(
√
x+ 3)
dx = lim
b→+∞
∫ b
1
1√
x(
√
x+ 1)(
√
x+ 3)
dx.
Con la sostituzione
y =
√
x, x = y2
dy =
1
2
√
x
dx, x = 2ydy
si ha ∫ b
1
1√
x(
√
x+ 1)(
√
x+ 3)
dx = 2
∫ √b
1
1
(y + 1)(y + 3)
dy
e, poiche`
√
b→ +∞ per b→ +∞, ci riduciamo al calcolo di
lim
b→+∞
2
∫ b
1
1
(y + 1)(y + 3)
dy
scrivendo ancora b in luogo di
√
b.
Coi fratti semplici
1
(y + 1)(y + 3)
=
1
2
1
y + 1
− 1
2
1
y + 3
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quindi
lim
b→+∞
2
∫ b
1
1
(y + 1)(y + 3)
dy = lim
b→+∞
∫ b
1
(
1
y + 1
− 1
y + 3
)
dy =
lim
b→+∞
[log(y + 1)− log(y + 3)]b1 = lim
b→+∞
[
log
y + 1
y + 3
]b
1
=
lim
b→+∞
(
log
b+ 1
b+ 3
− log 1
2
)
= log 2.
Osserviamo che non ha significato scrivere dai fratti semplici∫ +∞
1
2
(y + 1)(y + 3)
dy =
∫ +∞
1
1
y + 1
dy −
∫ +∞
1
1
y + 3
dy
perche`, cos`ı facendo, a secondo membro si e` scritto +∞ −∞ che non ha senso.
La linearita` vale quando tutte le funzioni che compaiono sotto il segno di integrale
sono sommabili.
7.15 Integrale Definito per Parti
Siano f, g derivabili (quindi continue) con derivate continue f ′, g′ nell’intervallo
chiuso e limitato [a, b]. Le funzioni f ′g e fg′ sono quindi sommabili su [a, b]. Per
esse, vale la formula dell’ integrale definito per parti∫ b
a
f(x)g′(x)dx = [f(x)g(x)]ba −
∫ b
a
f ′(x)g(x)dx
che segue subito dalla analoga formula nel calcolo di primitive e da Torricelli-
Barrow.
•Un esempio notevole di integrale semplicemente convergente. Come gia`
detto, senza dimostrazione, la funzione
f(x) =
sinx
x
non e` sommabile su (0,+∞). Vogliamo ora provare, come gia` anticipato, che
comunque esiste finito
lim
b→+∞
∫ b
0
sinx
x
dx.
Su ogni intervallo (0, b] la funzione e` sommabile perche` continua e limitata (non e`
singolare in 0 perche` f(x) → 1 per x → 0). Proprio per questo, inoltre, il limite
esiste finito se e solo se esiste finito
lim
b→+∞
∫ b
a
sinx
x
dx, a > 0.
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Integrando per parti, si ha∫ b
a
sinx
x
dx =
[− cosx
x
]b
a
−
∫ b
a
cosx
x2
dx.
Ora
lim
b→+∞
(
cos a
a
− cos b
b
)
=
cos a
a
ed anche
lim
b→+∞
∫ b
a
cosx
x2
dx
esiste finito perche` la funzione
cosx
x2
e` sommabile su [a,+∞), a > 0, per confronto
(vedi esempio 7.10.8).
Quindi
lim
b→+∞
∫ b
0
sinx
x
dx
esiste finito. Per questo limite, che vedremo valere pi/2 nel corso di Analisi L-C, si
usa ancora il simbolo ∫ +∞
0
sinx
x
dx
portando pero` bene in mente il suo significato di integrale improprio e ricordando
che non e` un integrale di funzione sommabile: vedremo infatti, in Analisi L-B, che∫ +∞
0
| sinx|
x
dx = +∞.
Esempio 7.15.1 Calcoliamo
∫ 1
0
xexdx per parti:
∫ 1
0
xexdx = [xex]10 −
∫ 1
0
exdx = e− [ex]10 = e− e+ 1 = 1.
Esempio 7.15.2 Completiamo l’ esempio 7.10.4 calcolando
∫ 1
0
log x dx che gia`
sappiamo esistere finito per la discussione in tale esempio. Per definizione∫ 1
0
log x dx = lim
ε→0
∫ 1
ε
log x dx.
Procedendo per parti∫ 1
ε
log x dx = [x log x]1ε −
∫ 1
ε
1 dx = −ε log ε− 1 + ε
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e
lim
ε→0
(−ε log ε− 1 + ε) = −1.
Quindi ∫ 1
0
log x dx = −1.
7.16 Derivate di Funzioni Integrali
Sia f continua in J e siano α, β : I → J derivabili. Allora
d
dx
∫ β(x)
α(x)
f(t)dt = f(β(x))β′(x)− f(α(x))α′(x).
Infatti, posto
Φ(y) =
∫ y
y0
f(t)dt, y ∈ J
con y0 fissato in J , si ha∫ β(x)
α(x)
f(t)dt = Φ(β(x))− Φ(α(x))
per additivita`. Da questo, per avere la formula richiesta, basta derivare le funzioni
composte tenendo conto che Φ′(y) = f(y).
Esempio 7.16.1 Calcolare
lim
x→0+
∫ x2
x
sin(
√
t)dt
x2
.
Si tratta di una forma indeterminata 0/0. Con De L’ Hospital si ottiene
lim
x→0+
2x sin
√
x2 − sin√x
2x
= lim
x→0+
sinx− lim
x→0+
sin
√
x
2x
=
− lim
x→0+
√
x
2x
= − lim
x→0+
1
2
√
x
= −∞.
7.17 Area di Insiemi Normali nel Piano
Un insieme del tipo
X = {(x, y) ∈ R2| a < x < b, α(x) ≤ y ≤ β(x)}
con α, β sommabili su (a, b), α(x) ≤ β(x) per ogni x ∈ (a, b), ∞ ≤ a < b ≤ +∞, si
dice normale rispetto all’ asse x. Scambiando il ruolo delle variabili x, y si ottengono
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gli insiemi normali rispetto all’ asse y. Direttamente dalla definizione di integrale
di funzioni sommabili, gli insiemi normali sono misurabili con misura finita data da
µ2(X) =
∫ b
a
(β(x)− α(x))dx.
Esempio 7.17.1 Denotando H(x) la funzione gradino unitario (detta anche di
Heaviside)
H(x) =
 1, x ≥ 00, x < 0 ,
calcolare la misura di
X = {(x, y) ∈ R2| − 1 < x < 1,−H(x) ≤ y ≤ e
x
e2x + 1
}.
Si ha
µ2(X) =
∫ 1
−1
(
ex
e2x + 1
+H(x)
)
dx =
∫ 0
−1
ex
e2x + 1
dx+
∫ 1
0
(
ex
e2x + 1
+ 1
)
dx =
∫ 1
−1
ex
e2x + 1
dx+
∫ 1
0
1 dx =
∫ 1
−1
ex
e2x + 1
dx+ 1
dove l’ ultima somma (fare un disegno qualitativo dell’ insieme X) si interpreta
come la somma tra l’ area del sottografico della funzione e
x
e2x+1 e l’ area del quadrato
[0, 1]× [−1, 0].
Calcoliamo
∫ 1
−1
ex
e2x + 1
dx. Con la sostituzione y = ex, dy = exdx, si ottiene
∫ e
1/e
1
y2 + 1
dy = [arctan y]e1/e = arctan e− arctan(1/e).
Dunque
µ2(X) = 1 + arctan e− arctan(1/e).
7.18 Integrali con Simmetrie o Periodicita`
• Funzioni pari. Sia f funzione pari e sommabile su (−a, a). Allora per evidenti
ragioni di simmetria ∫ a
−a
f(x)dx = 2
∫ a
0
f(x)dx.
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• Funzioni dispari. Sia f funzione pari e sommabile su (−a, a). Allora per
evidenti ragioni di simmetria ∫ a
−a
f(x)dx = 0.
L’ ipotesi che f sia sommabile e` essenziale. Guardando solo alla disparita`, si rischia
di affermare che +∞−∞ = 0 (!!). Il lettore rifletta sul fatto che la funzione dispari
definita da
f(x) =
1
x
per x 6= 0, f(0) = 0
non e` nemmeno integrabile su [−a, a]:∫ a
−a
f+(x)dx =
∫ a
0
1
x
dx = +∞,
∫ a
−a
f−(x)dx =
∫ 0
−a
(
− 1
x
)
dx = +∞.
• Funzioni periodiche. Sia f sommabile sugli intervalli limitati di R e periodica
di periodo T . Allora, per evidenti motivi geometrici, per ogni a ∈ R∫ a+T
a
f(x)dx =
∫ T
0
f(x).
In altre parole, tutti gli integrali su intervalli di lunghezza T sono tra loro uguali.
Esempio 7.18.1 La funzione | sinx| e` periodica di periodo pi. Quindi∫ a+pi
a
| sinx|dx =
∫ pi
0
| sinx|dx =
∫ pi
0
sinx dx = [− cosx]pi0 = 2.
