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Dans la theorie classique du potentiel, Brelot, Naim, Doob ont 
CtudiC le comportement a la frontier-e de Martin des fonctions surhar- 
moniques, voir [4, 12, 13, et les theoremes de Fatou correspondants]. 
Doob a introduit les h-processus [4]. I1 se place sur un espace de 
Green. Si u et h sont surharmoniques, (u/h) a une limite finie le long 
de presque toute h-trajectoire partant d’un point oh h est finie. Si h 
est harmonique minimale, il calcule la limite. 11 obtient les thtoremes 
de Fatou a la front&e de Martin et a l’interieur. 
A l’origine de ce travail, on s’est propose de caracteriser les classes 
de fonctions excessives h pour lesquelles on peut calculer la limite de 
(u/h) sur les h-trajectoires. 
Dans [19], Hunt fait une etude de la frontiere de Martin et des 
valeurs front&es des fonctions excessives, il calcule la limite d’une 
fonction excessive h sur les trajectoires. 
Dans [17], Neveu fait le calcul en Ctablissant la formule donnant la 
loi de probabilite de X, = lim,,,, x,P p.s. conditionnelle en x, pour 
le 1 -processus. 
On se demande pour quelle classe de fonctions excessives h on peut 
Ctablir cette formule pour le h-processus. 
On se placera dans le cas d’un processus d indice continu dans le 
cadre de la theorie de Dynkin [l, 21. 
Dynkin a fait une construction de la front&e de Martin complete- 
ment probabiliste, via l’espace des sorties des h-processus [l, 23. 
On considere un espace metrique localement compact separable E 
et soit d son compactifie de Martin. Dans le chapitre II, on dtfinit 
la prevision et l’accessibilid du temps de vie d’un h-processus. 
&ant donne, en theorie newtonienne sur R” (n > 2), un potentiel 
n(x) ayant une mesure spectrale absolument continue par rapport B la 
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mesure de Lebesgue, le n-processus correspondant a un killing sui- 
vant une loi exponentielle le long des trajectoires; ce processus de 
killing est completement imprevisible. 
On Ctudie les fonctions excessives h pour lesquelles le h-processus a 
un temps de vie p&visible; c’est-a-dire: il existe une suite croissante 
(7%) de temps d’arret telle que lim,,,, 7% = <Ph p.s. et 77L < <Ph p.s. 
puis les fonctions excessives h pour lesquelles le h-processus a un 
temps de vie accessible: c’est-a-dire I’espace de probabilite est reunion 
de parties sur lesquelles le temps de vie 6 est h-previsible. 
Lorsque le temps de vie 5 est previsible ou accessible, les proprietes 
valables pour t passent a la limite; par exemple: si 5 est h,-p&visible 
et h,-previsible par la m&me suite, et si h, < h, , alors h, < h, avec 
l’ordre fort sur les fonctions excessives theoreme 5, Section I, Cha- 
pitre II. 
Reciproquement, si h, < h, entraine h, < h, , que peut-on dire du 
temps de vie 5 du h,-processus ? 
Dans le chapitre III, on Ctablit le theoreme de Fatou: Soit h’ 
une fonction excessive et soit h une fonction excessive > 0, telle que 
5 soit h-prhisible. En posant: ph’ = Lhyh + v oti v est Ctrangere a 
@, on a lim,,,(h’,h)(X,) = Lh(Z.) p.s. Pzh pour tout x tel que 
h(x) < + co. 
Ce theoreme est Cvidemment faux, si h est excessive et si on ne fait 
pas d’hypothese de previsibilite: par exemple, si on considere le poten- 
tie1 n(x) sur Rn (n > 2) ( envisage plus haut) ayant une mesure spec- 
trale absolument continue par rapport a la mesure de Lebesgue 
@) = J-K 11 x -! y 11 k(Y) dYY 
le theoreme s’ecrirait le potentiel n(x) est Cgal a la densite K(x)! 
Les hypotheses a faire sur la fonction excessive h sont done tres 
restrictives. 
Dans le chapitre IV, on Ctudie deux notions de coeffilement 
d’un ensemble d en un point z de l’espace des sorties obtenues avec 
la fonction excessive F.&z introduite par Doob [4, Section 141 et 
appelke dans [23] rCduite forte, et la rCduite Pdkz. On regarde sous 
quelles conditions ces notions coincident. Puis on dtfinit les filtres 
cofins et on en deduit les theoremes de Fatou cofins. 
Comme dans [4, 161, on passe de la convergence sur les trajectoires 
du processus a la convergence selon les filtres 9,s (x E a). 
On obtient les theoremes de convergence a la frontier-e et a l’inte- 
rieur. 
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Dans le chapitre V, on fait le lien entre le support fin des 
mesures spectrales et la prevision et l’accessibilid du temps de vie. 
On caracterise completement par les proprietes du support de leur 
mesure spectrale les fonctions excessives h pour lesquelles le temps 
de vie 5 est h-previsible ou h-accessible. On Ctablit le rapport entre les 
suites de temps d’arret et les ensembles de N-potentiel nul et de 
R-potentiel nul. 
Un ensemble K est de N-potentiel nul (resp. de R-potentiel nul) 
s’il est de mesure nulle pour la mesure spectrale p” de tout potentiel 
nature1 u (resp. de tout potentiel regulier u). 
ph est port&e par un ensemble de N-potentiel nul est equivalent a 
< est h-previsible (12 > 0) et $I est port&e par un ensemble de R-poten- 
tie1 nul est equivalent a 5 est h-accessible. Si les fonctions 
z 4 E[Kz(X,)] sont presque-boreliennes, on peut remplacer dans 
l’enonce precedent: de N-potentiel nul par polaire et de R-potentiel 
nul par semi-polaire. 
Ceci donne des CnoncCs concrets des theoremes de Fatou du 
chapitre III. 
On Ctablit la reciproque suivante: Soit h une fonction excessive 
> 0. Si pour toute fonction excessive h’ on a: 
lim (K/h)(y) = L(x) .v+x 9, 
yh p. p. pour x oh L = (dph’/dph), 
alors le temps de vie 5 est h-previsible. 
Des caracterisations des proprietes d’un processus par les proprietes 
du temps de vie ont deja CtC obtenues par Follmer [14] dans le cas 
d’une surmartingale positive continue d droite et par A&ma [I 1] dans 
le cas d’une surmartingale Y de la classe (D): A&ma caracterise par 
les proprietes du temps de vie, le processus croissant previsible qui 
engendre Y. 
NOTATIONS 
On suivra [l]. E est un espace metrique localement compact stpa- 
rable, $? est la a-algebre de ses ensembles universellement mesurables 
et m une mesure sur 97. 
Soit X = (X, , 5, Jr, P,) un processus de Markov avec comme 
fonction de transition p(t, x, r) = Jrp(t, x, y)m(dy) et soit (J2, A%‘) 
l’espace des evenements Clementaires. N designe la a-algebre sur 
l’espace Sz engendree par les ensembles (w 1 X*(w) E r> t > 0 r E a. 
& est la a-algebre sur Q2, = {< > t) engendree par les ensembles 
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(X,ElJ oti rcL% et sE[O,t]. On pose AEFt si AEA? et 
An9,~Jl/l. 
Soient g,(x, r) = so+ e-“$(t, x, I’) dt = jg#(x, y)m(dy) les noyaux 
de Green, ou g,Jx, y) sont des fonctions positives B-mesurables. Les 
operateurs I’, et G, correspondent aux noyaux p(t, x, r) et g,(x, F); 
ils envoient l’ensemble F’ des fonctions g-mesurables positives 
dans lui-meme. On dira qu’une variable aleatoire T est un temps 
d’arret si 7 < 5 et Vt > 0 (T < t < iJ E Mt. On suppose que: 
vt>o(T<t<J)E.J q C uivaut a Vt > 0 (7 < t < [) E Jyl . Voir 
[3, lemme 3.3, p. 1011, d e sorte que si (7J est une suite de temps 
d’arret, T = supn T, est un temps d’arret. 
Pour un temps d’arret 7, on d&nit sur Q, = (T < <} la o-algitbre 
.lq : 
AEM si AE&; AEQ~ et V’t>O; (A;~<t<l)~Jlr. 
F7 est la o-algebre sur Q definie par: 
A ~9~ si AEJZ etsi V~>O(A;T<~<LJEJVE. 
Jv; est la trace de F7 sur J2, . 
Une fonctionfde V est excessive si Vt > 0 P,f < f et lim,,, P, f = f. 
On suppose que X est un M-processus special [1] et standard [3] 
(done continu a droite). 
Soit y la mesure de reference (mesure standard [l]) sur la o-algebre 
3’. En particulier y possede la propriM: il existe des constantes 
C, < + co telles que pour toute fonction excessive h, on ait: 
(h, v) < C&h) pour 9 E w oh w est un systeme support: [2, p. 951: 
les fonctions a support compact. 
Toute fonction excessive h nulle y p.p. est nulle m p.p. 
On appelle ensembles de potentiel nul, les ensembles .F E g tels 
que g(x, r) = 0 Vx E E. 
Les ensembles de m-mesure nulle sont de potentiel nul et en posant 
Do = {y 1 g(x, r) = 0 m p. p. pour x E E), 
on peut supposer m(D”) = 0 [2, 1 emme 5.11; alors les ensembles de 
potentiel nul coincident avec les ensembles de m-mesure nulle. 
Puisque le processus est standard, la propriete suivante est verifiee: 
(quasi-continuite a gauche) 
pour toute suite croissante de temps d’arrct (7,J pui tend vers 7, 
on a P,p. s.: (-4) 
lim XT= = X, n-e- m SW (T < 5). 
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Soit h une fonction excessive E, = {cc E E j 0 < h(x) < + XI>. 
1 
1 
pyt, x, q = qq- p x, 49h(Y) s si XEE~ 
1 r(x) si XEE-EEh 
dCfinit une fonction de transition normalel dans (E, g). 
Soit X” = (X,h, ch, A%‘?, I’,“) le processus de Markov correspon- 
dant A la fonction de transition p”(t, x, r). 
On peut choisir les processus Xh, correspondant B toutes les fonc- 
tions excessives h de faGon A prendre le m&me espace d’Cv&nements 
ClCmentaires et tel que (X,“, ih, A@‘:) ne dCpende pas de h. On Ccrira 
x1 = (X, 7 i, 4, P$), Cl]. 0 n omet h dans la notation Xh ou P,” 
lorsque h = 1. 
DEFINITION. On d&nit sur la a-algkbre ./lr [I, 3-71 les mesures 
P”(A) = J y(dx)h(x) P,yA). (1) 
Soit & le compactif% de Martin construit dans [I] et soit i l’application 
de E dans 6’. On suppose g partir du Chapitre V que i est un horn&o- 
morphisme de E sur i(E). On pose 2, = ;(X,). 
Soit h une fonction excessive y-intkgrable, pour tout x E E, . La 
limlte 2, = limt+5 2, existe P,” p.s. 
La mesure ph dCfinie par 
/P(F) = P(.z, E r> (2) 
est la mesure spectrale de h. 
On a une reprCsentation intCgrale sur l’espace des sorties @: [l] 
44 = [ w9PhW 
Pour tout x tel que h(x) < + co, on a: 
44 &Y.Wd> = 1% fk) W) P~(W oii fE V(8). (3) 
Pour tout x E E, , VA E NT oh T est un temps d’arrCt, on a: 
h(x) f’,V) = j” k,(x) Z--$X4 ~~(d.4, (4) 
F(A) = 1 F(A) $(dz) (on intkgre (4) par rapport 2 y). (5) 
1 ph(t, x, E) + 1 quand t + 0 (normalit&). En effet, p”(t, x, E) = (P&(x)/h(x) + 1 
quandt +Opourx~E~, et p(t, x, r) est normale si X est un M-processus special. 
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Si h, et h, sont deux fonctions excessives y-indgrables et si h, < ha 
Py4) < Ph$4). (6) 
Soit A un ensemble ouvert dans le compactifie d autre que 8 lui-meme. 
Une fonction excessive h est harmonique dans A(2) si PTr h = h 
pour tout ferme .F de & contenu dans A. 7r = inf{t > 0 12, $ I’> est 
le premier temps de sortie de I’. h est harmonique dans A Cquivaut 
ii p(A) = 0. 
Soit D un ouvert de E. h est harmonique dans D si pour tout com- 
pact r de D, on a 
P,,h = h. 
Cela Cquivaut a: h est harmonique par rapport a la famille des fer- 
mCs F = i(A) ou A est compact et A C D. 
h est harmonique dans D Cquivaut A (I~ est portee par 
4Pharm(D) = (a E @ 1 K, est harmonique dans D} 
h est harmonique entraine: P,“(T~ < 0 = 1, Vx E E, et K compact 
de E. 
Toute fonction excessive se decompose en la somme d’une fonction 
harmonique: 
h’ = 1 WW) 
@h’hsrm 
et d’une fonction excessive: 
et sharm = (a E % [ k, est harmonique). 
On a: 4YPot = E (on a suppose que i Ctait un homeomorphisme). 
CHAPITRE I. PROPRISTBS DES h-PROCESSUS 
Connaissant les proprietes du processus X, on va chercher quelles 
sont les proprietes du h-processus. 
Les proprietes suivantes sont conservees: normalid, continuite A 
droite des trajectoires, quasi-continuite a gauche. 
On ne consider-e que des fonctions excessives h y-integrables. On 
424 AIRAULT 
notera H(t, W) une regularisation continue B droite de h(X,(w)) 
voir [2]. 
(1) On a 
si A E Nt et x E Eh: h(x) Pzh(A) = E,[l,h(X,)]. (7) 
On peut generaliser cette formule pour un temps d’arr&t. 
LEMME 1. Soit r un temps d’arre”t. Si A E Jr/; et x E E, , on a 
h(x) Pzh(A) = E,[l, * H(T)]. (8) 
DCmonstration. On approche r par une suite decroissante (T,) de 
temps d’arrCt CtagCs tels que 
(Th<t<5)ENt vt>o. 
COROLLAIRE. Soit T un temps d’arre”t. On a 
44 P,“b- < 5) = Jwwl pour tout x E Eh . (9) 
(2) La quasi-continuid a gauche est conservee pour le h-pro- 
cessus. On a Lemme 2. 
LEMME 2. Soit (7%) une suite croissante de temps d’arre”t et soit 
7 = lim 7,. ?I++ 02 
Si P, p.s. limn++m XT, = XT sur (T < 5) Vx E E alors, pour toutefonc- 
tion excessive h: 
P,h p. s. ,!?a X,” = XT sur (7 < 5) VX E Eh . 
LEMME 3. Soient (TJ une suite croissante de temps d’arre”t et h une 
fonction excessive 
5 = ,lym 7, Px p.s. entraine 5 = n!ym T, P,h p.s. vx E Eh . 
De plus, si H > 0 
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CHAPITRE II. PROVISION ET ACCESSIBILITY 
DU TEMPs DE VIE D’UN h-PRO~ES~US 
1. Pre’vision et accessibilite’ 
DEFINITION 1. Soit h une fonction excessive. On dit que le temps 
de vie 5 est h-previsible (resp. fortement h-previsible) s’il existe une 
suite croissante de temps d’arret (T,) tels que 
(I) lim, 7% = <Ph p.s. (resp. P p.s.) 
(2) (TV < 5) sur 5 > 0 Ph p.s, 
On dit que 5 est h-previsible a I’aide de (rn) et que (TV) annonce 5 
pour h. 
Remarque. D’apres le lemme 3, Chapitre I, si h > 0, 5 est h-pre- 
visible Cquivaut g [ est fortement h-previsible. 
THBORBME 1. Soit (hi) une famille de’nombrable de fonctions exces- 
sives. Si 5 est fortement h,-pre’visible pour tout hi , alors il existe une 
suite (rn) annoncant 1: qui est la m&me pour toute fonction hi . 
De’monstration. Pour tout i soit (Tag), la suite annoncant 5 pour 
hi . On a 
(1) 5 = lim,_t+oo TRAP p.s. 
(2) (T~$ < 5) sur 5 < 0 Ph’ p.s. 
On va construire une suite (T,) de temps d’arr&t qui verifie 
et 
5 = lim Ta P p.s. 
Pour tout i et pour tout n, il existe aYn,i tel que 
P&J 1 d@(w); T:n,i) > (l/2”)} < 2-(n+i). 
SOit Tn = infi Tta,i 
et 
Vi; TN < T:, , , < 5 Phi p.s. 
puisque 
lim 7, = 4 P P.S. 
n++ cc 
pb-” 1 d(t(W), T,(w)) > (1/2”)) d c P(d(t, ‘&> > (l/2”)) < (l/2”). 
2 
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Exemples de fonctions excessives h pour lesquelles 5 est fortement h-p&- 
visible 
(1) Les fonctions invariantes (P,h = h) 5 = + 00 P,” p.s. 
‘dx E E, . 
(2) Les fonctions harmoniques dans E, la suite (TV) qui annonce 
< est la mCme pour toute fonction harmonique h. 
(3) Les fonctions harmoniques dans E - A oh A est un fermC 
polaire de E, la suite (T,) est la m&me pour toute fonction h harmo- 
nique dans E - A. 
En fait, on montrera le the’ort?me suivant 
Soit h une fonction excessive. ph est port&e par un polaire Cquivaut 
a 5 est fortement h-prhisible. 
Exemples de fonctions excessives pour lesquelles 5 n’est pas fortement 
h-prtkisible 
Soit h(x) = E,(~~f(X,) dA,) ou A, est une fonctionnelle additive 
naturelle et f une fonction born&e. On a, pour toute suite de temps 
d’arr&t (7,) qui tend vers 1;P p.s., lim,,,, P(h(XJ) = 0. Done 5 n’est 
p&visible a I’aide d’aucune suite de temps d’arret (7J. 
A une suite croissante de temps d’arrCt (T,) telle que 5 = lim,++oo TV, 
on associe l’ensemble 
Q(T,) = {T = 5 et Vnr, < 5). 
DEFINITION 2. On dit que le temps de vie 5 est h-accessible s’il 
existe une famille denombrable de suites (T~~)~ de temps d’arr$t telles 
que, en posant 
P = klimw rkn Ph p.s. Q = u 52, + n 
Oh 
52, = (6 = 5; rkn < 5 Vk}. 
On appellera 52, partie d’accession a 5 ou ensemble d’accessibilite 
A 5. 
Remarque. Q = U, SZ,Ph p.s. Cquivaut a Ph[n, (Q - Q,)] = 0. 
On voit que 5 est h-previsible entraine l est h-accessible. 
Soient or et TV deux temps d’arrCt tels que TV < TV . On note 
Q(T r , TV) l’ensemble {TV = 5; TV < c}. On appelle 9 la classe des 
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ensembles de la forme Q(T r , ~a) ou or et ~a parcourent l’ensemble des 
temps d’arret; et soit 9 la a-algebre engendree par 9. 
THBOR~ME 2. 5 est h-p&visible (resp. h-accessible) entraine php.s. 
pour z, 5 est k,-pre’visible (resp. KS-accessible). 
Demonstration. Soit (5-J une suite croissante telle que T = 
lim,,,, 7, et soit 9, = {T = 5; Vwr, < 1;}. Pour tout x tel que 
O<h(x)<+co,ona 
h(x) P,*(Q,) = h(x) P,“(T = 5, vm, < z;), 
Comme 52, appartient A la tribu 9 et que pour tout ensemble A 
appartenant a 9 on a 
on a 
De mCme, dans le cas accessible 
puis on indgre par rapport a y. 
On voit facilement que la reciproque du theoreme 2 est fausse. 
THI?OF&ME 3. Soient h, et h, deux fonctions excessives. On suppose 
que phi = f * ~~2. Si 5 est accessible pour h, , alors 5 est accessible pour 
h, . De plus, les ensembles d’accession d 5 pour h, sont des ensembles 
d’accession a 5 pour h, . 
COROLLAIRE. Si 5 est h,-pre’visible, alors 5 est h,-pre’visible et la 
suite annoncant 5 pour h, annonce 5 pour h, . 
On verra un resultat semblable concernant la prevision forte. 
THEOR&ME 4. Si f: est h-accessible, les formules 
et 
PyA) = 1 Py4) $(a%) 
WY 
(11) 
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sont encore valables en prenant A = (Zr E S) CT [X, E Tj T e’tant un 
temps d’arre”t. 
Dkmonstration. Si r1 et 72 sont deux temps d’arrCt, on a 
oh 7 = sup@1 , TJ. 
et la formule (10) est vCrifiCe pour B = (XT1 E FI) f? (X,, E T,). 
Montrons que pour toute &union fink UT==, sZi on a 
par rkurrence, 
sur &I, ; 5 est pAvisible, done 
Ph[A n LJ,] = s P”z[A n Sz,] #(dz), 
sur QP , 5 est h-p&visible, done 
Ph(A; Sz,) = j- Pk*(A; In,) ,u’(dz) 
or 
et 
Ph 
On a done le rksultat. 
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TH~OR~ME 5. Si h, < h, et si 5 est h,-pre’visible et h,-pre’visible avec 
la mime suite de prevision, alors 
P”‘(Z, E S) < Pyz, E S). En particulier phl < @. 
Demonstration. Soit (TJ la suite de h,-(resp. ha)-prevision. On a, 
pour toute fonction continue f 
On applique la formule (2). 
Remarque. Le theoreme 5 est faux avec l’hypothese accessible 
seulement. On verra une reciproque du thtoreme 5 au Chapitre VI. 
2. Distribution conditionnelle de 2, par rapport 
aux tribus Jvl ; consequences 
THBORBME 1. Soit h une for&ion excessive > 0. On suppose que 5 
est h-accessible. Alors, V’s E a(6) et x E Eh , on a, pour tout temps 
d’arre”t r 
Exh(Zc E S; 5 > +'J = j-s+(x,) l(7<swh(W P.S. pzh. (12) 
COROLLAIRE. Si on integre par rapport E Pzh, on obtient, en prenant 
r=t 
Vx’xEEh, E,h[ZC E S; 5 > t] = J, P&x) /am. (13) 
Demonstration du the’ortme 1. D’apres le theoreme 4, Section 1 
et la formule (IO), on a 
h(x) P,“[.z, E s; x, E P] = J K,(x) P>[Z, E s; x, E PJPh(dZ). (14) 
Or 
w J 1 (z,,&‘~ = k,(x) l&4. (15) 
En effet, en appliquant (3) et pkz = 6, , on a 
k&) P?o(Z, E S) = I I&) k&> h&> = 1 s&J kz,W 
done P$ p.s., on a 
k,(x) W-c(~N = k&4 l&4 (16) 
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(15) entraine (16) car si x E S P$[k,(x) - k,(x) l,(Z,)] 
h,(x) = P$(Z, E 5) h,(x); Si z $ S P$(k,(x) ls(Zs)) = 0. 
On remplace (16) d ans (14), et on obtient 
h(x) P,yzc E s; x, E r) = I, k,(x) P?(X* E q $(dz) 
or 
0 car 
(17) 
En rempla$ant (18) d ans le membre de droite de (17), et en simplifiant 
par h(x), on a 
THBOR~ME 2. Soient h, et h, dew fonctions excessives. Si ~~1 = 
f * pLh2 et si 5 est fortement pre’visible pour h, , alors 5 est fortement pre’- 
visible pour h, et la suite annoyant 5 pour h, annonce 5 pour h, . On 
suppose h, > 0. 
1 VJ = -@WJ I JJ (XEEhz) (Tn < 5) p,"z P.S. 
De’monstration. Soit (TJ une suite annonqant 5 pour h, : 
P p.s. limn++oo r, = 5 P$ p.s. on a 
LEMME 1. On suppose cPzh-pre’visible. Soit (T,) la suite annoyant 
5, P,h p.s. Alors pour toute variable alkatoire 2, P,” intkgrable et 
V, %7n-mesurable, on a 
+i Ezh[Z; t < 5 1 J’J = 2. 
Dgmonstration. On rappelle que la tribu %t est dkfinie par A E %t 
siAEAet(A; t <LJEJvE. 
On a Ezh[Z; t < 5 I 41 = 10<~). &YZ I 61 Gh[Z I =%I- 1~) est 
une surmartingale. Done Z, = limt+< Ezh[Z 1 %t]. 1(6<C) existe. On 
poseg,(o) = Ezh[Z / %J. 1 ctis). Soit T un temps d’arr&t, alors P,h p.s. 
&(W> = &w- I Frl . 1 CT<<) * 
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Comme 5 est P,h-prCvisible a l’aide de T, 
Comme 2 est Pzh-integrable et V, FTn-mesurable 
z = z, P,” p.s. 
CHAPITRE III. THBOR~MES DE FATOU 
THI?O&ME 1. Soit h’ une fonction excessive telle que @’ soit absolu- 
ment continue par rapport h ph ozi h est une fonction excessive > 0, 
telle que 5 soit h-pr.&isible. En posant ph’ = L,, * ph on a 
V+T (h’/h)(X,) = Lhf(Z,) p.s. P,h VXEE~. 
De’monstration. D’aprb le theoreme 1, Section 2, Chapitre II, 
Vx E Eh et Pzh p.s. on a 
la limite existe Pzh p.s. quand t -+ 5 Si Pzh(LhP(z~)) < + 00. La limite 
est alors &gale ?i Lh’(zc) Pzh p.s. ( voir lemme 1, Section 2, Chapitre II) 
or Ph(Lh’(zc)) = sLh’(z) ph(dz) < +co [ph’ est born&e car ~~‘(8) = 
Ph’(ZC E a)] done y p.s. Pzh(Lh’(&)) < + co ; done 
y p-s* $2 (h’/h)(&) = Lh’(ZC), P,h p.s. 
Pour avoir la limite Pzh p.s. tlx E Eh on fait un raisonnement ana- 
logue a celui de [I, p. 451. 
THBORBME 2. Soit h une fonction excessive > 0. Si 5 est h-pre’vi- 
sible d l’aide de la suite (T,) et h’ ve’ri’e 
alors 
hi ; (X,) = 0 p.s. Ph. 
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m@‘lw~J = s ?@+(x) ~~h[~~‘/~)(xn)l = w’(ql - 0. 
DI~FINITION 1. Soit V = (TJ une suite de temps d’arret et soit h 
une fonction excessive. 
On dit que h est %-harmonique si (T, < C) Ph p.s. Vn. 
LEMME 1 [23]. Soit GT? = (7%) une suite de temps d’arr&t telle que 
lim,,,, TV = 5 P p.s. et soit h une fonction excessive. On pose 
a!(V) = {z e 42 tels que 7, < 5 Pkzl p.s.> 
Y-p) = 92 - %2(U) 
On a = 
(1) < est h-pre’visible a l’aide de (7%) e’quivaut h @ est concentre’e 
sur %(%?). 
(2) limn++m wQcn)l = 0 4 e’ uivaut a ph concentre’e sur V(U). 
DPFINITION 2. Soit h une fonction excessive. 
On dit que h est un V-potentiel si @ est concentree sur V(U). 
LEMME 2. Soit V une suite de temps d’arre”t (TJ, alors on a une 
%?-decomposition de Riesz: toute fonction excessive h se decompose en la 
somme d’une fonction h’ V-harmonique et d’un V-potentiel h”. 
De’monstration. h’ = se, k, @(dz) et h” = jvv h,$(dz). 
Remarque. Soit V une suite de temps d’arret (TV) telle que 
lim TV = 5 P p.s. Soient h, et h, deux fonctions excessives et soit leur 
%-decomposition de Riesz, en une fonction V-harmonique et un 
9?-potentiel. 
h, = h,’ + hl” 
h, = h,’ + h; 
oti h,’ et h,’ sent V-harmoniques. 
Si h, < h, , alors h,’ < h,’ . 
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THBOR~ME 3. Soit h’ une fonction excessive, soit $5’ = (TV) une 
suite de temps d’arr& telle que P p.s. lim,,,, r, = 5 et soit h une fonc- 
tion %T-harmonique. Si $” et $ sont &rang&es, alors limtd5 h’/h(X,) = 0 
p.s. Ph, (h > 0). 
Remarque. Si h, et h, sont excessives, alors les hypotheses sur le 
processus entrainent k = inf(h, , h,) est excessive. 
Le theoreme 3 resulte de ce que si h, et h, sont excessives avec 
~~1 et ~~2 Ctrangeres, et si lim,,l(h,/h)(Xt) > 0, p.s. Ph, alors 
I$ (h,/h)(X,) = 0 Ph p.s. 
En effet, k = inf(h, , h2) est excessive et soit k = k, + k, sa 
%‘-decomposition de Riesz oh k, est %‘-harmonique. On a k, < h, et 
k, < h, done ~“1 < phi et pkl \< ~~2 (voir theoreme 5, Section 1, 
Chapitre II). 
Comme #I et @ sont &rang&es, on a pkl = 0 done k est un 
V-potentiel, et d’aprb le lemme 1 et le theoreme 2, 
V!Y (k/h)(X,) = 0 p.s. Ph. 
THBOR~ME 4. Soit h’ une fonction excessive et soit h une fonction 
excessive > 0, telle que 5 soit h-pre’visible. Si on pose = @’ = u * ph + vh 
avec vh I ph et u EL1(ph), alors 
‘till (h’/h)(X,) = up-,) p.s. P,h VXEE~. 
DCmonstration. 
h’(x) = J k,(x) ph’(dz) = f k&$(z) PFLh(dZ) + J b(x) uh&) 
Pour .I- k,(x) 44 ph(d x , on applique le thtoreme 1 et pour [k,(x) vh(dz) ) 
on applique le thCor&me 3, done limt+l; (h’/h)(X,) = u(2,) p.s. Ph. 
Cela est vrai y p.s. Pzh p.s. 
On con&t P,” p.s. Vx E Eh en faisant un raisonnement analogue a 
celui qui termine la demonstration du thCor&me 1. 
On se demande si I’hypothese 5 est h-previsible est ntcessaire dans 
le theoreme 4. On verra une reciproque au chapitre 6. 
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CHAPITRE IV. FILTRES COFINS-CO~FFILEMENT- 
THBORBME DE FATOU COFIN 
On va Ctudier le coefhlement en un point z de l’espace des sorties 
@ et voir les consequences. 
1. Cot+@lement 
Soit A un ensemble presque borelien et w une fonction excessive. 
Soit T, = inf{t > 0 tel que X, E A). I1 existe une fonction excessive 
unique F,w telle que: pour tout x vtrifiant w(x) < + CO, on a 
F/P(x) = 44 &“[&I Oti RA= n (Tdt$t<5) 
o<t<c 
FAw a les proprietes suivantes: 
(1) F,w est une minorante avec l’ordre fort de w 
w -FAw = G/,w oii GAw(x) = w(x) E,‘$S,) 
pour tout x tel que w(x) < + a0 oh 
S, = u (t < 5)(TA 0 4 + t = C> 
t>o 
(2) F,w est une minorante avec l’ordre fort de P,w oh P,w 
est la reduite habituelle definie par PAw(x) = E,(w(X,“)). 
(3) Si A est un ensemble ferme, F,w est harmonique dans le 
complementaire de A. Pour la demonstration voir [23]. On appellera 
la fonction FAw reduite forte de w sur A. 
DEFINITION 1. Soit z appartenant a l’espace des sorties a. On 
dit qu’un ensemble presque borelien A de E est faiblement coeffile 
enzsiF,k,#k,. 
LEMME 1. Soit x appurtenant h @, et soit A un ensemble presque- 
bore’lien-si F,k, # k, , alors F,k, = 0. 
De’monstration. Comme 12, est extremale, et que F,k, est une 
minorante avec l’ordre fort de k, , on a = F,k, = ak, . 
Or pour tout x tel que k,(x) < + CO, on a 
F,&(x) = k,(x) E> n (TA 0 Ot + t < 5) 1 
THeOtiME DE FATOU ET FRONTIBRE DE MARTIN 435 
done 
lpF+(x,) = 1 sur les trajectoires qui reviennent une infinitk de fois 
z 
dans A. 
= 0 dans l’autre cas. 
a = 0 ou 1, siF,k, # k, alors a = 0. 
LEMME 2. Les deux prop&t& suivantes sont e’quivalentes 
(1) A est faiblement coe$Ze’ en x. 
(2) I1 existe y appartenant ci Elc, = {O < k, < + co} tel que 
E? n (TA~e,+t<c) =O, 
o<t<+c 1 
c’est-&dire, li partir d’un certain moment, les k,-trajectoires p.s. sortent 
de A pour atteindre x. 
DJ~NITION 2. Soit z appartenant B @. Un presque bortlien A 
est coeffilk en z si P,k, # k, . 
LEMME 3. Soit z appartenant ci G!/ et soit A un presque bore’lien de 
E. A est coefilb en z e’quivaut d: Pkz( TA < <) < 1. C’est-h-dire, il 
existe un ensemble non nkgligeable de k,-trajectoires qui atteignent z saris 
jamais passer par A. 
On va essayer de comparer ces diffkentes notions de coeffilement. 
On a: A est coeffilC en z entrafne A est faiblement coeffilk en x. 
On montrera. 
Si le point x est polaire, alors r est faiblement coeffilC en x est 
Cquivalent g r est coeffilk en x. 
DJ~FINITION 3 [23]. Soit % une famille de temps d’arr&t. Une 
famille dhombrable (T&, de temps d’arrCt contenue dans V est dite 
“dominante” si, VT E V, iI existe T< tel que T < 7i . 
D~INITION 4 [23]. On dira que ‘$7 est une famille fondamentale 
de temps d’arr&t si V vCrifie la propriM suivante: II existe dans 5T 
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une suite croissante dominante telle que limn++Oo 7% ~= 5Pz p.s. pour 
tout x c E. 
Soit %’ =y (T,). 
h est %’ harmonique si h est $?‘-harmonique (Definition 1, cha- 
pitre III) et h est un %?-potentiel si h est un W’-potentiel (Definition 2, 
chapitre III). 
LEMME 4 [23]. Soit B un bore’lien. Soit % une famille fondamentale 
de temps d’arre^t. Si h est %?-harmonique, F,h est la plus grande minorante 
%-harmonique de P,h avec l’ordre fort. 
Si A est un ferme polaire, la famille %’ des premiers temps de sortie 
des compacts de E - A est fondamentale. 
LEMME 5. Soit V une famille fondamentale de temps d’arr2t. Soit 
z E: 92. On suppose que k, est %-harmonique. Soit F un ensemble finement 
ouvert. On a: P est coefile en z equivaut ii PTrk, est un V-potentiel. 
Remarque. Cette caracterisation d’un ensemble coeffile en z est 
aussi bien valable pour z appartenant a l’interieur que pour z appar- 
tenant a la front&e. 
Demonstration. Si k, est 9?-harmonique et si PrTkz: est un %‘-poten- 
tiel, on a Cvidemment k, f Pr=k, , done r est coeffile en x. RCcipro- 
quement, on a, d’apres le lemme 4: 
PA = Frk, + P oti p est un %-potentiel, 
Frk, = ak, oh a=Ooul, 
et r est coeffile en z entraine a = 0, sinon 
PA, > k, ; Td,+ Tr = Tr 
done P,k, est un VT-potentiel. 
THBORBME 1. Soit % une famille fondamentale de temps d’arre”t. Si 
k, est %‘-harmonique, on a: un ensemble$nement ouvert P est coejile en x 
Cquivaut h P est faiblement coefile en x. 
Demonstration. Si I’ est coeffile en z, d’apres le lemme 4 et le 
lemme 5, F,k, = 0. 
Reciproquement, si F,k, = 0, d’apres le lemme 4, P,k, est un 
%‘-potentiel done r est coeffile en z (Definition 2). 
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Remarque. L’hypothbe: 2: est polaire n’est pas necessaire pour 
que les deux notions 
r est coeffile en x, 
r est faiblement coeffile en x, 
coincident (voir l’exemple de la translation uniforme sur K). 
2. F&es Cofins 
THBORBME 1. Pour tout x appartenant a % gz = {PC E, presque 
bore’lien tels que E - P est faiblement coejile’ en z> forme un jiltre. 
Demonstration. Si r, C r, et si r, est coeffile en x, alors r, est 
coeffilt en z. 
(1) si r E gz , pour tout r, 1 r, r, appartient a gz , 
(2) soient r, et r, appartenant a gG, alors r, n r, appartient 
a gG . En effet, la reunion de deux ensembles faiblement coeffiles en z 
est faiblement coeffilee en z: RA1,, 2 = RA1 u R,= done 
F ,+u& < F& + F&z 
si FAIkB = 0 et FAzh, = 0, alors FAIUAahz = 0. 
(3) E n’est pas faiblement coeffile en z. 
COROLLAIRE. Pour tout z appartenant a 9Y; si le point 2: appartient 
h un ensemble polaire 
Sz = {T C E/P est finement fermi et E - P coeffilk en z} 
forme un filtre. (On applique le theoreme 1, Section 1.) 
3. The’oremes de Fatou Cofin [4, 161 
On va voir comment on passe de la convergence sur les trajectoires 
du processus A la convergence selon les filtres gz(z E a). 
THBO~ME 1. Soient z appartenant d % et v une fonction bore’lienne 
sur 8. Soit A E (- co, + co), on a limt+r v(X,) = hPkx p.s. entraine A 
est limite de v en x suivant le jiltre 9, . 
Demonstration. Soit A, = (z E E 1 v(z)e]X - (1 in), h + (l/n[). On 
montre que A, appartient a 59z .
h = l/-y v(X,) P” p.s. 
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entraine pour tout n, Pks p.s., il existe t, tel que Vt > t, Xt E A,, 
done TEm.A,A o 8, -1 t = 5 et FEdA,kz = 0. 
The’ort%nes de convergence 
THBORBME 2. Soit h une fonction excessive > 0 telle que 5 soit 
h-p&visible et soit h’ une fonction excessive 
CL h’ __ ,+k + @ avec vh 1 ph et u EL1(ph) 
aloes = lim,,,(h’/h)(y) = u(x) @ p.s. pour x appartenant ci 6’ suivant 
le$ltre 3x . 
De’monstration. D’aprts le thCo&me 4, Chapitre III, on a, sauf 
pour w appartenant B un ensemble B qui est P-nkgligeable: 
Soit (7%) une suite annongant 5 pour h. 
B = GJJ I $,-pm (h’lWFL(w)) f 4%~))~ 
Ph(B) = 1 P”z(B) ph(d.z). 
Done pLh p.s. Pkz(B) = 0. C omme 2, = x Pks p.s., lim&h’/h)(X,) = 
U(Z) Pkz p.s., on conclut en appliquant le thCor&me 1. 
On en dCduit les thCor&mes de convergence g la frontiere et. a l’intt- 
rieur [4]. 
THI?OR&ME 3. Soit h une fonction > 0 harmonique dans E et soit 
h’ une fonction excessive. 
CL k’ _ u * ph + v’b avec ti 1 ph et 24 EL1(ph) 
alors lim,,,(h’/h)(y) = u(x) ph p.s. pour x appartenant ci 8 y-x 
suivant le jiltre Fz . 
The’oGme de convergence h l’inte’rieur 
THBORSME 4. Soit z appartenant E E. On suppose que k, > 0 et 
que {z} est polaire. Soit h’ une fonction excessive. Alors lim,,,(h’/k,)(y) 
existe et est jinie (suivant le Jiltre .JQ. 
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THIZORBME 5. Soient u et v deux fonctions excessives. Alors 
li~,(u/v)( y) existe (suivant le jltre .9$$ et est finie pour pv presque 
tout x appurtenant 8: A ozi A est un ensemble polaire. 
DCmonstration. 11 suffit de montrer le thCor&me lorsque A est un 
ensemble fermt polaire. 
Soit la V-d&composition de Riesz relative au polaire A. ‘3’ est la 
famille des temps de sortie des compacts de G - A. 
v = v’ + p oti v’ est %?-harmonique t p est un V-potentiel, et en 
faisant une dkmonstration analogue A celle du thkorkme 3, 
lim2/-)z(u/v’) existe et est finie, pv’ p.p. (suivant le filtre FJ. Or 
d’aprks le thCo&me 2 du chapitre III, done lim,,,(u/v) = lim,,(u/v’) 
existe et est finie I*~’ p.p. or pL”’ = 1, . p”. 
CHAPITRE V. CARACT~RISATION DES FONCTIONS EXCESSIVES h POUR 
LESQUELLES 5 EST h-PRtiISIBLE OU h-ACCESSIBLE 
Soit A un presque bortlien. .On note TA(w) = infit > 0 1 X,(w) E A} 
le premier temps d’entrke dans A. 
DEFINITION 1. On dit que A est polaire si P(T, < <) = 0. 
DI~INITION 2. Un ensemble presque boGlien A est semi-polaire 
s’il est rencontri par presque toutes les trajectoires suivant un 
ensemble au plus dknombrable c’est-g-dire P p.s. 
A(w) = it I X&J) E 4 est au plus dknombrable. 
On suppose duns tout ce qui suit que la fonction 1 est harmonique dans 
E, done $ est port&e par la frontit?re. 
DEFINITION 3. On dira qu’une fonction excessive u est un poten- 
tie1 nature1 si, pour tout x tel que u(X) < + 00, pour toute suite (TV) 
croissante de temps d’arr&t tels que limn++oo TV = [P, p.s., on a 
lim,,,, cMXJ> = 0. 
Remarque. Si u est un potentiel nature1 
(1) La mesure spectrale p” est port&e par E. En effet, u = u1 + u2 
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oh ur est harmonique dans E, (~~1 est port&e par la front&e) et us 
a sa mesure spectrale pUa portee par E. On prend (TJ la suite des 
temps de sortie d’une suite d’ouverts relativement compacts U, tels 
que s7, C U,,, et E = u, U, . 
On a lim,,,, 7, = i P, p.s. pour tout x E E puisque I est har- 
monique dans E et 
Vx tel que U(X) < + co et ui(x) > 0 done t+(x) = 0 partout. 
(2) Comme $ est portee par la front&e de Martin, 
$+$ u(X,) = 0 P, p.s 
puisque p” est &rang&e a $. Voir theoritme de Fatou Chapitre III, 
thCor&me 3. 
1. On se dome un potentiel nature1 u 
Pour tout x tel que u(x) < + 00, on considere la surmartingale 
WG) lh<d ; 3 ; PJ 
On peut lui associer un processus croissant integrable Ac,“) tel que 
vt = l~t<s)u(Xt) = E,(Af ( S*) - Al”) P, p.s. 
Voir Meyer [6, theoreme 28, p. 1561. 
LEMME 1. Le processus A’,Z) po&de les deux proprit%s suivantes 
(1) Ay) = At”) pour t >, 5. 
(2) lim t+c,t<5 A$‘) = Ap). 
De’monstration. (1) Pour t > 5 la surmartingale 
vt = u(Xt) lb<C) = 0. 
On approche A(p) p ar des processus croissante A:*(“) d&finis par 
&,/p.(d = 
s 
t vs - P#, 
f h 
as. 
0 
Phv, designant une modification continue a droite de la surmartingale 
THfiORkME DE FATOU ET FRONTIBRE DE MARTIN 441 
Ez[v,+h I =%I [6 p. 1561 pour t 3 5, A flfz) = Atl(“). On passe ?I la 
limite quand h tend vers 0. 
(2) limt+*. 1<c u(X,) = 0 entraine 
Comme 1 est harmonique dans E, 5 est (Pz p.s.) previsible. Soit (TJ 
une suite annoncant 5 pour P, , on a 
puisque AT) est V, ST”-mesurable. 
LEMME 2. Pour toute fonction f, bode, universellement mesurable, 
on a 
De’monstration. 11 suffit de montrer la formule pour toute fonction 
continue f. D’apres la formule (3) (notations), on a 
(voir [15, theortme 54, Chapitre IV’J); 
Puisque f&J. lb4 est Jlrs-mesurable et f (X,). l(s+h<c) est Hs+,- 
mesurable; 
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lim 11’ f(X,) ds = f(2,) 
h+O h 6-h 
puisque f est continue et 
-% ISdf(&) d&‘] = 44 ~%“[f(~,)l. 
2. Ensembles de N-potentiel nul et ensembles polaires 
Soit g’(8) la tribu des ensembles universellement mesurables de 8. 
DI~FINITION 1. Un ensemble K E .%(GT?) est dit de N-potentiel si, 
pour tout potentiel nature1 fini 24, on a pU(K) = 0. 
Remarque. La frontittre est un ensemble de N-potentiel nul 
puisque, pour un potentiel nature1 u, pu est port&e par E. 
On va montrer qu’il y a identitt entre les ensembles presque boy&liens de 
N-potentiel nul et les ensembles polaires. 
TH~OR~ME 1. Soit K un ensemble presque bordlien. On a K est de 
N-potentiel nul entrahe K est polaire entrahe pU(K) = 0 pour tout 
potentiel nature1 u. 
En particulier vu(K) = 0 pour tout potentiel nature1 Cquivaut A 
pU(K) = 0 pour tout potentiel nature1 fini. 
De’monstration. (I) Supposons K non polaire. 11 existe un com- 
pact KI C K qui n’est pas polaire. Soit h,(x) = Ez(TKI < 5). h, est 
un potentiel nature1 j&i. 
Soit (TV) une suite de temps d’arret tels que limn++,,, 7, = <P, p.s., 
on a 
puisque 2, = lim 1+6,t<5 Xt appartient ?r la frontier-e P, p.s. j.A est 
portee par KI car h, est harmonique dans E - KI . Comme h, # 0, 
on a $l(KI) > 0 done $x(K) > 0. 
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(2) Supposons K polaire. Pour tout potentiel nature1 24, Vx tel 
que 24(x) < +co, on a 
oh A?) est la fonctionnelle associke A (u(X,). 1(1.,5)~9$Pz). Done 
JR,(x) lK(z) j3(dz) = 0 (lemme 2, Section 1). 
On inthgre par rapport A y: y(k,) = 1 done Pi = 0. 
3. Ensemble de R-potentiel nul et ensembles emi-polaires 
DEFINITION 1. Une fonction excessive 24 est un potentiel rkgulier 
si, pour tout x tel que 24(x) < +Go, on a, pour toute suite croissante 
de temps d’arrCt (T,) qui tend vers T: 
Remarques. (1) Un potentiel rkgulier est un potentiel naturel. 
On prend T = 5. 
(2) Si 24 est un potentiel rCgulier, pour tout x tel que u(x) < + co, 
le processus croissant intkgrable A(F) qui engendre la surmartingale 
[1(1,C)u(X,), Ft, Pz] est continu. 
DI~FINITION 2. Un ensemble K E 9Y(&) est dit de R-potentiel nul 
si, pour tout potentiel rkgulier fini 24, on a pLU(K) = 0. 
II y a identite’ entre les ensembles presque bore’liens de R-potentiel nul et 
les ensembles emi-polaires. 
THBORBME 1. Soit K un ensemble presque bore’lien. On a K est de 
R-potentiel nul entrahe K est semi-polaire entrahe &K) = 0 pour 
tout potentiel rt!gulier u. 
En particulier, pU(K) = 0 pour tout potentiel rkgulier u Cquivaut B 
pU(K) = 0 pour tout potentiel rkgulier fini. 
Dtmonstration. (1) Supposons K semi-polaire. Pour tout poten- 
tie1 rhgulier 24, pour tout x tel que u(x) < +co, on a 
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oh A(,“) est la fonctionnelle associee a (24(X,). 1tlc5), Ff, P,). Comme 
u est un potentiel regulier, la fonctionnelle est continue. Done 
s k,(x) l&z) /P(&) = 0 
On indgre par rapport a y: y(k,) = 1 done pU(K) = 0. 
(2) Supposons K non semi-polaire. 11 existe un compact KI 
contenu dans K qui n’est pas semi-polaire [15, T9, Chapitre 71. I1 
existe done un ensemble borelien finement parfait P contenu dans K 
[15, Chapitre 7, T12]. 
On sait, [lo] que P est le support fin d’une fonctionnelle additive 
continue adapt&e de potentiel borne. 
Soit A, cette fonctionnelle et soit h(x) = E,(J’~ lP(XI) ltr<d dAJ 
h est un potentiel regulier, on lui applique le lemme 2, Section 1. 
ph est done portee par P. Done F n’est pas de R-potentiel nul. 
4. Lien entre les suites croissantes de temps d’arre”t et les ensembles 
de N-potentiel nul et de R-potentiel nul 
On va voir comment on peut associer a une suite croissante de 
temps d’arr&t des ensembles de N-potentiel nul et de R-potentiel nul, 
done des ensembles polaires et semi-polaires si on fait les hypotheses 
restrictives de mesurabilite (Sections 2 et 3). 
PROPOSITION 1. Soit x E E et soit (T,) une suite croissante de temps 
d’arre”t. On pose T = limn,+= rn . 
(1) L’ensemble 
K, = ix E E tels que Jjym KMK,)) > &&GW 
est de R-potentiel nul, 
(2) De plus, si T = {P, p.s., alors K, est de N-potentiel nul. 
DCmonstration. (1) Montrons que K, est de R-potentiel nul, 
c’est-a-dire pU(K,J = 0 pour tout potentiel regulier fini u. 
Or, pour toute fonction continue f, et pour tout x appartenant B E, 
on a 
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Comme A:“) est continue, (puisque 24 est un potentiel rkgulier) 
done 
On en dCduit: pLu p.p. pour z: 
et j3(K,) = 0. 
(2) Si T = {P, p.s., E,(K,(X,)) = 0. Montrons que l’ensemble 
K, = {.z E E tels que lim,,,, E,(k,(X,~)) > O> est de N-potent&Z 4, 
c’est-A-dire pU(Kz) = 0 pour tout potentiel nature1 fini u. Le raison- 
nement est analogue A celui utilisk dans (1) pour le cas des potentiels 
rkguliers: 
Pour toute fonction continue f et pour tout x appartenant A E, on a 
(voir lemme 1, Section 1). 
Done 
on a done 
sauf pour z appartenant h I’ensemble K, qui est pU-nCgligeable. 
PROPOSITION 2. Soit (T,) une suite croissante de temps d’arr&. On 
pose r = Em,,,, TV . 
(1) K = {z E E tels pue lirnrrefco E(k,(XTn)) > E(k,(XJ)} est de 
R-potentiel nul. 
(2) Si r = CP p.s., alors K est de N-potentiel nul, 
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Demonstration. Pour tout x E E et pour tout potentiel rCgulier 
fini U, on a (proposition 1) 
On intkgre par rapport A y 
PROPOSITION 3. Soit une famille denombrable de suites croissantes 
(T~~)~ . Pour tout entier n, on pose 
Alors, l’ensemble 
K = z E E tels que Pkz 
est de R-potentiel nul. 
Demonstration. Soit K, = {z E E tels que Pk~[Q,] > 0. On a 
D’aprb la proposition 2, K, est de R-potentiel nul. Comme 
K = u, K, , K est de R-potentiel nul. 
5. Lien entre les propriete’s de la mesure ~~ dune fonction excessive h, 
et les propri&t% du temps de vie 5 du h-processus 
TH~ORBME 1. Soit h une fonction excessive. ph ne charge pas les 
ensembles de N-potentiel nul (resp. les ensembles de R-potentiel nul) 
kquivaut ci h est un potentiel nature1 (resp. regulier). 
Demonstration. (1) Cas des ensembles de N-potentiel nul. Pour 
tout x tel que h(x) < + 00 et pour toute suite croissante (TJ de temps 
d’arr&t telle que lim,,,, TV = <P, p.s., on a 
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Or, I’ensemble {z tels que limn.++m E,(k,(XJ) > 0} est de N-poten- 
tie1 nul. Si ph ne charge pas les ensembles de IV-potentiel nul, on a 
lim,++m Uwq) = 0. 
Reciproquement, soit h un potentiel nature1 et soit P un ensemble 
de N-potentiel nul. @(P) = 0. 
(2) Cas des ensembles de R-potentiel nul. De m&me, pour tout 
x tel que h(x) < fco et pour toute suite croissante (T,) de temps 
d’arret, on a 
L’ensemble 
est de R-potentiel nul. 
Si ph ne charge pas les ensembles de R-potentiel nul, on a 
done h est un potentiel regulier. 
Reciproquement, soit h un potentiel regulier et soit P un ensemble 
de R-potentiel nul: ph(P) = 0. 
DEFINITION 1. 5 t es completement R-imprevisible si, pour toute 
suite croissante (TJ de temps d’arret telle que lim,,,, T, = 5, 
P, p.s. on a 
Pzh P.S. ,Ij+mm lb,<C) = 0 
pour tout x tel que 0 < h(x) < + co. 
D~FFINITION 2. 5 est complbtement h-inaccessible si, pour toute 
suite croissante (TV) de temps d’arr&t telle que limn++,,, T, = T, on a 
SUr (T = 5): 
Jj!$ hT”<C) = 0 P," p.s. 
pour tout x tel que 0 < h(x) < +a. 
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TH~ORBME 2. 5 est completement h-imp&visible e’quivaut a pLh ne 
charge pas les ensembles de N-potentiel nul. 
Demonstration. ph ne charge pas les ensembles de N-potentiel r-ml 
Cquivaut a h est un potentiel naturel. On montre: 5 complttement 
h-imprevisible Cquivaut a h est un potentiel naturel. 
Supposons que h soit un potentiel nature1 et soit (T,) une suite 
croissante de temps d’arret telle que lim,,,, r, = <P, p.s. Vx tel 
que 0 < h(x) < +oo, on a limn++oo P,(h(XJ) = 0 done 
pour tout x tel que 0 < h(x) < + co. Reciproquement, si 5 est com- 
pletement h-imprhisible, limn++co h(x) P,“(l(,,,)) = 0 pour tout x 
tel que h(x) < + cc. h est done un potentiel naturel. 
THBO~ME 3. 5 est completement h-inaccessible e’quivaut a pLh ne 
charge pas les ensembles de R-potentiel nul. 
Demonstration. 11 suffit de montrer 5 est completement h-in- 
accessible Cquivaut a h est un potentiel regulier. Si h est un potentiel 
regulier, Vx tel que h(x) < + 00, on a 
KcVGC,II + UhGW 
Pour tout x tel que 0 < h(x) < + 00 
lim h(x) Ezh(~, < 5) = h(x) Ezh(7 < 5). ?I++ * 
Comme TV < 7, 
Ezh[r, < 5; r = 51 = Ezh(rm < 5) - Ezh(7 < r;). 
Comme h(x) # 0, on a 
lim E.h[r,, < 1; 7 = [] = 0. n++ c.2 
c’est-a-dire, sur T = 5 
J& l(Tn<O = 0 P,h p.s. 
Reciproquement, si h(x) = 0: evident. Si 0 < h(x) < Coo, on 
refait la dbmonstration prCcCdente 21 l’envers. 
THBOR~ME 4. Soit h une fonction excessive. 5 est h-for-tern& p&vi- 
sible e’quivaut h pLh est portke par un ensemble de N-potentiel nul. 
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Dkmonstration. Si 5 est h-fortement prkvisible, il existe une suite 
(T,) de temps d’arr& tels que limn++co 7n = [P p.s. et (7, < c) Ph p.s. 
pour tout n. Done ph p.s. pour x, on a 
K = (z E E tels que limn++m E(Iz,(X~~)) > O> est de N-potentiel nul 
et ph est port&e par K. 
Reciproquement, soit A un ensemble de N-potentiel nul. Tout 
compact contenu dans A est de N-potentiel nul, done polaire (theo- 
r&me 1, Section II) et on voit facilement que si ph est port&e par un 
compact polaire, alors 5 est h-fortement previsible. 
En fait, pour tout compact K contenu dans A, il existe une suite 
(TnK)n de temps d’arret tels que 
lim TsK = 5 
n*+ m 
P, p.s. pour tout x E E 
ou h, est la fonction excessive de mesure spectrale phk = 1K * ph. 
A est reunion d’une suite croissante d’ensembles compacts (K,) et 
d’un ensemble ~h-negligeable. 
Pour tout X, h,(x) = Sk,(x) lK,(s) @(dz) tend vers Sk,(x) l,$(dx). 
Pour tout entier p > 0, soit ( Tn”)n la suite annoncant 5 pour hp . 
On a 
5 = E-I~ T,,’ P p.s. et (T,’ < 5) PA9 p.s. Vn 
D’apres le thCor&me 1, Section 1, Chapitre II, il existe une suite (T,) 
qui verifie Vp 
(T, < 5) PApp.s. et lim T,, = {P p.s. ?I++m 
Comme h(x) = lim,,,, h,(x), on tire 
Done, Ph p.s., on a T, < 5. 
THBOR~ME 5. Soit h une fonction excessive. 5 est h-accessible Iqui- 
vaut ci ph est porthe par un ensemble de R-potentiel nul. 
Dkmonstration. 5 est h-accessible entraine 
~hp.~. pour z, on a P” n (Q 
[ n 
- P,)] = 0 
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Q, designant les parties d’accession a 5 (voir definition 2, Chapitre II, 
Section 1). 
Done p” est port&e par l’ensemble 
qui est de R-potentiel nul (Proposition 3, Section 4, Chapitre V). 
Re’ciproque. Si ph est port&e par un ensemble de R-potentiel nul, 
alors 5 est h-accessible. 
On utilise le lemme suivant. 
LEMME. Soit h une fonction excessive. On suppose ph est porte’e par A 
et A = U,, F,ph p.s. (2 un ensemble ~h-nkgligeable ~72s). Si 5 est h,- 
accessible pour tout n 02 hF est la fonction excessive de mesure spectrale 
1% * ph, alors 5 est h-acces$ble. 
DCmonstration. A chaque F, on associe une suite d’ensembles 
(Kp) d’accessibilite. On a [23] p our tout 12: Pqn,(s - I@)] = 
sFfl pk$np (Q - K$)] ph(dz) = 0 done 
S, ~“2 [nn p-2  q)] g(dz) = 0. 
2, i 
On passe a la limite quand n -+ + 00, done 
et 5 est h-accessible. 
On en deduit, si ph est portee par A et si pour tout compact F 
contenu dans A, 5 est h,-accessible ou h, est la fonction excessive de 
mesure spectrale 1, + ph, alors 5 est h-accessible. 
11 suffit de montrer que 5 est h-accessible si ph est port&e par un 
compact de R-potentiel nul, c’est-a-dire semi-polaire (theoreme 1, 
Section 3, Chapitre V). 
On utilise: Un finement ferme semi-polaire F est reunion denom- 
brable disjointe d’ensembles totalement effiles et d’un ensemble 
polaire [15]. 
On d&nit la suite des derives de F: F = Uiik(Fi - F,+3 u P (on 
P est polaire), F,+l = reg Fi . 
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Fi - Fi+l est rhnion disjointe d’ensembles totalcment efilts 
F-regF=Fn{e/ <I}; soit B,,=(l-l/n<&? <I--l/n+l} 
I1 sufit done de montrer ph est port&e par un compact totalement 
effile entrame 5 est h-accessible. 
Les trajectoires rencontrent K suivant un ensemble au plus denom- 
brable et discret. Soit (T,(o) 1 a suite des temps d’arret tels que) 
(Tn(wN = {f I -wJJ) E K-e 
On peut supposer la suite croissante et limn.++m T,(w) = c(o). Soit 
ym une suite d’ouverts relativement compacts dans E - K tels que 
u?a c K+, - K = supp ph entraine Ph p.s. Z,(w) = lim1+5 X,(w) E K. 
On pose 
Vn Q,,, = Vn -c 5 = Tn+J, 
Q, = {To = ~3, 
0, = {T,, < 5 Vn}. 
Soit S,Ti le premier temps d’entree dans U, aprb Ti . La suite S$ 
est decroissante et 
(Ti < 5) = u <SC -=c 5) 
n 
sur (S? < 0, on prend la suite (7ki)kan des premiers temps de sortie 
de U, aprb S$. 
On prend toutes les suites (7ki)k2n , sur Ti+l = 5 P p.s. 
5 = Jiym rki et rki < 5 Ph p.s. M > n sur (S,Ti < 0. 
On a done une famille dhombrable de suites telles que 
Q=UQ, Ph p.s. 
n 
Remarque. Si on fait les hypotheses de mesurabilite restrictives 
mkessaires sur les fonctions z --f E[kz(X.)] (voir Section 4), on 
obtient les r&&tats suivants: soit h une fonction excessive. 
5 est Iz-fortement previsible Cquivaut 21 ph est portee par un 
polaire. 
5 est h-accessible Cquivaut h ph est porthe par un semi-polaire. 
58011214-8 
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CHAPITRE VI. RBCIPROQUES 
Sait h, une fonction excessive. Si pour toute fonction excessive h, , 
on a h, < h, entrame ~~1 < ~~2, est-ce que ~~1 est portee par un 
polaire ? 
11 suffirait de montrer: si p est une fonction excessive telle que $J 
ne charge pas les polaires, alors il existe h, > p tel que ~~3 2 @‘. 
p ne charge pas les polaires, il existe 
A,SL’{x j p(x) < n} verifie pp(A ) > 0 
un entier n > 0 tel que 
En effet: pour tout entier n, soi;A, = in 1 P(X) < n>; (X 1 P(X) = -+-co) 
est polaire done PP-negligeable, done PP p.p. on a = E = U, A, . 
LEMME 1. Si $’ ne charge pas les semi-polaires, il existe h, > p 
telle que pha J? PP. 
Dtmonstration. Soit n tel que $‘(A,) > 0 et soit h, la fonction 
excessive de mesure spectrale 
$3 = L4$ + 4 
oh A$ = (x / p(x) > n}. 
On suppose 1 harmonique dans E, done $ est portke par la fron- 
t&e. Evidemment phs 2 pp Montrons que h, >, p 
P(x) = I‘ w L4”M P”(W + IAC k(x) PP(W. 
n 
11 suffit de montrer que 
h’(x) = s,. k(x) PW) d n 
oh P,,h’ = h’ [9]. 
Comme P,,h’(x) = E,[h’(X,J] < E&(X,J] < n oh 
T, = inf{t > 0 1 X, E A,}; on a h’(x) < n. 
11 suffirait done de montrer si top est port&e par un totalement effilC 
et ne charge pas les polaires, il existe h, > p tel que @S 2 PP. Ceci 
est v&if& dans le cas de la translation uniforme sur R. 
THBORGME 1. Soit h une fonction excessive > 0 @ portde par un 
polaire Cquivaut ci . Pour toute fonction excessive h’, on a: 
J$* @‘P)(Y) = L(x) Ph P-P. pour x oti L = (dph’/dph’). 
9.T 
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Si @ est portee par un polaire, 5 est h-previsible et on applique le 
thtoreme 2, Section 3, Chapitre IV. 
Rtciproquement, supposons que pour toute fonction excessive h’, 
on a: 
pour x oh L = (dph’/dph). 
Si ph n’est pas portee par un polaire, alors ph = ~~1 + ~~2 oh ~~1 
ne charge pas les polaires et p he est port&e par un polaire [15]. 
~~1 ne charge pas les polaires entrafne il existe une fonction exces- 
sive p telle que p hl soit Cquivalente a PP et p est bornee [9, p. 1441. 
(On se place dans les hypotheses plus restrictives de Kunita-Wata- 
nabe) [21]. 
Supposons p < c ou c est une constante > 0. Soit h’ = 1. On a: 
lim l/p > I/c > 0 
Yg+ 
et existe t4p p.p 
a! 
Les limites existant PP p.p. 
done 
ps = fpQ avec f > 0 pp p.p. 
CL h, _ - qLh avec (Y > 0 ~~1 p.p. done p* p.p. 
pD = Lxfy” avec af > 0 $ p.p. 
lim (I/h) > 0 pp p.p. 
7 e 
Montrons que si $ = c+~ + v avec v 1 ph alors 01 = 0 f-P p.p. 
D’apres l’hypothese on aurait 
lim (I/h) = 0 p” p.p. 
“2 
z 
d’oh une contradiction. 
si 01 > 0 sur un ensemble non ph 1 nkgligeable, on aurait p1 non portee 
par un polaire, ce qui est faux. 
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Remarque. Soit h une fonction excessive non necessairement > 0. 
Soit x tel que 0 < h(x) < -+co - le h-processus partant de x reste 
dans l’ensemble {X 1 h(x) > O}. 
Si B est polaire pour le 1-processus, alors B est polaire pour le 
h-processus. Reciproquement si B est polaire pour le h-processus et 
si B est contenu dans l’ensemble {h > 0} alors B est polaire pour le 
1 -processus. 
Si pour toute fonction excessive h’ telle que ph’ soit absolument 
continue par rapport a ph, on a: 
l$I (h’/h)(X,) = L’JZ<) ps - P,” Qx E E,L ,
oh p’l’ = L’+“, on peut se demander si le temps de vie 5 du 
h-processus est h-p&-visible. 
En effet si h n’est pas strictement positive, 5 est h-previsible 
n’entrame pas ph est portee par un polaire pour le 1-processus. 
Par exemple dans le cas de la translation uniforme sur R de vitesse 1, 
si on prend k, la fonction excessive de mesure spectrale EG.) (masse de 
Dirac au point ,a), le temps de vie 5 du kz-processus est h,-p&visible, 
mais (2) n’est pas polaire pour le 1-processus. Cependant {z} est 
polaire pour le h,-processus. 
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