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Abstract
We extend standard Poincaré–Perron’s method to the Dirichlet problem on a class of multistruc-
tures. This method is based on the spherical mean theorem, the construction of fundamental solutions
and on Harnack’s inequality on such domains, that we first establish.
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1. Introduction
The study of partial differential equations on multistructures is an expanding field, with
a lot of applications in continuous mechanics, aerodynamics, biology, and others (see, for
example, [3]). As standard questions, let us quote: solvability, regularity of the solution,
spectral theory, control problems, numerical approximations, see [2,3,5–8,11,17–19,25]
and references cited therein.
Weak solvability of elliptic problems is now well understood and is usually based on
so-called Poincaré’s inequalities [1,2,12–14,19,20,22]. Their strong solvability for one-
dimensional multistructures can be deduced from the weak solvability due to the one-
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tistructures, the situation seems to be more complicated due to the singular behavior of
the solution [9,19,23]. Therefore in this paper we start the investigation of the strong
solvability on a class of arbitrary-dimensional multistructures, namely on some arbitrary-
dimensional stratified sets, using so-called Perron’s method (a modification of an initial
idea of Poincaré). Even if the strong solvability is obtained for two-dimensional stratified
sets, all the intermediate steps like the spherical mean theorem, maximum principles, and
Harnack’s inequality are given in the general setting.
The easiest way to explain the concept of elliptic equation of second order on stratified
sets may be given by the following example using classical Green’s formula. Let G be an
open region of R2 with a smooth boundary ∂G. According to classical Green’s formula we
may write∫
G
u∆v ds +
∫
∂G
u
∂v
∂ν
dl =
∫
G
v∆uds +
∫
∂G
v
∂u
∂ν
dl, (1.1)
where ν is the unit interior normal to ∂G and u,v are sufficiently smooth functions.
If we introduce a measure on the union Ω = G ∪ ∂G (it is the simplest example of a
stratified set with two strata G and ∂G) by the following expression:
µ(ω) = µ2(ω ∩G)+ µ1(ω ∩ ∂G), (1.2)
where ω ⊂ Ω , µ2 is the two-dimensional Lebesgue measure on G and µ1 is the one-
dimensional measure on the boundary ∂G. In term of that measure (1.1) may be rewritten
in the form∫
G
u∆ˆv dµ=
∫
G
v∆ˆudµ, (1.3)
where ∆ˆ is defined as follows:
∆ˆ =
{
∆ in G,
∂
∂ν
on ∂G.
One of the most remarkable features of the operator ∆ˆ is that it may be represented in the
form
∆ˆu = ∇(p∇u), (1.4)
where p ≡ 1 on G, p ≡ 0 on ∂G, the above expressions p∇u and ∇ F being correctly
described in the next section.
As we shall see below the above considerations are related to the solution of the problem{
∆u = 0 in G,
∂u
∂ν
= 0 on ΓN ⊂ ∂G,
u = g on ∂G \ ΓN.
In the next sections such problem will be solved adapting standard Perron’s method to this
setting.
The extension of our method to quasi-periodic stratified sets using techniques of ho-
mogenization from [28] will be done in forthcoming works.
506 S. Nicaise, O.M. Penkin / J. Math. Anal. Appl. 296 (2004) 504–520The schedule of the paper is as follows. After recalling some basic notions in Section 2,
we prove in Section 3 the spherical mean theorem for p-subharmonic functions. In Sec-
tion 4 some properties of p-subharmonic functions are deduced. Section 5 is devoted to the
statement of Harnack’s inequality on stratified sets which is deduced from the construction
of fundamental solutions on some stratified balls. Finally all these results are used in Sec-
tion 6 to implement Perron’s method.
2. Exact formulation of the basic notions
This section is devoted to the exact description of the notions used later on and to some
auxiliary features. The general definition of stratified sets may be found in [24], but the
study of differential equations on stratified sets needs some specifications of that definition.
Namely, by stratified set we mean a connected subset Ω ofRn, consisting of a finite number
of smooth submanifolds σki (strata) of Rn which satisfy the two following conditions:
• the boundary of a k-dimensional stratum σki consists of (pairwise disjoint) strata σmj
with m < k.
• If X ∈ σk−1i , then there exists a diffeomorphism Ψ of some neighborhood UX
of the point X, which straightens the intersection UX with the “star” S(σk−1i ) =
σk−1i ∪⋃σkj	σk−1i σkj (the notation σmi 	 σlj means that σlj ⊂ σ¯mi ), in other words
Ψ (S(σk−1i ∩ UX)) is a subset of the union of a finite number of k-dimensional half-
spaces, adjoining to each other along some (k − 1)-dimensional edge.
The second condition is automatically satisfied, if all of the strata are polygons. That
condition is fulfilled in the example shown in Fig. 1.
One set Ω admits a lot of stratifications (i.e., representations in the form of union of
manifolds). An exact definition is given in [14,22,27] and consists of a triplet {Ω,S,Φ},
where S is a collection of subsets (strata) of Ω and Φ describes the construction of the set
Ω using the strata of S. We do not go into the details and refer to [14,22,27].
As a subset of Rn the set Ω inherits the usual topology of that space. Let Ω0 be a subset
of Ω , consisting of some strata of Ω . We assume Ω0 to be connected, open and dense
in Ω . Its complement ∂Ω0 = Ω \ Ω0 is then the boundary of Ω0 in terms of the above
mentioned topology. The representation of Ω in the form Ω0 ∪ ∂Ω0 is clearly not unique.
For the example of Fig. 1, we can take the full geometrical boundary as the set ∂Ω0, i.e.,
Fig. 1. Example of a stratified set.
S. Nicaise, O.M. Penkin / J. Math. Anal. Appl. 296 (2004) 504–520 507not only the part drawn by the bold lines. From now on we assume that the set ∂Ω0 is
nonempty.
Let µkj be the usual Lebesgue measure on σkj . For a subset ω ⊂ Ω we can define its
“stratified” measure by the formula
µ(ω) =
∑
σkj
µkj (ω ∩ σkj ). (2.1)
A set ω is measurable with respect to µ if and only if all “traces” ω ∩ σkj are measurable
with respect to µkj in Lebesgue’s sense.
A vector field F will be called tangent to Ω0, if for each σkj ⊂ Ω0 and X ∈ σkj the
vector F(X) belongs to the tangent space TXσkj .
If the restrictions of F to all strata are differentiable (we do not assume that there are
some connections between different restrictions; for example, F may be not continuous on
the full Ω0), then we define the divergence of F at the point X ∈ σk−1i as follows:
∇ F(X) = ∇k−1 F(X) +
∑
σkj	σk−1i
ν · F |kj (X). (2.2)
Here ∇k−1 F(X) is the classical (k − 1)-dimensional divergence of the field F restricted
to σk−1i . The symbol F |kj (X) means the extension by continuity to the point X, which is
supposed to exist. The set of fields with this property will be denoted by C1σ (Ω0). As usual
the vector ν at the point X is the unit normal vector to σk−1i directed to the interior of σkj .
The above definition of the divergence operator is not artificial and is the full analogue
of the classical divergence, since it appears as a density of a flow generated by F with
respect to the stratified measure, more details may be found in [27]. It should be noticed
that the sum in (2.2) is empty for the strata whose interior points are not in contact with
other strata. For example, this is the case for the strata of maximal dimension d = d(Ω).
In such strata, classical and stratified divergence coincide.
Let u be a continuous function on Ω0. We say that u ∈ C2σ (Ω0), if the gradient field ∇u
belongs to C1σ (Ω0). Here we follow the physical tradition to denote the gradient and the
divergence by the same symbol ∇ since no confusion is possible: if it is applied to a scalar
function it is the gradient operator, while if it is applied to a vector field it is the divergence
operator. Note that the gradient at the point X ∈ σkj is interpreted as the usual gradient in
X of the restriction of u to σkj .
Let us fix a function p :Ω0 → R such that p ≡ pkj on each σkj , with pkj  0. Then
for any u ∈ C2σ (Ω0) the expression ∆pu ≡ ∇(p∇u) is well defined and corresponds to the
definition of an elliptic operator of divergence type on the stratified set.
In the sequel we need the following assertion, which is a full analogue of second Green’s
formula and whose proof may be found in [26].
Theorem 2.1. Let u,v ∈ C2σ (Ω0)∩C(Ω) be differentiable up the boundary ∂Ω0 (again in
each stratum separately). Then∫
Ω0
(u∆pv − v∆pu) dµ= −
∫
∂Ω0
(
u(p∇v)ν − v(p∇u)ν
)
dµ. (2.3)
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i.e.,
(p∇u)ν(X) =
∑
σkj	σk−1i , σkj ⊂∂Ω0
ν · p∇u|kj (X),
and is the analogue of the standard normal derivative multiplied by p.
Let u be a solution of the equation ∆pu = 0. Then we obtain from (2.3) (taking v ≡ 1)
the useful identity∫
∂Ω0
(p∇u)ν dµ = 0. (2.4)
This formula has also an obvious classical analogue. Here below solutions of the equation
∆pu = 0 will be called p-harmonic.
3. Spherical mean theorem and p-subharmonic functions
Now we restrict ourselves to the case when all strata σkj (including those lying in ∂Ω0)
are flat, this means that σkj lies in some k-dimensional plane of the space Rn. Moreover we
assume p to be a positive constant within the strata of highest dimension d = d(Ω) and to
vanish in all other ones. Under these assumptions the operator ∆p has some properties of
classical type. We call it a soft Laplacian in contrast to the case p > 0 everywhere, called
hard Laplacian. In this section we concentrate our attention to the spherical mean theorem.
Let X ∈ σkj ⊂ Ω0 and r0(X) be the distance between X and all σ¯d−1i such that X /∈
σd−1i . Let Br(X) be the usual ball in Rn of center X and radius r . When r < r0(X) we
call the set
Br (X) = Br(X) ∩ Ω0
a stratified ball. An example is shown in Fig. 2 and illustrates the general situation.
Let us denote by MBr (X)(u) the weighted spherical mean
MBr (X)(u) =
∫
Br (X)
pudµ∫
Br (X)
p dµ
of the function u with respect to Br (X) and by MdBr (X)(u) the analogous mean with
respect to dBr (X). The next assertion gives the exact analogue of Gauss’ theorem about
spherical means.
Fig. 2. Stratified ball.
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MBr (X)(u) = MdBr (X)(u) = u(X).
Proof. We only prove the part of this assertion related to the sphere dBr (X), the other
part follows by integrating with respect to the radius r .
Let us notice that the ball Br (X) has a natural stratification inherited from Ω0. As a
consequence the identity (2.4) is applicable, if we take Br (X) as Ω0 and dBr (X) as ∂Ω0.
Let us further notice that the restriction on the admissible radius of the sphere (inequality
r < r0(X)) and the vanishing condition on the coefficient p on the strata σmj with m < d
lead to pdµr+∆r = p(1 + ∆r/r)d dµr , where dµr is the surface element (or the element
of the stratified measure) of the sphere with radius r . Using that circumstance and (2.4) we
obtain the expression
∆MdBr (X)(u) = MdBr+∆r (X)(u)− MdBr (X)(u)
= ∆r∫
dBr (X)
p dµr
∫
dBr (X)
(p∇u)ν dµr + o(∆r)= o(∆r), (3.1)
when ∆r is sufficiently small.
The formula (3.1) leads to MdBr (X)(u) ≡ const when 0 < r < r0(X) and the desired
assertion may be obtained by taking the limit as r → 0. 
In an analogous way one can prove that the inequality ∆pu  0 implies u(X) 
MBr (X)(u) as in the classical case. Instead of (2.4) we here use the inequality∫
∂Ω0
(p∇u)ν dµ 0,
which is satisfied in the case ∆pu 0. So, we can define the class of p-subharmonic func-
tions which consists of functions u ∈ C(Ω) satisfying the inequality u(X) MBr (X)(u)
for all X ∈ Ω0 and all sufficiently small balls Br (X). The next section is devoted to the
description of some properties of such functions.
4. Main properties of p-subharmonic functions
Here we present all properties of subharmonic functions that we need for the realization
of Poincaré–Perron’s method. The main part of them are proved as in the classical case and
are therefore omitted.
The spherical mean theorem leads immediately to the weak maximum principle.
Lemma 4.1. Let u be a p-subharmonic function. Then
max
X∈Ω u(X) = maxX∈∂Ω0 u(X).
It should be noted that the strong maximum principle in its usual formulation is not
fulfilled for p-subharmonic functions. Nevertheless, we can give the following variant.
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maximum in Ω0.
Here we say that a point X ∈ Ω0 is a point of local nontrivial maximum if it is a local
maximum and for each neighborhoodU of that point the function u is not identical constant
in U .
Proof. The proof of the above lemma is made by contradiction. Indeed let us suppose
that X ∈ Ω0 is a point of nontrivial local maximum of u. Then in any ball Br (X) there
exists a point Y such that u(Y ) < u(X). Therefore by the continuity of u for all sufficiently
close points Z of Y in Br (X) we have u(Z) < u(X). This fact clearly implies that (for the
function u¯ ≡ u(X))
u(X) = MBr (X)(u¯) > MBr (X)(u)
for sufficiently small r . This is in contradiction with the definition of p-subharmonic func-
tion. 
Obviously the same assertion is valid for p-harmonic functions.
Lemma 4.3. Let u1, . . . , uk be p-subharmonic functions on Ω . Then the function
u(X) = max{u1(X), . . . , uk(X)},
which we call an upper envelope of the family ui (i = 1, . . . , k) is also p-subharmonic.
The next property may serve as an alternative definition of p-subharmonic functions.
Lemma 4.4. Let u be a p-subharmonic function and v a p-harmonic function which satisfy
u v on the boundary ∂Ω0. Then this inequality is satisfied in Ω .
Proof. The difference u − v is a p-subharmonic function with nonpositive values on the
boundary. Taking into account the weak maximum principle the difference is nonpositive
everywhere in Ω . 
Our last assertion is related to the so-called p-harmonic cats. Let u be a p-harmonic
function. Let us fix X ∈ Ω0 lying in some stratum σkj with k  d − 1 and r < r0(X).
Consider v the solution of the Dirichlet problem ∆pv = 0 in the ball Br (X) with values of
the function u on dBr (X) as a Dirichlet condition (in the next section we shall show that
this problem is solvable). Now we define the p-harmonic cat
uX,r(Z) =
{
u(Z), Z /∈ Br (X),
v(Z), Z ∈ Br (X).
Lemma 4.5. Let u be a p-subharmonic function. Then any p-harmonic cat uX,r is also
p-subharmonic.
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uX,r(Z)MBρ (Z)(uX,r)
only at the points Z ∈ dBr (X), because for Z ∈ Br (X) the desired inequality follows from
the spherical mean theorem and for Z ∈ Ω0 \ B¯r (X) it is a consequence of the fact that u
is a p-subharmonic function.
For Z ∈ dBr (X) by the fact that u is a p-subharmonic function and secondly by
Lemma 4.4 we have successively
uX,r(Z) = u(Z)MBρ(Z)(u)MBρ (Z)(uX,r ),
which proves the requested assertion. 
5. Harnack’s inequality
5.1. Fundamental solutions
We are only able to give the fundamental solution of ∆p for the spheres Br (X) with
center lying in the strata σkj with k  d − 1. But this is sufficient for the realization of our
Poincaré–Perron’s method since the coefficient p vanishes in the strata of dimension less
than d .
The main obstacle to find the fundamental solution for an arbitrary sphere is probably
the existence of singularities of the solution of the Dirichlet problem in the interior of Ω0
as detailed in [19]. As a consequence, the fundamental solution may not be found by the
method of reflections applied here.
A function G(Z,Y ) will be called a fundamental solution if ∆pG = 0 with respect of
the first variable Z when Z = Y and additionally
φ(Z) =
∫
Br (X)
G(Z,Y )∆pφ(Y ) dµ (5.1)
for any test function φ ∈ C2σ (Ω0) with support in Br (X).
Let us denote by K(z, y) the classical Green function for the sphere Br(0) in Rd . This
function will allow us to build the fundamental solution which will be (simultaneously) a
Green function in Br (X) with center X ∈ σd−1i ; the case when the center of the sphere lies
in a d-dimensional stratum is trivial because in this case it is the classical Green function
(up to a multiplicative factor). Moreover our formula below will restitute it as a particular
case.
Let σdj1 , . . . , σdjm be the strata adjoining to σd−1i . For our convenience write j1 =
1, . . . , jm = m. We introduce some special coordinates on Br (X) (they are quite strange
because that set is not a manifold). For this purpose we define at first coordinates
x1, . . . , xd−1 on the stratum σd−1i and then for each σdj 	 σd−1i we define the additional
coordinate xd . We suppose that this additional coordinate vanishes on σd−1i and is posi-
tive on each stratum σdj 	 σd−1i . Besides we assume that X is the center of that system of
coordinates (i.e., coordinates of the point X are equal to zero). Such coordinates are shown
in Fig. 2 in the case d = 2.
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G(Z,Y ) = 2
P
{
pl+Pl
2pl K(z, y)+
pl−Pl
2pl K(z
, y), Z ∈ σdl,
K(z, y), Z ∈ σdj (j = l),
(5.2)
where z = (z1, . . . , zd), y = (y1, . . . , yd) are the coordinates of the points Z and Y , re-
spectively, z = (z1, . . . , zd−1,−zd), P =∑mj=1 pj and Pl = P − pl .
It is easy to see that the coefficients in front of K(z, y) and K(z, y) (in the first line
of (5.2)) jump when Y passes from one stratum to another. This renders some calculations
more difficult. Nevertheless, the function G is continuous when Y = Z. Indeed, when Y
approaches to σd−1i the distances dist(z, y) and dist(z, y) become equal and the value of
the first line of (5.2) tends to K(z, y).
Theorem 5.1. G(Z,Y ) is a Green function of the operator ∆p in the stratified ball Br (X).
Proof. Obviously G(Z,Y ) vanishes on the boundary dBr (X) with respect to Y and Z,
since both K(z, y) and K(z, y) vanish on ∂Br(0). The identity (5.1) is more difficult to
establish but follow a classical scheme based on Green’s formula. Indeed Green’s formula
in Br (X) \ ω , where ω is a small spherical neighborhood with center Z and radius 
yields ∫
Br (X)\ω
G∆pφ dµ =
∫
Br (X)\ω
φ∆pGdµ+
∫
∂ω
(
φ(p∇G)ν −G(p∇φ)ν
)
dµ. (5.3)
Notice that the integral over the boundary of the ball Br (X) is absent, because φ has a
support in the interior of that ball. Now the first integral in the right-hand side of (5.3)
also vanishes, because G is p-harmonic in Br (X) \ ω . It is not so difficult to see that the
integral of the function G · (p∇φ)ν over the boundary ∂ω tends to zero when  → 0. So
our main problem is to investigate the integral∫
∂ω
φ · (p∇G)ν dµ.
Assume that Z lies in σdl . Taking  > 0 sufficiently small we can also assume that the
sphere ω is included in σdl and then looks like a usual d-dimensional sphere. Therefore
instead of the notation (p∇G)ν we may use the more traditional representation pl(∂G/∂ν)
of this quantity, where ν is the exterior normal to ω . Using the representation (5.2) of the
function G we can write∫
∂ω
φ · (p∇G)ν dµ = 2pl
P
∫
∂ω
φ
∂
∂ν
(
pl + Pl
2pl
K(z, y)+ pl − Pl
2pl
K(z, y)
)
dµ,
what can be rewritten in the form∫
φ · (p∇G)ν dµ =
∫
φ
∂
∂ν
K(z, y) dµ+ pl − Pl
P
∫
φ
∂
∂ν
K(z, y) dµ.∂ω ∂ω ∂ω
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has no singularities in the set ω . The first part tends to φ(Z), because it is well known that∫
∂ω
φ
∂K
∂ν
dµ → φ(Z)
when  → 0. In conclusion the identity (5.1) may be obtained from (5.3) by taking the
limit as  → 0 and recalling the continuity of G when Y = Z.
The additional case Z ∈ σd−1i is similarly treated, but in the final part we must take
into account the fact that ω intersects all d-dimensional strata σdj 	 σd−1i . Since the co-
efficients in the Green function are dependent of the strata we must perform an integration
over ∂ω separately for each intersection ∂ω ∩ σdj . 
It should be noticed that the expression (5.2) is also valid in the case when the center
X of the stratified ball lies in a d-dimensional stratum. In this case we use the artifi-
cial stratification into two hemispheres and the equatorial (d − 1)-dimensional plane as
(d − 1)-dimensional stratum with p = 0 on this artificial (d − 1)-dimensional stratum. In
this setting the expression (5.2) has the usual form since we easily see that formula (5.2)
coincides with the classical representation of the Green function.
One can also remark that the expression (5.2) is also appropriate in the case when the
center lies on a (d−1)-dimensional stratum with only one d-dimensional stratum adjoining
to it, in this case the stratified ball looks like a usual hemisphere.
5.2. Poisson’s formula in stratified balls
If the support of the function φ is not necessary in the ball Br (X), then considerations
similar to those presented in the previous section lead to
φ(Z) =
∫
Br (X)
G(Z,Y )∆pφ(Y ) dµ+
∫
dBr (X)
φ(Y )
∂G(Z,Y )
∂ν
dµ
instead of (5.1). Here ν is the exterior normal to dBr (X). Taking φ ≡ 1 we obtain∫
dBr (X)
∂G(Z,Y )
∂ν
dµ = 1. (5.4)
If additionally φ is p-harmonic in Ω0, then
φ(Z) =
∫
dBr (X)
φ(Y )
∂G(Z,Y )
∂ν
dµ.
This circumstance justifies the name Poisson’s kernel for
P(Z,Y ) = ∂G(Z,Y ) .
∂ν
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suffices to derive the expression (5.2) with respect to the exterior normal (or, equivalently,
with respect to the radial variable). Recalling that
K(z, y)= Γ (|z − y|)− Γ( |z|
r
∣∣∣∣ r2|z|2 z − y
∣∣∣∣
)
,
where{
Γ (t) = 1
(2−d)ωd t
2−d if d > 2,
Γ (t) = 12π log t if d = 2,
ωd being the surface area of the d-dimensional unit sphere, we deduce after differentiation
P(Z,Y ) = 2(r
2 − |z|2)
Pωd r
{
pl+Pl
2 |z − y|−d + pl−Pl2 |z − y|−d, Z ∈ σdl,
pj |z − y|−d, Z ∈ σdj (j = l).
(5.5)
Note again that the expression of Poisson’s kernel coincides with the classical one when
the center of the sphere lies in a d-dimensional stratum. Note also that Poisson’s kernel is
a nonnegative function (since |z − y| |z − y|).
Now we are ready to prove the basic assertion of this section.
Theorem 5.2. Let g :dBr (X) →R be a continuous function on ∂Ω0. Then the function u
defined by
u(Z) =
{
g(Z), Z ∈ dBr (X),∫
dBr (X)
P (Z,Y )g(Y ) dµ, Z ∈ Br (X), (5.6)
is a solution of the Dirichlet problem
∆pu = 0, (5.7)
u|dBr (X) = g, (5.8)
in the stratified ball with center X lying in any strata σkj with k  d − 1.
Proof. The fact that u satisfies Eq. (5.7) follows from the fact that G(Z,Y ) satisfies the
same equation with respect Z and from the possibility to differentiate under the integral
sign. So, it remains to prove the continuity of the function u at the points of the boundary
of Br (X).
Let Z0 ∈ dBr (X) and Z ∈ Br (X) and consider the difference u(Z)− u(Z0) = u(Z)−
g(Z0). According to (5.4), u(Z)− g(Z0) may be rewritten as
u(Z)− g(Z0) =
∫
dBr (X)
P (Z,Y )
(
g(Y )− g(Z0)
)
dµ.
Since g is continuous, for any  > 0 there exists δ > 0 such that |g(Y ) − g(Z0)| <  when
|Y − Z0| < δ. Consequently we may write
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∫
|Y−Z0|<δ
P (Z,Y )
∣∣g(Y )− g(Z0)∣∣dµ
+
∫
|Y−Z0|δ
P (Z,Y )
∣∣g(Y ) − g(Z0)∣∣dµ,
using the positiveness of Poisson’s kernel. The first integral is less then . The second
one tends to zero as Z tends to Z0, because of the factor r2 − |z|2 in Poisson’s kernel
and because of the inequality |z − y|  δ/2 (this inequality guarantees the absence of
singularities) when Z is sufficiently close to Z0. Therefore we have |u(Z) − g(Z0)| < 2
when Z is sufficiently close to Z0. 
5.3. Harnack’s inequality
Contrary to the classical case we cannot prove Harnack’s inequality using only the
spherical mean theorem for harmonic functions. The main obstacle is the restriction on
the radius of the stratified balls (that can be very small even for the centers not near the
boundary). As a consequence we must prove the spherical variant of Harnack’s inequality
using Poisson’s formula. Using this spherical variant and strong maximum principle men-
tioned above, we can prove general Harnack’s inequality for any compact set in Ω0. But
for our purpose it is sufficient to prove it only for the stratified balls with centers lying in
the stratum σkj with k  d − 1.
A spherical variant of the Harnack’s inequality is contained in the following lemma.
Lemma 5.1. Let X ∈ σkj ⊂ Ω0 with k  d − 1 and r < r0(X). Let u be a nonnegative
p-harmonic function in Ω0. Then there exist two positive constants C1,C2 independent of
u (we give below the exact expression of these constants) such that for all ρ < r we have
C1
(r − ρ)rd−2
(r + ρ)d−1 u(X) u(Z) C2
(r + ρ)rd−2
(r − ρ)d−1 u(X) (5.9)
for each Z ∈ Bρ(X) such that the distance between Z and X is equal to ρ.
Proof. Using Poisson’s formula we obtain
u(Z) =
∫
dBr (X)
P (Z,Y )u(Y ) dµ.
The distance dist(Z,Y ) between Z and Y may be estimated as follows:
r − ρ  dist(Z,Y ) r + ρ,
and the same estimate is valid for dist(Z,Y ), because dist(Z,Y ) = ρ. It follows that
|z−y| and |z −y| are between r −ρ and r +ρ. From that fact and from the formula (5.5)
we obtain the following estimate of Poisson’s kernel:
2(r2 − ρ2)pj
d
 P(Z,Y ) 2(r
2 − ρ2)pj
d
.Pωd r(r + ρ) Pωd r(r − ρ)
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X belongs to a d-dimensional stratum use the artificial stratification mentioned above).
Multiplying the above inequality by u(Y ) and integrating over dBr (X) ∩ σdj we obtain
2(r2 − ρ2)
Pωd r(r + ρ)d
∫
dBr (X)∩σdj
pju(Y ) dµ
∫
dBr (X)∩σdj
P (Z,Y )u(Y ) dµ
 2(r
2 − ρ2)
Pωd r(r − ρ)d
∫
dBr (X)∩σdj
pj u(Y ) dµ.
Summing all these inequalities and taking into account Poisson’s formula (applied to
the sum of the middle integrals) we get to
2(r2 − ρ2)
Pωd r(r + ρ)d
∫
dBr (X)
pu(Y ) dµ u(Z)dµ 2(r
2 − ρ2)
Pωd r(r − ρ)d
∫
dBr (X)
pu(Y ) dµ.
Summing these inequalities and taking into account Poisson’s formula applied to the sum
of middle integrals we obtain
2(r2 − ρ2)
pmaxPωd r(r + ρ)d
∫
dBr (X)
pu(Y ) dµ u(Z)
 2(r
2 − ρ2)
pminPωd r(r − ρ)d
∫
dBr (X)
pu(Y ) dµ.
The integrals on the left-hand side and on the right-hand side may be transformed on
the basis of the spherical mean theorem. As a result we have
2(r2 − ρ2)
Pωd r(r + ρ)d u(X)
∫
dBr (X)
p dµ u(Z)dµ 2(r
2 − ρ2)
Pωd r(r − ρ)d u(X)
∫
dBr (X)
p dµ.
Remarking that∫
dBr (X)
dµ = kωdr
d−1
2
and making a rough estimate of the coefficient p (pmax = max{p1, . . . , pk}, pmin =
min{p1, . . . , pk}), we obtain
pmink(r − ρ)rd−2
P(r + ρ)d−1 u(X) u(Z)
pmaxk(r + ρ)rd−2
P(r − ρ)d−1 u(X),
what should be proved. 
A standard consequence is the analogue of Harnack’s theorem about convergence of a
sequence of harmonic functions. Namely, the following theorem holds.
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convergent at the point X ∈ σkj ⊂ Ω0 with k  d − 1. Then it converges uniformly to an
harmonic function in some ball Br (X).
6. Realization of Poincaré–Perron’s method
Let us denote by Sg the set of all subharmonic functions u in Ω , which satisfy the
inequality u g on the boundary ∂Ω0. Perron’s solution of the problem
∆pu = 0, (6.1)
u|∂Ω0 = g (6.2)
is a function u¯ which is an upper envelope of the set Sg , i.e.,
u¯(X) = sup
v∈Sg
v(X). (6.3)
As usual a classical solution of the problem (6.1)–(6.2) is a function u ∈ C2σ (Ω0) ∩
C(Ω) which satisfies these identities in the usual sense.
For standard domains the proof that Perron’s solution u¯ satisfies (6.1) and (6.2) in the
usual (classical) sense consists of two independent stages. First we prove that u¯ satisfies the
partial differential equation and secondly that it satisfies the boundary conditions at regular
points (see, for instance, [16] or [15]), so that Perron’s solution is a classical solution if all
boundary points are regular. In the case of stratified sets there exists one more stage: we
have to prove that u¯ is continuous in small-dimensional strata. This additional step will be
done on the basis of the investigation of the singularities of the solution but only in the case
d = 2.
It should be noticed that even if d = 2, u¯ may not be continuous in Ω0. For example, the
situation shown in Fig. 3 gives an example where u¯ may be discontinuous at σ01. Indeed if
g = 0 at the left part of the boundary ∂Ω0 and g = 1 at the right part, then the solution u¯ is
clearly equal to 0 at the left part of Ω0 and equal to 1 at the right part.
To avoid this situation we need one geometrical restriction on the structure of Ω and its
partition into Ω0 and ∂Ω0.
Definition 6.1. Ω0 is called firmly connected if ∂Ω0 is contained in the closure of (d − 1)-
dimensional strata lying in ∂Ω0 and for each σkj with k < d−1 the set Ω \σkj is connected
near σkj .
Fig. 3. Unsolvable case.
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Theorem 6.1. Let {Ω0, ∂Ω0} be a firmly connected pair and g is continuous. Then u¯ is
p-harmonic and satisfies (6.2).
Proof. Let X be an arbitrary point of Ω0, lying in some stratum σkj with k  d − 1. Let
us show that at this point u¯ satisfies (6.1).
Fix some stratified ball Br (X) and a countable set X1, . . . ,Xk, . . . , which is dense
in Br (X). From the definition of the function u¯ it follows that there exists a sequence
{uik} of subharmonic functions, which is convergent to u¯(Xi). Using the family of se-
quences {uik} we can construct a nondecreasing sequence which is convergent to u¯ on the
set of all points Xk . For this purpose it suffices to take vk = max{uk1, . . . , ukk}. According to
Lemma 4.3 that sequence consists of subharmonic functions from Sg . Taking the sequence
of harmonic functions wk = (vk)X,r according to Lemma 4.5 it keeps all properties of the
initial sequence {vk} including convergence to u¯ in the points Xk .
According to Lemma 5.2 the limit function of the sequence {wk} will be harmonic on
each ball Bρ(X) with ρ < r , and this function coincides with u¯ in those points Xk being in
that ball. Using the density of the set {Xk} it is easy to see that the limit function coincides
with u¯ everywhere in Bρ(X).
To prove that u¯ satisfies (6.2) we argue as in the classical case (see, for example, [15]).
Namely the existence of local barriers is automatically guaranteed since the boundary is
assumed to be piecewise flat. 
Now we restrict ourselves to the case d = 2.
Theorem 6.2. Let {Ω0, ∂Ω0} be a firmly connected pair such that its maximal dimension
d = 2 and suppose that g is continuous. Then u¯ is a classical solution of (6.1) and (6.2).
Proof. According to Theorem 6.1, it remains to prove the continuity at the 0-d strata, in
other words at any corner point S of a 2-d stratum. Fix such a point S and consider a
(radial) cut-off function η equal to 1 in a neighborhood of S and equal to zero near the
external boundary and near the other 0-d strata. Then v = ηu¯ is continuous except at S and
is solution of
p∆v = ηp∆u¯ + 2p∇η · ∇u¯ + p∆ηu¯ = 2p∇η · ∇u¯ + p∆ηu¯ in Ω0,
and satisfies the Dirichlet boundary condition on the boundary of Ω0. As 2p∇η · ∇u¯ +
p∆ηu¯ belongs to H−1(Ω0), there exists a unique v0 ∈ H 10 (Ω0) (weak) solution of∫
Ω0
p∇v0 · ∇w = −
∫
Ω0
(2p∇η · ∇u¯ + p∆ηu¯)w, ∀w ∈ H 10 (Ω0).
By Theorem 2.27 of [19] (see also [21,23]), v0 admits a decomposition into a regular part
vR and a singular part vS . The regular part is piecewise H 2 and is “continuous” through
the 1-d strata so that vR ∈ C(Ω¯0). On the other hand the singular part is a finite linear
combination of functions of the form rλφ(θ), where (r, θ) are polar coordinates centered
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C(Ω¯0). Altogether this means that v0 belongs to C(Ω¯0).
Furthermore v − v0 is in C(Ω0), is equal to 0 on the boundary and by construction is
p-harmonic. Therefore by the weak maximum principle
v = v0,
which proves that v belongs to C(Ω¯0) as well. 
For d  3, the question whether the singularities of the weak solution of problem (6.1)
and (6.2) are continuous is still an open problem, that is the reason of our restriction to the
case d = 2. Indeed the weak solution has singularities along the k−d strata with k  d −2
[9,10,23] and their continuity is not yet clear.
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