In this paper, we analyze the global character of the solutions of an anti-competitive system of rational difference equations. We prove that the solutions of the system can have three different types of global behavior, corresponding to different regions of the parameter space. Our analysis utilizes a global convergence theorem from Camouzis and Ladas, and two theorems from Kulenović and Merino that apply to competitive systems.
Introduction
Consider the class of systems of difference equations of the form x n+1 = α 1 + β 1 x n + γ 1 y n A 1 + B 1 x n + C 1 y n y n+1 = α 2 + β 2 x n + γ 2 y n A 2 + B 2 x n + C 2 y n          for n = 0, 1, 2, . . . (1.1) where the parameters and the initial terms, x 0 and y 0 , are non-negative numbers such that the denominators are never equal to zero. In 2008, Camouzis, Kulenović, Ladas, and Merino [1] introduced a numbering system which divided the class of systems in (1.1) into 2,401 separate systems, where each system of equations has a unique combination of positive parameters.
Since that time, many papers have been written [5] - [16] analyzing the boundedness, and the global behavior, of the solutions of systems of equations of the form in (1.1).
Using the numbering system introduced in [1] , system #(16,18) contains the six positive parameters shown below.
for n = 0, 1, 2, . . . (1.2) In this paper, we analyze the global character of the solutions of system (1.2), where the parameters are positive numbers and the initial terms, x 0 and y 0 , are non-negative numbers such that x 0 + y 0 > 0.
Preliminaries
The following definitions and theorems will be used in this paper.
Definition 2.1. The symbol SE denotes the south-east partial ordering of the non-negative quadrant. That is, (x, y) SE (a, b) if and only if x ≤ a and y ≥ b. A strict inequality is defined as (x, y) ≺ SE (a, b) if (x, y) SE (a, b) and (x, y) = (a, b). A strong inequality is defined as (x, y) ≺≺ SE (a, b) if x < a and y > b.
Suppose that P 1 ≺ SE P 2 . Then, we use the ordered interval P 1 , P 2 to denote the set {(x, y) : P 1 SE (x, y) SE P 2 }. An important property of competitive maps is that they preserve the south-east ordering; that is, if F is a competitive map and (x, y) SE 
If F is anti-competitive, then the south-east ordering is reversed; that is, if , y) ), is competitive and preserves the south-east ordering. , y), g(x, y) ). Let E = (x,ȳ) be an equilibrium point of the system of difference equations Then, for every solution {x n } ∞ n=−1 of the equation 
Then, there exists a curve C ⊂ R through P that is invariant under F and is a subset of the basin of attraction of P , such that C is tangential to the eigenspace E λ at P , and C is a strictly increasing continuous function of the first coordinate on an interval. Any endpoints of C in the interior of R are either fixed points, or minimal period-2 points, of the map F .

Local stability analysis
The system of equations in (1.2) can be written in normalized form as
where the parameters are positive numbers and the initial terms, x 0 and y 0 , are non-negative numbers such that x 0 + y 0 > 0.
3.1. Boundedness of solutions of the system. Let {x n , y n } be a solution of system (3.1). Then
for all n ≥ 1. So, every solution of system (3.1) is bounded and there is a uniform bound for all solutions.
3.2. Equilibrium points. Solving the system of equilibrium equations corresponding to system (3.1), one can see thatȳ =x 2 +x and thatx is a solution of the equation
By DeCartes' Rule of Signs, equation (3.2) has a unique positive solution, and thus, there is a unique positive equilibrium point of system (3.1).
Let F be the map corresponding to system (3.1). That is, let
Then, the Jacobian matrix of
Using the equilibrium equations
one can evaluate the Jacobian matrix at the equilibrium point to get
The characteristic equation for this matrix is
Using the Linearized Stability Theorem 2.1, we see that both eigenvalues of the matrix in (3.6) lie inside the unit circle, if and only if,
We will show that the inequality in (3.7) is true, if and only if, β 2 < B 2 2 − B 2 . Once this fact is established, the remaining part of the local stability analysis will be straight-forward.
Using the equation in (3.4), we see thatx 2 −ȳ = −x, and so the inequality in (3.7) is true, if and only if,
Sinceȳ and β 2 are positive, it follows that 1 −ȳ β 2 < 2.
So, the inequality in (3.7) is true, if and only if,
Using the equation in (3.4), we see thatȳ =x 2 +x, and so
Dividing both sides of the inequality byxȳ, we get
Using the equation in (3.5), we see that β 2x y = B 2x +ȳ. So,
Dividing both sides of the inequality byx, we get
Solving this quadratic inequality yields,
where , and so we have |λ| < 1.
3.3. Period-2 solutions. Suppose that there is a minimal period-2 solution w 1 ) , ...} of system (3.1). Then, the four equations below must be satisfied.
Using the equations for v 1 and v 2 in system (3.8), it follows that
So, v 1 = v 2 , if and only if, w 1 = w 2 . Thus, if system (3.1) has a minimal period-2 solution, then v 1 = v 2 and w 1 = w 2 .
Using the same algebraic steps with the equations for w 1 and w 2 in system (3.8), one sees that
and so,
Using the equation in (3.9), we get
We are assuming that v 1 = v 2 , so
Therefore, if there is a minimal period-2 point of system (3.1), it must be a point on the line segment
For all positive parameters, the endpoints of line segment (3.10) , that is 0,
and
, 0 , are minimal period-2 points of system (3.1). The remaining points on line segment (3.10) are period-2 points of system (3.1), if and only if, B 2 > 1 and β 2 = B 2 2 − B 2 . Using the map F in (3.3), one can evaluate the Jacobian matrix of F 2 at the point 0, 
Global stability analysis
We can decouple the equations in system (3.1) and arrive at the 2 nd -order difference equation
where the parameters are positive numbers and the initial terms, x 0 and x 1 , are nonnegative numbers such that x 0 + x 1 > 0.
Let f be the function corresponding to difference equation (4.1), which is
Let {x n } ∞ n=0 be a solution of difference equation (4.1). Then x n ∈ 0,
. By examining the partial derivatives of f , we find that f is decreasing in u and is increasing in v. By Theorem 2.2, the subsequences {x 2n } and {x 2n+1 } of the solution of difference equation (4.1) are eventually monotonic. Since every solution is bounded, {x 2n } and {x 2n+1 } converge.
Let {x n , y n } ∞ n=0 be a solution of system (3.1) where x 0 and y 0 are nonnegative numbers such that x 0 + y 0 > 0.
Then, {x n } ∞ n=0 is the solution of difference equation (4.1) where
Using the first equation in system (3.1), we see that for all n ≥ 0,
And so we have,
This proves Theorem 4.1 below. 
Some solutions of system (3.1) converge. For these solutions, there is an
2 . We will provide a detailed analysis of the global behavior of the solutions of system (3.1) by analyzing different regions of the paramter space. The picture below illustrates the regions we will analyze and the global behavior of the solutions in each region.
Let {x n , y n } be a solution of the system of difference equations in (3.1) and let F be the map in (3.3).
We begin by examining the case where the initial term (x 0 , y 0 ) is on an axis. Notice that
and F 0
Also,
So, if (x 0 , y 0 ) is on the positive x-axis or the positive y-axis, the solution of system (3.1) becomes the minimal period-2 solution on the axes by at least the second iterate of F .
For the remainder of the analysis, we will consider the case where both x 0 and y 0 are positive.
Let the interval I = 0,
. Since (x n , y n ) ∈ I × I for all n ≥ 2, we need only consider solutions of system (3.1) that are in this rectangle.
The map F : I ×I → I ×I is anti-competitive. The map F 2 : I ×I → I ×I is strongly competitive and stongly preserves the south-east ordering.
By Theorem 4.1, we know that {x 2n }, {y 2n }, {x 2n+1 } and {y 2n+1 } converge. Thus, if we begin at any (x 0 , y 0 ) ∈ I × I, the iterates of F 2 will converge.
Let E be the equilibrium point of system (3.1). Let P 1 and P 2 be the minimal period-2 points of system (3.1) that are on the axes; that is, let
, 0 .
2 − B 2 . In this region of parameter space, the equilibrium point E is located in the region bounded by the line segment in (3.10), the line y = x, and the line y =
. The eigenvalues of J F (E), λ and µ, are inside the unit circle. Thus, λ 2 and µ 2 , the eigenvalues of J F 2 (E), are also inside the unit circle. Therefore, E is a locally asymptotically stable fixed point of the map F 2 .
The minimal period-2 points of system (3.1), P 1 and P 2 , are saddle points of the map F 2 . Furthermore, E, P 1 , and P 2 are the only fixed points of F 2 .
The picture below illustrates the iterates of
Since E is a locally asymptotically stable fixed point of F 2 , there are some points in the interior of P 1 , E , and some points in the interior of E, P 2 , that are in the basin of attraction of E. Thus, by Theorem 2.3, the interior of P 1 , E ∪ E, P 2 is in the basin of attraction of E.
Suppose that (x 0 , y 0 ) is inside the rectangle I ×I, but is not in the interior of P 1 , E ∪ E, P 2 .
Then, there is a point (x L , y L ) in the interior of P 1 , E , and a point (x U , y U ) in the interior of E, P 2 
Since F 2 is competitive, it preserves the south-east ordering, so
and F 2n (x U , y U ) both converge to E, so F 2n (x 0 , y 0 ) must also converge to E.
Since (x 0 , y 0 ) ∈ I × I, we know that (x 1 , y 1 ) ∈ I × I. Using the argument above, we see that F 2n (x 1 , y 1 ) also converges to E.
Therefore, in Region 1 of the parameter space, if x 0 and y 0 are positive, the solution of system (3.1) converges to the unique equilibrium point E.
Region 2: Let β 2 > B 2 2 − B 2 . In this region of parameter space, the equilibrium point E is located in the region bounded by the line segment in (3.10), the line y = x, and the y-axis. The eigenvalues of J F (E), λ and µ, are such that |λ| < 1 and |µ| > 1. So we have 0 < |λ 2 | < 1 and |µ 2 | > 1, which implies that E is a saddle point of the map F 2 .
If v is a non-zero vector that is parallel to an axis, then for any value of λ, v / ∈ Nul (J F (E) − λI). So, the eigenvectors of J F (E) are not parallel to either axis. Since the eigenvectors of J F (E) are the eigenvectors of (J F (E)) 2 = J F 2 (E), the eigenvectors of J F 2 (E) are not parallel to either axis.
The minimal period-2 points of system (3.1), P 1 and P 2 , are locally asymptotically stable fixed points of the map F 2 . Furthermore, the points E, P 1 , and P 2 are the only fixed points of F 2 .
The picture below illustrates the iterates of F 2 when β 2 > B 2 2 − B 2 .
By Theorem 2.4, there is an increasing curve C through E that is invariant under F 2 and is a subset of the basin of attraction of E. This curve extends indefinitely to the north-east of E because there are no prime period-2 points of F 2 , and there are no fixed points of F 2 to the north-east of E.
This curve also extends from the south-west of E to the boundary of the region 0,
. We know that if (x n , y n ) is a point on either positive axis, then the iterates of F , beginning at (x n , y n ), will converge to the period-2 points on the axes. Thus, the curve C extends from the southwest of E and has the point (0,0) as its limiting point (note that the map F 2 is undefined at the origin).
Without loss of generality, suppose that (x 0 , y 0 ) is above the curve C. Then there is a point (x C , y C ) that is on curve C and to the south-east of (x 0 , y 0 ).
Since the iterates of the map F 2 , beginning at (x C , y C ), are on curve C, and the map F 2 strongly preserves the south-east ordering, all of the points in the subsequence {(x 2n , y 2n )}, beginning at (x 0 , y 0 ), are above curve C. We know that {(x 2n , y 2n )} converges, so it must converge to either E or P 1 .
Furthermore, since F is anti-competitive, y 1 ) . Thus, all of the points in the subsequence {(x 2n+1 , y 2n+1 )}, beginning at (x 1 , y 1 ), are below curve C and converge to either E or P 2 .
For the sake of contradiction, suppose that {(x 2n , y 2n )} converges to E. Then, since E is a saddle point of F 2 and F 2n (x C , y C ) converges to E, there is some k such that F 2k (x 0 , y 0 ) and F 2k (x C , y C ) are both on the local stable manifold through E, which is a strictly increasing curve. This would contradict the fact that the map F 2 preserves the south-east ordering. Thus, {(x 2n , y 2n )} must converge to P 1 .
By a similar argument, {(x 2n+1 , y 2n+1 )} converges to P 2 . Therefore, in Region 2 of the parameter space, whenever (x 0 , y 0 ) is not on curve C, the solution of system (3.1) converges to the minimal period-2 solution on the axes, where the points in the subsequence {(x 2n , y 2n )} are on one side of curve C, and the points in the subsequence {(x 2n+1 , y 2n+1 )} are on the other side of curve C.
Region 3: Let B 2 > 1 and β 2 = B 2 2 − B 2 . In this region of parameter space, every point on the line segment in (3.10) is a period-2 point of system (3.1), and thus, is a fixed point of F 2 . The equilibrium point E = (x,ȳ) = ( √ B 2 − 1, B 2 − √ B 2 ) is on this line segment. The eigenvalues of J F (E) are µ = −1 and 0 < λ =ȳ 2 −x 2ȳ β 2x < 1. So we have 0 < |λ 2 | < 1 = µ 2 , which implies that E is a non-hyperbolic fixed point of F 2 . In addition, the eigenvectors of J F 2 (E) are the same as the eigenvectors of J F (E), which are not parallel to either axis.
The following picture illustrates the iterates of F 2 when β 2 = B 2 2 − B 2 .
By Theorem 2.4, there is an increasing curve C through E that is invariant under F 2 and is a subset of the basin of attraction of E. As in Region 2 of the parameter space, this curve extends indefinitely to the north-east of E and extends from the south-west of E to the point (0, 0), where F 2 is undefined.
Using the same argument as in Region 2, one can show that in Region 3 of the parameter space, whenever (x 0 , y 0 ) is not on curve C, the points in the subsequence {(x 2n , y 2n )} are on one side of curve C, while the points in the subsequence {(x 2n+1 , y 2n+1 )} are on the other side of curve C. Each subsequence converges to a point on line segment (3.10). Thus, the solution of system (3.1) converges to a minimal period-2 point of the system.
