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Abstract. We present a set of uniform polynomial equations that provides multidimensional on-lattice higher-order 
models of the lattice Boltzmann theory, while keeping compact the number of discrete velocities. As examples, we 
explicitly derive two- and three-dimensional on-lattice models applicable to describing thermal compressible flows of 
the accuracy levels of the Navier-Stokes equations with smaller numbers of discrete velocities in comparison to the 
existing models. We demonstrate the accuracy and stability of the three-dimensional model by using the Riemann 
problem. 
PACS: 05.20.Dd, 47.11.-j, 47.10.-g 
Since the introduction of Ulam and von Neumann’s concept of cellular automata, applications have 
been developed in diverse areas such as biology, chemistry, physics, and astronomy [1, 2]. In the field of 
fluid flows, Frisch, Hasslacher, and Pomeau introduced lattice-gas automata [3-5] as a model of the 
Navier-Stokes equations, which led to the development of the lattice Boltzmann theory [6-10]. Various 
attempts have been recently made to derive higher-order accuracy models classified as on-lattice (space-
filling) or off-lattice (non-space-filling) types according to the need of the additional interpolation caused 
by the mismatch between the positions of the lattice nodes and fluid particles. Conventional methods 
based on the Gauss-type quadrature and the Hermite polynomial expansion, including [11], give either 
on-lattice lower-order or off-lattice higher-order models. Therefore, a framework providing 
multidimensional on-lattice higher-order models has been demanded for the efficiency of higher-order 
models. Prior to looking at the previous works to obtain higher-order models, let us first define the 
accuracy order of a model by its velocity momenta, which give macroscopic physical properties such as 
density, flow velocity, temperature, and heat flux etc., so that, if a model has mth-order accuracy, it gives 
the velocity momenta of the Maxwellian up to the mth-order. Yudistiawan et al. provided off-lattice 
models, including a 3D 27-velocity model, which needs the additional interpolation work and only has 
third-order accuracy or the level of the isothermal Navier-Stokes equations [12]. Chikatamarla and Karlin 
[13] developed a relation between entropy construction and roots of Hermite polynomials, and gave on-
lattice, 1D five-velocity models, which can be obtained by other ways, including [14], also having third-
order accuracy. The same authors extended their work to 3D space and obtained a 41-velocity model with 
equal accuracy [15]. They also gave 1D seven- and eleven-velocity models in the appendix of [15]; 
however, they provided neither corresponding equilibrium distributions to increase actually the order of 
accuracy nor pruned models to reduce the number of discrete velocities while keeping their order of 
accuracy. Philippi et al. obtained on-lattice 2D models, including a 37-velocity model satisfying the 
fourth-order accuracy, the level of thermal compressible Navier-Stokes equations [16]. Their method is 
based on finding the inner product that preserves the norm and the orthogonality of the Hermite 
polynomial tensors in Hilbert space. Although they provide the on-lattice fourth-order accuracy model, 
their work is limited to 2D space, and their comment that the 37-velocity model is the minimal square 
lattice giving that accuracy is not correct; as a counterexample, we will present a 33-velocity model with 
equal accuracy. Surmas et al. [17] obtained 3D models based on the work of [16], including the 3D 107-
velocity model of fourth-order accuracy. Nie et al. and Shan respectively presented the 3D 121- and 103-
velocity models of fourth-order accuracy by using a relation obtained from Gauss-Hermite quadrature 
which has off-lattice nature [18, 19]. However, we will present an analytical approach having on-lattice 
nature and give a 95-velocity model with equal accuracy, which is fewer in the number of discrete 
velocities. Rubinstein and Luo applied the group theory to obtaining on-lattice higher-order models but 
they provided models having accuracy up to the third-order level [20]. 
Here, we present a set of polynomial equations in a single form, which is an extension of the univariate 
polynomial equation providing 1D higher-order on-lattice models in [21], with a way of counting the 
number of equations for a given order of accuracy by the partition in number theory. This enables us to 
obtain systematically multidimensional on-lattice higher-order models for the purpose of increasing 
efficiency by reducing the number of discrete velocities while keeping accuracy. We explicitly derive 2D 
and 3D models having smaller numbers of discrete velocities than the previously known results and show 
the stability and accuracy of the 3D model by using the Riemann problem. 
Fluid flows described by the lattice Boltzmann equation use the notion of fictitious particles moving 
their positions and changing their velocity distribution according to a simple rule 
( , ) (1 ) ( , ) ( , )eqi i i if t t t f t f tω ω+ Δ + Δ = − +x V x x  where ( , )if tx  is the density distribution of particles 
having discrete velocities iV  at position x  at time t . The ( , )
eq
if tx  is the equilibrium state of ( , )if tx  and 
ω  adjusts viscosity. For the continuous velocity space, whereas our goal is to obtain ( , )eqif tx  in a 
discrete velocity space, the equilibrium state is the Maxwellian 
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where V  is the particle velocity, ( , )tρ ρ≡ x  the density, ( , )t≡U U x  the flow velocity, ( , )T T t≡ x  the 
temperature, D  the dimension of space, Bk  the Boltzmann constant, and gm  the molecular mass. 
Dimensionless variables are defined by 0/T Tθ ≡ , 1/2−≡ Θv V , and 1/2−≡ Θu U  where 02 /B gk T mΘ ≡  for 
convenience. 
We use the following constraints of velocity momenta to obtain ( , )eqif tx ; 
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1,2,..., Dα = . The subscripts ix  for 1,2,...,i D=  signify the coordinates in D -dimensional Cartesian 
coordinate system. In Formula (1), m  is a factor determining the accuracy of a model. The physical 
meaning of Formula (1) is the conservation of physical properties such as mass, momentum, pressure 
tensor, energy flux, and the change rate of the energy flux etc. as the order n  of M  increases. We can 
express eqf  by series expansions eqEf  such as the Hermite and the Taylor having the form of 
2 ( )( ; , , ) exp( ) ( )eq NEf T v Pρ = −v U v  where ( ) ( )NP v  is a polynomial of degree N  in v  and 2v ≡ ⋅v v  [22]. 
Note that ρ , U , and T  are imbedded in the coefficients of ( ) ( )NP v . We do not confine the expansions 
to the Hermite because the Taylor expansion gives various results including the Hermite, according to the 
choice of infinitesimals [22]. When a Taylor expansion is used, advantage is observed in stability [21]. 
The order of series expansions of eqf  is another factor determining the accuracy of a model along with 
the maximum order m of M . By analogy with eqEf , we expect 
eq
if  in the form of ( ) ( )( )eq Ni i i if w P=v v  
where iw  is a constant weight coefficient into which 
2exp( )iv−  is merged. With the use of polynomial 
representations in eqEf  and 
eq
if , Formula (1) can be written by 
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and only if 
 2exp( ) n ni iiv d w− = ∑∫ v v v  for 0,1,...,n m N= + . (3) 
The left side of Formula (3) can be evaluated by 
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where Γ  is the Gaussian Gamma function expressed by the double factorial as 
( ) /2( 1) / 2 ( 1)!!/ 2nn nπΓ + = − . On the analogy of the Maxwellian, eqif  is isotropic when =u 0 , so is 
the set of iv  . Then Formula (3) is satisfied when n  is odd and any aα  is odd although n  is even, hence 
it can be written by 
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= Γ +∑ ∏v  for max0,2,4,...,n n=  and even aα  (5) 
where maxn  is equal to m N+  when it is even or to 1m N+ −  when odd. Note that m  and N  are two 
factors determining the accuracy of the discrete models. If we expand the Maxwellian by the Hermite 
expansion eqHEf  and want to satisfy M  up to the m th-order in Formula (1), it is required N m≥  [21,22]. 
To count the number of equations provided by Formula (5), we introduce the partition in number 
theory. A partition ( )qπ  is a number of ways to represent a positive integer q  as a sum of natural 
numbers with (0) 1π = . Its generating function is written by [23] 
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To prove Formula (6), let us express 
1
( )
k
Q k∞
=
∏  by using geometric series expansions, 
2 3( ) 1 k k kQ k x x x= + + + +". Then, the ways of obtaining qx  by multiplying each terms, x  to the power 
of kc k , extracted from each ( )Q k  is the possible combinations of kc  in 1 kkq c k
∞
=
= ∑ , which is equivalent 
to ( )qπ . A partition ( , )q Dπ  restricted by the number of parts D  is equivalent to a partition restricted by 
the largest part D . This is proven by interchanging the rows and columns of the Ferrers graph [23]. By 
using this and the proof of Formula (6), it is easy to obtain 
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By (2 , )q Dπ , we define partitions restricted by the number of parts D  and the parts themselves are even. 
Then we have ( , ) (2 , )q D q Dπ π=  because we obtain (2 , )q Dπ  by multiplying two to all the parts of 
( , )q Dπ . Consequently, the number of equations provided by Formula (5) up to max 2n m=  can be 
calculated by 
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A solution satisfying Formula (5) up to max 2n m=  is a model of m th-order accuracy if m th-order 
eq
HEf  is 
used [21,22]. For convenience, we give Table 1 for the values of ( , )m DΩ . For example, a thermal 
compressible flow of the level of the Navier-Stokes equations needs the accuracy of 4m =  when we use 
m th-order eqHEf . In this case, the numbers of equations for two- and three-dimensional spaces are 9 and 11, 
respectively, as in Table 1. 
 m=0 m=1 m=2 m=3 m=4 m=5 m=6 m=7 
D=1 1 2 3 4 5 6 7 8 
D=2 1 2 4 6 9 12 16 20 
D=3 1 2 4 7 11 16 23 31 
D=4 1 2 4 7 12 18 27 38 
Table 1. The number of equations ( , )m DΩ  with respect to the order of accuracy m up to eight and the 
space dimension D up to four when we use m th-order eqHEf  for the equilibrium distribution. 
To count the number of discrete velocities, which satisfies the mth-order accuracy, let us consider, 
firstly 2D space, then 3D space. To satisfy the isotropic condition, we generate discrete velocities from a 
representative one by symmetry. Then we have a group of eight elements 8G  generated by ( , )c i jα α  with 
a non-zero constant c and two different natural numbers iα  and jα , a group of four elements 4G  by 
( ,0)c iα  or ( , )c i iα α , or a group of one element 1G  generated by (0, 0). Each group shares weight 
coefficient iw  for isotropy. Accordingly, we have the total number of discrete velocities 
1 4 8( ) 4 8in n n n= + +v  where in  is the number of iG  and the number of unknown variables is 
1 4 8 1n n n+ + +  for a given set of iα  and jα . Note that we add one for the number of unknown variables 
because the constant c is also an unknown variable. In the case of 3D space, we have a group of 48 
elements 48G  generated by ( , , )c i j kα α α  with a non-zero constant c and three different natural numbers iα , 
jα  and kα , a group of 24 elements 24G  by ( , , )c i i jα α α  or ( , ,0)c i jα α , 12G  by ( , ,0)c i iα α , 8G  by 
( , , )c i i iα α α , 6G  by ( ,0,0)c iα , or 1G  by (0,0,0) . Consequently, 
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where in  is the number of iG  and 3 {1,6,8,12,24,48}DI = = . The ( )in v  of the two-dimensional case can be 
also expressed by Formula (9) with 2 {1,4,8}DI = = . The number of unknown variables is 1
D
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n
∈
+∑  so 
that we can construct a model by matching the numbers of unknown variables and equations such that 
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We should carefully choose the discrete velocities to satisfy the independency of the equations and to 
obtain solutions with real positive values of weight coefficient and speed. For example, models of fourth-
order accuracy, i.e., of the level of thermal compressible flow of Navier-Stokes, are explicitly given in 
Tables 2 and 3. In the cases of 2D =  and 3, the models having 8 and 10 groups are demanded because 
we have 9 and 11 equations by Formula (10), respectively, as in Table 1. The derived models have 
smaller sets of discrete velocities than the previously known models such as the 2D 37-velocity model 
and the 3D 107-velocity model [16] without losing accuracy. Of course, we can obtain the lower-order 
accuracy models including such as the 3D 15- and 19-velocities ones as well [24]. 
No. group  representative velocity weight coefficient 
1 1G  (0,0)  .161987  
2 4G  (1,0)c  .143204  
3 4G  (1,1)c  .0338840  
4 4G  (2,0)c  .00556112  
5 4G  (2,2)c  58.44799 10−×  
6 4G  (3,0)c  .00113254  
7 8G  (2,1)c  .0128169  
8 4G  (4,4)c  63.45552 10−×  
Table 2. Details of the 2D 33-velocity model with .819381c = . 
No. group  representative velocity weight coefficient 
1 1G  (0,0,0)  .206847  
2 6G  (2,0,0)c  .00442257  
3 12G  (2,2,0)c  .0333341 
4 8G  (2,2,2)c  .0128902  
5 6G  (3,0,0)c  .0287920  
6 12G  (3,3,0)c  .00264319  
7 8G  (3,3,3)c  .000927908  
8 24G  (2,2,5)c  .00106078  
9 12G  (4,4,0)c  .000804376  
10 6G  (5,0,0)c  .00274697  
Table 3. Details of the 3D 95-velocity model with .421803c = . 
To demonstrate the accuracy and stability of the models derived here, we show a shock tube simulation 
performed by the 3D 95-velocity model. The dimension of the nodes of the shock tube is 
11 11 800X Y Z× × = × × . The two homogeneous initial conditions { 4, 1, }LC pρ θ= = = = =u 0  and 
{ 1, 1, }RC pρ θ= = = = =u 0  are applied to the left (1 400Z≤ ≤ ) and the right ( 401 800Z≤ ≤ ) half 
spaces where p  is dimensionless pressure. The boundary conditions on the XZ - and YZ -planes are 
periodic and those on the left and the right XY -planes are LC  and RC , respectively. Figure 1 shows the 
density and the temperature profiles along the central longitudinal axis of the shock tube. The excellent 
agreements of the values between the analytical solutions and the simulation results are observed on the 
plateaus. Note that the result of the shock tube simulation with the model having the third-order 
momentum accuracy shows slight mismatches with respect to the analytical solution on the plateaus [14]. 
The difference of the steepness on the shock front comes from the difference of the viscosity. The 
analytical solution of the Riemann problem, which deals with the zero viscosity flow, is steeper than the 
result of the simulation dealing with the viscous flow with 1.5ω = . 
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FIGURE 1.  The density and the temperature profiles of the 3-dimensional shock tube simulation are 
shown on the left and the right, respectively. The analytical solution (thin black line) of the Riemann 
problem and the simulation results of 1.5ω =  (thick red line) are shown. 
We conclude this paper by noting that we can obtain the models with the levels of higher-order 
accuracy from the set of polynomial equations, Formula (5), expressed in a general form. The numbers of 
equations, discrete velocities, and unknown variables are given in Formulae (8), (9), and (10), for a given 
order of accuracy. As examples, explicit models of fourth-order accuracy are obtained and their numbers 
of discrete velocities are fewer in number than the previously known ones. 
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