In clinical trials, a surrogate outcome (S) can be measured before the outcome of interest (T) and may provide early information regarding the treatment (Z) effect on T. Many methods of surrogacy validation rely on models for the conditional distribution of T given Z and S. However, S is a post-randomization variable, and unobserved, simultaneous predictors of S and T may exist, resulting in a non-causal interpretation. Frangakis and Rubin developed the concept of principal surrogacy, stratifying on the joint distribution of the surrogate marker under treatment and control to assess the association between the causal effects of treatment on the marker and the causal effects of treatment on the clinical outcome. Working within the principal surrogacy framework, we address the scenario of an ordinal categorical variable as a surrogate for a censored failure time true endpoint. A Gaussian copula model is used to model the joint distribution of the potential outcomes of T, given the potential outcomes of S. Because the proposed model cannot be fully identified from the data, we use a Bayesian estimation approach with prior distributions consistent with reasonable assumptions in the surrogacy assessment setting. The method is applied to data from a colorectal cancer clinical trial, previously analyzed by Burzykowski et al.
Introduction
A surrogate endpoint (S) is an intermediate outcome variable occurring in between the treatment (Z) and the outcome of interest (T). The surrogate is usually known to be involved in the disease process and associated in some way with the final outcome of interest and can be measured at an earlier time than the desired outcome. There is considerable interest in the use of surrogate markers in clinical trials, as they offer the potential to run trials more cheaply and quickly by extracting information regarding the treatment effect on T through the earlier measured S. However, demonstrating the validity of a given surrogate for the outcome of interest can be difficult. Prentice 1 proposed a formal definition of surrogacy along with a validation strategy, requiring that S and T be correlated and the treatment effect on T be fully captured by S. Other methods for surrogacy evaluation include the proportion of treatment effect explained by S, 2 and individual-level and trial-level surrogacy association measures in meta-analyses. 3 As these methods rely on estimating treatment effects by adjusting for a variable measured after randomization, and there may be unmeasured confounders in the pathway between the surrogate and final outcome, the resulting estimates may not have a causal interpretation. 4 Therefore, much recent work has been done on the evaluation of surrogate endpoints using the ''principal surrogacy'' (PS) framework introduced by Frangakis and Rubin 5 (henceforth FR). In this framework, each subject has two potential outcomes for each of the surrogate and final endpoints corresponding to each treatment, denoted by S(Z) and T(Z), for Z ¼ {0,1}. The PS approach looks at the distribution of the potential outcomes of T conditional on principal strata based on the values of S(0) and S (1) . The principal strata are unaffected by treatment, and are thus pre-randomization variables. Treatment effect estimates that condition on these principal strata are therefore causal estimates when treatments are randomly assigned.
There is a growing literature on methods for surrogacy assessment using the principal stratification approach. As working within the PS framework involves the estimation of quantities based on unobserved potential outcomes, some assumptions about unidentified parameters must be made in order to aid in their estimation. The assumptions that are typically made vary based on the setting being explored and on the estimated quantities of interest. Li et al. 6 used a Bayesian estimation strategy to examine the setting in which both S and T are binary and used prior distributions and a monotonicity assumption to reduce the problem of non-identifiability. Gilbert and Hudgens 7 and Zigler and Belin 8 have proposed surrogacy validation measures in the setting of continuous S and binary T. In this case, progress was made in the estimation of the unidentified parameters through the use of baseline covariates used to predict missing surrogate values as well as through reasonable conditional independence assumptions on certain unidentified correlations. Qin et al. 9 considered the setting of a continuous surrogate marker and time-to-event final outcome and explored novel trial designs to predict missing surrogate values. Work in the PS framework when both S and T are continuous has been discussed in the application to partial compliance, 10, 11 where the joint counterfactual distribution of partial compliances is modeled either parametrically or non-parametrically, and then separate models are proposed for the counterfactual outcomes, conditional on compliance, thus reducing the number of unidentified parameters that must be estimated. The correlation between the counterfactual values of S is treated as a sensitivity parameter with a sensitivity analysis performed to determine the impact of different values of this parameter on the estimation of the quantities of interest, and prior distributions are placed on the remaining two unidentified model parameters. Conlon et al. 12 explored the scenario where the joint distribution of the counterfactual observations of S and T is multivariate normal and explored the use of different prior assumptions that could be placed on the unidentified correlation parameters to aid in estimation.
Here, we consider the scenario in which S is a discrete ordinal random variable and T is a continuous time-to-event random variable. The values of S(0) and S(1) are assumed to arise from separate underlying latent normal random variables, denotedSð0Þ andSð1Þ. A Gaussian copula model is used to obtain the joint distribution of the four counterfactual outcomes, S(1), S(0), T(1), and T(0), given their marginal distributions. In this setting, there is no baseline covariate information available that can be used to aid in predicting unobserved outcomes of S. Additionally, we make no conditional independence or monotonicity assumptions. We model the full joint distribution of the four potential outcomes and use a Bayesian estimation strategy to estimate the parameters of this distribution. Bayesian estimation is used as it allows for prior distributions that are reasonable in the surrogate marker setting to be placed on unidentified parameters to reduce the non-identifiability problem of modeling counterfactual observations and to aid in estimation of the quantities of interest. We explore the use of different plausible prior distributions and some reasonable constraints on model parameters. Once parameter estimates are obtained, quantities are derived from the joint distribution to determine the value of S as a surrogate marker for T. These PS measures are not analytically estimable, but using a Bayesian estimation strategy, they can be obtained from the posterior predictive distributions of the potential markers and outcomes under the Gaussian copula model.
In our data example, we consider the use of the ordinal variable ''tumor response'' as a surrogate for overall survival in advanced colorectal cancer. Tumor response and overall survival are common endpoints of interest in cancer clinical trials, and there is a large literature on the use of tumor response as a surrogate marker for overall survival. [13] [14] [15] In this setting of mixed discrete and continuous outcomes, surrogacy validation methods have been explored by Molenberghs et al., 16 where a joint model for the underlying continuous latent variable of the observed discrete surrogate marker and the observed continuous final outcome was developed. The use of copula models in this setting has been explored by Burzykowski et al., 17 who proposed a bivariate Plackett copula to jointly model tumor response and survival in advanced colorectal cancer, and assessed surrogacy using a meta-analytic approach. The application of a Gaussian copula model to jointly model bivariate discrete and continuous outcomes was examined by de Leon and Wu. 18 Here, we extend the use of this Gaussian copula model to a four dimensional model, two for the potential surrogate marker values under each treatment arm and two for the potential outcomes under each treatment arm. The Gaussian copula model was chosen as opposed to another type of copula because it allows for a multivariate correlation structure with separate coefficients for the six pairwise correlations. This is particularly useful because the correlation matrix has interpretable correlation coefficients, which greatly facilitate the use of meaningful prior distributions. Other classes of copulas, such as the Archimedian class, typically use a single parameter to accommodate correlation. Since this correlation is a nuisance parameter, it is convenient in many settings. However, it does not work well in our setting, where we want to impose some structure on the correlation through the use of prior distributions.
The remainder of the paper is organized as follows. In Section 2, we describe the model. Section 3 outlines the proposed surrogacy measures and Section 4 outlines the estimation strategy. Simulation results are presented in Section 5, and in Section 6 the estimation procedure is applied to data from a meta-analysis in advanced colorectal cancer. Section 7 concludes with a discussion.
The model 2.1 Potential outcomes
For a randomized trial with treatment assignment Z (Z ¼ 1 or 0), surrogate marker S and true endpoint T, each subject i, i ¼ 1, . . . , n, has two potential outcomes for each of S i and T i denoted by S i (z) and T i (z). Only one outcome, corresponding to the received treatment for subject i in each of the pairs (S i (0), S i (1)) and (T i (0),T i (1)) can be observed. The joint distribution of (S i (0),S i (1),T i (0),T i (1)) describes the causal associations between Z, S, and T. We denote the marginal cumulative distributions of S i (0), S i (1), T i (0), and T i (1) by F S i ð0Þ , F S i ð1Þ , F T i ð0Þ , and F T i ð1Þ , respectively. We make the standard assumptions of ignorable treatment assignments 19 and the stable unit treatment value assumption (SUTVA). Ignorable treatment assignment implies that Z is independent of (S(0),S(1),T(0),T(1)) and holds for blinded, randomized trials. SUTVA implies that the potential outcomes (S i (0),S i (1),T i (0),T i (1)) are independent of the treatment assignments of other subjects, allowing us to write the potential outcomes for subject i as a function of Z i rather than of the entire vector of subject treatment assignments. Additionally, we assume equal drop-out and risk of death in the control group and treatment group up to the time at which S is measured, 9 and that S is measured in everyone before T occurs.
We consider the setting where S is an ordinal categorical variable and T is a failure-time random variable. Let V i ðZÞ ¼ minðT i ðZÞ, W i ðZÞÞ be the minimum of the observed failure time, T i (Z), and censoring time, W i (Z), and let Á i ðZÞ ¼ IðW i ðZÞ 4 T i ðZÞÞ be the censoring indicator. Then, for each subject we have the observed data S i (Z), V i (Z), and Á i (Z). We make the ignorable censoring assumption, T i ðZÞ?W i ðZÞ, reasonable in cases where censoring is administrative and enrollment times are simultaneous or otherwise unrelated to the outcome. In our estimation procedure, we iteratively impute survival times for censored subjects so that each subject has the vector of outcomes y i ¼ ðS i ð0Þ, S i ð1Þ, T i ð0Þ, T i ð1ÞÞ. LetS i ðZÞ be a latent, Gaussian continuous random variable underlying the surrogate endpoint S i (Z) such that
where 1 Z 5 2 Z 5 . . . 5 ðMÀ1Þ Z are unknown cutpoints with 0 Z ¼ À1 and M Z ¼ 1. We assume a cumulative probit model for the cutpoints of the underlying continuous random variables of S(0) and S(1) and a proportional hazards model with a Weibull baseline hazard function for the marginal distributions of T(0) and T(1). These models are given by È À1 fPðSðZÞ k Z Þg ¼ k Z and ðTðZÞÞ ¼
, respectively, where (T(Z)) is a hazard function for a Weibull distribution with scale parameter T Z and shape parameter T Z . Let e y i ¼ ðS i ð0Þ,S i ð1Þ, T i ð0Þ, T i ð1ÞÞ represent the set of counterfactual latent surrogate and final outcomes for subject i.
Copulas
Sklar 20 provided the basis for multivariate modeling using copulas. A multivariate function C ¼ Cðu 1 , . . . , u k Þ is a copula if it is a continuous distribution function (CDF) and each marginal is a uniform distribution function. That is, C is a mapping of ð0, 1Þ k ! ð0, 1Þ, with CðuÞ ¼ pðU i u 1 , . . . , U k u k Þ, where each U i $ Unif ð0, 1Þ. Using known marginal distributions F 1 ð y 1 Þ, . . . , F k ð y k Þ, the function CðF 1 ð y 1 Þ, . . . , F k ð y k ÞÞ ¼ Gð yÞ defines a joint distribution for y 1 ,. . .,y k . 21 In this paper, we focus on the Gaussian copula denoted as C È ðujÀÞ ¼ È k fÈ À1 ðu 1 Þ, . . . , È À1 ðu k ÞjÀg, where È is the standard normal cumulative distribution function and È k ðxjÀÞ is a k-variate normal cumulative distribution function with covariance matrix À. The density of the Gaussian copula is given by c k ðqjÀÞ ¼ jÀj À
, ÀÞ and À is a correlation matrix. 22 The copula framework can then be used to obtain a multivariate distribution with specified marginals.
Gaussian copula regression model
Assuming the data was complete, in the setting of a single surrogate and single outcome each measured at separate time points, we would have n observations each of dimension four, corresponding to the four potential outcomes for each subject. Let y i ¼ S i ð0Þ, S i ð1Þ, T i ð0Þ, T i ð1Þ ð Þ represent the set of observations from subject i. For continuous S and T, the Gaussian copula regression model can be obtained by taking q ij ¼ È À1 F j ð y ij ; j Þ È É where j is the parameter vector for marginal distribution j, where j ¼ 1, . . . , 4 corresponds to the four marginal distributions for S i ð0Þ, S i ð1Þ, T i ð0Þ, and T i ð1Þ, respectively. By this construction, we have:
and the density of y ij is given by:
We assume that the joint cumulative distribution ofS i ð0Þ,S i ð1Þ, T i ð0Þ, T i ð1Þ is generated by the Gaussian copula function:
where the subscripts1 and2 correspond to the CDF of the underlying latent variables of S(0) and S(1), respectively, È is the standard normal distribution and È 4 is the standard four-variate normal distribution with correlation matrix:
AsS i ðZÞ is assumed to be Gaussian, the terms È À1 F~1S i ð0Þ and È À1 F~2S i ð1Þ are simplyS i ð0Þ andS i ð1Þ, respectively. The joint distribution of S i ð0Þ, S i ð1Þ, T i ð0Þ, and T i ð1Þ under these distributional assumptions is then given by:
When both T i (0) and T i (1) are uncensored observations, the joint density of S i ð0Þ, S i ð1Þ, T i ð0Þ, and T i (1) is given by:
where the derivative of F e y i ð k 0 , k 1 , t 0 , t 1 Þ with respect to t 1 and t 0 is given by: 18
where:
The scale parameters, T Z and shape parameters, T Z from the Weibull models as well as the cutpoints of the latent distributions for S(0) and S(1) are identifiable from the data. The correlation coefficients 00 and 11 are the Pearson correlation coefficients betweenSð0Þ and the normally transformed T(0) and betweenSð1Þ and the normally transformed T(1), respectively, and can be seen as a proxy for the polyserial correlations between T(0) and S(0) and between T(1) and S(1). 18 These polyserial correlations are estimable from the data. 23 Because only one of the counterfactual pairs of outcomes is observed for each subject, s , t , 01 , and 10 are not identifiable. However, the identifiable correlation parameters together with the requirement that the correlation matrix be positive definite place boundary constraints on these non-identified parameters, which, along with other plausible assumptions that we can make, aids in their estimation.
Prior distributional assumptions
We place weakly informative priors on the fully identified parameters T Z , T Z , and k Z 's. Specifically, the priors for log( T Z ) and the k Z 's are Nð0, 10 2 Þ and the priors for T Z are gamma distributions with mean 1 and standard deviation 3. We place marginal priors on each of the correlation parameters in À and following Conlon et al., 12 we consider four different sets of prior assumptions. For each of these there is the additional assumption that À must be positive definite.
The four priors are ðaÞ Jointly uniform prior such that for each of the six correlations pðÞ $ Unif ðÀ1, 1Þ
ðbÞ Jointly uniform prior such that for each of the six correlations pðÞ $ Unif ð0, 1Þ ðcÞ All 0 s ! 0, 01 5 minð 00 , 11 , s , t Þ, and 10 5 minð 00 , 11 , s , t Þ
ðdÞ Beta priors such that :
pð 00 Þ $ Unif ðÀ1, 1Þ pð 10 Þ and pð 01 Þ $ Betað3 0 , 3 À 3 0 Þ such that Pð 01 , 10 minð f 00 , f 11 ÞÞ ¼ 0:80 pð s Þ and pð t Þ $ Betað3 1 , 3 À 3 1 Þ such that Pð s , t ! Eð 10 ÞÞ ¼ 0:80 where 00 and 11 are the identifiable polyserial correlation coefficients for Tð0Þ, Sð0Þ and Tð1Þ, Sð1Þ, respectively, estimated from the observed data using the ''polyserial'' function in R and Eð 10 Þ ¼ Eð 01 Þ is the mean under the Betað3 0 , 3 À 3 0 Þ distribution. Prior assumption (a) is a non-informative prior on all of the correlations. Under scenario (b), all correlations are constrained to be positive, a plausible assumption especially when 00 and 11 are positive. In scenario (c), in addition to the positivity assumption, we restrict 01 and 10 to be smaller than the other four correlation parameters. This seems reasonable as 01 and 10 are measures of the correlation between the surrogate response and final outcome response in opposite treatment arms, which is unlikely to be larger than the correlation between the surrogate response and final outcome response within the same treatment arm, or the correlation between the surrogate responses or final treatment responses across treatment arms. Finally, prior assumption (d) places similar restrictions on the correlations as assumption (c), but is a little bit more flexible.
Measures of surrogacy from the Gaussian copula model
To determine the validity of S as a surrogate marker for T, we work within the PS framework proposed by FR which uses a principal stratification approach to assess the validity of a surrogate marker. This framework focuses on the distribution of pðTð0Þ, Tð1ÞjSð0Þ, Sð1ÞÞ. Since S(1) and S(0) are unaffected by treatment assignment, they can be treated as baseline covariates and quantities estimated by conditioning on them will always have a causal interpretation. This framework therefore avoids the potentially non-causal estimates that can result from surrogacy measures that condition on the observed post-randomization variable S. FR proposed two measures of surrogacy, the ''associative effect'' and the ''dissociative effect''. The dissociative effect quantifies the causal treatment effect on T when there is no treatment effect on S, and the associative effect quantities the causal treatment effect on T within principal strata where there is a causal treatment effect on S. In the setting where the joint distribution of Sð0Þ, Sð1Þ, Tð0Þ, and T(1) is multivariate normal, the associative and dissociate effects can be estimated through EðTð1Þ À Tð0ÞjSð1Þ À Sð0Þ ¼ sÞ. This conditional expectation provides an estimate of the dissociative effect when s ¼ 0 and a measure of the associative effect when s 6 ¼ 0. In this setting, the conditional distribution of f ðTð1Þ À Tð0ÞjSð1Þ À Sð0ÞÞ is also Gaussian. In our setting of a time to event outcome, we estimate the dissociative effect by EðlogðTð1Þ=Tð0ÞÞjSð1Þ ¼ Sð0ÞÞ and the associative effect is by An additional useful measure to assess surrogacy is the correlation between the difference in the normal variables, È À1 F 4 ðTð1ÞÞ ð ÞÀÈ À1 F 3 ðTð0ÞÞ ð ÞandSð1Þ ÀSð0Þ. Measures of the associative effect, dissociative effect, and correlation are functions of the parameters, both the identifiable and nonidentifiable ones and are not analytically estimable as in the multivariate normal case, but can be obtained from the posterior predictive distributions.
Estimation procedure
A Bayesian approach is used to estimate parameters, using the prior assumptions detailed in Section 2.4. Unobserved potential outcomes are treated as missing data and imputed from the appropriate posterior distribution at each iteration of the Markov chain. Posterior estimates of the unobserved potential outcomes and parameter values are obtained using a Metropolis Hastings algorithm. When drawing each element of À, the range of possible values must first be determined in order to satisfy the positive definite requirement, given that the other correlations are held fixed. The range of values corresponding to a positive definite matrix are those in the interval determined by the roots of the quadratic equation that result from solving jÀj ¼ 0. Each iteration of the Markov chain is done as follows:
. Let ¼ ð 1 0 , 2 0 , 3 0 , 1 1 , 2 1 , 3 1 . For unobserved counterfactuals, transform draws to S(Z) and T(Z):
Draw 's from posterior distribution using a Metropolis Hastings algorithm.
. For observed S(Z)'s, drawSðZÞ's from a truncated normal distribution, where:
½Sð0ÞjSð1Þ, qðTð0ÞÞ, qðTð1ÞÞ, À, , Z ¼ 0 $ N s 00 01 À Á . Use the Metropolis Hastings algorithm to draw T Z , T Z , s , 00 , 01 , 10 , 11 , t from their posterior distributions. The posterior distributions for all of the parameters can be obtained from the product of the observed data likelihood, detailed in Section 2.3 and the prior distributions, described in Section 2.4. The chain is run for a 8000 iteration burn-in period, and then 2000 draws from the posterior distribution of each parameter are saved. All of the proposal distributions are normal and centered at the most recent parameter draw. As the shape parameter of the Weibull distribution must be positive, the proposal distribution for T Z is truncated at 0 and the proposal distribution for each kZ is truncated by ðkÀ1ÞZ and ðkþ1ÞZ .
The proposal distribution for each of the correlation parameters is truncated by the bounds which results in a positive definite matrix. These bounds are determined by solving for the roots of the quadratic equation jÀj ¼ 0. For each parameter, the variance of the proposal distribution is adjusted so that the resulting acceptance rates are close to 40%.
Simulations
We conduct simulations to evaluate the performance of the above methods of surrogacy assessment. We consider three scenarios: one where S is a good principal surrogate for T, one where it is a moderately good principal surrogate, and one where it is a poor principal surrogate. In each scenario, a sample size of 300 is used with 150 subjects in each treatment arm and approximately 30% of the survival outcomes are censored. Figure 1 provides plots of the true relationship between E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ s for the three surrogacy scenarios considered. In the case of a poor principal surrogate, the plot shows that E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ 0, the dissociative effect is greater than 0, indicative of a poor surrogate. In the moderate principal surrogate case, the dissociative effect is close to 0 and there is a moderate increasing trend in E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ s as Sð1Þ À Sð0Þ increases. For the strong principal surrogate case, the dissociative effect is very close to 0 and there is a strong increasing trend in the associative effect, E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ s, as Sð1Þ À Sð0Þ increases. We first explore the sensitivity of the estimation to the plausible prior restrictions on À that are made. For each of the three different surrogacy scenarios we perform four simulations, with the estimation procedure done using each of the priors outlined in Section 2.4. This results in a total of 12 simulations, each with 200 simulated data sets. Table 1 provides the posterior means and standard deviations of the Bayesian estimates and means of the posterior standard deviations (PSD). The identified parameters are not sensitive to changes in the prior specifications, while the unidentified parameters are quite sensitive to prior assumptions. The standard deviation of the Bayesian estimates is generally smaller than PSD for the unidentified parameters. Table 2 provides the means and mean squared errors (MSE) of the Bayesian estimates and the coverage rates for the causal quantities of interest, EðlogðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ sÞ and corðÈ À1 ðF 4 ðTð1ÞÞÞ À È À1 ðF 3 ðTð0ÞÞÞ,Sð1Þ ÀSð0ÞÞ. There is some bias in estimating these quantities, as these depend on the unidentified parameters. 2.01 (0.08) 0.08 2 2.01 (0.08) 0.08 2 2.00 (0.08) 0.08 2 2 2.01 (0.09) 0.08 2.00 (0.08) 0.08 2.01 (0.09) 0.08 3 3 2.01 (0.08) 0.08 2.00 (0.09) 0.08 2.01 (0.08) 0.08 4 4 2.01 (0.08) 0.08 2.02 (0.08) 0.08 2.00 (0.08) 0.08 t0 1 À0.68 (0.11) 0.11 À0.70 (0.11) 0.11 À0.69 (0.12) 0.11 02 1 0 0.004 (0.10) 0.10 0 À0.008 (0.10) 0.10 0 0.003 (0.09) 0.10 2 À0.002 (0.10) 0.10 0.001 (0.10) 0.10 À0.0008 (0.10) 0. 0.68 (0.12) 0.11 0.68 (0.11) 0.11 0.69 (0.12) 0.11 11 1 À0.67 À0.69 (0.11) 0.11 À1.28 À1. À0.68 (0.10) 0.11 À1.31 (0.14) 0.14 À1.31 (0.15) 0.14 12 1 0 0.003 (0.10) 0.10 À0.52 À0.53 (0.11) 0.11 À0.52 À0.53 (0.10) 0.10 2 0.006 (0.10) 0.10 À0.53 (0.10) 0.11 À0.54 (0.11) 0.10 3 À0.02 (0.10) 0.10 À0.54 (0.11) 0.11 À0.54 (0.11) 0.10 4
À0.003 (0.10) 0.10 À0.53 (0.11) 0.11 À0.54 (0.11) 0.11 13 1 0.67 0.69 (0.11) 0.11 0. Prior scenarios 3 and 4 appear to perform better than scenarios 1 and 2 in terms of MSE and coverage rates, generally maintaining conservative coverage and small to moderate biases across all surrogate scenarios. Under both of these priors, the estimation procedure does reasonably well at distinguishing the validity of S as a principal surrogate. The estimates of EðlogðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ 0Þ are near 0 in the case of a moderate or strong PS, and larger when S is a poor principal surrogate. The estimated correlation of the causal treatment effects on S and T is largest when S is a strong principal surrogate and smallest when it is a poor principal surrogate.
As an investigation of sensitivity to assumptions, two additional simulations, shown below the dashed lines, are also shown in Table 2 . First, the estimation procedure is carried out using the beta priors of scenario four, along with the conditional independence assumption for T(0) and T(1) given S(0) and S(1), used in Gilbert and Hudgens 7 and Zigler and Belin. 8 This reduces the number of unidentified parameters that must be estimated from 4 to 3, as t can be written as a function of the . In the three simulations considered, the true value of this conditional correlation is 0.25, 0.30, and 0.34 for the moderate, poor, and strong PS scenarios, respectively. We use the Beta priors of prior scenario 4 on the other five correlation parameters. The second additional simulation considered uses the approach proposed by Conlon et al. 12 for multivariate normal Sð0Þ, Sð1Þ, Tð0Þ, and T(1) with beta priors on the unidentified correlation parameters. For this approach, we approximately normalize the survival outcomes by taking their log. The S values are left as integers. To obtain parameter estimates from this distribution, a Bayesian estimation approach is used, with unobserved potential outcomes imputed from the appropriate posterior distribution at each iteration of the Markov chain. Additionally, at the beginning of each iteration of the chain, death times are imputed for censored subjects. We draw a death time from the residual survival distribution, PðlogðTðZÞÞ 4 logðt Z Þ þ bjlogðTðZÞÞ 4 logðt Z Þ, logðTð1 À ZÞÞ, Sð0Þ, Sð1Þ, , AEÞ, for observed censoring time logðt Z Þ. Non-informative priors are placed on the observed parameters. Specifically, the prior for each is Nð0, 10 6 Þ, the prior for each is / 1, and the priors for 00 and 11 are Unif ðÀ1, 1Þ. We place mildly informative Beta priors on the remaining partially identified parameters, s , 10 , 01 , and t . In the four scenarios considered, the simulation results under the conditional independence assumption and under the multivariate normality assumption tend to have slightly larger MSE's than those obtained using the Gaussian copula model under priors 3 and 4, indicating that when the assumptions of conditional independence or multivariate normality are not met, estimation of the PS quantities of interest will be less efficient than under the Gaussian copula model. Supplementary Appendix A (Available at http:// smm.sagepub.com/) provides plots of EðlogðTð1Þ=Tð0ÞÞjSð1Þ À Sð0ÞÞ versus Sð1Þ À Sð0Þ for each of the simulation scenarios considered under each set of assumptions.
Application
We apply our estimation method to data from six clinical trials in advanced colorectal cancer 24 to determine whether cancer progression is a valid surrogate for overall survival. These data, along with 21 additional trials comprising four separate meta-analyses, were previously analyzed by Burzykowski et al. 17 where a meta-analytic surrogacy validation method was used. All six of the trials considered compared the administration of fluorouracil (5-FU) by continuous intravenous infusion (CI) to bolus administration of 5-FU. As these trials all compared the same two treatments and there were no notable differences in patient characteristics among the trials, we pool the data from these six trials in the application of our method. All together, there were 1216 patients with 607 randomized to the 5-FU by CI arm and 609 randomized to the bolus 5-FU arm. Patients were followed with tumor response and survival time recorded. Tumor response was defined by one of four categories: complete response (CR), partial response (PR), stable disease (SD), and progressive disease (PD). In our analysis, the true endpoint T is survival time, defined as the time from randomization to death from any cause and the surrogate end point S is tumor response, defined as a categorical variable with S ¼ 1, 2, 3, 4 for PD, SD, PR, and CR, respectively. The binary treatment indicator for treatment Z is set to 0 for 5-FU by CI and 1 for bolus 5-FU. Tumor response was measured after approximately three to six months of follow-up in advance of the recorded survival time. In all six of the trials, a higher tumor response rate (combined percentage of CR and PR) was observed for the bolus 5-FU arm, with three of these attaining statistical significance. In five of the six trials the hazard ratio for overall survival between the treatment arms was less than one, but no statistically significant difference in the hazard of overall survival was found for any of the trials considered separately.
The combined observed tumor response frequencies were 52% for PD, 32% for SD, 14% for PR, and 3% for CR. The response rate was higher in the treatment arm, with 20.8% responding compared to 12.8% responding in the control arm. The odds ratio for response in the treatment versus control arm was 1.84 (95% CI: 1.35, 2.51). The median survival time was longer for those in the treatment group (12.1 months) than for those in the control group (11.3 months), with an estimated hazard ratio of 0.89 (95% CI: 0.79, 1.00) for the treatment versus control group. Table 3 provides the means and standard deviations of E½logðTð1Þ=Tð0ÞÞ Sð1Þ À Sð0Þ ¼ s and of the correlation between È À1 ðF 4 ðTð1ÞÞÞ À È À1 ðF 3 ðTð0ÞÞÞ andSð1Þ ÀSð0Þ for each of the four prior scenarios described in the simulation section. We focus on the estimation done using priors 3 and 4, as these priors performed better in the simulation settings. Under these two priors, E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ 0 is approximately 0, indicative of a good principal surrogate, with a fairly large correlation between the causal standardized treatment effects. We would therefore conclude that tumor response appears to be a moderately good principal surrogate for overall survival. Supplementary Appendix B (Available at http://smm.sagepub.com/) provides the four by four table of E½logðTð1Þ=Tð0ÞÞjSð0Þ, Sð1Þ for every pair of values for S(0) and S(1) from the estimation done using Beta priors, as well as the average fraction of the population within each of the cells across all of the iterations of the Markov chain. The assessment of PS done here is for a single trial, but if S is a good principal surrogate, then E½logðTð1Þ=Tð0ÞÞjSð0Þ, Sð1Þ in the 16 cells of this table should be similar in trials that consider the same S and T, but the estimated proportion of data in each cell may differ. Supplementary Appendix C (Available at http://smm.sagepub.com/) provides plots of the Kaplan-Meier survival curves for the observed data and the mean and 95% credible interval of the posterior predictive distribution from the model for each of the tumor response categories and for each treatment group. The plots suggest that the model appears to provide an appropriate fit to the data.
We compare the results obtained under the Gaussian copula model to those that would have been obtained had the data been analyzed as multivariate normal using the methods of Conlon et al., 12 and under the conditional independence of T(1) and T(0) given S(1) and S(0) assumption. For the multivariate normal model, to approximately normalize T, we take the log and S is kept as an ordinal variable. For this model, we use the same estimation procedure as the one carried out in the simulations under the multivariate normal model. Supplementary Appendix D (Available at http:// smm.sagepub.com/) provides histograms and normal QQ plots of this data. The plots show that the distribution of log(T) is slightly skewed and the distribution of S is clearly non-normal, indicating that the multivariate normal model is not the appropriate model to use for these data. For the conditional independence model, we use the Beta priors of prior scenario 4 for s , 00 , 11 , 01 , and 10 and calculate t as a function of these five parameters. Table 4 provides the results from analyzing the data as multivariate normal and under the conditional independence assumption. These methods of analysis would identify S as a slightly weaker principal surrogate than under the copula model, as the estimates of E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ 0 are a little bit larger, and the correlation between treatment effects smaller. The results also show larger standard deviations as compared to the estimates obtained from the copula model. The copula model, therefore provides more efficient estimation of the PS quantities in this setting.
Discussion
In this paper, we develop a method for surrogacy assessment under the principal stratification framework for an ordinal surrogate marker and time to event final outcome. We use a Guassian copula model to jointly model the potential surrogate outcomes and potential final outcomes, and propose quantities from this model that can be used to determine the validity of S as a surrogate marker for T. A Bayesian estimation strategy is used, allowing the use of context specific prior assumptions on the unidentified parameters to be explored in order to aid in estimation. Our simulation results suggest that the estimation procedure is able to distinguish valid principal surrogates from invalid ones.
Working within the principal stratification framework for surrogacy validation requires assumptions to be made in order to aid in the estimation of unidentified quantities. Here, we have chosen to place assumptions on the parameters of the correlation matrix of the Gaussian copula model. The assumptions placed on these parameters through the use of prior distributions seem reasonable in the PS setting that we are considering. In the simulations, the priors that put ordering constraints on the correlations (priors 3 and 4) appeared to perform the best. In prior 3, 01 and 10 are constrained to be less than the other four correlations with probability 1. Under the Beta priors, 01 and 10 are less than the other four correlations with probability 0.8. The Beta priors could be adjusted to allow 01 and 10 to be less than the other four with a different probability. We explored this in the data application, and the results were similar to those for the Beta prior shown. Different assumptions about these parameters or about conditional relationships between the potential outcomes could be made to accommodate the context of the trial of interest and specifics of the trial setting. We use measures of E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ s and the correlation between È À1 ðF 4 ðTð1ÞÞÞ À È À1 ðF 3 ðTð0ÞÞÞ andSð1Þ ÀSð0Þ to quantify the validity of S as a principal surrogate for T. A valid principal surrogate would have E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ 0 near 0, indicating that there is no expected treatment effect on T when there is no treatment effect on S, E½logðTð1Þ=Tð0ÞÞjSð1Þ À Sð0Þ ¼ s non 0 and increasing as the value of s increases, indicating that a treatment effect on S corresponds to a treatment effect on T, and a large correlation of È À1 ðF 4 ðTð1ÞÞÞ À È À1 ðF 3 ðTð0ÞÞÞ andSð1Þ ÀSð0Þ, indicating a positive correlation of the causal treatment effects on the surrogate and on the outcome. As all three of these measures are attributes that a valid surrogate marker should possess, they should be used in combination to provide evidence of the surrogate validity of S. The validity of S as a surrogate marker may be less certain if only one or two of the above criteria are met. However, if the above conditions on all three measures are met, suggesting that S is a good principal surrogate, we can be more confident in claiming S to be a valid principal surrogate for T.
In our data example, we compare the results obtained using the proposed Gaussian copula model to those obtained using a multivariate normal model. While the difference is modest, the Gaussian copula model is a more appropriate model to use for data arising from a non-normal distribution, and the results show that there is some efficiency gained by fitting the more appropriate marginal distributions to the data and using the Gaussian copula than by assuming multivariate normality when it may not hold.
In our model formulation, we assume a cumulative probit model for S and a proportional hazards model with a Weibull baseline hazard function for T. The use of different parametric models for these marginal distributions could be explored. Semi-parametric or non-parametric alternatives for the marginal distributions could also be used to model the marginal distributions of S and T.
