In this work nonlinear pseudo-differential equations with the infinite number of derivatives are studied. These equations form a new class of equations which initially appeared in p-adic string theory. These equations are of much interest in mathematical physics and its applications in particular in string theory and cosmology.
Introduction
Recently in works on p-adic and then in real string theories a certain class of nonlinear equations which involve infinite number of derivatives is started to be explored [1] - [7] , on p-adic mathematical physics please see [3, 8] . Exploration of this new class of equations is of much interest in mathematical physics and in the present work a systematical mathematical investigation of the properties of these equations is performed.
In string field theory [9] the problem of building dynamics has two important specifics as compared to the same problem in the local field theory. First of all, string field theory describes a set of infinite number of local fields. On the other hand, interaction of the fields in this set is nonlocal, in the cense that corresponding equations of motion contain infinite number of derivatives.
The problem of building classical solution which interpolates between vacua is related with the possible applications in cosmology, in particular in [5] it is proposed to identify the inflaton field with the tachyon matter in bosonic string theory.
In p-adic string model for the scalar tachyon field it appeared a new equation of motion -nonlinear pseudo-differential equation of the form [1, 2] (please see also [3, 4] and references there in) p is a D'Alamber operator and p is a prime number, p = 2, 3, . . . Although originally in p-adic string model p is a prime number it is still interesting to consider p as an arbitrary integer greater than one, we will follow this definition of p in the present work. From the physical point of view only real valued solutions of (1.1) are interesting, so we will consider only this type of solutions. More general equations and systems of equations were obtained and explored in [7, 14] . Let us remind the major steps to obtain a p-adic string [3] . It is well known, that if in the string theory one considers a tachyon scattering Veneziano's amplitude [9] will be obtained, which could be written in the terms of beta-function on the real numbers filed. If we replace this beta function with the corresponding p-adic beta function we get the tachyon scattering amplitude in the p-adic string [1, 3] . The regularized adelic formulas for the Veneziano's amplitudes are obtained in [10] . Equation (1.1) in the case p = 2 has two vacuum solutions: Φ 0 = 0 and Φ 0 = 1. In the recent work [6] it was performed an investigation of existence of a solution of (1.1) which interpolates between these vacua. It was shown that such monotonic solutions do not exists. In this work we will prove some more general theorem that states that there is no even non-monotonic solutions for any even p. In [7, 14] the same problem for the tachyon in fermionic string was numerically studied. Here we prove a theorem of the existence of space-homogenous solution of (1.1) for any odd p which interpolates between vacua Φ 0 = −1 and Φ 0 = 1.
This work is organized as follows. In the section 2 we describe a mathematical problem setup. In the section 3 the main uniqueness theorem is proved in theS ′ + algebra of distributions. In the section 4 boundary problems for the limited solutions of (1.1) are discussed. The theorem of existence of space-homogeneous solution in the case of odd p is proved. For the case of even p it is proved the lack of a continuous solutions interpolating between two vacua and it is pointed to the possibility of the existence of discontinuous solutions. In the section 5 multidimensional and q-brane solutions are discussed.
Problem Setup
In the simplest case of d = 1 the equation (1.1) writes as follows 
(Here we use a theory of Fourier transforms of distributions from the D ′ class. Fourier transforms of this distributions are analytical functionals from the space of tempored distributions Z ′ [11] .) If we are searching for a solution in the space of tempored distributions S ′ , then (2.2) is equivalent to the following nonlinear integral equation
where the kernel H[(t − τ ) 2 ] is given by
which is equivalent (in the terms of Fourier transforms) to the equation with convolutions p
where
The left hand side of (2.3) is the value of a functional Φ(τ ) on the test function
The right hand side of (2.3) has meaning, if it is considered in the product algebra of distributionsS ′ + ⊂ S ′ . Now the rigorous meaning of (2.3) in the algebraS
Let us remind, thatS ′ + is a Fourier transform of tempored distributions with the support on the half-axis [0, ∞). The algebraS ′ + is isomorphic to the convolution algebra of the boundary values of holomorphic functions f (z), z = t + iy in the upper half-plane y > 0, which satisfy the following bound condition [12] 
for some C > 0, α 0 and β 0.
The Main Uniqueness Theorem
In this section we will prove the uniqueness of the solution of the equation (2.3) (more precisely of the equation (2.6)) using methods of axiomatic quantum field theory.
Theorem 1. Let Φ(t) be a real-valued solution of (2.6) from theS
Proof. Let Φ ∈S ′ + be a real-valued solution of (2.6). Then Φ(t) is a boundary value in S ′ of the function Φ(z), z = t + iy, which is holomorphic in the upper half-plane y > 0 and satisfies the bound condition (2.7).
On the other hand from the equation (2.6) we have that a distribution Φ p (t) could be analytically continued to the whole complex plane z ∈ C
and satisfies the bound condition
where m is the order of distribution Φ and constant C ′ > 0. Let us prove the above statement. The fact that the right hand side of the inequality (3.2) is an entire function and its boundary value when y → 0 is equal to the right hand side of the equation (2.6) and thus equals to the function Φ p (t) could be obtained using standard methods [12] .
Let us prove the bound condition (3.3). From (3.2) we get the bound
Let us prove the following bound condition
It is easily seen that the bound (3.5) holds in the case |t| 1. Let us prove this for the case |t| 1. Denoting
Denoting by ρ 0 the point where f (ρ, |t|) gets its maximum we have
Substituting this value of ρ 0 to the bound (3.5), we get
The bound (3.7) holds for m = 0. Thus the bound (3.5) holds for all t. From the bounds (3.5) and (3.4) it follows the bound (3.3), which leads us to the following bound
Now let us prove the bound
for some C 7 > 0 and n > 0. Let us introduce a function
Since the boundary values Φ 1 (x ± i0) = Φ(t) of the function Φ 1 (z) are all the same (the distribution Φ(t) is real!), then following the Bogoliubov's edge of the wedge theorem [12] the function Φ 1 (z) is entire and thus Φ 1 (z) = Φ(z), z ∈ C. Following (3.7) and (2.7) the function Φ 1 (z) satisfies the bound
But it also satisfies the bound (3.8). Thus
from and we get the bound (3.9). Using the Liouville theorem from the bound (3.10) it follows that the function Φ(z) is a polynomial of the order not greater than n,
and thusΦ
Substituting (3.12) to (2.5) we get
But pn > n for n > 0. Thus a n = 0. And so on. As a result we obtain that in (3.12) and (3.11) a k = 0, k = 1, 2, . . . , n. Thus (3.12) and (3.11) take the form Φ(ξ) = 2πa 0 δ(ξ) and Φ(t) = a 0 . Now using (2.5) we get that all possible values of a constant a 0 are 0 or 1 for the case of even p, and 0 and ±1 for the case of odd p. The theorem 1 is proved.
Boundary Problems for Bounded Solutions
The equation (2.3) has a rapidly growing solution of the form
this fact could be directly checked using the formula
Let us consider bounded solutions Φ(t) of the equation (2.3). A question arise:
which extra properties will then have the solution? The function Φ p (t) is a trace for y = 0 of the entire function
(see the proof of the theorem 1 section 3). This means that Φ(t) satisfies the algebraic equation
where the function F (t) is bounded and real-valued analytical. Here one should consider two cases: p is odd and p is even.
In the case of odd p there is a single bounded real-valued solution of (4.1) which is given by F 1/p (t). It is real-valued-analytical where F (t) = 0. For even p there discontinuous solutions are possible with discontinuities of the first type. For example, in the point t 0 , where F (t 0 ) > 0 as a solution one could take a function of the form
On order to omit some exotic solutions of (4.1), such as It is possible that these points are real zeros of derivative of the entire function F (z), i.e. such points t 0 that F ′ (t 0 ) = 0. Now let us consider solutions of (4.1) in the vicinities of such points t 0 where F (t 0 ) = 0. Each point t 0 is a zero of the entire function F (z) and thus there is such integer n > 0 and a real-valued-analytical function F 1 (t) = 0 (for even p -F 1 (t) > 0 and n is even) such that in the vicinity of t 0
Thus all possible solutions in the case of even p
and a single solution in the case of odd p 
thus we obtain the
thus M 1. The theorem 2 is proved. Other properties of the bounded continuous solutions of the equation (2.3) could be found in [6] . In particular it is proved that there is no monotonically growing solutions Φ(t) of the equation (2.3) which satisfy the following boundary conditions lim Φ(t) = 0, t → −∞, 1, t → +∞. Proof. According to the theorem 2, 0 < Φ(t) < 1. Using (4.6) let us prove that there exists t 1 > t 0 such that Φ(t 1 ) < Φ(t 0 ). Assuming that there is no such t 1 we would get the inequality Φ(t) Φ(t 0 ) for all t t 0 . But then from the equation (2.3) it would follow the inequality
which contradicts to the inequality (4.6). Let M be a set of t > t 0 such that Φ(t) < Φ(t 0 ). As it is seen from what was proved above the set M is not empty. Let us introduce T = sup t∈M t. This means that there exists a growing sequence {t k , k = 0, 1, . . .} of the points from M such that t k → T . If T < ∞ then according to the continuousness of the function Φ(t), Φ(t k ) → Φ(T ) as k → ∞. But the number Φ(T ) Φ(t 0 ) satisfies the inequality (4.6). Thus, as it was proved above, there exists a point T 1 > T such that Φ(T 1 ) < Φ(T ) Φ(t 0 ), that contradicts to the definition of the point T . Thus T = ∞. But then we get
which contradicts to (4.6). The theorem 3 is proved.
From the theorem 3, we also get the following consequence: there does not exist nonnegative bounded continuous solutions of the boundary problem (2.3)-(4.5).
Theorem 4. There exists a single positive continuous solution Φ(t) ≡ 1 of the boundary problem
for the equation (2.3).
Proof. Indeed Φ(t) ≡ 1 is a solution of the boundary problem (2.3)-(4.7). Let us assume that there exists a different solution of the same problem 0 Φ(t) ≡ 1. As it was proved 0 < Φ(t) < 1 and thus according to (4.7) there exists such t 0 that 0 < Φ(t 0 ) = min t Φ(t) < 1.
(4.8)
But now from the equation (2.3) we get
and thus Φ(t 0 ) 1 which contradicts to (4.8) . This contradiction proves the theorem 4.
The problem of existence and uniqueness of the bounded solutions of (2.3), except for the ones described above, is still open. Although the numerical computations show that for the initial function
in the case p = 3 the iterative process
rapidly converges [14] . Here we will prove without using numerical methods that this iterative process for any odd p uniformly converges to the solution of a boundary problem
for the equation (2.3). Lemma. If Φ(t) is a bounded function on R and
Proof. From (4.12) and (2.4) we obtain (4.13):
In the first integral we used Lebesgue theorem and in the second one we used the fact that Φ(t) is bounded. The lemma is proved. Theorem 5. Let p be odd. Then there exists an odd continuous solution of the boundary problem (2.3), (4.11) .
Proof. If a bounded solution exists then following the theorems proved above it is continuous. Since we are interested in odd solutions then the problem (2.3), (4.11) is equivalent to the following boundary problem for the function ϕ(t) = Φ(t √ 2 ln p)
and lim
is a symmetric continuous positive kernel, which becomes equal to zero when t = 0 or τ = 0. The original function Φ(t) is now given by the following relation
Let us use the iterative process (4.10), which in the terms of the corresponding functions ϕ n (t) will have the form
The value of the first iteration ϕ 1 (t) is given by
where the error function erf(t) is defined by
From (4.19), (4.20) it follows that 0 ϕ 1 (t) < 1 = ϕ 0 (t), for all t 0 (4.21)
Let us prove that the iterative process (4.18) is uniformly bounded and uniformly convergent.
Please note that using the fact that ϕ 0 (t) = 1 and (4.17) according to the lemma we get that for all iteration numbers n 0 it holds lim t→∞ ϕ n (t) = 1 (4.22)
Let us now prove that for the first and second iterations of the iterative process (4.18) there holds an inequality
for some σ which satisfies 0 < σ < 1. (4.24)
First, let us prove that the second part of the inequality (4.23) holds. We have
where we used (4.21). Now let us prove that the first part of the inequality (4.23) holds. In the case t = 0 the inequality (4.23) becomes the equality and thus holds. We are left now only with first part the inequality (4.23) in the case of strictly positive t.
Let us consider a function f (t) defined as
The function f (t) is continuous, positive, and, according to (4.25), f (t) 1. Let us compute the limit in the point t = 0. We have
Then from (4.26) and (4.28) we have
From the other hand according to (4.22) we have
The limit (4.29) allows us to consider the function f (t) as a continuous function on [0, ∞), thus using (4.30) we obtain that there exists δ > 0 such that f (t) δ > 0. Now σ from (4.23) is given by σ = δ 1/p . This proves that the inequality (4.23) holds.
Using the fact that the kernel K(t, τ ) is positive we can integrate the inequality (4.23)
The inequality (4.31) gives us
and so on, we obtain
From (4.21) and (4.33) it follows that 0 ϕ n (t) < 1, thus
Here we used the following inequality [ϕ n+1 (t) − ϕ n (t)] (4.37)
satisfies the boundary condition (4.15).
As is was proved above the series (4.37) uniformly converges for 0 t < ∞, thus, using (4.22) and taking the limit t → ∞ we get (please see [13] and references there in).
The physical meaning of the soliton solutions of (5.4) is discussed in many recent works in particular in [4] -[6], [13] - [14] . * * *
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