Abstract. We investigate the internal controllability of the wave equation with structural damping on the one dimensional torus. We assume that the control is acting on a moving point or on a moving small interval with a constant velocity. We prove that the null controllability holds in some suitable Sobolev space and after a fixed positive time independent of the initial conditions.
Introduction
In this paper we consider the wave equation with structural damping where t is time, x ∈ T = R/(2πZ) is the space variable, and ε is a small positive parameter corresponding to the strength of the structural damping. That equation has been proposed in [21] as an alternative model for the classical spring-mass-damper PDE. We are interested in the control properties of (1.1). The exact controllability of (1.1) with an internal control function supported in the whole domain was studied in [12, 14] . With a boundary control, it was proved in [22] that (1.1) is not spectrally controllable (hence not null controllable), but that some approximate controllability may be obtained in some appropriate functional space. The bad control properties from (1.1) come from the existence of a finite accumulation point in the spectrum. Such a phenomenon was noticed first by D. Russell in [25] for the beam equation with internal damping, by G. Leugering and E. J. P. G. Schmidt in [15] for the plate equation with internal damping, and by S. Micu in [19] for the linearized Benjamin-Bona-Mahony (BBM) equation y t + y x − y txx = 0. Key words and phrases. Structural damping; wave equation; null controllability; Benjamin-Bona-Mahony equation; Korteweg-de Vries equation; biorthogonal sequence; multiplier; sine-type function. 1 The terminology internal damping is also used by some authors.
that, in the considered regime, y x ∼ −y t , so that y xxx ∼ −y txx . The dispersive term −y txx has a strong smoothing effect, thanks to which the wellposedness theory of (1.3) is dramatically easier than for (1.4) . On the other hand, the control properties of (1.2) or (1.3) are very bad (compared to those of (1.4), see [23] ) precisely because of that term. It is by now classical that an "intermediate" equation between (1.3) and (1.4) can be derived from (1.3) by working in a moving frame x = ct, c ∈ R. Indeed, letting z(x, t) = y(x − ct, t) (1.5)
we readily see that (1.3) is transformed into the following KdV-BBM equation
It is then reasonable to expect the control properties of (1.6) to be better than those of (1.3), thanks to the KdV term −cz xxx in (1.6). In [24] , it was proved that the equation (1.6) with a forcing term supported in (any given) subdomain is locally exactly controllable in H 1 (T) provided that T > (2π)/c. Going back to the original variables, it means that the equation y t + y x − y txx + yy x = b(x + ct)h(x, t) (1.7)
with a moving distributed control is exactly controllable in H 1 (T) in (sufficiently) large time. Actually, this control time has to be chosen in such a way that the support of the control, which is moving at the constant velocity c, can visit all the domain T.
The concept of moving point control was introduced by J. L. Lions in [17] for the wave equation. One important motivation for this kind of control is that the exact controllability of the wave equation with a pointwise control and Dirichlet boundary conditions fails if the point is a zero of some eigenfunction of the Dirichlet Laplacian, while it holds when the point is moving under some (much more stable) conditions easy to check (see e.g. [2] ). The controllability of the wave equation (resp. of the heat equation) with a moving point control was investigated in [17, 9, 2] (resp. in [10, 4] ). See also [27] for Maxwell's equations.
As the bad control properties of (1.1) come from the BBM term −εy txx , it is natural to ask whether better control properties for (1.1) could be obtained by using a moving control, as for the BBM equation in [24] . The aim of this paper is to investigate that issue.
Throughout the paper, we will take ε = 1 for the sake of simplicity. All the results can be extended without difficulty to any ε > 0. Let y solve
whereh(x, t) = h(x − ct, t). Furthermore the new initial condition read
As for the KdV-BBM equation, the appearance of a KdV term (namely −cv xxx in (1.9)) results in much better control properties. We shall see that (i) there is no accumulation point in the spectrum of the free evolution equation (h = 0 in (1.9));
(ii) the spectrum splits into one part of "parabolic" type, and another part of "hyperbolic" type.
It follows that one can expect at most a null controllability result in large time. We will see that this is indeed the case. Throughout the paper, we assume that c = −1 for the sake of simplicity. Let us now state the main results of the paper. We shall denote by (y 0 , ξ 0 ) an initial condition (taken in some appropriate space) decomposed in Fourier series as
We shall consider several control problems. The first one reads
where h is the scalar control.
For any time T > 2π and any
then there exists a control h ∈ L 2 (0, T ) such that the solution of (1.12)-(1.13) satisfies y(., T ) = y t (., T ) = 0.
By Lemma 2.3 (see below) there exist simple functions b such that |β k | decreases like 1/|k| 3 , so that (1.14) holds for (y 0 , ξ 0 ) ∈ H s+2 (T) × H s (T) with s > 15/2.
The second problem we consider is 16) where the control function h is here allowed to depend also on x. For that internal controllability problem, the following result will be established. 
We now turn our attention to some internal controls acting on a single moving point. The first problem we consider reads 18) where δ x 0 represents the Dirac measure at x = x 0 . We can as well replace δ t by dδt dx in (1.17), which yields another control problem:
Then we will obtain the following results. 
The paper is organized as follows. Section 2 is devoted to the proofs of the above theorems: in subsection 2.1 we investigate the wellposedness and the spectrum of (1.9) for c = −1; in subsection 2.2 the null controllability of (1 .12) Let v be as in (2.1), and let w = v t . Then (2.1) may be written as
The eigenvalues of A are obtained by solving the system
Expanding v as a Fourier series v = k∈Z v k e ikx , we see that (2.3) is satisfied provided that for
For v k = 0, the only solution of (2.4) reads Note that λ
The spectrum Λ = {λ
denote the hyperbolic part, the parabolic part, and the set of double eigenvalues, respectively. It is displayed on Figure 1 . (See also [13] for a system whose spectrum may also be decomposed into a hyperbolic part and a parabolic part.)
An eigenvector associated with the eigenvalue λ
e ikx λ ± k e ikx , and the corresponding exponential solution of (2.1) reads
For k ∈ {0, ±2}, we denote λ k = λ
Then we easily check thatṽ k solves (2.1) and
Any solution of (2.1) may be expressed in terms of the v ± k 's, the v k 's, and theṽ k 's. Introduce first the Hilbert space H = H 1 (T) × L 2 (T) endowed with the scalar product
Pick any
For k ∈ Z \ {0, ±2}, we write
For k ∈ {0, ±2}, we write
It follows that the solution (v, w) of
may be decomposed as
(2.15) .8), and let a ± k for k ∈ Z \ {0, ±2}, and a k ,ã k for k ∈ {0, ±2}, be as in (2.10)-(2.11) and (2.13), respectively. Then, from the classical Fourier definition of Sobolev spaces, we have that
For the last equivalence of norms, we used (2.6)-(2.7) and (2.9)-(2.11). Since
we infer that
The result follows from (2.15) and (2.16) by a density argument.
2.2.
Reduction to moment problems.
Internal control.
We investigate the following control problem
The adjoint equation to (2.17) reads
Note that ϕ(x, t) = v(2π − x, T − t) is a solution of (2.18) if v is a solution of (2.17) for h ≡ 0. Pick any (smooth enough) solutions v of (2.17) and ϕ of (2.18), respectively. Multiplying each term in (2.17) by ϕ and integrating by parts, we obtain 20) where ., . stands for the duality pairing ., . D ′ (T),D(T) , and
If we now pick ϕ(x, t) = (T − t)e λ k (T −t) e ikx for k ∈ {0, ±2}, then (2.19) yields
The control problem can be reduced to a moment problem. Assume that there exists some function h ∈ L 2 (0, T ) such that
Point control. Let us consider first the control problem
Then the right hand side of (2.19) is changed into
hence the right hand sides of (2.20) and (2.21) are changed into
Thus, the mean values of v and v t cannot be controlled. Let us formulate the moment problem to be solved. Assume that
and that there exists some h ∈ L 2 (0, T ) such that 
Finally, let us consider the control problem
Then the computations above are valid with the new values of β k given by
It will be clear from the proof of Theorem 1.1 that v t (T ), 1 can be controlled, while v(T ), 1 cannot. To establish Theorem 1.3, we shall have to find a control function h ∈ L 2 (0, T ) such that
2.3. A Biorthogonal family. To solve the moments problems in the previous section, we need to construct a biorthogonal family to the functions e λ ± k t , k ∈ Z, and t e λ k t , k ∈ {±2}. More precisely, we shall prove the following Proposition 2.2. There exists a family {ψ
37)
38) 
The result will be proved if we can construct a control function h ∈ L 2 (0, T ) fulfilling (2.22)-(2.23). Let us introduce the numbers
and
Finally let h(t) = ψ(
by (1.14). Then it follows from (1.14) and (2.36)-(2.40) that for k ∈ Z \ {0, ±2}
and also that
as desired.
Proof of Theorem 1.2. Set ǫ = (T − 2π)/2, v(x, t) = y(x + t, t) and ξ(x, t) = y t (x, t).
We first steer to 0 the components of v and v t along the mode associated to the double eigenvalue λ 0 = 0. Denote γ(t) = T v(x, t) dx and η(t) = T v t (x, t) dx. According to (1.11), γ(0) = 2πc 0 , η(0) = 2πd 0 and Since ω is open and nonempty, it contains a small interval [a, a + 2σπ] where σ > 0 is a quadratic irrational; i.e., an irrational number which is a root of a quadratic equation with integral coefficients. Set for t ∈ [ǫ, T ]
where h denotes a control input independent of x. Then b(x − t)h(x, t) = b(x − t) h(t) where
satisfies T b(x) dx = 0. Moreover there exists by Lemma 2.3 (see below) a number C > 0 such that for all k ∈ Z *
According to Theorem 1.1 we can find h ∈ L 2 (ǫ, T ) steering y(., ǫ) and ξ(., ǫ) to y(., T ) = ξ(., T ) = 0 as soon as
Let W denote the space of the couples
Clearly, W endowed with the norm || · || W , is a Banach space. Standard estimations based on the spectral decomposition used to prove Proposition 2.1 show that if the initial value (y 0 , ξ 0 ) lies in W , then the solution of (1.12)-(1.13) (with h ≡ 0) remains in W . Therefore, since k =0 (|k| 9 |c k | + |k| 7 |d k |) < ∞ and since the control is C ∞ with respect to x ∈ T and t ∈ [0, ǫ], we also have [5, 20] ). Since (y 0 , ξ 0 ) ∈ H s+2 (T) × H s (T) with s > 15/2, we have by Cauchy-Schwarz inequality for ς = 2s − 15 > 0 that 
for p ∈ {3, 4}, ε > 0.
Proof of Proposition 2.2
This section is devoted to the proof of Proposition 2.2. The method of proof is inspired from the one in [6, 7, 18] . We first introduce an entire function vanishing precisely at the iλ ± k 's, namely the canonical product
(
Next, following [1, 7] , we construct a multiplier m which is an entire function that does not vanish at the λ ± k 's, such that P (z)m(z) is bounded for z real while P (z)m(z) has (at most) a polynomial growth in z as |z| → ∞ on each line Im z = const. Next, for k ∈ Z \ {0, ±2} we construct a function I ± k from P (z) and m(z) and we define ψ 
(2) There exist some constants C 1 , C 2 such that
Finally, we shall need the following result. 
Then f is a function of type sine if, and only if, the following three properties are satisfied:
is an entire function of type sine.
Proof. We check that the conditions (1), (2) and (3) in Theorem 3.3 are fulfilled.
Therefore, for any τ ∈ Z, by Cauchy-Schwarz inequality
(3) We first notice that
It follows that for any given ε ∈ (0, 1), there exist k 0 ∈ N * and some numbers C 1 , C 2 > 0 such that
for y ∈ R and k ≥ k 0 > 0. Let
Since |µ k µ −k | ∼ k 2 as k → ∞ and µ k = 0 for k = 0, we obtain that √ r − C 3 ≤ n(r) ≤ √ r + C 3 for r > 0, (3.4) n(r) = 0 for 0 < r < r 0 , (3.5)
for some constants C 3 > 0, r 0 > 0. It follows that lim sup
where we used the fact that
On the other hand, setting ρ = y 2 + C 2 |y| ≥ 0, we have that
Using again (3.3), we obtain by the same computations that lim sup y→+∞ log |f (iy)| y ≥ π, and lim sup
The proof of (3) is completed.
In what follows, arg z denotes the principal argument of any complex number z ∈ C \ R − ; i.e., arg z ∈ (−π, π), and log z = log |z| + i arg z,
We introduce, for k ∈ Z \ {0},
and µ 0 = 0. Let
It follows from (2.7) that the convergence in (3.7) is uniform in z on each compact set of C, so that P 2 is an entire function. Note also that
Applying Corollary 3.4 to P 1 , noticing that
with λ + k = λ − l for k = l, and λ + 0 = 0, we infer that P 1 (z) is an entire function of sine type. Thus, for given ε > 0 there are some positive constants C 4 , C 5 , C 6 such that
Next, applying Corollary 3.4 to P 4 , noticing that
with µ k = µ l if k = l and µ 0 = 0, we infer that P 4 (z) is also an entire function of sine type. In particular, it is of exponential type π
Therefore, we have for any ε > 0 and for some positive constants C 7 , C 8 , C 9
(3.17)
In particular, P 3 is an entire function of exponential type 2π with
Combined to (3.10), this yields
(3.20) From (3.20) (applied for x large enough) and the continuity of P 2 on C, we obtain that
We are now in a position to give bounds for the canonical product P in (3.1).
Proposition 3.5. The canonical product P in (3.1) is an entire function of exponential type at most π. Moreover, we have for some constant C > 0
Proof. Note first that dist(R, {−iλ
is also an entire function of sine type for s ≫ 1, with dist(R, {−iλ + k ; k = 0} ∪ {is}) > 0, we infer from Proposition 3.2 that for some constant C > 0
Combined to (3.12) and (3.21), this yields (3.22) . Let us turn to (3.23) . Note first that for k ∈ Z \ {0, ±2}
Clearly, for some δ > 0, |λ
With (3.20) , this gives
It follows then from (3.14), (3.25) , and (3.26) that
for some constant C > 0 independent of k ∈ Z \ {0, ±2}. On the other hand
By (2.7) and (3.13), we have that
From (3.10)-(3.11), we have that
.
Since |µ k + µ l | > δ > 0 for k ∈ Z \ {0} and l ∈ Z, we have from (3.16) that
Therefore,
We seek for an entire function m (the so-called multiplier) such that
We shall use the same multiplier as in [7] , providing additional estimates required to evaluate it at the points iλ
where the constants a > 0 and b > 0 will be chosen later. Note that s is increasing for t > 
(3.29)
Introduce first
Note that g is holomorphic on C \ R and U is continuous on C, with U (z) = Re g(z). Next we atomize the measure µ in the above integrals, setting
where [x] denotes the integral part of x. Again,g is holomorphic on C \ R andŨ is continuous on C withŨ (z) = Re g(z). Actually, expg is an entire function. Indeed, if {τ k } k≥0 denotes the sequence of discontinuity points for t → [ν(t)], then τ k ∼ k/a as k → ∞ and
the product being uniformly convergent on any compact set in C. We shall pick later m(z) = exp(g(z − i)) with a = T 2π − 1 and b = √ 2. The strategy, which goes back to [1] , consists in estimating carefully U , and next U −Ũ. Let for x > 0
Note that w ∈ L ∞ (R + ), for lim x→∞ w(x) = −2 and w(0 + ) = 0.
Lemma 3.6. [7] It holds
Our first aim is to extend that estimate to the whole domain C.
Lemma 3.7. There exists some positive constant C = C(a, b) such that
Proof. We follow the same approach as in [7] . We first use the following identity from [7, (36) ] (note that U is even)
To derive (3.38), it remains to estimate the integral term in (3.39) for z = x + iy ∈ C. We may assume without loss of generality that y > 0. From Lemma 3.6, we can write
where w ∈ L ∞ (R + ). Then, with t = ys,
On the other hand, still with t = ys, and using explicit computations in [7] of some integral terms,
Routine computations give 2|x| ≤ x 2 + y 2 − x + x 2 + y 2 + x ≤ 2|x| + ( √ 2 + 1) √ y ∀x ∈ R, ∀y > 0. Combined to (3.39) and (3.40), this yields (3.38).
In order to obtain estimates forŨ (z), we need to give bounds from above and below for
We need the following lemma, which is inspired from [11, Vol. 2, Lemma p. 162] Finally, from (2.7) and (3.42), we infer that
We are in a position to define the functions in the biorthogonal family. Pick first any k ∈ Z \ {0, ±2}, and set
Clearly, I
± k is an entire function of exponential type at most π(1 + a) = T /2. Furthermore, we have that I More precisely, we may wonder under which assumptions on the initial conditions, the control time T , the support of the controller b and its pulsations ω the null controllability of the system y tt − y xx − y txx = b(x − cos(ωt))h(t), x ∈ (−1, 1), t ∈ (0, T ), y(−1, t) = y(1, t) = 0, t ∈ (0, T )
holds.
