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Abstract 
The dichotic listening experimental paradigm creates an ambiguous situation for the 
participant by presenting two auditory stimuli simultaneously, one in each ear. Which 
of the stimuli the participant reports has previously been shown to depend on 
language lateralization and attention instructions. The current work presents three 
studies that introduce a novel way of manipulating which stimulus is reported in 
dichotic listening. The first report showed that priming one of the stimuli in the 
dichotic situation biases response selection away from the primed dichotic stimulus, 
and that the manipulation is effective with both auditory and visual priming. The 
second report showed that the priming manipulation can be combined with the more 
traditional attention instructions manipulation, and that the two types of experimental 
manipulation showed an interaction. The third report used fMRI to show that the task 
evokes activation in posterior medial frontal and right ventrolateral brain areas, and 
presented a theoretical model in which the activations reflect detection of cognitive 
conflict and inhibition, respectively. The present thesis thus shows that priming in the 
dichotic listening experimental paradigm modulates cognitive mechanisms, which 
has effects on response selection. The experimental task may prove useful as an 
easily administered test of inhibition in the auditory domain, with implications for 
examining attention functions in healthy and clinical groups.  
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1. Attention 
1.1 Historical background of attention research 
Early research following James (1890) tried to determine to what extent attention is a 
unified or distributed cognitive resource (Driver, 2001). It was acknowledged that the 
attentional process starts out with a broad perceptual focus, in the sense that a wide 
array of stimuli are available for further processing, and that later selections are made 
in order to focus processing towards some aspects of the stimulus situation and away 
from other aspects of the stimulus situation (selective attention). Cherry (1953) and 
Broadbent (1954) introduced the dichotic listening experiment for studying attention. 
In dichotic listening experiments there are two sources of information (separate 
auditory input in each ear), and the factors influencing which signal is attended are 
examined. Some models were proposed where the selection of information for further 
processing is done relatively early in the information processing chain, and the 
subsequent processing is largely serial (early selection models, Broadbent, 1958; 
Treisman, 1969), while other models assumed that the selection happens at a later 
stage, and parallel processing of the incoming stimuli is performed to a larger extent 
(late selection models, Deutsch & Deutsch, 1963; Duncan, 1980). 
1.2 Bottom-up and top-down cognitive processes 
Perception and attention are information processes that act on incoming signals, 
while at the same time interacting with higher cognitive processes. The individual on 
the one hand needs to gather information from its surroundings, while on the other 
hand needs to direct the perceptual process and to sort the input into categories. 
Attention can automatically be attracted by salient features in the environment, such 
as a strong contrast between stimuli or a sudden occurrence of a stimulus, but 
attention can also be directed through factors such as intentions, previous experience 
or predictability of the stimulus material. In information processing terms, attention 
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thus needs to be explained as influencing perception both “from the bottom and up” 
and “from the top and down”.   
1.2.1 Bottom-up processing 
Bottom-up processing is typically described as input-driven, linear and according to a 
feed-forward principle. Bottom-up processes are initiated at a low level in the 
cognitive hierarchy and influence the information processing at higher levels (Graboi 
& Lisman, 2003). Feature detectors, single neurons that function as encapsulated 
information processing units that respond to specific features in the environment are 
typical examples of bottom-up processing in perception. Visual feature detectors in 
V1 show increased activation measured with single cell recordings when presented 
with visual stimuli with a particular spatial orientation (Hubel & Wiesel, 1968), and 
an auditory analogue was shown by Rees and Möller (1983). Bottom-up processing 
in perception is done by simple stimulus features being recognized at one level of 
processing and combined into more complex stimulus arrays on the next processing 
level, and finally ending up as a unified percept. Yantis and Jonides (1984; 1990) 
demonstrated how bottom-up processes can control attention by showing how 
attention can be drawn to abruptly occurring stimuli. Studies have thus shown how 
bottom-up processes are involved in the perceptual and attentional process that allows 
us to understand the physical world. In a more general sense, the term “bottom-up” is 
used for any process that is initiated by exogenous stimulus input, and influences 
information processing on higher cognitive levels by using only feed-forward 
mechanisms. 
1.2.2 Top-down processing 
The term top-down is used to describe how cognitive processes are influenced by 
intention, experience and conscious thought. Such processes involve information 
processes on higher cognitive levels influencing the information processing 
performed on lower levels. Top-down processes are selective with regards to which 
of the available information is processed further, and the processing is non-linear, in 
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the sense that information not only feeds upward through the system (from simple to 
more complex levels of processing), but there is also information flow from higher to 
lower processing levels (Corbetta & Shulman, 2002; Graboi & Lisman, 2003). A 
classical example of top-down influences can be seen in the way context influences 
perception (Selfridge, 1955); the same visual input can be interpreted as different 
letters depending on the surrounding letters, and thus an ambiguous letter can be read 
as either the H in THE or the A in CAT. In this case, information on the word 
processing level influences information processing on the letter processing level. 
From this example, an important aspect in the understanding of top-down processes is 
emphasized: Top-down does not necessarily imply that the process is self generated, 
as would be the case with intentional control of attention, but can also be initiated by 
external events. The participant does not intent to read the ambiguous letter as H or 
A, it is the (bottom-up) perception of the surrounding letters that automatically 
initiates a top-down effect on the perception of the ambiguous letter. A further 
example is the classical Posner task (Posner, 1980), which showed that an external 
cue could modulate attention in two different ways. One type of modulation is 
initiated by a lateralized cue, and is proposed to be happen through a bottom-up 
attention mechanism, while the other type is initiated by a central symbol signalling 
one of the directions, and is proposed to be caused by a top-down attention 
mechanism. This shows that top-down attention modulation can be initiated on the 
stimulus level as well as initiated by higher level constructs. The defining feature of a 
the top-down process is that some processing on a cognitive higher level (for the 
Posner task: the interpretation of what a centralized cue represents, based on prior 
experience with the cue) has an influence on a lower cognitive level (for the Posner 
task: the perceptual sensitivity to the left or right side of the visual field). 
Studies have shown how instructions to attend specific stimulus features can 
modulate neural activity in primary perceptual areas like the visual cortices 
(O'Craven, Rosen, Kwong, Treisman, & Savoy, 1997), or the activity in perceptual 
areas specific for processing particular types of features, such as faces or places 
(Gazzaley, Cooney, McEvoy, Knight, & D'Esposito, 2005). This shows how 
feedback from higher level attention network located in the frontal cortex can 
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influence lower level processing in occipital and temporal areas (for reviews, see 
Chun & Marois, 2002; Kastner & Ungerleider, 2000). Single cell recordings have 
shown (Hasegawa, Peterson, & Goldberg, 2004) that some cells signal whether a 
learned association is valid for a specific context, thus showing how learning is 
modulated by top-down mechanisms. These studies show that cognitive processes not 
only consist of linear accumulation of exogenous inputs, but that higher level 
concepts, such as intention, expectation and perceptual categories influence lower 
level processing.  
1.2.3 Integration of bottom-up and top-down processes 
Cognitive systems are seldom sufficiently explained by bottom-up or top-down 
processes alone. It could be argued that complex processes such as perception cannot 
be accounted for by using only one type of processing: bottom-up visual input cannot 
end up in perceptual categories without these categories being pre-existing and thus 
having non-linear influences on processing, while on the other hand, top-down 
mechanisms of perception need input from lower levels for the categorization. It thus 
becomes apparent that an integration of the two types of processes is necessary for a 
system to function. In line with this, when the two types of processes are contrasted 
in current models and theories in cognitive psychology, it is usually done in order to 
discuss the balance between bottom-up and top-down influences for a given situation. 
Sperry (1988, pp 609) described modern cognitive psychology thus: “Control from 
below upward is retained but is claimed to not furnish the whole story. The full 
explanation requires that one take into account new, previously nonexistent, emergent 
properties, including the mental, that interact causally at their own higher level and 
also exert causal control from above downward.” Thus, rather than discussing 
whether perception or attention are top-down or bottom-up processes, one may 
discuss whether a specific empirical finding is the result of bottom-up or top-down 
influences. As an example, if one observes a decline in responsiveness to repeated 
exposures of a stimulus, one may attempt to explain it as either as a bottom-up 
process, such as habituation (Thompson & Spencer, 1966), or as a top-down process, 
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such as negative priming (Tipper, 1985). Yantis and Jonides (1990) demonstrated that 
the focus of visual attention balance between being controlled by bottom-up and top-
down processes, and how it can be manipulated by subtle experimental 
manipulations. 
1.3 The cognitive control view of attention 
Current work in cognitive neuroscience (e.g. Cabeza & Nyberg, 2000; Corbetta & 
Shulman, 2002; Posner, 2004) has shown that attention should not be viewed as a 
general ability to focus cognitive resources. Posner’s work (for a review, see Posner 
& Petersen, 1990) has suggested an attentional system that can be separated into three 
major functions: orienting to sensory events, detecting signals for focal processing 
and maintaining a vigilant state. By this approach it becomes apparent that in research 
one should not approach attention as a unitary concept, but rather study the sub-
components separately. Cohen and colleagues (Cohen, Aston-Jones, & Gilzenrat, 
2004, pp 71) stated that “If attention is such a varied phenomenon, how can we make 
progress in understanding it? There are two simple answers to this question: Be 
precise about the specific (aspects of the) phenomena to be studied, and be precise 
about the mechanisms thought to explain them.” 
1.3.1 Cognitive control 
The broad and unspecific concept “attention” needs to be divided into separate 
functions, each of which needs to be carefully defined by theoretical terms and by the 
experimental paradigms that are used to study them (Cohen, Aston-Jones, & 
Gilzenrat, 2004). One aspect of attention that has been extracted and that has been the 
subject of a rapidly increasing number of publications is the concept of ”cognitive 
control“. The term cognitive control has been used to describe the mental processes 
that allow us to guide thought and behaviour in accordance with our goals (Aron, 
2007; Braver & Barch, 2006; Egner & Hirsch, 2005a; Ridderinkhof, Ullsperger, 
Crone, & Nieuwenhuis, 2004; Ridderinkhof, van den Wildenberg, Segalowitz, & 
Carter, 2004). When there are several alternative ways to process information, 
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cognitive control comes into play to specify which information should be processed 
and which should not, given the current context. In this sense, there is an overlap 
between the concept of cognitive control and what was discussed above as top-down 
influences on processing. The concept of cognitive control is also associated and 
partially overlapping with the concepts of executive function, supervisory attention 
system, controlled information processes, selective attention and decision making.  
In the Stroop task (Stroop, 1935), where the names of colours are written in 
different coloured ink, the task in one condition is to process the colour information 
in order to report the colour of the ink, while the task in another condition is to 
process verbal information in order to read the words. The role of cognitive control is 
thus to influence the processing in the direction of different stimulus features 
depending on the context. In a real-life example, looking left before crossing the road 
is a good idea in most contexts, and then the information relevant to that response 
should be processed, but when visiting countries with left lane traffic it is better to 
look right, and cognitive control should ensure that information relevant to that 
response is processed in this context. 
The term cognitive control was first introduced by Posner (Posner & Snyder, 
1975), within the theoretical framework provided by Broadbent (1957; 1958). Several 
authors (Cohen & Servan-Schreiber, 1992; Grafman, 1994; Miller, 1999; 
Passingham, 1993) have proposed that cognitive control is localized to the prefrontal 
cortex (PFC). In an influential article, Miller and Cohen (2001) presented a neural 
network model for cognitive control of attention (the guided activation model) by 
expanding the “biased competition” framework that Desimone and Duncan (1995) 
developed to account for selective visual attention. According to the model, 
competition between neural populations is a fundamental principle of the PFC, and 
neural populations representing the potential stimulus features and responses share 
mutual inhibitory interconnections. The PFC maintains patterns of activation 
representing processing goals and the means to achieve them. Cognitive control is 
performed through top-down excitatory signals from task-demand units in the PFC, 
that biases the competition of lower level neural populations towards processing 
certain stimuli or responses. Cognitive control thus works through downstream 
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sensitivity changes, and it can have effects on the processing of input, output, 
memory and emotion. Without PFC cognitive control, selection would always favour 
the most dominant stimulus or response, or the selection would be haphazard, which 
does appear to match clinical data (Miller & Cohen, 2001). A more detailed 
description of the neural machinery involved in the guided activation model follows 
below. 
1.3.2 The guided activation model of cognitive control 
The guided activation model of cognitive control (Miller & Cohen, 2001) was 
developed within the terminology of neural network models of cognitive systems 
(McClelland & Rumelhart, 1981). Such models consist of sets of mutually 
competitive information processing units, and the assumption is that these units on 
some level represent the signal processing performed by the neurons of the brain. 
Within a set of units, the processing unit that reaches the highest level of activation is 
the unit whose signal is processed further, meaning that the information represented 
by the unit becomes the perceived stimulus, the recalled memory trace, the selected 
response and so on, depending on where in the cognitive system the set is localised. 
The units are competitive in the sense that the activation of one unit decreases the 
activation of the alternative units in the set. The reactivity function of information 
processing units is non-linear in such a way that when a unit’s levels of activation is 
low the unit has an inhibitory effect on the transmission of a signal, while when it has 
a high level of activation it has an excitatory effect on the transmission. Thus 
information inhibition can be modelled in a system restricted to having only 
excitatory connections. 
The guided activation model of cognitive control (Miller & Cohen, 2001) 
proposed that some sets of units handle the processing of incoming information, one 
set of units maintains the current goals of the processing and influences the 
processing to fit the goals (the cognitive control set), while another set of units 
detects conflicts in the processing (the cognitive conflict set). An increase of 
activation of the conflict set has the effect of increasing the activation of the control 
 16 
set, and the level of conflict thus modulates the extent to which the goals influence 
the processing. An application of this type of model for cognitive control was shown 
in a neural network model for information processing in the Stroop task, presented by 
Cohen and colleagues (Cohen, Dunbar, & McClelland, 1990). The model postulated 
five sets of units, two sets of units representing each type of input (one for the 
orthographic information, one for the colour information), one set of output units 
representing the response alternatives, and two sets of units representing processing 
pathways between input and output, one for word reading and one for colour naming. 
Figure 1a shows an overview of a limited version of the model, shown with 
connections to the four potential inputs relevant for this part of the network. The 
pathway for word reading is initially stronger than the pathway for colour naming, 
due to overlearning of this type of response. This implies that given no task 
instruction, the pathway for word reading is the one most easily activated (shown in 
Figure 1b), making this response the “default” answer. Cognitive control is 
represented by adding a task-demand set (with units representing each of the types of 
task instruction), which modulates the relationship between stimulus and responses 
(see Figure 1c). These units can modulate the activation of the relevant processing 
pathways, making the lower level units more sensitive for task-relevant input. When 
cognitive control modulates the level of activation of the units, the throughput of 
information is suppressed or facilitated. In the model of the Stroop task, input is 
processed differently depending on which of the task-demand units in the cognitive 
control set is currently active (representing different task instructions), which in turn 
activates the different nodes in the pathway between stimulus and response. Within 
the model, the amount of activation of the cognitive control set is determined by the 
amount of activation of a cognitive conflict set. The cognitive conflict set is activated 
when there is co-activation of several units within a set. In Figure 1c this is shown as 
conflict between the two response alternatives, although the conflict can also occur 
on other levels.  
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1.3.3 Cognitive conflict 
Cognitive control is a general function of a cognitive system rather than a specific 
mechanism. How can such a term be operationalised, and which experimental designs 
can be used to study it? As mentioned above (section 1.3.1), cognitive control is 
assumed to be activated by conflicting information. In the guided activation theory 
described above (Miller & Cohen, 2001), this is operationalised as simultaneous 
activation of more than one unit within a set. On a more conceptual level, cognitive 
conflict may be defined as the co-existence of mutually exclusive states of 
information or information processes. From an information processing perspective, 
cognitive conflict is adverse as it increases the risk of crosstalk interference between 
alternative processing options (Mozer & Sitton, 1998). The information being in 
conflict may refer to stimulus representations, processing pathways or response 
options, and may be generated from external stimuli or from internal representations. 
Two simultaneous stimulus presentations may thus present a cognitive conflict if the 
context only allows for one stimulus to be perceived. There could also be conflict if 
an external stimulus is different from an internally generated expectation of what the 
stimulus will be. One may also experience cognitive conflict when two or more 
response programs are activated, but only one response can be committed.  
According to Botvinick and colleagues (Botvinick, Braver, Barch, Carter, & 
Cohen, 2001), three different categories of experimental paradigms can be used to 
study cognitive conflict: Cognitive conflict will arise when an experiment has 
established some responses to be more accessible than others, but a different, non-
dominant response is the correct response according to the task instructions. An 
example of this would be the Stroop task (Stroop, 1935), where word-reading is the 
pre-dominant response, but has to be overruled to perform the colour-naming task. A 
different example is the go/no-go task (Casey, 1997), in which the context establishes 
the “go” response to be the most frequent response, thus making it more difficult to 
perform the “no-go” response. In such situations there is a cognitive conflict between 
the preponderant response and the response indicated by the task instruction. A 
second type of situation in which cognitive conflict is studied, is in the case of 
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underdetermined responses, i.e. when the situation demands a response, but several 
responses are equally correct. Examples of such tasks are when the participant is 
asked to generate a verb upon the presentation of a noun (Petersen & Petersen, 1988), 
or the letter fluency task (Spreen & Benton, 1969) where the participant is asked to 
generate nouns beginning with a certain letter that belong to a certain category. In 
such situations, there is a conflict between the various response alternatives that all 
have similar probabilities of being processed. A third type of task in which cognitive 
conflict is studied is when the participant is given a cognitively demanding task, and 
the trials on which the participant makes a mistake are examined. The assumption is 
that on these trials there is a conflict between the representation of what the correct 
response should have been, and the representation of the actual response made. 
Examples of such tasks are the flanker task (Eriksen & Eriksen, 1974) or a go/no-go 
task (Casey, 1997). 
1.3.4 Functional localisation of cognitive control 
Neuroimaging studies have localised cognitive control to the PFC (Cohen & Servan-
Schreiber, 1992; Grafman, 1994; Miller, 1999; Passingham, 1993), and clinical work 
has shown that damage to frontal cortex causes problems with learning, adjusting 
behaviour, assessing behaviour, goal direction, all of which are tasks that are 
associated with cognitive control (e.g. Gehring & Knight, 2000; J. N. Wood & 
Grafman, 2003). Recent research has indicated that discernible structures within the 
frontal cortex perform various tasks related to cognitive control (Braver & Barch, 
2006; Egner & Hirsch, 2005a; Miller & Cohen, 2001; Ridderinkhof, Ullsperger, 
Crone, & Nieuwenhuis, 2004; Ridderinkhof, van den Wildenberg, Segalowitz, & 
Carter, 2004). 
A critical feature of the guided activation model of cognitive control (Miller & 
Cohen, 2001) is that detection of cognitive conflict in the system modulates the 
extent of cognitive control. Although the initial statement of the model postulated two 
different mechanisms, it did not emphasize the distinction between the two functions 
into specific neuroanatomical correlates in the PFC. Previous electrophysiological 
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studies on phenomena such as error-related negativity (Falkenstein, Hohnsbein, 
Hoormann, & Blanke, 1990; Gehring & Willoughby, 2002) and feedback error 
related negativity (Holroyd, Dien, & Coles, 1998) have indicated medial frontal 
sources, and this research can to some extent be integrated into the framework of 
conflict detection (see Botvinick et al., 2004). A review paper by Ridderinkhof, 
Ullsperger, Crone and Nieuwenhuis (2004) examined previous neuroimaging and 
electrophysiological research on the human and primate brain, and found that tasks 
that involve pre-response conflict, decision uncertainty, response error and negative 
feedback, all which are assumed to increase cognitive conflict, were found to activate 
dorsal anterior cingulate cortex and more dorsal PFC areas, including the pre-
supplementary motor area. This area was labelled the posterior medial frontal cortex 
(pMFC) by the authors. Botvinick and colleagues (Botvinick, Nystrom, Fissell, 
Carter, & Cohen, 1999) building on work by Gratton (Gratton, Coles, & Donchin, 
1992) argued that in a flanker task (Eriksen & Eriksen, 1974) incompatible trials that 
followed compatible trials would cause an increase in cognitive conflict. In a 
functional magnetic resonance imaging (fMRI) study they showed that pMFC 
activation increased for low-control/high-conflict trials, which were assumed to 
increase conflict more than control, compared to high-control/low-conflict trials, 
which were assumed to increase control more than conflict. There is today consensus 
that medial frontal cortical areas are involved in monitoring and detecting cognitive 
conflict (Gehring & Knight, 2000; Ridderinkhof, van den Wildenberg, Segalowitz, & 
Carter, 2004), although there is some disagreement regarding the exact position 
within the medial frontal cortex (see Braver & Barch, 2006). It is possible that 
various experimental tasks invoking different types of conflict return different 
neuroanatomical correlates. As an example, Ridderinkhof and colleagues 
(Ridderinkhof, Ullsperger, Crone, & Nieuwenhuis, 2004) showed that pre-response 
conflict was typically reported more dorsally than error processing. A recurring 
question is at which level of the cognitive system the conflict arises. Response 
conflict is discussed most often in the literature, but Miller and Cohen’s model (2001) 
also allows for conflict on other levels. Recent studies (van Veen & Carter, 2005; 
 21 
West, Jakubek, Wymbs, Perry, & Moore, 2005) indicate that different sources of 
conflict may be neuroanatomically dissociated. 
Ridderinkhof and colleagues (Ridderinkhof, Ullsperger, Crone, & 
Nieuwenhuis, 2004; Ridderinkhof, van den Wildenberg, Segalowitz, & Carter, 2004) 
suggested that the detection of conflict in pMFC signals the need for cognitive 
control, while lateral and orbitofrontal PFC are involved in adjusting task 
performance to reduce conflict. A similar model has been proposed by Botvinick and 
colleagues (Botvinick, Braver, Barch, Carter, & Cohen, 2001; Botvinick, Cohen, & 
Carter, 2004), who argued that the guided activation model of cognitive control (see 
section 1.3.2) postulate anatomically separable mechanisms; while pMFC appears to 
detect cognitive conflict (i.e. conflict monitoring), lateral frontal cortex, and in 
particular dorsolateral prefrontal cortex (DLPFC) employs strategies to resolve the 
conflict (i.e. cognitive control). Using an fMRI study with a Stroop task-switching 
paradigm, MacDonald and colleagues (2000) argued that activation in medial frontal 
cortex and DLPFC could be dissociated by showing that changing the task 
instructions, which increases cognitive control demands, had an effect on DLPFC 
activation, while changing stimulus congruency, which increases cognitive conflict, 
had an effect on medial frontal activation. A recent paper by Dosenbach and 
colleagues (Dosenbach et al., 2006) found that pMFC and ventrolateral PFC was 
consistently activated across task switching. The neuroanatomical locations found in 
this study are thus somewhat deviating from the typical findings, and the authors 
interpret the pMFC activation to represent control implementation, not only conflict 
monitoring. See Braver and Barch (2006) for a discussion of the validity of these 
conclusions. All in all, there appears to be consensus for a theoretical and 
neuroanatomical division in which the pMFC is seen as important for registering 
cognitive conflict, while the DLPFC is seen as important for employing strategies to 
resolve the cognitive conflict according to context and task demands. See Figure 2 for 
an illustration of where in the brain cognitive conflict detection (2a) and cognitive 
control (2b) are assumed to be instantiated. 
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As mentioned earlier (see section 1.3.1), neural network models view 
cognitive systems as sets of mutually competitive units. Form this perspective, 
cognitive conflict can be seen as simultaneous activation of more than one unit on the 
same set, and cognitive control can be seen as the process of adjusting the unit 
activations in order to reach a stable state where one unit wins the competition. 
Logically, the adjustments in order to reduce the cognitive conflict of a system can be 
done through two different approaches: By amplifying one pathway, thus facilitating 
the processing of that information (see section 1.3.5), or by inhibiting the competing 
input, thus facilitating the processing of opposing information (see section 1.3.6), or a 
combination of the two approaches. A similar argument has been made by Aron 
(2007). 
1.3.5 Conflict resolution by facilitation 
The function of cognitive control can be said to be to modulate the processing of 
information in order for the processing to fit with the current context information. 
One way of doing this is to bias the cognitive system in the direction of processing a 
certain sensory input or a response option through facilitation of the processing of 
task-relevant information. Such facilitation can be seen as synonymous with the 
focusing of attention. The facilitation effect brought into play by attentional focus 
resolves the cognitive conflict by allowing the task-relevant information to become 
more salient and thus to win the competition over the task-irrelevant information.  
Electrophysiological studies have shown that event-related potentials (ERPs) 
are larger in the primary visual areas of one hemisphere when the participant is 
instructed to attend to the contralateral side (Heinze et al., 1994). This is taken to 
indicate that focusing of attention has the effect of lowering the firing threshold of 
neural populations representing the locations indicated by the instructions. This has 
later been supported by fMRI studies (e.g. Kanwisher, McDermott, & Chun, 1997; 
Liu, Slotnick, Serences, & Yantis, 2003), which have shown that the presentation of a 
stimulus can increase activation for different perceptual areas depending on which 
physical features (such as colour, motion or faces) participants are instructed to attend 
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to. In addition to such studies that indicate facilitating effects of instructed attention 
on primary perceptual areas, other research has shown that PFC areas are sensitive for 
the conjunction of stimulus and context. An example of this is single-cell recordings 
in cue-learning paradigms in macaque monkeys (Hasegawa, Peterson, & Goldberg, 
2004), where a cue causes PFC neurons to increase their firing rate, but only under 
the contextual circumstances in which this cue previously has signalled reward. This 
also ties into the previously mentioned statement (see 1.3.4) that context sensitivity 
(cognitive control) is represented in DLPFC. 
1.3.6 Conflict resolution by inhibition 
As an alternative to amplifying task-relevant information, cognitive conflict can also 
be resolved through inhibition of information that is not relevant for the given context 
or intentions. By suppressing task-irrelevant information, the task-relevant 
information gets a relative processing advantage. Several authors have argued that 
top-down inhibition is an important way in which responses (Aron & Poldrack, 
2006), memory (Anderson & Green, 2001), emotion (Ochsner & Gross, 2005) and 
selective attention (Tipper, 1985) are controlled. Inhibition is in the current context 
understood as the active suppression of one state of information in order to resolve 
cognitive conflict. In contrast to bottom-up mechanisms that can have the overt effect 
of reducing responses, such as habituation, inhibition is considered to be a top-down 
mechanism, instantiated through processes initiated on a higher cognitive level. 
Further, inhibition is considered to be an active process, as opposed to a passive 
change of firing thresholds (Aron, 2007). It has been argued that inhibition is a poorly 
defined and overused concept, which is applied to processes working on diverse 
physiological, behavioural and psychological levels (MacLeod, Dodd, Sheard, 
Wilson, & Bib, 2003). Aron (2007) agreed to these caveats, and argued that 
inhibition needs to be studied in a clearly delineated domain, where the 
neuroanatomical areas involved and the functional relationships between them are 
already known. Using this approach, Aron’s own research (Aron, Behrens, Smith, 
Frank, & Poldrack, 2007; Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003; 
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Aron & Poldrack, 2006; Aron, Robbins, & Poldrack, 2004) on motor response 
inhibition has indicated a network of cortical and subcortical structures to be involved 
in inhibition. However, Aron (2007) argued that the inhibitory system that has been 
identified through these investigations appears to also be involved in inhibition in 
other domains, pointing to the existence of a general inhibitory system. 
As mentioned previously (see section 1.3.2), the guided activation model of 
cognitive control can accommodate information inhibition through the non-linear 
reactivity function. Inhibition on the behavioural level does not necessarily imply 
inhibition on the neural or computational level. In fact, whether inhibition or 
facilitation is done on a computational level may only be a question of framing. 
According to the biased competition model of Desimone and Duncan (1995), 
selective attention and inhibition are two sides of the same coin, as biasing in favour 
of the task-relevant or inhibiting the task-irrelevant could have the same effect on a 
functional level. 
Several neuroimaging studies have found activation in right inferior frontal 
gyrus (IFG) in the ventrolateral PFC to correlate with tasks that require inhibition 
(Aron, 2007; Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003; Aron & 
Poldrack, 2006; Aron, Robbins, & Poldrack, 2004; Rubia, Smith, Brammer, & 
Taylor, 2003). Lesion studies have further supported right IFG as being involved in 
performing inhibitory processes (Aron, Monsell, Sahakian, & Robbins, 2004; Clark 
et al., 2007). Other studies have shown that patients with right PFC damage have 
reduced or reversed capacity for negative priming (Metzler & Parkin, 2000; Stuss et 
al., 1999), which could be caused by a loss of inhibitory function (see section 2.2). 
Chambers and colleagues (2006) showed that when the neural processing of right 
IFG was perturbed by applying transcranial magnetic stimulation (TMS) to that area, 
participants failed to inhibit responses that had been commenced. This finding added 
to the argument by showing that rather than merely co-correlating with inhibition, the 
neural population in right IFG is causally responsible for at least some inhibitory 
processes. See Figure 2c for location of right IFG. 
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2. Priming 
Priming is “a change in the ability to identify or produce an item as a result of a 
previous encounter with the item” (Schacter & Buckner, 1998b, pp 185). Priming is 
when a stimulus (the prime) is assumed to have an effect on how a stimulus presented 
later (the probe or target) is processed. Priming can be excitatory, in the sense that it 
facilitates subsequent processing of the same or a related stimulus (hereafter referred 
to as positive priming), or it can be inhibitory, in the sense that it impairs subsequent 
processing of the same stimulus (hereafter referred to as negative priming). Small 
variations in experimental design within the same experiment can determine whether 
positive or negative priming effects are produced. The processes elicited by priming 
are assumed to be automatic and independent of intention, and effects of priming can 
be seen in the absence of awareness of the prime (Cheesman & Merikle, 1984; 
Dehaene et al., 1998). 
2.1 Positive priming 
The term priming is often used synonymously with positive priming, i.e. the 
facilitation of processing of a stimulus or stimulus feature due to having previously 
been presented with the same or a related stimulus (Schacter & Badgaiyan, 2001). An 
everyday example of positive priming is the way in which a familiar name is 
immediately recognized when scanning a page of text, or a familiar face is 
immediately recognized in a crowd of faces. Positive priming can also be seen on the 
conceptual level, in the sense that a prime from one semantic category may cause a 
subsequent word-stem to be completed as a word belonging to the same semantic 
category (Schacter, Badgaiyan, & Alpert, 1999). Positive priming is often explained 
in terms of a bottom-up “spreading activation” mechanism in a neural network 
model, which proposes that processing a stimulus implies activation of the neural 
population associated with that stimulus, which has a residual effect of lowering the 
threshold for subsequent reactivation for that part of the network for a given time. 
This has the overt effect of facilitating recognition and responding when the same 
stimulus, or a stimulus belonging to the same semantic category is repeated. Schacter 
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and Buckner (1998b) and Henson (2003) point to similarities between priming and 
the concept of repetition suppression in animal models, where repeated exposure to a 
stimulus reduces overt behaviour and the responsiveness of cells in inferior temporal 
cortex (see also Desimone, Miller, Chelazzi, & Lueschow, 1995). Neuroimaging 
studies of positive priming typically find reduced activation of various areas of the 
brain, in particular posterior cortical regions (Buckner et al., 1998; Schacter & 
Badgaiyan, 2001; Schacter & Buckner, 1998a). Positive priming on a conceptual 
level typically finds a reduction of activation in left PFC (Blaxton et al., 1996; Demb 
et al., 1995; Henson, 2003; Raichle et al., 1994), in the same brain areas that typically 
show increased activation for semantic encoding tasks. This could indicate that 
positive priming is related to memory functions, but rather than causing stimuli to be 
encoded, it causes stimuli to have less of an impact in terms of neural processing. 
2.2 Negative priming 
Repeating the presentation of a stimulus can under some circumstances result in 
impeding the processing of the stimulus, observable as a reduced ability to identify a 
stimulus or to produce a response, a phenomenon called negative priming (May, 
Kane, & Hasher, 1995; Tipper, 1985). In a typical negative priming experiment, 
stimuli are presented in sequential pairs, where experimental manipulations are made 
in order for one of the stimuli in the pair to be attended (Sa) while the other stimulus 
is unattended (Su). The accuracy is lower and the response time (RT) is prolonged if 
the current Sa matches the Su on the previous stimulus pair. An experiment that 
produces negative priming could be presented thus: On trialn, two stimuli are 
presented at the same time, one instructed to be the Sa and one instructed to be the Su. 
If Sa on trialn+1 matches Sa on trialn, the responses on trialn+1 are faster and more 
accurate, and positive priming can be said to have occurred. On the other hand, if Sa 
on trialn+1 matches Su on trialn, the responses are slower and less accurate, and 
negative priming can be said to have occurred. 
The prevailing explanation of negative priming is through attention inhibition 
mechanisms (Houghton & Tipper, 1996; May, Kane, & Hasher, 1995; Tipper, 1985, 
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2001); On the presentation of a stimulus pair, the unattended stimulus (Su) is 
inhibited in order to prevent it from interfering with the processing of the attended 
stimulus (Sa). When the attended stimulus (Sa) on the current trial matches the 
stimulus that was inhibited on the previous trial (the previous Su), processing of the 
stimulus is impeded, resulting in lowered accuracy and prolonged RT. In other words, 
residual effects left by the resolution of the processing ambiguity on the previous trial 
(caused by concurrent presentation of two stimuli) has a negative effect on the 
processing of the current trial. The negative priming experimental paradigm has often 
been used as a tool for measuring inhibitory functioning in healthy and clinical 
populations, and indeed May and colleagues claim that it is “the best available index 
of inhibitory attentional processes” (May, Kane, & Hasher, 1995, pp 51). It should, 
however, be noted that some authors argue that the negative priming effect can be 
better accounted for by episodic memory retrieval processes rather than by inhibitory 
attention processes (Neill, Valdes, Terry, & Gorfein, 1992). According to this view, 
the presentation of a stimulus automatically evokes retrieval of similar episodes along 
with tags to attend or ignore the stimulus, and negative priming is seen when the 
currently attended item is automatically retrieved as a “do not attend” item. In a 
review of the negative priming literature May and colleagues (1995) found that 
negative priming is best accounted for by an inhibition view, while an episodic 
memory retrieval view may explain special cases, and they thus suggested a dual 
process model. In another review, Tipper (2001) found both views essentially to be 
about inhibition, but while one view is about inhibition of encoding, the other view is 
about inhibition of retrieval. Tipper thus downplayed the differences between the two 
views and emphasised the cognitive function of inhibition.  
Another question in negative priming research is where in the perceptual flow 
the priming effect occurs. This question relates to whether negative priming is caused 
by the inhibition of specific stimulus features, which would indicate that the priming 
manipulates processing at an early processing level, such as perception, or whether it 
is caused by the inhibition of mental representations, which would indicate that the 
priming manipulates processing at higher cognitive levels. According to Tipper 
(2001), negative priming is strongest if the prime stimulus precisely matches the 
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target stimulus (feature level). However, the effect is also present, though weaker, 
when the prime only matches the target on a semantic (categorical) level. Based on 
this finding, Tipper (2001) argued that negative priming works through two separable 
mechanisms. 
In the current thesis, the term “negative priming” is used to describe a 
particular behavioural effect, namely the biasing of selection away from a repeated 
stimulus, observed in terms of response accuracy or RT. This bears mentioning, as 
the term“negative priming” is sometimes seen as being synonymous with a particular 
experimental set-up and a particular theoretical model for interpreting the results.  
2.2.1 Negative priming and cognitive conflict 
Although research on priming has typically not been approached from the theoretical 
context of cognitive conflict, one could nevertheless propose that both the inhibition 
view and the episodic retrieval view of negative priming shares properties with the 
concepts of cognitive control and cognitive conflict, and can be reformulated within 
this framework. The presentation of two simultaneous stimuli (the Sa and the Su) can 
be said to activate competing states of information and cognitive control modulates 
lower level processing in such a way that only the instructed stimulus is attended (the 
task-relevant Sa), while the task-irrelevant information (the Su) is inhibited. If a 
stimulus is instructed to be inhibited on one trial and to be attended on the next trial, 
this would increase the cognitive conflict, and this could explain the behavioural 
effects of negative priming mentioned above. In order to apply such a view to 
negative priming, it is necessary to assume that the effect of the conflict resolution on 
the current trial relies on the present state of the system, which is through some 
mechanism determined by the resolution of the conflict on the previous trial. A neural 
network model that would account for such mechanisms is described in section 2.2.2. 
2.2.2 Neural network model of negative priming 
The guided activation model of cognitive control previously presented (see section 
1.3.2) can be applied to explain negative priming if one feature is added to the model: 
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That the processing pathways show residual effects across time, i.e., that the 
processing of current stimuli is determined by the processing done on the previous 
trial. Residual activation of the conflict detection and task-set units is a core feature 
of the original guided activation model (Miller & Cohen, 2001), and this feature 
accounts for findings such as the Gratton effect (Gratton, Coles, & Donchin, 1992). 
Later research, following from Jones and colleagues (Jones, Cho, Nystrom, Cohen, & 
Braver, 2002) also allow processing pathway units to be subject to accumulation of 
information and decay, in such a way that conflicts are processed differently 
depending on the event history. This type of residual activation of processing units 
has been applied to account for task-switching costs (e.g. Yeung, Nystrom, Aronson, 
& Cohen, 2006). By allowing residual activation also for the processing pathways, 
the negative priming effect can be explained thus: Simultaneously presented stimuli 
initiate two different processing pathways. The simultaneous activation of competing 
units is detected by a cognitive conflict set, and cognitive control resolves the conflict 
through downstream sensitivity changes. Task-demand units associates some of the 
information (related to the Sa) to be task-relevant and some of the information to be 
task-irrelevant (related to the Su) according to the instructions given, and the 
cognitive control set modulates the activation of the processing pathways in order for 
the task-relevant information to be processed. So far the operations have been 
described according to the original model of Miller and Cohen (2001). The added 
feature in order to explain negative priming effects is that the levels of activation of 
the processing pathways persist beyond the duration of the trial, providing an uneven 
baseline for the onset of the next trial. When on the next trial the task-demand units 
(cognitive control) activate processing pathways that have residual increased 
activation from the previous trial, processing of the task-related information is 
facilitated, resulting in more accurate responses and shorter RT (a positive priming 
effect). When the task-demand units activate processing pathways with residual 
suppression from the previous trial, this increases cognitive conflict, and impedes 
processing, resulting in less accurate responses and longer RT (a negative priming 
effect). The application of this residual guided activation model to negative priming 
tasks is also explained in Figure 3. 
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2.2.3 Neuroimaging and lesion studies of negative priming 
If negative priming can, as suggested above, be explained by mechanisms of 
cognitive conflict and inhibition, one would predict that the task activates pMFC and 
right IFG brain areas and negative priming performance should be affected in patients 
with medial or ventrolateral frontal cortex damage (see sections 1.3.4 and 1.3.5). 
Steel and colleagues (2001) used negative priming of a colour naming Stroop task in 
an fMRI study, and found activation of a widespread cortical network that was 
focused to the frontal lobes, and extended to left temporal and inferior parietal 
regions. However, this study was unable to conclude regarding the cognitive 
mechanisms involved. Egner and Hirsch (2005b) used a primed Stroop task in an 
fMRI study, and found negative priming to be associated with right DLPFC and right 
thalamus activation. In an ERP study of negative priming in the auditory domain 
(Mayr, Niedeggen, Buchner, & Pietrowsky, 2003), negative priming trials showed 
prolonged RT and a late positive complex localized to the parietal lobe. In addition, a 
frontal negativity was seen on the negative priming trials, but this also correlated with 
repetition control trials, and was thus disregarded by the authors. Metzler and Parkin 
(2000) found that frontal lobe lesions resulted in positive priming effects in 
experimental paradigms that would otherwise result in negative priming. More 
specifically, Stuss and colleagues (1999) found that right hemisphere lesions resulted 
in loss of the negative priming behavioural effect. Given that right frontal cortex is 
associated with inhibitory functions (see 1.2.5), the lesion studies thus appear to 
support an inhibition view of negative priming, while the neuroimaging studies are 
less consistent. 
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3. Dichotic listening 
3.1 Hemisphere asymmetry and language functions 
Galaburda (1995) stated that despite evident functional asymmetry between the two 
hemispheres, there is little evidence for differences between the hemispheres in the 
sense that neuronal connectivity, cell types or neurotransmitter systems vary between 
the hemispheres. There are, however, anatomical differences between the 
hemispheres in the sense that grey matter density varies for specific brain areas. One 
of the best examples of this is the asymmetry of grey matter density in the planum 
temporale area in the upper posterior part of the temporal lobe. The planum temporale 
area is larger on the left side, as revealed in both autopsy studies (Galaburda, 1987; 
Geschwind, 1968) and MR morphometry (Heiervang et al., 2000; Jäncke, Schlaug, 
Huang, & Steinmetz, 1994). 
This anatomical difference appears to reflect the functional lateralization of 
speech perception to the left hemisphere (Geschwind, 1979). The area covered by the 
planum temporale overlaps with Wernicke’s area, which is a functional area 
responsible for speech perception and comprehension, located just posterior to the 
primary auditory cortex. Functional neuroimaging studies have shown that while the 
bilateral auditory cortex is activated by auditory stimuli, the left planum temporale is 
more strongly activated by speech sounds. This has been shown by experiments using 
neuroimaging with both positron emission tomography (PET - Hugdahl et al., 1999) 
and fMRI (Thomsen, Rimol, Ersland, & Hugdahl, 2004), and by ERPs (Eichele, 
Nordby, Rimol, & Hugdahl, 2005; Jäncke & Steinmetz, 1993). 
3.2 The dichotic listening experimental paradigm 
The term dichotic listening implies that a person is presented with two different 
sounds at the same time, one presented in the left ear, the other in the right ear. 
Cognitive psychology experiments (Broadbent, 1954; Cherry, 1953) have established 
that when participants perform the dichotic listening task, the stimulus from one 
channel (ear) is processed earlier or to a fuller extent than stimulus from the other 
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channel. Hence, the dichotic listening situation is a classical example of what 
Broadbent (1957; 1958) referred to as a processing bottleneck. In the years since the 
classic experiments in the 1950ies, cognitive research has focused on where in the 
processing stream the bottleneck is located, or to which extent it is an absolute cut-
off, i.e. to what extent the unattended stimulus is processed (see Deutsch & Deutsch, 
1963; N. Wood & Cowan, 1995). Another branch of research has focused on 
examining which factors determine whether the left or right signal is reported, and to 
what extent this can be modulated by situational or individual factors (Hugdahl, 
2003).  
3.3 Experimental variations of the dichotic listening task 
It has been shown that procedural aspects the stimulus presentation influence 
performance in the dichotic listening paradigm. For example, when the presentation 
of one of the dichotic stimuli is delayed, the delayed stimulus is more likely to be 
reported (Berlin et al., 1973; Studdert-Kennedy, Shankweiler, & Schulman, 1970). 
Recent studies have explored what effect changing the interaural stimulus intensity 
has on which stimulus is reported (Hugdahl, Westerhausen, Alho, Medvedev, & 
Hämäläinen, 2008; Tallus, Hugdahl, Alho, Medvedev, & Hamalainen, 2007). 
Moreover, Rimol and colleagues (Rimol, Eichele, & Hugdahl, 2006; Rimol, Specht, 
Weis, Savoy, & Hugdahl, 2005) have shown that when a voiced consonant-vowel 
(CV) syllable is presented in one ear and an unvoiced syllable in the other ear, the 
participants tend to select the voiced syllable. It has also been shown that 
simultaneous presentation of a video pronouncing one of the syllables biases the 
reporting (Sætrevik & Hugdahl, in preparation).  
When using verbal stimuli, the typical finding in the dichotic listening 
situation is the so-called right ear advantage (REA), which means more items are 
correctly recalled from the right ear than from left ear in a free recall situation 
(Hiscock, Cole, Benthall, Carlson, & Ricketts, 2000; Hugdahl, Helland, Faerevaag, 
Lyssand, & Asbjornsen, 1995). Alternative explanations for the REA are discussed 
below (see section 3.4.1 and 3.4.3). Several authors (e.g. Asbjornsen & Bryden, 
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1996; Bryden, Munhall, & Allard, 1983; Gadea, Gomez, & Espert, 2000; Hiscock & 
Stewart, 1984; Hugdahl & Andersson, 1986) have reported that the REA can be 
either increased or decreased by explicitly instructing the participant to focus 
attention on the right or the left ear stimulus. A standardised version of this 
experiment procedure was called the “forced-attention dichotic listening” paradigm 
by Hugdahl and Andersson (1986).  
3.4 Theoretical models of dichotic listening 
As mentioned above, there is a baseline REA in dichotic listening with verbal stimuli, 
and it has been shown that this baseline can be modulated by instructions to attend to 
one side. There are four main models that attempt to account for the REA and for the 
modulation of the REA. 
3.4.1 The structural model 
The “structural model” (Kimura, 1967) stated that the REA is caused by lateralized 
speech processing and the crossing over of the auditory fibres from the cochlea to the 
auditory nuclei in the inferior colliculus and medial geniculate body. This causes 
signals to be transmitted more directly to the temporal lobe contralateral to the input 
through the brainstem and midbrain, while for the signal to reach the temporal lobe 
ipsilateral of the input, the signal has to be transmitted from the contralateral 
hemisphere through the corpus callosum. An illustration of this is shown in Figure 4. 
From this it follows that when the task is to report what is heard first or best, the 
information initially available to the left temporal lobe language areas comes more 
strongly from the right (contralateral) ear. The REA can thus be explained as a 
bottom-up effect. 
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3.4.2 Top-down modulation of bottom-up laterality 
It has been shown that the amplitude of the baseline REA for verbal stimuli in 
dichotic listening can be modulated when participants are instructed to direct their 
attention to the left or the right ear. However, Hugdahl and co-workers (Hugdahl, 
2003; Hugdahl, Lundervoll, von Plessen, Heiervang, & Rimol, 2004) have suggested 
that the modulation is not symmetrical: Attention to the right ear stimulus produces 
more correct right ear answers than attending to the left ear stimulus produces correct 
left ear answers. Moreover, it has been shown that patients with impaired or deficient 
frontal cortex function, such as e.g. patients with schizophrenia, more often fail to 
report the left ear stimulus when instructed to attend the left side than they fail to 
Figure 4: 
 
Figure 4: A schematic model showing how left hemisphere has better access to right ear information, due 
to structural features. 
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report right ear stimulus when instructed to attend the right side (Hugdahl, 
Lundervoll, von Plessen, Heiervang, & Rimol, 2004; Løberg, Hugdahl, & Green, 
1999). Hugdahl has proposed a model where a baseline REA produced by bottom-up 
structural features is modulated by a top-down attentional mechanism (Hugdahl, 
2003). The two processes work in parallel and have an additive function resulting in 
the asymmetrical effect. This model has been supported by neuroimaging results 
(Thomsen, Rimol, Ersland, & Hugdahl, 2004), that showed that compared to binaural 
listening, dichotic listening increased PFC activation and activation of left temporal 
lobe perceptual areas (see Figure 5). Further, adding the “forced-attention”  
manipulation had the effect of increasing PFC activation to a larger extent than 
temporal lobe activation, suggesting that the attention modulation works through 
attention selection rather than through increasing perceptual sensitivity. 
3.4.3 Hemispheric activation model 
Kinsbourne (1970; 1973; 1975) suggested that the observable asymmetries in 
processing of auditory and visual stimuli is due to preponderant activation of one 
hemisphere that causes attention to be directed at the contralateral side in 
extrapersonal space. When expecting verbal stimuli, the left hemisphere is more 
activated than the right hemisphere. This difference in activation between the 
hemispheres creates an attentional bias in early perception of stimuli. Kinsbourne 
(1970) showed that performing a consecutive verbal working memory task increased 
detection of right-sided gaps in a gap detection task. In the case of dichotic listening, 
participants are expecting verbal stimuli, and at the presentation of the stimuli, the 
left hemisphere is therefore more activated than the right hemisphere, causing an 
attentional bias which facilitates perception of the right ear signal, thus producing the 
REA. Kinsbourne’s model is thus a stimulus driven top-down attentional approach to 
explain the baseline REA, as opposed to Kimura’s bottom-up structural approach. 
 38 
3.4.4 Two-stage model 
Hiscock and colleagues (Hiscock, 1980; Hiscock, Inch, & Kinsbourne, 1999) 
proposed a two-stage model for selective listening in which the first stage is fast and 
automatic, while the second is slow and controlled. The first stage of signal 
processing is asymmetric, which accounts for the baseline REA on recall tasks, and 
for a higher accuracy for detecting targets presented in the right ear on detection 
tasks. This baseline asymmetry may be due to a bottom-up structural influence, as in 
Kimura’s model (1967), or it may be due to a top-down attentional process, as in 
Kinsbourne’s model (1975). According to Hiscock and colleagues (Hiscock, Inch, & 
Kinsbourne, 1999), this issue is not yet settled and neither can it be settled by an 
experimental approach. The second stage of the processing is slow and controlled, 
and represents selective attention. The second stage processing has the output from 
Figure 5. 
 
Figure 5: fMRI results from a study using the directed attention dichotic listening task (Thomsen, Rimol, 
Ersland, & Hugdahl, 2004) showed that dichotic presentations produce more PFC and left temporal lobe 
activation than binaural presentations does. 
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the first stage as its input, and thus starts out with a lateral asymmetry. When 
instructions do not direct attention, the second-stage attention selection is biased by 
the first stage REA asymmetry, which has the effect of automatically increasing right 
side localizations and detections, thus further enhancing the REA. 
In a study designed to test this model, Hiscock and colleagues (Hiscock, Inch, 
& Kinsbourne, 1999) used CV syllables and fused-word stimuli, and asked 
participants to detect a given target for each trial, and to localize the target to the left 
or right ear. The target identity was revealed before or after stimulus presentation for 
each trial. The argument that there are two distinct processing stages, and that some 
selection happens at early stages, while other selection happens at later (cognitively 
higher) processing stages was supported by the fact that whether the identity of the 
target was disclosed before or after the stimulus presentation did not affect the 
accuracy of the target detection. Results further showed that focusing attention to one 
side enhanced target localization, but had no significant effect on target detection. 
This was due to the participants recognizing the targets equally well regardless of 
whether the sound was presented in the attended or the unattended ear, but on some 
trials the participants nevertheless misattributed the sounds as coming from a 
different ear. From this the authors argued that attention shifts occur at the response 
selection stage rather than at the perceptual processing phase.  
3.5 Dichotic listening as cognitive conflict 
It could be argued that the dichotic listening task satisfies the criteria suggested by 
Botvinick and colleagues (Botvinick, Braver, Barch, Carter, & Cohen, 2001) for 
situations that cause cognitive conflict. Two stimuli are presented at the same time, 
and either one of the two stimuli are equally correct as response. This constitutes an 
underdetermined situation, which according to the theoretical framework of 
Botvinick and colleges should increase cognitive conflict. In order to resolve the 
conflict, a selection between the stimuli has to be made, either on a perceptual level, 
in which case the participant will only become fully aware of one of the stimuli, or on 
an attentional level, in which case the participant will to a larger extent be aware of 
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both stimuli. The theoretical models of dichotic listening reviewed above could be 
seen as various ways in which the cognitive conflict may be resolved. The REA is 
caused by the right ear stimulus being a more salient signal (either due to structural 
features or an early attention bias), and thus causes the cognitive conflict to be 
resolved in favour of the right ear signal in the absence of instructions. This would be 
analogous to how word reading is the preponderant response in the Stroop task (see 
section 1.3.2). When instructions focus attention on the right ear, the cognitive 
control emphasizes the processing of a different stimulus than what would otherwise 
be processed, thus increasing the cognitive conflict. 
The “forced-attention dichotic listening” could also be compared to negative 
priming experiments in the auditory domain, as both types of experiments present 
sequential pairs of two simultaneous stimuli, one in each ear, and the participant is 
asked to report the identity of the stimuli in one specified ear. The two types of 
experiments may thus have similarities, at least in terms of experimental design. 
Indeed, in a review of selective attention research Driver (2001) introduces Tipper’s 
negative priming experiment (1985) as an extension of Broadbent’s dichotic listening 
tradition (1957; 1958) into the visual domain. Attending to or inhibiting a stimulus in 
dichotic listening may thus have consequences for subsequent processing, in the same 
way as has been shown in negative priming experiments. It could thus be of interest 
to explore the dichotic listening experimental paradigm also to examine for negative 
priming effects. 
4. Primed dichotic listening 
The dichotic listening experiment presents an interesting perspective for studying 
cognitive control, as it provides two auditory inputs and requires selection of one of 
the inputs as a response. Further, it has been shown that using attentional instructions 
to manipulate the participant’s intention to attend to one side modulates the responses 
in dichotic listening.  
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4.1.1 Limitations of directed attention accounts of dichotic 
listening 
The ”forced-attention dichotic listening” experiment has been shown to distinguish 
between clinical groups, in the sense that patients with attentional and executive 
dysfunctions show decreased ability to direct attention according to instructions 
(Hugdahl et al., 2003; Løberg, Jørgensen, & Hugdahl, 2004). It has further been 
argued that directing attention to the left activates different attention functions than 
directing attention to the right (Hugdahl et al., 2003). However, the “forced-attention 
dichotic listening” experiment has some inherent restrictions. After instructing the 
participant to attend to one side, the experiment relies on the participant’s motivation 
and level of vigilance, and there is no way to determine the extent to which the 
attention is in fact directed, and whether attention is directed to the same degree 
throughout the duration of the experiment. Differences in performance between 
groups may therefore be confounded with differences in the capacity to understand or 
adhere to the instructions. It would therefore be of importance to develop an 
alternative way of modulating attention in dichotic listening that avoids the 
limitations of task instructions.  
4.1.2 Priming applied to dichotic listening 
An alternative to the “forced-attention dichotic listening” would be to use priming 
stimuli, as explained above (see section 2). A binaural prime stimulus that 
participants are instructed to ignore could be presented immediately before the 
dichotic stimuli. On some trials the prime stimulus could be the same as one of the 
dichotic stimuli (“matching prime” trials), and one would observe whether the primed 
or the unprimed stimulus from the dichotic stimulus pair was more frequently 
reported on these trials. However, the presence of a priming effect would not 
necessarily indicate attention modulation, as a priming effect could also be caused by 
bottom-up mechanisms. One would have to argue from behavioural and 
neuroimaging data that the experimental task does indeed manipulate attention. 
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4.2 Theoretical model for primed dichotic listening 
The research question of the current thesis thus relate to whether or not the 
experimental manipulation of priming can be applied to a dichotic listening task. 
What would the behavioural effects be, would priming of dichotic listening result in 
positive or negative priming effects? Within which theoretical model should the 
priming effects be understood? Which neuroanatomical structures would be involved 
in responding to the task? 
4.2.1 Priming understood as a bottom-up or a top-down process 
Facilitating priming effects in dichotic listening, that is, when priming increases 
reports of the primed dichotic stimulus (positive priming), would most easily be 
accounted for by a bottom-up spreading activation model (see section 2.1). The 
presentation of a prime stimulus would activate the corresponding neural population, 
and for some duration after the prime presentation the threshold for the same network 
to be reactivated would be lower, thus allowing the primed dichotic stimulus to “win 
the race” against the unprimed dichotic stimulus. On the other hand, a situation where 
priming is shown to have an impeding effect on subsequent dichotic listening 
processing, that is, when the priming stimulus causes creased reports of the primed 
dichotic stimulus (negative priming), would be more difficult to account for by 
bottom-up processes, and may be best accounted for by top-down processes, given 
that alternative bottom-up accounts such as habituation or pop-out effects have been 
excluded by experimental control. One such top-down account could be through 
cognitive conflict and inhibition, as outlined below. 
4.2.2 Cognitive conflict in primed dichotic listening 
For each trial in a primed dichotic listening paradigm, processing pathways of the 
prime stimulus and of both left and right dichotic stimuli would potentially be 
activated. The processing pathways are competitive, and would thus present the 
potential for cognitive conflict (Botvinick, Braver, Barch, Carter, & Cohen, 2001). 
Given no task instruction, one would assume that the processing pathway 
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corresponding to the binaural prime stimulus would be more strongly activated than 
the representations corresponding to the ambiguously presented dichotic stimuli. 
When the task instructions call for ignoring the salient signal of the prime and 
attending the dichotic pair, which is an ambiguous, weak signal, cognitive control 
would thus appear necessary to perform the task (Miller & Cohen, 2001). In addition, 
on “matching prime” trials one of the stimuli is both task-irrelevant (for being the 
prime stimulus) and task-relevant (for being part of the dichotic stimuli). One would 
thus expect more conflict on “matching prime” trials than on “non-matching prime” 
trials due to this overlap between task-relevant and task-irrelevant information (Miller 
& Cohen, 2001). 
4.2.3 Inhibition model of primed dichotic listening 
An inhibition model may be proposed, in which the cognitive conflict caused by 
primed dichotic listening is resolved by cognitive control inhibiting the task-
irrelevant information (the prime stimulus). On “matching prime” trials, there is 
overlap between task-relevant and task-irrelevant information, which increases the 
conflict and requires additional inhibitory resources. If the task is solved through 
inhibition of the prime, the inhibition may have a carry over effect in inhibiting the 
primed dichotic stimulus on the “matching prime” trials, thus having the effect of 
facilitating the processing of the unprimed stimulus. In other words, the residual 
effect of an inhibition of the prime representation biases the processing of the 
dichotic target stimuli, thus causing a negative priming effect. For a chronological 
overview of the cognitive operations involved in solving the task, see Figure 6. 
4.2.4 Neural network model for primed dichotic listening 
The model outlined above can be reformulated in neural network terms. This would 
constitute a guided activation model of cognitive control along the lines of the model 
proposed by Cohen and colleagues (see section 1.3.2) to account for the Stroop task, 
and the model introduced previously to account for the behavioural effect in negative 
priming experiments (see section 2.2.2). The proposed model postulates that prime 
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stimulus and dichotic target stimuli are processed by separate sets of units, and that 
these sets are connected to a higher level set of units representing the response 
alternatives. Although the presented model postulates separate sets for prime stimulus 
and dichotic stimuli, the neural implementation of prime and dichotic stimuli may 
happen in the same neural population, but temporally separated. For an overview of 
the model, see Figure 7. Three competing stimuli presented closely together in time 
incite competitive response units, and downstream modulation of the processing 
pathways is necessary in order for the system to reach a single output. To resolve this 
conflict in accordance with the instructions, cognitive control assigns the prime 
stimulus information to be task-irrelevant, and negative feedback therefore reduces 
activation for that stimulus’s processing pathway (relative to competing pathways).  
On “matching prime” trials the processing of a stimulus is initially suppressed, 
due to being the task-irrelevant prime, and immediately thereafter is to be attended, 
due to being task-relevant as part of the dichotic pair. This contradictory activation 
Figure 6: 
Experimental task 
Binaural prime syllable presented 
 
Dichotic syllable presented 
 
 
 
 
Response selected 
Cognitive operations  
Task-irrelevant information inhibited 
 
Task-relevant information attended 
If there is overlap between task-relevant and task-
irrelevant information, cognitive conflict increases 
Additional inhibition resolves conflict in order to 
select a response 
 
 
Figure 6: A chronological overview of the cognitive operations assumed to be elicited by the 
experimental task for each trial. 
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input for a unit causes the level of cognitive conflict to increase, and the increase in 
cognitive conflict leads to an increase in cognitive control. At the response selection 
level, units for both of the dichotic stimuli are in competition, so if one of the units is 
suppressed due to matching the prime, this biases the subsequent competition, and 
increases the probability for the unprimed stimulus to be selected. 
 
Figure 7: 
 
Figure 7: The figure shows a sketch of a neural network model proposed to account for the primed 
dichotic listening effect. The prime stimulus and the dichotic stimuli are initially processed in separate 
sets, before the activation is forwarded to a higher level set (shown with solid lines). A cognitive control 
set causes a relative processing suppression of the prime stimulus unit in the response selection set 
(shown with dashed lines). On “matching prime” trials, the response selection unit representing the 
primed syllable thus receives both excitatory and suppressive input, while the unit representing the 
unprimed syllable receives only excitatory input. This causes the unit representing the unprimed syllable 
to be more activated, causing this syllable to be selected as response, thus causing the observable 
negative priming effects. Activation of more than one unit and contradictory inputs on the response 
selection set increases activation of the cognitive conflict set, which has an excitatory effect on the 
cognitive control set. 
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4.2.5 Neuroanatomical predictions for primed dichotic listening  
According to Botvinick and colleagues (Botvinick, Braver, Barch, Carter, & Cohen, 
2001), a cognitive conflict model for task behaviour would require one mechanism 
for detecting conflict and one mechanism for resolving the conflict. Compared to the 
“non-matching prime” trials, the ”matching prime” trials would be expected to 
increase activation of a mechanism for detecting cognitive conflict and for a 
mechanism for resolving the conflict. The cognitive control associated with 
attempting to perform the task according to the restrictions of task instructions is 
typically assumed to be instantiated in DLPFC (see section 1.3.4). Conflict detection 
has been proposed to be instantiated in pMFC. Once detected, the conflict could be 
resolved by inhibition of the processing pathway that matches the prime stimulus, 
which would account for a negative priming effect. Lesion, perturbation and 
neuroimaging studies have indicated that right IFG is necessary for inhibition (see 
1.3.4). As the task instructions are stable across the experiment, one may not expect 
to see the involvement of cognitive control vary between the experimental conditions. 
However, cognitive control should influence which response is selected on the trial, 
so one may expect the amount of DLPFC activation to be associated with the 
response categories. In connecting these cognitive terms to the neural network model 
outlined in section 4.2.4, reiterated activation (caused by the cognitive conflict) 
would be represented by pMFC, while negative feedback could be represented by 
right IFG activation (inhibition), and task-demand units could be represented by 
DLPFC activation (cognitive control). See Table 1 for the theoretical model 
expressed at various explanatory levels. As an alternative to the approach used in the 
current work, one could have examined whether the amount of control on a trial was 
associated with the amount of conflict on the preceding trial, along the lines of what 
was done for the Gratton effect (Botvinick, Nystrom, Fissell, Carter, & Cohen, 1999; 
Gratton, Coles, & Donchin, 1992; MacDonald, Cohen, Stenger, & Carter, 2000). 
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5. Summary of reports 
5.1 Research questions 
5.1.1 Report I 
The research questions of Report I was whether the responses in dichotic listening 
could be manipulated by priming. Would the effect of a prime be excitatory or 
inhibitory? Would the priming effect show an interaction with the baseline REA? 
Would priming only have an effect when the prime stimulus is in the same sensory 
modality as the dichotic stimuli is presented, which would support an early 
perceptual, bottom-up account of the effect, or would priming have an effect cross-
modally, which would indicate an effect at a higher cognitive level, and would 
indicate the presence of a top-down mechanism? 
5.1.2 Report II 
There were two research questions of Report II: First, can the priming manipulation 
of Report I be combined with the instruction manipulation of the “forced-attention 
dichotic listening” situation? Second, would the results show an interaction between 
the two types of manipulations? Such an interaction would imply that the cognitive 
mechanisms involved in the two types of modulation of responses share resources at 
the same cognitive level. 
5.1.3 Report III 
Based on the theoretical model presented above (section 4.2.2, 4.2.3 and 4.2.4), the 
research question of Report III was whether the ”matching prime” condition would 
increase cognitive conflict compared to the ”non-matching prime” condition, which 
would be seen as increased activation of the pMFC. A further question was whether 
the effect of priming on response selection was caused by inhibition elicited to 
resolve the conflict, which would be seen as increased activation of the right IFG. 
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5.2 Methods 
5.2.1 Experimental design 
The three reports used the same basic experimental design. Each trial presented a 
dichotic syllable pair, consisting of the simultaneous presentation of different 
syllables in the right and left ear. The syllables used were six consonant-vowel 
combinations (/ba/da/ga/pa/ta/ka/), paired into 30 non-homonymic syllable pairs, 
such as /ga-ba/, where /ga/ was presented in the left ear, and /ba/ was presented in the 
right ear. So far the experimental set-up is similar to the standard CV-syllable 
dichotic listening paradigm used in numerous experiments (e.g. Hugdahl, 1995; 
Hugdahl, 2003; Hugdahl & Andersson, 1986; Hugdahl, Bodner, Weiss, & Benke, 
2003; Jäncke, Mirzazade, & Shah, 1999; Jäncke & Shah, 2002; Thomsen, Rimol, 
Ersland, & Hugdahl, 2004). In addition to the standard dichotic listening procedure, a 
prime syllable was presented binaurally with onset 1 s before the onset of the dichotic 
syllable pair. In the second experiment of Report I, the prime stimulus was instead 
presented as text on a PC screen in front of the participant. After the offset of the 
dichotic CV-pairs, a response screen appeared that displayed the six possible 
response alternatives (corresponding to the six CV-syllables), and the participants 
selected the syllable they had heard best from the dichotic pair. The position of the 
response alternatives on screen was permutated between participants. See Figure 8 for 
a schematic display of the experimental procedure. 
5.2.2 Experimental conditions and response categories 
Half the trials were ”non-matching prime” trials (labelled "unprimed trials" in Report 
I and II), while the remaining half of the trials were “matching prime” trials (labelled 
"primed trials" in Report I and II). On a ”non-matching prime” trial, the prime 
syllable was one of the four syllables that was not part of the following dichotic pair. 
On a “matching prime” trial, the prime syllable was the same as one of the dichotic 
syllables. In Report I and II, the “matching prime” condition was further split into 
trials where the prime matched the left dichotic syllable ("prime-left" condition) and 
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trials where the prime matched the right dichotic syllable ("prime-right" condition). 
The divisions between “prime-left” and “prime-right” were collapsed in Report III.  
In addition to sorting trials into conditions based on stimulus relationships, the 
“matching prime” condition trials were further divided based on response category. 
In Report I and II, responses were divided into “left ear responded” or “right ear 
responded” according to whether the response correctly reflected the left or right 
dichotic syllable. The effect of priming could thus in Report I and II be seen by 
comparing the laterality of responses in the “prime-left” condition with the laterality 
of responses in the “prime-right” condition. To simplify the presentation of results, 
Figure 8:  
 
Figure 8: A schematic display of the experimental procedure used in all reports (note that experiment 2 
in Report I had prime in the visual, not auditory modality). The correspondence between prime 
syllable and dichotic syllables divided trials into “matching prime” trial and ”non-matching prime” 
trial conditions. The correspondence between the prime syllable and the syllable selected as response 
divided the “matching prime” trials further into three response categories. 
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the scores were converted into a laterality index score in Report II, based on the right 
minus left ear scores divided by the overall score. For Report II and III, ”matching 
prime” trial responses were categorized according to whether the selected syllable 
matched the prime syllable or not. Trials where the participant’s response was the 
same as the prime syllable of that trial were labelled “select primed” trials (these trials 
were in Report II labelled “responded with the primed syllable”). Trials where the 
dichotic syllable that was different from the prime was responded were labelled 
“select unprimed” trials (these trials were in Report II labelled “responded with the 
unprimed syllable”). See Figure 8 for examples of the response categories. The effect 
of priming could thus in Report II and III be seen by comparing the relative 
frequency of “select primed” and “select unprimed” trials in the “matching prime” 
condition. To simplify the presentation of results, these two scores were converted 
into a “priming index” score in Report II, based on the “select primed” scores minus 
“select unprimed” scores divided by the overall score. 
5.2.3 Variations between the experiments 
All experiments employed the same stimulus material and stimulus relationships, but 
there were slight variations in the instructions given. In both experiments in Report I, 
the participants were instructed to attend to both the prime and dichotic syllables, and 
a cue after the dichotic syllables indicated whether the prime or one of the dichotic 
syllables should be reported. Trials where prime reporting was requested were 
considered to be catch trials, and were not further analyzed. In the experiment in 
Report II and III, participants were instructed on all trials to to ignore the prime and 
attend to and report the syllable perceived best from the dichotic syllables. In the 
second and third experiment blocks of Report II, participants were instructed to focus 
attention on either the right or left ear stimulus in the dichotic pair, and to report only 
from the attended ear. Responses were given with mouse pointing in Report I and II, 
and with response buttons in Report III. 
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5.3 Summary of results 
5.3.1 Report I 
The first report, Priming inhibits the right ear advantage in dichotic listening, 
showed that when a binaural syllable that matches one of the dichotic syllables was 
presented immediately before the dichotic pair (the primed trials), the number of 
reports of the primed syllable decreased (a negative priming effect). The effect was 
seen both when the priming was done with an auditory prime stimulus (the first 
experiment) and when the priming was done visually (the second experiment). The 
priming effect was symmetrical, in the sense that priming of left and right ear stimuli 
had the same effect. 
In Report I, the effect of priming was reported in terms of changing the 
laterality of responses when the prime matched right or left syllable. Given that the 
priming effect was symmetrical, an alternative (and perhaps preferable) way of 
measuring the effect would be in terms of relative frequency of “select primed” and 
“select unprimed” responses (as was done in Report II and Report III). 
The priming effect was accounted for as a top-down attention inhibition effect: 
The prime syllable is initially a more salient signal than the dichotic stimuli. 
Cognitive control is necessary to suppress the processing of the prime in order to 
process the dichotic stimuli. The dichotic stimuli activate two different processing 
pathways, and when one of the pathways is inhibited due to matching the task-
irrelevant prime, this causes the other syllable to be reported. The fact that the 
priming effect was symmetrical, and thus did not interact with the baseline REA, 
indicated that the mechanism that causes the priming effect is not located on the same 
level as the mechanism causing the REA. The fact that the effect was cross-modal 
further supported a top-down account. 
5.3.2 Report II 
The second report, Endogenous and exogenous control of attention in dichotic 
listening, used the same design as the first experiment in Report I combined with the 
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instruction modulation from the “forced-attention dichotic listening” paradigm. The 
results showed an overall priming effect and an overall directed attention effect. 
Furthermore, there was an interaction effect indicating that the priming effect was 
contingent on whether the direction of attention went in the same or the opposite 
direction as the priming direction. 
This experiment showed that the two ways of manipulating the dichotic 
listening responses could be combined. Furthermore, the interaction effect between 
the two types of manipulations indicated that the cognitive mechanisms involved 
share cognitive resources, and thus further supported the claim that the priming effect 
is due to a top-down process modulating attention. 
5.3.3 Report III 
The third report, An fMRI study of priming in dichotic listening shows inhibition of 
attention, repeated the experimental design used in Report I, while also acquiring 
fMRI data for analysis of neuronal activation correlates to the experimental design 
and behavioural data. The same behavioural effect was found as in Report I and II. 
There was an RT effect of faster responses when selecting the unprimed rather than 
the primed syllable on the “matching prime” trials.  
Comparisons between ”matching prime” and ”non-matching prime” stimulus 
conditions showed neuronal activation in the pMFC and in the right IFG. This was 
explained as the matching prime increasing the cognitive conflict, and an inhibitory 
mechanism being recruited to resolve the conflict. Two additional parametric 
contrasts were done between the trials from the ”matching prime” condition, 
depending on whether the unprimed or the primed syllable was selected. These 
contrasts were assumed to represent to which extent the primed syllable had been 
inhibited. The first parametric contrast showed that there was a significant increase in 
activation in DLPFC and in right IFG for trials where the unprimed syllable was 
selected. This was explained as activation of the DLPFC representing increased 
cognitive control while activation of the right IFG representing increased inhibition in 
order to resolve the conflict. The second parametric contrast showed that there was an 
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increase in activation in the pMFC and left IFG for trials when the primed syllable 
was selected. This was explained as conflict increasing and the response being 
selected through other approaches when the conflict was not resolved through 
inhibition.  
The findings from Report III thus indicated that the task activates pMFC and 
right IFG corresponding to mechanisms for cognitive control and for inhibition, 
respectively. Along with the RT effects, this supported the argument that the 
behavioural results in Reports I, II and III were caused by an attention inhibition 
mechanism producing a selection of the unprimed syllable. 
5.3.4 Errata 
The correct number of participants in Report I was 19 for experiment I and 22 for 
experiment II. The analyses, figures and degrees of freedom reported in the paper are 
based on the correct number of participants. 
Due to an error, the stimulus presentation mode in Report I was described as 
“monaural”, it should have been “binaural” 
6. Discussion 
6.1 Implications for primed dichotic listening 
The three reports demonstrated a novel way of manipulating responses in the dichotic 
listening paradigm, which appears to act through attention inhibition. The effect of 
priming appears to be robust across variations in the experimental procedure. A 
model to account for the priming effect was proposed, according to which cognitive 
conflict is increased by the priming, and cognitive control recruits inhibitory 
mechanisms to resolve the conflict. Such a top-down account was supported by the 
cross-modal results, by the interaction with attention instruction manipulations, and 
by PFC activations in the fMRI study. The thesis thus presents an alternative 
approach to testing attentional functions that bypasses some of the limitations of 
“forced-attention dichotic listening” (see 4.1.1). 
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6.2 Implications for dichotic listening models 
 All four of the primed dichotic listening experiments replicated the REA for verbal 
stimuli when conditions were collapsed. This indicates that despite adding 
experimental variations to the dichotic listening experiment, the primed dichotic 
listening task still reflects language processing. There was no interaction between 
REA and priming, i.e. there was no asymmetry in the priming manipulation, in the 
sense that the prime was equally effective whether the left or right ear syllable was 
primed. Given that the priming appears to be a top-down attention effect, this 
supports the view of the REA as being caused by an early perceptual effect, as argued 
by Kimura (1967) and Hugdahl (2000), rather than a top-down attentional effect as 
argued by Kinsbourne (1973; 1975), in which case one would expect to see 
asymmetric priming effects. 
Further, as the finding in Report II showed that the priming does interact with 
attention instructions, this supports the proposition that the attention instruction 
manipulation in the “forced-attention dichotic listening” task is a late stage 
mechanism that relies on cognitive control, rather than a mechanism that increases 
the perceptual sensitivity of one ear. This is supported by Thomsen and colleagues 
(2004), who found that attention instructions modulated prefrontal activation to a 
larger extent than it modulated temporal activation. Given that Report II showed that 
the priming manipulation interacts with the manipulation of attention instructions, 
one may assume that to some extent the same cognitive operations are involved in the 
priming effect as are involved in the instructed attention effect. This is supported by 
comparing the neuroanatomical areas found to be activated by the priming in Report 
III to the areas activated in a “forced-attention dichotic listening” task (Thomsen, 
Rimol, Ersland, & Hugdahl, 2004), which to some extent reveals the same PFC 
network. This is discussed in more detail in Report III. 
The priming effect in dichotic listening may not be limited to the prime-
dichotic syllable pairings used in the present experiments, but it may also be possible 
to see similar effects when using sequences of dichotic syllable, in the sense that one 
trial has a priming effect on the next trial. Such an experimental design would to a 
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larger extent than the present design be a hybrid between traditional dichotic listening 
experiments and negative priming experiments. If such a design finds priming effects, 
it would indicate that priming effects can be present in traditional dichotic listening 
experiments, regardless of whether the researcher intends to examine priming. 
Preliminary work has been done on an experiment with this design, see section 6.6. 
The current thesis indicates that dichotic listening responses are not merely the 
result of perceptual processes that are influenced by brain asymmetry, but that higher 
cognitive functions are involved in determining dichotic listening responses, and that 
dichotic listening may be an interesting approach to study frontal functions. A similar 
point has been raised by Bethmann and colleagues (Bethmann, Tempelmann, De 
Bleser, Scheich, & Brechmann, 2007). Not only is voluntary intention involved in 
selecting among available inputs, as indicated by previous research, but the context 
the stimuli appear in (i.e. residual effects of recent events) appears to automatically 
invoke mechanisms of cognitive control and inhibition. 
6.3 Implications for cognitive control models 
In the current experiments, response accuracy was used as a measure of cognitive 
control, while most experiments in the literature measuring cognitive control (such as 
the go/no-go tasks, the flanker task and the Stroop task, see section 1.3.3), show 
cognitive control in terms of RT differences. In the current studies cognitive control 
appears to have been applied as an automatic reaction to complex auditory stimuli, 
rather than based on explicit task instructions. Additionally, the experiment used 
stimuli that were clearly perceptible, but ambiguous in nature, as opposed to other 
cognitive control tasks that rely on stimuli being presented near or below the 
perceptual threshold, or with special presentation modes (such as visual half-field 
studies) in order to produce the effect. Compared to the more established experiments 
used to study cognitive control, the current experiment task may thus have the 
advantage of being somewhat more ecologically relevant, as the effect is seen on 
response selection between ambiguous verbal stimuli and independent of task 
instructions. 
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Report III showed that within a stimulus condition that is assumed to invoke 
cognitive control and has behavioural and activation data to support this assumption, 
the condition can be further subdivided and analysed based on the responses made. 
The categorisation based on behavioural response selection allowed for improved 
model fit for both the RT and the activation data. The implication appears to be that 
experimental tasks that study cognitive control may benefit from classifying trials not 
only based on stimulus relationships, but also based on the response selections made. 
Based on research on positive priming (see section 2.1) and on experiments 
that show both positive and negative effects of priming for the same task depending 
on stimulus relationships (see section 2.2), it could be argued that the repetition of a 
syllable in the current experiments would inevitably cause positive priming, due to 
the residual effect of previous excitation (see section 4.2.1). From this perspective, 
the fact that the current experiments showed an overall negative priming effect may 
be understood as there being factors driving the response toward both positive and 
negative priming, but that the negative priming effect is of greater magnitude in the 
current design, and is thus the effect seen on response selection. Such a two-process 
model cannot be supported or rejected from the currently presented experiments, but 
future follow-up studies may resolve the issue, for example by experimentally 
modulating whether the prime syllable is attended or inhibited. 
6.4 Implications for models of negative priming 
Despite differences between the experimental design used in the current thesis and 
the design in the typical negative priming experiment, it could be of interest to 
examine how the current results relate to the different accounts of negative priming. 
The inhibition view (Tipper, 1985; 2001) states that negative priming is caused by an 
attentional inhibitory mechanism, while the episodic retrieval view (Neill, Valdes, 
Terry, & Gorfein, 1992) states that memory of how the stimulus was previously 
processed influences current processing of the stimulus. The basic behavioural effect 
in primed dichotic listening experiments reported in the current thesis is compatible 
with both views of negative priming. The interaction between the priming 
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manipulation and the instruction manipulation seen in Report II supported the 
inhibition view of negative priming, since an attentional instruction is more readily 
understood as interacting with an attentional inhibition mechanism than with an 
episodic retrieval mechanism. The inhibition view of negative priming also appears 
to be supported by the results in Report III that showed pMFC and right IFG 
activations, which would be compatible with cognitive control and inhibitory 
mechanisms, while the episodic retrieval view appears to receive less direct support 
from the current fMRI results. Report II and III thus appear to lend more support to 
the inhibition view of negative priming, than to the episodic retrieval view. However, 
if the episodic retrieval view can, as Tipper (2001) suggested, be reformulated within 
an inhibition framework, the activations in Report III can to a larger extent be 
compatible with both views, as the PFC activations can represent either conflict 
between current stimuli and an inhibition of prime stimulus, or it can represent 
conflict between current stimuli and an episodic “do not respond” trace.  
6.5 Potential clinical implications 
The main finding in the current thesis is that the primed dichotic listening task is 
solved through mechanisms of cognitive control and inhibition. This may have 
clinical relevance, as failures of these functions are core symptoms in several 
psychiatric disorders. It would thus be of interest to further develop the task in order 
to use it to measure inter-individual variation in cognitive control and inhibition. The 
primed dichotic listening task may have some advantages compared to other tasks 
that test cognitive control (see sections 4.1.1 and 6.3). One of them is that the 
attention control appears to occur independently of the participant’s intention to 
direct attention, and the cognitive function can thus be tested relatively independently 
of task compliance. Further, cognitive control is tested while using relative simple 
instructions, and the effect is reliable and thus needs a low number of trials to be 
observed. This allows the primed dichotic listening procedure to be combined with 
other experiment factors. It may be of particular interest to repeat the design from 
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Report II on a clinical group and a control group, as it has two measures of cognitive 
control that may vary independently. 
6.6 Future work 
The current thesis has shown a new approach to manipulating dichotic listening 
responses with priming and this has been explained through the concepts of cognitive 
conflict and inhibition. It was suggested that it is not the exposure to a prime stimulus 
in itself, but the type and amount of processing performed on the prime stimulus that 
is important for the subsequent processing of targets. Future work is needed to 
investigate through which mechanism and under which conditions priming has an 
effect on dichotic listening performance. As outlined earlier (see section 6.2), one 
approach to test these aspect of the model would be to use a sequence of dichotic 
syllable pairs, where one of the syllables in the pair on trialn could prime one of the 
syllables in the pair on trialn+1. As an example, trialn presents /ga-ba/ and trialn+1 
presents /ga-da/. The /ga/ on trialn would be considered a prime, as it is repeated in 
the trialn+1 syllable pair, and on trialn+1 /ga/ would be the primed syllable while /da/ 
would be the unprimed syllable. One would test for whether response selection on 
trialn+1 favoured /ga/ (positive priming) or /da/ (negative priming). Such a design may 
provide a more detailed theoretical model for primed dichotic listening, since it 
would be possible to make stronger assumptions about what sort of processing has 
been performed on the prime stimulus. This could be done by comparing the 
responses made on trialn+1 not only with the stimuli presented on trialn, but also with 
the responses made on trialn+1. Preliminary data indicates that an experiment of this 
type shows an overall negative priming effect. However, categorising trialn+1 
responses according to the responses made on trialn reveals that trialn+1 responses 
only show negative priming if the prime syllable was “selected against” on trialn. 
Transferring this to the example above, there would be a negative priming effect of 
selecting /da/ on trialn+1 only if /ba/ rather than /ga/ was selected on trialn. This 
preliminary result supports the model presented in the thesis: The negative effect of 
priming in primed dichotic listening is due to currently attending a recently inhibited 
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stimulus, not merely the repetition of stimuli. An additional experimental design to 
further explore the effect of cognitive operations performed on the prime stimulus, 
could be to have a pre-onset cue that signals whether or not the participant should 
respond to the syllables of trialn. One could then see whether the priming effect of 
trialn syllable pair on responding to trialn+1 syllable pair is contingent on whether a 
response was required on trialn (indicating that the prime stimulus was attended or 
inhibited) or no response was required (indicating no attention or inhibition of the 
prime). 
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