Abstract. Tile Schwarz Alternating Method (SAM) coupled with various numerical discretization schemes has been already cstablislLcd as all efficient alternative for solving differential equations on various parallel machines. In this paper we consider an extension of SAM (Generalized SdLwarz SpliUing-GSS) for solving elliptic boundary value problems with generalized interface conditions tllat depend on a parameter that might differ in each overlapping resion [13] . The GSS utilized in this work is coupled with the cubic Hermite collocation discretization approach [8] to solve tile corresponding boundary value problem in each subdomain. The main focus of this study is the iterative solution of the corresponding enlLanced ass collocation discrete matrix equation for a model elliptic boundary value problem. For this we carry out the spectral analysis of the associated enhanced block Jacobi Heration matrix. In the case of one-dimensional problems and assuming the same parameter in all overlapping regions, we determine the domain of convergence and lind a subinterval of it in which the optimal parameter lies; moreover, we obtain sels of optimal parameters for Lllc multi-parameter ess case. In addilion, we a.nalyze the convergence properties of the one-parameter ess case for a two-dimensional model problem. Finally, we apply GSS to a number of model and general one-and two-dimensional differential equation problems, present a number of numerical examples that verify the theoretical results obtained and compare tllC convergence rales of the SAM and GSS methods with minimum and maximum overlap.
1. Introduction. The Schwarz Alternating Method (SAM) was originally introduced in [11] over a hundred years ago to solve the Dirichlet problem for Laplace's equation on a plane domain by iterating over a sequence of Dirichlet subproblems defined on two overlapping subregions of the original domain. The coupling of these subproblems is enforced through the so called interface conditions defined on the subdomaln boundaries in the interior of the whole domain (interfaces). The original formulation of SAM assumed Dirichlet interface conditions that depended on the solution of the neighbor subproblem(s). Its convergence properties are studied in detail in [3] and [4] . One of the early numerical formulations of SAM for elliptic boundary value problems can be found in [7] . The numerical SAM approach has recently become very popular in connection with the parallel solution of elliptic partial differential equations (PDEs). This is primarily due to its inherited coarse grain parallel structure. Tn this paper, we consider the SAM method with generalized interface conditions which arc the linear combination of l.he solution and its normal derivative on the subdomain interfaces. Each of these conditions depends on a parameter associated with each overlapping region. This extension of SAM is called Generalized Schwarz Splitting (GSS) [131.
The Schwarz Alternating Method has been coupled with either finite difference or finite element discretization schemes to solve elliptic boundary value problems in complex geometries by many researchers. In some special cases, the convergence properties of SAM have been investigated at a functional level. Since its introduction, the convergence properties of the GSS with finite difference discretization have appeared in many studies including [13] and [5] . To our knowledge, there are a few researchers who have considered either SAM or GSS coupled with collocation discretization schemes.
In [2J the authors apply SAM based on Legendre collocation discretization and spectral methods to solve elliptic problems and demonstrate its convergence for model problems. In [15] the formulation of SAM was considered for the Poisson equations with Dirichelet boundary conditions on an L-shaped region. Only experimental reSllits are reported in [15J. The work in [2, 15] and our recent work in [5J and [6J has motivated us to study the convergence properties of GSS associated with the cubic Hermite collocation discretization technique [8] .
The SAM approach can be formulated either on the continuous geometric and functional components of the PDE problem (referred as the functional level formulation) or on the corresponding discrete geometric and algebraic data structures associated with the numerical method selected (referred to as the matrix equation level formulation). In this paper, we consider the matrix formulation of SAM and GSS for elliptic PDE problems based on the Hermite collocation discretization procedure. Specifically, we derive the associated enhanced Hermite collocation matrix equation problem [13J for GSS and study its iterative solution.
This work is organized as follows. In Section 2, we give a brief description of the GSS on a rectangle at functional and matrix levels. In Section 3, first we deline a matrix with a specific structure and then we investigate some basic properties associated with it. Using the results obtained, we derive the block Jacobi iteration matrix corresponding to applying the GSS with bicubic Hermite collocation discretization for the solution of the Poisson equation under Dirichlet boundary conditions on a rectangular domain split into overlapping stripes. In Section 4, we carry out a spectral analysis of the enhanced block Jacobi iteration matrix corresponding to the one-dimensional problem. Furthermore, we determine the domain of convergence and find a subinterval of it in which the optimal parameter for the one-parameter GSS case lies; moreover, we obtain sets of optimal parameters for the multi-parameter GSS case.
In Section 5, we analyze the convergence properties of the one-parameter GSS case for the two-dimensional problem. Finally, in Section 6, we present a number of numerical examples in the one-and two-dimensional spaces that verify the theoretical results obtained in this paper. In addition, we compare the convergence rates of the SAM and GSS methods with minimum and maximum overlap and draw several conclusions.
2. A Generalized Schwarz Alternating Method. We consider the Dirichlet problem
where L is a second order linear elliptic partial differential operator, n is a rectangle
and an is its boundary.
In order to formulate the GSS for PDE problem (1), we decompose n into k overlapping rectangles (stripes) nl, ... ,nk, defined as ni = (ti/,tiT) X(c,d) with a = tll < t21 < ... < tkl < b and a < ttT < t2T < ... < tkr = b. Furthermore, for k~3 we assume that t 2 / < ttr and t(i-2)T < til < t(i_t)r for i = 3, ... , k . This assumption guarantees that no three consecutive stripes can have a common overlapping area and that any two consecutive stripes do overlap. We set fj/ = {til} X (c,d) and fiT = {tiT} X (c,d), plus assume that both sets rll and rkr are empty. We also define r' ,~-
An example of such a decomposition for k = 3 is depicted In Figure 1 . Then, the Generalized Schwarz Splitting method applied to problem (1), with a domain splitting as above, consists of solving the k coupled subproblems (2) x E ni,
for i = 1, ... , k, where the w's are user defined parameters.
Problem (2) can be solved iteratively for a given initial guess (u~O), ... , u~O)). Following, we illustrate the application of Gauss-Seidel type iteration for the GSS PDE subproblems: A S4 Ass where i = 1,2, .. " k and j = 1,2, .... There are many ways of implementing a discrete analog of the algorithm (3). This is due to the many choices for the parameter w and to the many alternatives of the discretization technique to be selected for each subproblem.
If the discretization scheme used to solve the subproblems in (2) is the same as the one used for the solution of the original problem (1) , then it is easy to see that problem (1) In view of the way algorithm (3) is derived, it is apparent that in order to study the convergence properties for a given discrete implementation of it, that is of (4), it suffices to study the corresponding properties of the block Jacobi iteration matrix associated with the enhanced linem system (4). On the other hand, one should bear in mind that [or different implementations of the algorithm (3) the convergence properties of the corresponding iterative methods based on the linear system ('1) may be different for the same problem. So, one may not have a single block Jacobi matrix to study for the different implementations of the algorithm (3). To simplify the subsequent discussion, we shall confine ourselves to selecting the cubic Hermite collocation discretization technique to discretize all the subproblems. For this specific implementation, we shall derive the corresponding block Jacobi iteration matrix for a model problem and shall study the impact of the various chokes of the parameter w, subject among others to the restriction WI = WrJ on the spectral radius of the Jacobi matrix. For this study we will exploit some basic properties of a specific matrix structure in the section that follows.
3. Spectral Analysis of the Block Jacobi Iteration Matrices. In this section, we define a set of matrices which share a particular structure, stlldy their properties, and develop the preliminaries needed for the rest of the analysis. Then, we use these results to derive the block Jacobi iteration matrix corresponding to a GSS scheme with bkubic Hermite collocation discretization technique for a model problem in the two· dimensional space. It is worth noticing that the analysis and the results of this section can also be used to handle the one-dimensional problem. Next, we introduce the two matrices (6) We assume that N is nonsinglllar and its inverse is written in the same block form as N, namely N- 
where
with C I and C z being matrices of order 2m that can be uniquely determined. Proof It is sufficient to show the first part of (7), since the second part follows by a similar argument. It is trivial to show, using (5) and (6) , that the last 211. -2 block elements of both sides of (7) are equal. To determine 51, we use the first two blocks of both sides lo gel (9) Then, premultiplying both members of (9) by [J3II, -aII]N-l we obtain whlch determlnes 51' C r can be determined uniquely from (9) by premulliplying it first by Nl and then solving for C 1 from either lhe first or the second block component of the resulting equation. Since C I is nol used later l its explicit expression is not needed. 
.
. [B' B,] [A, II,]
and the fact lhat
following relations hold
[~~]. Thus, the
Now, combining Lemma 3.2 with the expression in (10), we can easily show the first relation of the Lemma 3.3. Similarly, using the second equality of (7) 
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where C~and C~are malrices of order 2m thaI can be uniquely determined.
Derivation of the block Jacobi Iteration
Matrix. In this section we consider the Dirichlet problem for Poisson equation on tIle rectangular domain 51 and the n splitting defined in Section 2. We use the bicubic Hermite collocation technique to discretize the corresponding continuous GSS PDE subproblems. To simplify the discussion, in the sequel, we use a uniform mesh with m +1 y-grid points and 1+ 1 x-grid points for each subdomain. Moreover, it is assumed that the overlaps ninni+l, i = 1, ... , k -1 are of equal size with (to + 1) x-grid points in each of them, h = h x = d;;.c = b:n = h y and n = lk -(k -1)/ 0 . In order to make the entries of the collocation coefficient matrix independent of the mesh size h, the basis functions for the standard bicubic Hermite collocation are modified as in [9] , and instead of imposing the artificial boundary conditions
It is worth noticing that __~W~;L----:
w'
To form the corresponding linear system we use Papatheodorou's ordering (see also [9] ) to order the unknowns and the equations. Therefore, the original problem (without applying the GSS scheme) leads to the solution of the linear system Ay = f with the 
It is worth noticing that it can be shown that iii = Yi if the matrix if on the left hand side of equation (11) is invertible (sec, e.g., [12] ). Let J be the block Jacobi iteration matrix associated with the matrix coefficient A of (11) . To simplify the notation, we assume that
and introduce the new quantities
1-wf
w, 
Z _ -II,-"I](-kr ' Nj'-" [C;I (II,c,I](-M-1N)' [C;I]j_l,
To slmplify the notation further, we restrict ourselves to considering the case C r = CI. That Is, we assume that the artificial boundary conditions are of the same
Note that Gk Is a 2(1.: -1) x 2(k -1) block matrix.
4. One-Dimensional Case.
4.1. The One-Parameter GSS. First, we consider the case where WI and W r are the same in each overlapping region. In this section, we consider the GSS algorithm (3) together with the cubic Hermite collocation discretization scheme for the boundary value problem
For this problem, we have Al = -2V3, Ih = -1-V3, A 3 = 2V3 and A<j = -1 +../3, where the Ai'S are defined in Section 3.1. Since these entities are scalars and not matrices of order 2m, we can now write (_N-IM) explicitly. Simple computations 1 ... . [1-j ] show that (-N-M) = 0 1 . In turn, thiS Implies that (_N-
Therefore, after some simplification of the previously found expressions takes place we can obtain that for the case C r = CI From the above expression, it is readily observed that G" is block 2-cyclic consistently ordered or weakly cyclic of index 2 [14J (see also [16] or [1] ), therefore a(Gk) = a( -Gd.
It is worth mentioning that in [5] a matrix of precisely the same structure is considered and recurrence relationships to minimize the spectral radius of G k are obtained. However, for the cases k = 4 and 5 the expressions that can be obtained are very difficult to handle, while for k > 5 the equations that can be obtained can not be solved analytically. We have exactly the same situation. In the present work as in [5] , it is shown that p(G k ) can be made zero [or C r = 1-1 0 and for the case k = 2 or k = 3. Thus, we have the theorem below. For the case k > 3, the analysis in [5] holds except that the expressions for the corresponding entries of the Gk matrix are different. However, in order to go a step further in the direction of determining the optimal value of C r we shall focus on two issues: i) determine the interval of C r for which the block Jacobi method converges and ii) determine a genuine subinterval of the interval in (i) we have p(J) < 1 because Gk is irreducible and the absolute sum of the first row is less than IIGklloo = 1. As for the specific case C r = 1-1 0 , Gk is reducible, since its first and last rows are null vectors. However, after deleting the first and last two rows as well as columns, the reduced matrix is irreducible and its spectral radius is the same as that of Gk. Then, following the same arguments as previously, we obtain again p( J) < 1. Coming to the second assertion of the present theorem, it is apparent that the minimum value of p(J) is attained for some C r E (-~,oo). However, to obtain the genuine subinterval mentioned in the statement of the theorem a much deeper theoretical analysis, based on a number of other statements, is required. This analysis is presented in the Appendix. 0 . In addition, iUi h ----Jo 0+ the convergence interval tends to (0,1] while the interval in which the optimum occurs tends to (0,1). Note 2 The problem of determining a "better" interval in which the optimum C r lies than the one already obtained, i.e., (i-la, 00) , is an open problem that is being investigatcd. However, a number of numerical experiments have shown that the value C r = i-l 0 (i.e., w = 1+(/ folh) is a good approximation to the optimal value of Cr· 4.2. The Multi-Parameter GSS. As we have observed, there are many choices for the parameters w in algorithm (3) and therefore in the linear system (11) . Here, we shall consider the most general case, that is the one where there are two pairs of parameters wJi) and w!i) introduced for each subdomain ni. Let c~i) and c~i) be defined in the same way as q and C r were defined from WI and W r before. Let J be the block Jacobi iteration matrix associated with (11) . Then Note In view of the structure of the correspondlng Gk matrlx, 11. 1s observed that among all the sets of parameters the set c~i)
.. , k, minlmizes the maximum order of the Jordan blocks of G k w11ch is k -1. We have also observed from a number of experiments carried out that the maximum order of Jordan blocks affects very slightly the number of iterations required to achieve a specified accuracy. Applying now (13) to express X, Y and Z of the matrix G~. defined in (12) we can come to the following conclusion. 
and Dip, i = 1,2,3, being defined in (14) . COROLLARY casillO;
Note It is well understood from the proof of the corollary above that the amount of loll is a key factor that affects the convergence rate of SAM. 6. Numerical Examples. In this section, we present a number of numerical examples to verify the theoretical resulls obtained in the previous sections. We use the zero vector as the initial glless of the solution of the enhanced linear system (11).
We display the maximum error Ilu -uJ..lloo based on an n x n grid of points, where 1l is the theoretical solution of the continuous problem and 7LJ.. is the computed one.
The iteration step (iter) denotes the number of the block Gauss-Seidel iterations required to satisfy the stopping criterion lIy(j~I~~~~~~)lIoo < E, where y(j) is the jth iteration approximation to the solution of the linear system (11) and ( = 1.De -6 and E = 5.0e-6 for I-D and 2-D problems, respectively. Throughout, we denote by I-GSS the one parameter GSS and m-GSS the multi-parameter GSS.
For the one-dimensional case, we are using the boundary value problem
where f(x), Yo and gl a.re selected such that the exact solution is u(x) = e-IOO (:L-0.1)2(x 2 _ x). We apply both the traditional SAM and the one-parameter GSS with C r = 1-1 0 • This is the optimal value for the case k = 2 or 3 both for minimum and maximum overlaps. For the multi-pa.rameter GSS and the domain split with minimum overlap, among the many choices of the parameters c~i) and c~i), we choose c~i) = (i -1) (1-1 0 ) ,
The numerical results obtained are summarized in Table 1 . The data in Table 1 verify the theoretical observation that the convergence of m-GSS and I-GSS with optimal C r is independent of the overlap for all k and k = 2, 3 respectively. The numerical results indicate that this behavior of I-GSS holds for k > 3. All data indicate that GSS outperforms the traditional SAM. Figure 2 displays the relation between the number of iterations and the parameters C r for the I-GSS for four pairs of (k, 1), where k denotes the number of sub domains and I denotes the number of subintervals in each subdomain. Our experiments are carried out for maximum (half) overlap. From these plots, we can conclude that C r = /-1 0 is indeed the optimal value for the case k = 3 while the optimal value of C r for k > 3 is on the right of I -1 0 as this was shown in Section 4.1. Moreover, it appears that the optimal value of C r can be expressed as 0:(l-1 0 ) for some number cr, which seems to increase with k. Also, from the same plots, we can observe that the traditional SAM (case C r = 0) has a very poor convergence rate compared to that of the one-parameter ess with C r = {-lo.
For the two-dimensional case, let the domain n be the unit square. First we consider the Poisson equation ( 
15)
where !(x,y) and g(x,y) are selected so that u(x,y) = lOe-100 (x-0.l?(x 2 _ x)e-100 (V-0 . 1 )\y2 _ y).
Then, using the same exact solution we consider the more general PDE, taken from [10] ,
u(x, y) = 9 on an. (16) For the Poisson problem using a 2-way splitting (k=2), we can numerically dcrive all the eigenvalues of the corresponding Jacobi matrix by Theorem 5.1 for any 1 and 1 0 . In Figure 3 , the relations between the spectral radii and the parameters w, C r are depicted for maximum overlap. In these figures, we can see that for a fixed parameter w the spectral radius decreases with the value of I increasing. In addition, we observe that for a given 1 the minimum of the spectral radius always occurs near w = 0.8. optimal value of C r for k > 3 should lie. The determination of the optimal parameter C r in question is still an open problem but our analysis suggests that this optimal value is a number greater tIl an I -1 0 • For the two·dimensional case, our analysis consists of Theorem 5.1. This theorem improves OUI understanding of the relat.ion between the parameter C r and the convergence properties of the corresponding block Jacobi lteration matrix. In addition, it provides a simpler matrix G k to determine this relation. In particular, for k = 2 we have experimented with several combinations of I and w or C r with 1 0 = 1/2 to obtain the corresponding spectral radius as shown in Figure 3 . From the experiments, we can see that w = 0.8 is independent of I and may give an almost optimal convergence rate among cases wlth I being fixed. Tables 2 and 3 display the convergence behavior of SAM and I-GSS for the above two problems for different splittings and grids with maximum and minimum overlap. Since the theoretical values of the optimal parameter C r for these problems are not known, we experimented with the value C r = 1 -1 0 which corresponds to the case k = 2 as this can be seen from Figure 3 . The entries in Tables 2 and 3 indicate that, regarding the accuracy of the solutions as well as the number of subdomains and the size of the overlapping region, the one-parameter GSS with C r = l -1 0 requires less number of iterations than the traditional SAM.
7. Concluding Remarks and Discussion. In this paper we have studied the parameterized GSS at a discrete equation level (matrix formulation), coupled with the cubic Hermlte collocation discretization scheme for both the one-and the twodlmensiollal model problems. For the one-dimensional problem, we have found the optimal parameter values which correspond to the smallest possible spectral radlus of the block Jacobi iteration matrix associated with (11) for k = 2,3 in the one-parameter case and for all k in the multi-parameter case. We also determined the interval in which the parameter C r must lie so that the convergence of the Jacobi method would be guaranteed. Moreover, a subinterval of the previous one was found in which the Appendix. In this appendix we prove the second part of Theorem 4.2. This is accomplished after a number of statements presented as lemmas are proved. LEM P1'Oof. We first observe that B 2n is a nonnegative and irreducible matrix as 0 < t < 1. Then, it follows that p(t) is a simple eigenvalue of B 2n and det(B 21l -p(t)I) = O.
Taking the derivative of det(B 2n -pU)I) = 0 with respect to t and using the following two basic properties ([ul' a2, ... , a2nV) ) det([:t aI, a2, ... , a2nV) + det((UI' it a2, ... , U2nV) + ... Note that the determinant of the resulting matrix is equal to det(.8 2 i+r) and only its (2i + 1)st row differs from that of the matrix B 2 i. Then, we apply the second property above to get det(.8 2 
1£(det
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+
