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UNIFORM CONVERGENCE AND RATE ADAPTIVE ESTIMATION OF
A CONVEX FUNCTION
By Xiao Wang and Jinglai Shen
Purdue University and University of Maryland Baltimore County
This paper addresses the problem of estimating a convex regres-
sion function under both the sup-norm risk and the pointwise risk
using B-splines. The presence of the convex constraint complicates
various issues in asymptotic analysis, particularly uniform conver-
gence analysis. To overcome this difficulty, we establish the uniform
Lipschitz property of optimal spline coefficients in the ℓ∞-norm by
exploiting piecewise linear and polyhedral theory. Based upon this
property, it is shown that this estimator attains optimal rates of con-
vergence on the entire interval of interest over the Ho¨lder class under
both the risks. In addition, adaptive estimates are constructed under
both the sup-norm risk and the pointwise risk when the exponent of
the Ho¨lder class is between one and two. These estimates achieve a
maximal risk within a constant factor of the minimax risk over the
Ho¨lder class.
1. Introduction. Consider the convex regression problem of the form
(1.1) yk = f(xk) + σǫk, k = 1, . . . , n,
where f : [0, 1] → R is a convex function, the ǫi are independent, standard normal errors,
xi = i/n, i = 1, . . . , n are the design points. Let
C =
{
f : [0, 1]→ R
∣∣∣ f(y)− f(x)
y − x ≤
f(z)− f(y)
z − y if x < y < z
}
be the collection of convex functions on [0, 1]. The goal of this paper is to estimate f ∈ C and
analyze the performance of the estimate under both the sup-norm risk and the pointwise
risk.
The shape restricted inference finds a wide range of applications, and receives fast growing
interest in diverse areas. Examples include reliability (survival functions, hazard functions),
medicine (dose-response curve), finance (option price and delivery price), and astronomy
(mass functions). Much effort has focused on monotone estimation via the least squares
approach (i.e., Brunk’s estimator) [1, 5, 30, 34]. For convex or concave regression, the
least squares estimator was originally proposed in [17] and its asymptotic properties have
been studied by [11, 14, 16, 26]. However, the least squares estimators suffer several major
deficiencies: (i) they lack smoothness; (ii) they have a non-normal asymptotic distribution
[14, 45] with low convergence rates (e.g., of order n1/3 for the Brunk’s estimator) regardless
of the smoothness of the true function; and (iii) they are inconsistent at boundary and have
a non-negligible asymptotic bias [44].
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2Other estimation procedures have also been developed for shape restricted inference. For
instance, Mammen and Thomas-Agnan [27] studied constrained smoothing splines, but their
computation is highly complicated; see [38] for a related result via control theoretic splines. A
two-step estimator was proposed in [3]: it isotonizes a derivative estimator and then obtains
a convex one by integrating the monotone derivative. Meyer [29] developed an algorithm for
cubic monotone estimation with an extension to convex constraints and other variants, e.g.,
increasing-concave constraints. A penalized monotone B-spline estimator was treated in [37];
its asymptotic behaviors were analyzed. Additional results include [15, 30, 32, 43], just to
name a few. In spite of the above mentioned progress, many critical questions remain open in
convex regression and its asymptotic analysis, especially those related to adaptive estimation
over a function class. One of bottle-neck difficulties in adaptive asymptotic analysis is largely
due to the lack of uniform convergence properties of an estimator when a shape constraint
is imposed.
In this paper, we consider estimation of a convex function in the Ho¨lder class. Let HrL
denote the Ho¨lder class
HrL :=
{
f : |f (ℓ)(x1)− f (ℓ)(x2)| ≤ L|x1 − x2|γ , ∀x1, x2 ∈ [0, 1]
}
,
where γ = r− ℓ ∈ (0, 1]. Let CH(r, L) = C ∩HrL be the collection of functions in both C and
HrL. Since a convex function on [0, 1] must be Lipschitz continuous, i.e., γ = 1 and ℓ = 0, we
have r ≥ 1 for any f ∈ C(r, L). It is well known that, for a fixed r, there exists an estimator,
depending on r, which achieves the optimal rate of convergence in HrL [40]. For example,
the minimax sup-norm risk on HrL has an asymptotic order given by
(1.2) inf
fˆ
sup
f∈Hr
L
E
{‖fˆ − f‖∞} ≍ L 12r+1σ 2r2r+1( log n
n
) r
2r+1
,
where a ≍ b means that a/b is bounded by two positive constants from below and above.
However, the existence of an adaptive estimator (independent of r) that achieves the conver-
gence rate in (1.2) uniformly over r is more subtle. When the sup-norm risk is considered,
a series of papers, e.g., [2, 9, 20, 24], have shown that the kernel estimator can be used to
construct such an adaptive estimator. On the other hand, when the pointwise risk is con-
sidered, a full adaptive procedure achieving (1.2) does not exist and a logarithmic penalty
term must occur [4, 21]. Specifically, for any x0 ∈ (0, 1), there exists a positive constant π1
such that
(1.3) inf
fˆ
sup
f∈Hr
L
E
{
(fˆ(x0)− f(x0))2
} ≥ π1L 22r+1σ 4r2r+1( log n
n
) 2r
2r+1
.
Other approaches for pointwise adaptive estimation are reported in [23, 41], where a similar
phenomenon occurs. For general discussions of adaptive methods for unconstrained func-
tions, see [31, 42] and the references therein.
When a shape constraint is imposed, it was firstly noted in [19] that it does not improve
the optimal rate of convergence. Further, it was found in [25] that the extra difference
order constraint completely changes the adaptive estimation problem. In particular, Low
and Kang [25] proposed a pointwise rate adaptive procedure for monotone estimation in the
minimax sense with respect to a Lipschitz parameter. Unfortunately, when this procedure is
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applied to an interval of fixed points, it does not yield a monotone function as an estimate.
An adaptive monotone estimation procedure is given in [6], which studied the least squares
estimator and showed that the attained rate of the probabilistic error is uniformly over a
shrinking L2-neighborhood of the true function. Other related papers on adaptive convex
estimation include [11].
The present paper proposes a B-spline estimator with an arbitrary spline degree for con-
vex regression. The convex shape constraint of an estimator is converted into the similar
constraint on spline coefficients. In addition to its conceptual simplicity and numerical ef-
ficiency, the obtained B-spline estimator is globally convex, smooth by choosing a suitable
spline degree, and attains boundary consistency (as well as at the interior) by selecting a
proper number of spline bases. The major part of the paper is devoted to adaptive asymp-
totic analysis of the B-spline estimator on CH(r, L) under both the sup-norm and pointwise
risks. Toward this end, it is essential and critical to establish certain uniform convergence
properties of the B-spline estimator. However, challenging issues arise due to the presence
of constraints. For example, the closed form of optimal spline solutions does not exist in
general. Instead, they are characterized by complementarity conditions [13, 36] that give
rise to a nonsmooth piecewise linear function of observation data. Due to the nonsmooth
and combinatorial nature of complementarity problems, a thorough understanding of com-
plementarity conditions and the associated piecewise linear function is far from trivial. In
this paper, we exploit optimization techniques, along with adaptive asymptotic statistical
tools, to tackle these problems. The major contributions of the paper are:
1. As a key technical contribution of the paper, we establish the uniform Lipschitz prop-
erty of optimal spline coefficients with respect to the ℓ∞-norm via piecewise linear and
polyhedral theory (cf. Theorem 3.1). Unlike the conventional and generic Lipschitz property
in the ℓ2-norm (which is trivial to show), the attained Lipschitz property in the ℓ∞-norm
requires a nontrivial argument that takes full advantage of the convex shape constraint.
It yields a uniform sup-norm bound on variations of spline coefficients regardless of the
number of spline bases, leading to more precise and less conservative error estimates in
uniform convergence analysis. This property paves the way for asymptotic analysis (e.g., cf.
Propositions 7.1–7.3) and construction of adaptive procedures.
2. By exploring the uniform Lipschitz property, we obtain the following results in adaptive
asymptotic analysis:
(2.1) For a fixed order r, the proposed B-spline estimator achieves an optimal minimax
rate of convergence on CH(r, L) under both the sup-norm and pointwise risks (cf. Sec-
tion 3.1). This result gives rise to an optimal choice of the number of spline bases. Un-
like the widely studied least squared convex estimator, the B-spline estimator achieves
optimal convergence rates on the entire interval [0, 1] under both the sup-norm and
pointwise risks (cf. Theorem 3.2), thus leading to uniform consistency on [0, 1].
(2.2) Adaptive estimators are constructed under both the sup-norm and pointwise risks over
CH(r, L) with r ∈ [1, 2]. These estimates achieve a maximum risk within a constant
factor of the minimax risk over the Ho¨lder class (cf. Section 3.2). In particular, the
pointwise adaptive estimator attains convexity on the interval [0, 1] as well as the
minimax risk over an entire range of values of r ∈ [1, 2] and L.
(2.3) A brief discussion on variance estimation is given in Section 3.3.
The paper is organized as follows. Section 2 formulates the B-spline convex estimator
4and develops optimality conditions for spline coefficients. The main results of the paper
are presented in Section 3, including the uniform Lipschitz property and its implications
in adaptive asymptotic analysis. Potential extensions and future research directions are
discussed in Section 4. The technical proofs of the main results are given in Sections 5–10.
2. Formulation and Optimality Conditions. Denote the p th degree B-spline basis
with knots 0 = κ0 < κ1 < · · · < κKn = 1 by
{
B
[p]
k : k = 1, . . . ,Kn + p
}
. For simplicity,
we consider equally spaced knots, namely, κ1 = 1/Kn, κ2 = 2/Kn, . . . , κKn = 1. The value
of Kn will depend upon n as discussed below. Assume that n/Kn is an integer denoted by
Mn. We consider the following convex spline estimator:
fˆ [p](x) =
Kn+p∑
k=1
bˆkB
[p]
k (x),
where the spline coefficients bˆ = {bˆk, k = 1, . . . ,Kn + p} minimize
(2.1)
n∑
i=1
(
yi −
Kn+p∑
k=1
bkB
[p]
k (xi)
)2
subject to the convex constraint ∆2b ≥ 0, where ∆ is the backward difference operator such
that ∆bk = bk − bk−1 and ∆2 = ∆∆.
Let the n× (Kn + p) design matrix X =
[
B
[p]
k (xj)
]
j,k
and denote βn =
∑n
i=1
(
B
[p]
k (xi)
)2
for k = p+1, . . . ,Kn. Given a spline degree p,
(
βn
Kn
n
)
converges to a positive constant (de-
pending on p only) as (n/Kn)→∞. Thus there exists a positive constant Cβ,p (depending
on p only) such that
(2.2) βn ≥ Cβ,p · n
Kn
, ∀ n,Kn.
Define the positive definite matrix Λp := X
TX/βn ∈ R(Kn+p)×(Kn+p) and y¯ := XT y/βn,
where y = (y1, . . . , yn)
T (we drop the subscript p in Λp for notational simplicity). It is easy
to verify that for a given spline degree p, Λ is a (2p+1)-banded matrix. For instance, when
p = 1, Λ is tridiagonal. The convex constraint on spline coefficients is characterized by the
following polyhedral cone
Ω :=
{
b ∈ RKn+p : bk − 2bk+1 + bk+2 ≥ 0, k = 1, . . . ,Kn + p− 2
}
.
When the knots are equally spaced, it is easy to verify that if the B-spline coefficient vector
bˆ is in Ω, then fˆ [p] is a convex function. Formulating (2.1) in matrix notation, the underlying
optimization problem becomes the following equivalent constrained quadratic program
(2.3) bˆ = argmin
b∈Ω
1
2
bTΛ b− bT y¯.
We first give the characterization of optimality conditions for bˆ. The conditions are rep-
resented by complementarity conditions, which plays a crucial role in addressing analytic
and statistical properties of the estimator. We provide a short introduction of the comple-
mentarity condition. Two vectors u = (u1, . . . , ud)
T and v = (v1, . . . , vd)
T in Rd are said to
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satisfy the complementarity condition [7] if ui ≥ 0, vi ≥ 0, and ui vi = 0 for all i = 1, · · · , d.
This condition can be put in a more compact vector form: 0 ≤ u ⊥ v ≥ 0, where u ⊥ v
means that the two vectors are orthogonal, i.e., uT v = 0.
We introduce additional notation. Let
C =

1 0 0 0 · · · 0 0
1 1 0 0 · · · 0 0
1 1 1 0 · · · 0 0
· · · · · ·
1 1 1 1 · · · 1 0
1 1 1 1 · · · 1 1
 ∈ R
(Kn+p)×(Kn+p),
and let D2 ∈ R(Kn+p−2)×(Kn+p) be the 2nd-order difference matrix such that D2b =
[∆2(b3), · · · ,∆2(bKn+p)]T ; see (5.3) for the explicit form of D2.
Theorem 2.1. Let Cd• denote the dth row of C. The necessary and sufficient conditions
for bˆ ∈ Ω to minimize (2.3) are
(2.4) 0 ≤ D2bˆ ⊥ Cγ• C
(
Λbˆ− y¯) ≥ 0,
(2.5) C(Kn+p)•
(
Λbˆ− y¯) = C(Kn+p)• C(Λbˆ− y¯) = 0,
where the index set γ := {1, . . . ,Kn + p− 2}.
2.1. Piecewise Linear Formulation of Optimal Spline Coefficients. It follows from The-
orem 2.1 that bˆ(y¯) is characterized by the mixed complementarity conditions. It is known
from complementarity and polyhedral theory that bˆ(y¯) is a continuous piecewise linear func-
tion of y¯ determined by an index set α = { i | (D2 bˆ)i = 0} ⊆ {1, . . . ,Kn + p − 2} (α may
be empty). Indeed, bˆ has 2(Kn+p−2) linear selection functions, each of which is denoted by
bˆα corresponding to the index set α. Hence, the solution mapping y¯ 7→ bˆ is a (continu-
ous) piecewise linear function with 2(Kn+p−2) selection functions. The following proposition
characterizes each linear selection function; its construction and proof is given in Section 5.2.
Proposition 2.1. For each index set α ⊆ {1, . . . ,Kn + p − 2}, let ℓ := Kn + p − |α|.
Then there exists a row independent matrix Fα ∈ Rℓ×(Kn+p) such that the linear selection
function bˆα is given by
bˆα(y¯) = F Tα
(
FαΛF
T
α
)−1
Fαy¯.
In view of the above proposition and its construction (cf. Section 5.2), a linear selection
function corresponds to an index set α depending on y¯ (or y by somewhat abusing notation).
Consequently, the piecewise linear function bˆ can be written as
bˆ(y¯) = F Tα(y)
(
Fα(y)ΛF
T
α(y)
)−1
Fα(y)y¯.
LetN(x) :=
[
B
[p]
1 (x), . . . , B
[p]
Kn+p
(x)
]T
. For a given y, the convex B-spline estimator becomes
(2.6) fˆ [p](x) = NT (x)bˆ(y¯) =
1
n
n∑
i=1
NT (x)F Tα(y)
(
Fα(y)
XTX
n
F Tα(y)
)−1
Fα(y)N(xi)yi.
6Denote the weight function in (2.6) by Kα(s, t), i.e.,
Kα(y)(s, t) = N
T (s)F Tα(y)
(
Fα(y)
XT (t)X(t)
n
F Tα(y)
)−1
Fα(y)N(t).
Hence, the convex spline estimator is a kernel estimator. However, the kernel depends on
the index set α, which in turn relies on the observation y. Therefore, the estimator is not a
linear but a piecewise linear function in y.
3. Main Results. In this section, we exploit the piecewise linear formulation of bˆ
to establish the uniform Lipschitz property of bˆ in the ℓ∞-norm. Roughly speaking, this
property says that bˆ(y¯) is a Lipschitz function of y¯ with a uniform Lipschitz constant (with
respect to the ℓ∞-norm), regardless of Kn and α. This property is critical in establishing
uniform consistency and developing adaptive estimators. Formally, this property is stated
in the following theorem whose proof is given in Section 6.
Theorem 3.1. Given a spline degree p. There exists a positive constant c∞,p (dependent
on p only) such that
(1) for any Kn and any index set α,
∥∥F Tα (FαΛF Tα )−1Fα∥∥∞ ≤ c∞,p;
(2) for any Kn,
∥∥bˆ(u)− bˆ(v)∥∥∞ ≤ c∞,p‖u− v‖∞, ∀ u, v ∈ RKn+p.
In the next, we apply the uniform Lipschitz property to derive optimal rates of conver-
gence in Section 3.1, construct adaptive estimators under both sup-norm risk and pointwise
risk in Section 3.2, and study variance estimation in Section 3.3.
3.1. Optimal Rate of Convergence. For any f ∈ CH(r, L) with r > 1, we write fˆ(r) := fˆ [p]
when using the spline degree p = ⌈r − 1⌉ to fit the data. If r = 1, then fˆ(r) := fˆ [p] with
p = 1, namely, fˆ(r) is a piecewise linear spline. In the following, for a function g : [0, 1]→ R,
let ‖g‖∞ := supt∈[0,1] |g(t)|.
Theorem 3.2. Assume f ∈ CH(r, L). Then,
(1) If Kn is chosen as
Kn =
(L
σ
) 2
2r+1
( n
log n
) 1
2r+1
,
then there exists a positive constant C˜1r dependent only on r such that
(3.1) sup
f∈CH (r,L)
E
(
‖fˆ(r) − f‖∞
)
≤ C˜1rL
1
2r+1σ
2r
2r+1
( log n
n
) r
2r+1
.
(2) For any x0 ∈ [0, 1], if Kn is chosen as
Kn =
(L
σ
) 2
2r+1
n
1
2r+1 ,
then there exists a positive constant C˜2r dependent only on r such that
(3.2) sup
f∈CH (r,L)
E
(
|fˆ(r)(x0)− f(x0)|2
)
≤ C˜2rL
2
2r+1σ
4r
2r+1n
2r
2r+1 .
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It is known that the maximum likelihood estimate of a convex function is inconsistent at
the boundary, which is called the spiking problem [44]. In contrast, Theorem 3.2 shows that
fˆ(r) is uniformly consistent on [0, 1]. The optimal choice of Kn is of order (n/ log n)
1
(2r+1)
and ‖fˆ(r) − f‖∞ achieves the optimal rate of convergence, which is of order (n/ log n)
r
(2r+1)
[31]. Under the pointwise risk, the optimal choice of Kn is of order n
1
(2r+1) and the estimator
thus achieves the optimal rate of convergence, which is of order n
2r
(2r+1) [40].
The next result shows that, for any f ∈ CH(r, L) with r > 2, the constrained spline
estimator and the unconstrained spline estimator coincide with probability tending to one,
provided that f ′′(x) > 0 for all x ∈ [0, 1].
Theorem 3.3. Assume f ∈ CH(r, L) with r > 2 and f ′′(x) ≥ c > 0 for all x ∈ [0, 1].
Let fˆuc be the unconstrained regression spline estimator. If n−1K5n log n→ 0 and Kn →∞
as n→∞, then,
P
(
fˆuc(x) = fˆ(x), ∀ x ∈ [0, 1]) −→ 1.
Proof. Zhou et al. [47] studied the problem of estimating derivatives of a regression
function using the corresponding derivatives of regression splines without shape constraint.
For any x ∈ [κk, κk+1], k = 0, . . . ,Kn − 1, if ℓ ≥ 3,
E
( d2
dx2
fˆuc(x)
)
− f ′′(x) = b(x) + o(K−r+2n ),
where
b(x) =
K
−(ℓ−2)
n
(ℓ− 1)!
(
f (ℓ)(κk+1)− f (ℓ)(κk)
)
Bℓ−1
(
Kn(x− κk)
)
is of order O(K−r+2n ), and Bm(·) is the mth Bernoulli polynomial inductively defined as
follows:
B0(x) = 1, Bi(x) =
∫ x
0
iBi−1(z)dz + bi,
where bi = −i
∫ 1
0
∫ x
0 Bi−1(z)dzdx is the ith Bernoulli number. The variance of
d2
dx2
fˆuc(x) is
of order n−1K5n (cf. [47, Lemma 5.4]). Similar to Lemma 8.1 given in Section 8, it can be
shown that ∥∥∥ d2
dx2
fˆuc(x)− d
2
dx2
E(fˆuc(x))
∥∥∥
∞
= Op
(√
n−1K5n log n
)
.
Therefore, if n−1K5n log n → 0 and Kn → ∞ as n → ∞, ‖ d
2
dx2
fˆuc − f ′′‖∞ = op(1). Hence,
the unconstrained and constrained estimators are asymptotically equivalent.
3.2. Adaptive Estimation. In this section, we construct adaptive estimators, with respect
to both the sup-norm risk and thepointwise risk . These estimates have maximum risks
within a constant factor of the minimax risk over CH(r, L). We will focus on the function class
CH(r, L) with 1 ≤ r ≤ 2, where the differences between the constrained and unconstrained
estimate do no vanish asymptotically.
83.2.1. Adaptive Estimation under Sup-norm Risks. It follows from Propositions 7.1 and
7.2 that, for any r ∈ [1, 2], the bounds for the bias and the stochastic term, respectively, are
sup
f∈CH (r,L)
‖f¯(r) − f‖∞ ≤ C1LK−rn ,(3.3)
P
(
‖fˆ(r) − f¯(r)‖∞ ≥ u
)
≤ (Kn + 1) exp
{
− n
2KnC22σ
2
u2
}
,(3.4)
where C1 and C2 are two positive constants independent of r ∈ [1, 2]. Hence the optimal
number of knots is
(3.5) K(r) =
(
C2
C1r
√
2(2r + 1)
)− 2
2r+1(σ
L
) −2
2r+1
( log n
n
) −1
2r+1
,
and the optimal rate of convergence is
ψ(r) = C1LK
−r
(r) +
√
2
2r + 1
C2σ
√
K(r) log n
n
(3.6)
= 2C
1
2r+1
1
(
C2
r
√
2(2r + 1)
) 2r
2r+1
L
1
2r+1σ
2r
2r+1
( log n
n
) r
2r+1
.
Given n, let τn := ⌈(log n)1/2⌉, and rj := 1 + j/τn, j = 0, 1, . . . , τn be the elements in
[1, 2]. We consider the adaptive estimator using the idea of Lepski [22]. Let
kˆ = sup
{
0 ≤ k ≤ τn : ‖fˆ(rk) − fˆ(rj)‖∞ ≤
1 +
√
2
2
ψ(rj), for any j ≤ k
}
.
Define rˆ := rkˆ. We use fˆ(rˆ) for estimation in the sup-norm distance.
Theorem 3.4. The estimator fˆ(rˆ) is a rate adaptive estimator on CH(r, L) for the sup-
norm distance, i.e., there exists a positive constant π2 such that
sup
r∈[1,2]
sup
f∈CH (r,L)
E
{‖fˆ(rˆ) − f‖∞} ≤ π2 L 12r+1σ 2r2r+1( log nn ) r2r+1 .
3.2.2. Pointwise Adaptive Estimation. In this section, we construct an estimator which
attains the minimax rate of convergence for a whole range of values of r ∈ [1, 2] and L. In
the context of convex regression, unlike the earlier work on pointwise adaptive estimation,
a fully adaptive procedure can be obtained.
We explore the idea of Low and Kang [25] to construct an adaptive estimate of f(x0) for
any given x0 ∈ (0, 1). Given the observation data (yi)ni=1, let
(3.7) y¯k :=
∑n
i=1 yiI(κk−1 < xi ≤ κk)∑n
i=1 I(κk−1 < xi ≤ κk)
, k = 1, . . . ,Kn.
Then bˆ = (bˆ1, . . . , bˆKn)
T minimizes
∑Kn
k=1(bk− y¯k)2 subject to the convex constraint ∆2bk ≥
0, k = 3, . . . ,Kn. This indicates that a piecewise constant spline with p = 0 is used to fit
the data in (2.1). Recall that Mn = n/Kn. Let
ζk :=
1
n
[
(k − 1)Mn + Mn + 1
2
]
.
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Hence, ζk is the average of the design points on (κk−1, κk]. Let f˜ denote the piecewise linear
function which interpolates (ζk, bˆk), k = 1, . . . ,Kn.
Fix x0 ∈ (0, 1). For each n, let dn ∈ N satisfy ζdn < x0 ≤ ζdn+1. Let Kn,j := 2jn1/5,
where Kn,j depends on j. Further, we let y¯k,j denote the y¯k defined in (3.7) corresponding
to a given Kn,j, and let f˜j be the estimator f˜ corresponding to Kn,j. Fix a real number
λ > 0 such that P (Z > λ) < 1/4, where Z is a standard normal random variable. Set
Ij := I
(
∆y¯dn+4,j −∆y¯dn−2,j ≤ λ2
j
2
+1n−
2
5σ
) j−1∏
i=0
I
(
∆y¯dn+4,i −∆y¯dn−2,i > λ2
i
2
+1n−
2
5σ
)
.
Note that exactly one Ij 6= 0 and thus the collection {Ij} provides a selection procedure for
Kn,j. The adaptive estimator is given by
(3.8) f˜(x0) =
∞∑
j=1
f˜j(x0)Ij .
Theorem 3.5. The estimator in (3.8) is a rate adaptive estimator under the pointwise
risk, i.e., for any x0 ∈ (0, 1), there exists a positive constant π3 such that
(3.9) sup
r∈[1,2]
sup
f∈CH (r,L)
E|f˜(x0)− f(x0)|2 ≤ π3L
2
(2r+1)σ
4r
(2r+1)n
−2r
(2r+1) .
3.3. Variance Estimation. In practice, the variance σ2 is replaced by the estimated vari-
ance σˆ2 in the above adaptive procedures. We will briefly study the asymptotic properties of
the maximum likelihood estimator of σ2. Given the observation data y = (y1, . . . , yn)
T ∈ Rn
at design points x = (x1, . . . , xn)
T ∈ Rn, let fˆy :=
(
fˆ [p](x1), . . . , fˆ
[p](xn)
)T
with p = ⌈r− 1⌉
and ~f :=
(
f(x1), . . . , f(xn)
)T
. Let α(y) be an index set corresponding to the optimal coef-
ficient bˆ(XT y/βn) defined in Section 2.1. Then for fixed Kn and p, we have fˆy = Aα(y)y,
where
(3.10) Aα(y) = XF
T
α(y)
(
Fα(y)X
TXF Tα(y)
)−1
Fα(y)X
T ∈ Rn×n.
It follows from the similar discussion as in Section 2.1 that fˆy : R
n → Rn is a continuous
piecewise linear function, where each linear selection function is defined by Aα(y). The MLE
of σ2 is σˆ2 =
∥∥y −Aα(y)y∥∥22/n.
Theorem 3.6. Assume f ∈ C(r, L), Kn →∞ as n→∞, and let p = ⌈r − 1⌉. If Kn =
o(n), then σˆ2 → σ2 in probability, and if Kn = o(
√
n), then
√
n
(
σˆ2 − σ2) is asymptotically
normal with mean zero and variance 2σ4. Furthermore, if Kn is of order n
1
2r+1 , then |E(σˆ2−
σ2)| = O(n −2r2r+1 ).
Variance estimation based on the differences of successive points has been studied orig-
inally by Rice [33]. Compared to this estimation and other generalizations, the MLE σˆ2
has a smaller asymptotic variance but a slightly larger bias. Meyer and Woodroofe [28]
studied the bias reduction variance estimator for a monotone regression model using the
least squares method. The bias reduction variance estimator for a convex spline model is
nontrivial and shall be addressed in a future paper.
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4. Discussion. We have considered the B-spline estimators for convex regression in
this paper. The proposed estimator and asymptotic analysis techniques can be extended
to other shape restricted inference problems. For example, it is known that the uniform
Lipschitz property (in the ℓ∞-norm) holds for the monotone constraint [37, 43]. Therefore
the minimax optimal convergence rates and adaptive estimators can be established in a
similar manner. It is conjectured that the uniform Lipschitz property holds for a higher
order difference constraint. However, its development is much more involved and shall be
reported in the future.
We have provided optimal rate adaptive estimators for convex regression under both
the sup-norm and the pointwise risks. Nonetheless, the question of explicit construction
of asymptotically exact adaptive estimation over the Ho¨lder classes remains open. Other
interesting research directions include adaptive confidence bands and hypothesis tests in
convex estimation [10, 12].
5. Proofs for Section 2.
5.1. Proof of Theorem 2.1.
Proof of Theorem 2.1. Write (2.3) as minb∈Ω g(b), where the objective function g(b) :=
1
2b
TΛb−bT y¯. It is clear that g is coercive on RKn+p and strictly convex on the closed convex
set Ω. This ensures the existence and uniqueness of an optimal solution. Furthermore, since
Ω is a polyhedral cone, it is finitely generated by {v1,−v1, v2,−v2, v3, v4, . . . , vKn+p}. Here,
for each k = 3, . . . ,Kn + p,
vk =
(
0, . . . , 0,︸ ︷︷ ︸
(k−1)−copies
vkk , . . . , v
k
Kn+p
)T
=
(
0, . . . , 0,︸ ︷︷ ︸
(k−1)−copies
1, 2, . . . ,Kn + p− k + 1
)T
,
and for k = 1, 2,
(5.1) v1 =
(
1, 0, −1, −2, . . . ,−(Kn + p− 2)
)T
, v2 =
(
0, 1, 2, 3, . . . ,Kn + p− 1
)T
.
It is easy to see that ∆2vkj = 0 for k = 1, 2 and all j > 2. Hence ±vk ∈ Ω for k = 1, 2,
and it can be also verified that
∑2
k=1 v
k = 1. Further, any b = (b1, . . . , bKn+p)
T ∈ Ω can be
positively generated as
b =
2∑
i=1
(
max(0, bi)v
i +max(0,−bi)(−vi)
)
+
Kn+p∑
i=3
∆2(bi)v
i.
By using these generators for Ω, we obtain the following necessary and sufficient optimality
conditions for an optimizer bˆ:
(5.2) 0 ≤ D2bˆ ⊥ C˜∇g(bˆ) ≥ 0 and 〈vk, ∇g(bˆ)〉 = 0, ∀ k = 1, 2,
where D2 ∈ R(Kn−2+p)×(Kn+p) is given by
(5.3) D2 =

1 −2 1 0 · · · 0 0 0 0
0 1 −2 1 · · · 0 0 0 0
· · · · · · · · · · · ·
0 0 0 0 · · · 1 −2 1 0
0 0 0 0 · · · 0 1 −2 1
 ,
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and C˜ ∈ R(Kn−2+p)×(Kn+p) is given by
C˜ =
[
v3 · · · vKn+p ]T
=

0 0 1 2 · · · (Kn + p− 4) (Kn + p− 3) (Kn + p− 2)
0 0 0 1 · · · · · · (Kn + p− 4) (Kn + p− 3)
· · · · · · · · · · · ·
0 0 0 0 · · · 0 1 2
0 0 0 0 · · · 0 0 1
 .
It can be shown via the definitions of v1 and v2 in (5.1) that the second optimality condition
in (5.2) can be equivalently written as
Kn+p∑
i=1
(∇g(bˆ))
i
= 0 and
Kn+p∑
i=1
(Kn + p− i+ 1)
(∇g(bˆ))
i
= 0,
where ∇g(b) = Λb − y¯. This gives rise to the two boundary conditions. Moreover, noting
that for any k, the definitions of v1 and v2 in (5.1) yield
C˜k•∇g(bˆ) =
k∑
i=1
i∑
j=1
(∇g(bˆ))
j
= (C2)k•∇g(bˆ),
we obtain the equivalent condition for the first optimality condition in (5.2):
(5.4) 0 ≤ D2 bˆ ⊥
(
C2
)
γ•∇g(bˆ) ≥ 0,
where γ = {1, . . . ,Kn + p− 2}. By (C2)γ• = Cγ•C, the proof is complete.
5.2. Construction and Proof for Proposition 2.1. We first construct certain equations
that yield a linear selection function corresponding to the index set index set α = { i | (D2bˆ)i =
0} ⊆ {1, . . . ,Kn + p− 2} (α may be empty). Specifically, for the given bˆ and α, we define a
vector b˜α and an associated family of index sets {βαi } in the following steps:
(1) let ℓ1 := min3≤i≤Kn+p{i : ∆2(bˆi) = 0}, and ℓ1 := maxℓ1≤k≤Kn+p{k : ∆2(bˆi) =
0, ∀i = ℓ1, . . . , k}. Then inductively define, for j ≥ 1,
ℓj+1 := min
1+ℓj≤i≤Kn
{i : ∆2(bˆi) = 0},
ℓj+1 := max
ℓj+1≤k≤Kn
{k : ∆2(bˆi) = 0, ∀i = ℓj+1, . . . , k}.
Suppose that we obtain q’s such ℓi, ℓi, namely, ℓ1, . . . , ℓq and ℓ1, . . . , ℓq. Define β̂
α
ℓj
:=
{i : ℓj − 2 ≤ i ≤ ℓj} for j = 1, . . . , q. Note that |β̂αℓj | ≥ 3 for each ℓj, and for two
consecutive index sets, ℓj+1 ≥ ℓj+2. Thus if the equality holds, then β̂αℓj∩β̂αℓj+1 = {ℓj};
otherwise, the two consecutive index sets are disjoint.
(2) let L̂ := Kn+ p+ q− |∪qi=1 β̂αℓi |, where | · | denotes the cardinality of an index set. For
each i ∈ {1, . . . ,Kn + p} \ ∪qi=1β̂αℓj , define β̂αℓs = {i}, where s = (q + 1), . . . , L̂.
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(3) this step arranges the index sets β̂αℓj in a monotone order as follows. For each β̂
α
ℓi
, let
min(β̂αℓi) denote the least element in β̂
α
ℓi
(the similar notation will be used for max
below). Define ℓs1 := argminℓ1,...,ℓL̂{min(β̂αℓi)}. Let β˜α1 := β̂αℓs1 . Then inductively define
for each j ≥ 1, β˜αj+1 := β̂αℓsj+1 , where
ℓsj+1 := arg min{ℓ1,...,ℓL̂}\{ℓs1 ,...,ℓsj}
{min(β̂αℓi)}.
(4) in this step, we regroup the index sets β̂αℓj in a way that preserves desired structural
properties to be used in the subsequent development. Define p0 := 0 and
p1 := max
(
1, max{k ≥ 1 : β˜αj ∩ β˜αj+1 6= ∅, ∀j = 1, . . . , k − 1}
)
,
and βα1 := ∪p1j=1β˜αj , the companion index set ϑ1 := {min(β˜αj ),∀j = 1, . . . , p1} ∪
{max(β˜αp1)}. Recursively, define, for each s ≥ 1,
ps+1 := max
(
ps + 1, max{k ≥ ps + 1 : β˜αj ∩ β˜αj+1 6= ∅, ∀j = ps + 1, . . . , k − 1}
)
,
and βαs+1 := ∪ps+1j=ps+1β˜αj , the companion index set ϑs+1 := {min(β˜αj ),∀j = ps +
1, . . . , ps+1} ∪ {max(β˜αps+1)}. Without loss of generality, we assume that the index
elements of each ϑs are in the strictly increasing order. Hence, any two consecutive
index sets in ϑs correspond to ℓj and ℓj defined in Step (1) with ℓj+1 = ℓj.
(5) suppose that there are L such the index sets ϑs, and let ϑ := ∪Ls=1ϑs whose index
elements are in the strictly increasing order. Then β˜α := (βi), where i ∈ ϑ.
It is clear from the above construction that {βαi } forms a finite and disjoint partition of
{1, . . . ,Kn + p}, namely,
⋃L
i=1 β
α
i = {1, . . . ,Kn + p} and βαj ∩ βαk = ∅ whenever j 6= k.
For a given index set α, we drop the sign restriction (i.e., the inequality D2b ≥ 0) in
(2.4) and obtain its corresponding linear selection function from the following (possibly
redundant) equations:
(D2bˆ)α = 0,(5.5a)
D2bˆ ⊥ Cγ•C
(
Λbˆ− y¯),(5.5b)
Cα•C
(
Λbˆ− y¯) = 0,(5.5c)
C(Kn+p)•
(
Λbˆ− y¯) = C(Kn+p)•C (Λbˆ− y¯) = 0,(5.5d)
where α := {1, . . . ,Kn+ p− 2}\α. Indeed, we shall use equations (5.5a), (5.5b), and (5.5d)
to characterize a linear piece. Let b˜α denote the vector constituting the free variables of
equation (5.5a). With this construction and notation, we are ready to prove Proposition 2.1
as follows.
Proof of Proposition 2.1. We introduce some notation first. Let mαi := |βαi | and
hαi := m
α
i − 1, where i = 1, . . . , L. Note that if mαi > 1, then mαi ≥ 3 such that hαi ≥ 2 and
|ϑi| ≥ 2. It follows from the definition of βαi that bˆα = (Fα)T b˜α, where the matrix
(5.6) Fα =

Fα,1
Fα,2
. . .
Fα,L
 ∈ Rℓ×(Kn+p)
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and each matrix block corresponding to βαk is given as follows: if m
α
k = 1, then Fα,k = 1;
otherwise, assuming that the index elements in ϑk in Step (5) above are in the strictly
increasing order without loss of generality, and letting hαk,j := ϑk(j+1)−ϑk(j) ≥ 2 for each
j = 1, . . . , |ϑk| − 1, we determine Fα,k ∈ R|ϑk|×mαk from βαk constructed in Steps (1)-(5) as
(5.7) Fα,k =

1 hα,k,1 0 0 0 0 · · · · · · · · · · · ·
0 h˜α,k,1 1 hα,k,2 0 0 · · · · · · · · · · · ·
0 0 0 h˜α,k,2 1 hα,k,3 · · ·
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · · · · · hα,k,wk 0
· · · · · · · · · h˜α,k,wk 1

,
where wk := |ϑk| − 1, and the row vectors
hα,k,j :=
[
hα
k,j
−1
hα
k,j
hα
k,j
−2
hα
k,j
· · · 1hα
k,j
]
, j = 1, . . . , wk,
h˜α,k,j :=
[
1
hα
k,j
2
hα
k,j
· · · h
α
k,j
−1
hα
k,j
]
, j = 1, . . . , wk.
For notational simplicity, let v := Λbˆ − y¯. In view of the complementarity condition in
(2.4), we have (D2bˆ)
TCγ•Cv = 0. Since bˆ = (Fα)T b˜α, (˜bα)TFα(DT2 Cγ•Cv) = 0. Moreover, it
can be further verified that
DT2 Cγ•C =
[
IKn+p−2 0(Kn+p−2)×2
E 02×2
]
∈ R(Kn+p)×(Kn+p),
where
E =
[−(Kn + p− 1) −(Kn + p− 2) · · · · · · −2
Kn + p− 2 Kn + p− 3 · · · · · · 1
]
∈ R2×(Kn+p−2).
It also follows from the boundary conditions C(Kn+p)•v = C(Kn+p)•Cv = 0 and elementary
row operations that [−E I2]v = 0. Therefore, we obtain DT2 Cγ•Cv = I(Kn+p) v = v. Hence,
(˜bα)TFα(D
T
2 Cγ•Cv) = (˜b
α)TFαv = 0. Recall that for the given index set α, b˜
α corresponds
to the free variables of the equation (5.5a). Hence, b˜α is arbitrary such that Fαv = 0. This
leads to
Fα Λ(Fα)
T b˜α = Fα y¯.
Letting Λ˜α = Fα Λ(Fα)
T and y˜ α = Fα y¯, we obtain the linear equation for b˜
α. Since Fα is
of full row rank and Λ is positive definite, Λ˜α is positive definite and hence is invertible.
Consequently, we have bˆα(y¯) = F Tα b˜
α(y¯) = F Tα
(
FαΛF
T
α
)−1
Fαy¯.
6. Proof of Theorem 3.1. We divide the proof of Theorem 3.1 into several steps.
We first establish a result pertaining to FαF
T
α .
Lemma 6.1. For any Kn and α, FαF
T
α is a strictly diagonally dominant, nonnegative,
tridiagonal matrix.
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Proof. Recall that ℓ := Kn+ p− |α|. For notational simplicity, let G := FαF Tα . First of
all, it is easy to verify via (5.6) and (5.7) that G is the ℓ× ℓ tri-diagonal matrix given by
d11 η˜1 0 · · · · · · 0
η˜1 d22 η˜2
η˜2 d33 η˜3
. . .
. . .
. . .
η˜ℓ−2 d(ℓ−1)(ℓ−1) η˜ℓ−1
0 · · · · · · 0 η˜ℓ−1 dℓℓ

.
The entries on the three diagonal bands are determined as follows. Consider Fα in (5.6)
with L blocks. Fix k ∈ {1, . . . , L}. If mαk = 1, then Fα,kF Tα,k is a real number that appears
on the diagonal of G. Denoting this number by dss, we have dss = Fα,kF
T
α,k = 1 and
Gs(s+1) = G(s+1)s = 0, Gsj = 0 for all j ≤ s− 2 and j ≥ s+2. If mαk > 1, then Fα,kF Tα,k is a
symmetric, positive definite matrix of order |ϑk| that forms a diagonal block of G. Making
use of the structure of Fα,k given in the proof of Proposition 2.1 and somewhat lengthy
computation, we obtain the following results in two separate cases (recalling wk := |ϑk|−1):
(1) k = 1 or k = L. For k = 1,
d11 = 1 +
(hα1,1 − 1)(2hα1,1 − 1)
6hα1,1
,
η˜s = Gs(s+1) = G(s+1)s =
(hα1,s)
2 − 1
6hα1,s
, ∀ s = 1, . . . , w1,
dss =
2(hα1,s−1)
2 + 1
6hα1,s−1
+
2(hα1,s)
2 + 1
6hα1,s
, ∀ s = 2, . . . , w1,
d(w1+1)(w1+1) =
(hα1,w1 + 1)(2h
α
1,w1
+ 1)
6hα1,w1
.
Besides, G(w1+1)(w1+2) = G(w1+2)(w1+1) = 0 and for each s = 1, . . . , wt, Gsj = 0,∀j ≥
s + 2 and j ≤ s − 2. For k = L, the similar results can be established by using the
symmetry of the rows of Fα,L.
(2) k ∈ {2, . . . , L− 1}. In this case, suppose that the (1, 1)-element of Fα,kF Tα,k, which is
a diagonal entry of G, is denoted by dtt. Then we have
dtt = 1 +
(hαk,1 − 1)(2hαk,1 − 1)
6hαk,1
,
η˜t+s = G(t+s)(t+s+1) =
(hαk,s)
2 − 1
6hαk,s
, ∀ s = 1, . . . , wk,
d(t+s)(t+s) =
2(hαk,s+1)
2 + 1
6hαk,s+1
+
2(hαk,s)
2 + 1
6hαk,s
, ∀ s = 1, . . . , wk − 1,
d(t+wk)(t+wk) =
(hαk,wk + 1)(2h
α
k,wk
+ 1)
6hαk,wk
.
In addition, for each s = t, . . . , t + wk + 1, Gsj = 0 for all j ≤ s − 2 and j ≥ s + 2,
and Gt(t−1) = G(t+wk+1)(t+wk+2) = 0.
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Due to Gt(t−1) = 0 and the symmetry of G, we further deduce that if a diagonal entry
dtt = Gtt with t ≥ 2 corresponds to a scalar Fα,kF Tα,k (i.e., mαk = 1), then G(t−1)t = 0.
(Recall that Gt(t+1) = 0 has been shown before.) Similarly, if dtt is the first diagonal entry
of Fα,kF
T
α,k, then G(t−1)t = 0.
In the next, we show that G is strictly diagonally dominant. For a given G ∈ Rℓ×ℓ, define
ξ1 := d11 − |η˜1|, ξℓ := dℓ − |η˜ℓ−1|, and ξi := dii − |η˜i−1| − |η˜i|, ∀ i ∈ {2, . . . , ℓ− 1}.
In light of the entries of G obtained above, we have, for each k ∈ {1, . . . , L},
(1.1) if mαk = 1, then ξi = 1.
(1.2) if mαk > 1 with k = 1, then (i) the corresponding ξi = d11 − |η| ≥ 12 +
hα1,1
6 ; (ii) for
s = 2, . . . , w1, the corresponding ξi = dss−|Gs(s−1)|−|Gs(s+1)| ≥
(
hα1,s−1+h
α
1,s
)
/6; and
(iii) the corresponding ξi = d(w1+1)(w1+1) − |G(w1+1)w1 | − |G(w1+1)(w1+2)| ≥ 12 +
hα1,w1
6 .
The similar results can be obtained for mαk > 1 with k = L using symmetry.
(1.3) if mαk > 1 with k ∈ {2, . . . , L − 1}, then (i) the corresponding ξi = dtt − |Gt(t−1)| −
|Gt(t+1)| ≥ 12 +
hα
k,1
6 ; (ii) for s = 1, . . . , wk − 1, the corresponding ξi = d(t+s)(t+s) −
|G(t+s)(t+s−1)| − |G(t+s)(t+s+1)| ≥
(
hαk,s + h
α
k,s+1
)
/6; and (iii) the corresponding ξi =
d(t+wk)(t+wk) − |G(t+wk)(t+wk−1)| − |G(t+wk)(t+wk+1)| ≥ 12 +
hα
k,wk
6 .
Consequently, ξi > 0 for all i and G is strictly diagonally dominant.
For the given Fα, define ηi as the sum of the entries in the ith row of Fα, i = 1, . . . , ℓ.
We have:
(i) if mαk = 1, then ηi = 1.
(ii) if mαk > 1 with k = 1, then (i) for s = 1, the corresponding ηi =
1+hα1,1
2 ; (ii) for
s = 2, . . . , w1, the corresponding ηi =
(
hα1,s−1 + h
α
1,s
)
/2; and (iii) for s = w1 + 1,
the corresponding ηi =
1+hα1,w1
2 . The similar results can be obtained for m
α
k > 1 with
k = L using symmetry.
(iii) if mαk > 1 with k ∈ {2, . . . , L − 1}, then (i) the corresponding ηi =
1+hα
k,1
2 ; (ii) for
s = 1, . . . , wk−1, the corresponding ηi =
(
hαk,s+h
α
k,s+1
)
/2; and (iii) the corresponding
ηi =
1+hα
k,wk
2 .
Hence, each ηi > 0. Define the diagonal matrix
(6.1) Ξα := diag
(
η−11 , . . . , η
−1
ℓ
)
.
The next lemma shows the equivalence of the (absolute) row sum of FαF
T
α and that of
Fα.
Lemma 6.2. For any Kn and α, ηj =
∑ℓ
k=1(FαF
T
α )jk for each j = 1, . . . , ℓ.
Proof. Let (Fα)j• denote the jth row of Fα. Then
ℓ∑
k=1
|(FαF Tα )jk| = 〈(Fα)j•,
ℓ∑
k=1
(
(Fα)k•
)T 〉 = 〈(Fα)j•,1〉 = ℓ∑
k=1
(Fα)jk = ηj ,
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where we use the fact that the sum of all rows of Fα is 1 := (1, . . . , 1).
Proposition 6.1. For any Kn and α, the following statements hold:
(1) the eigenvalues of ΞαFαΛF
T
α and ΞαFαF
T
α are all positive reals;
(2) λmin(Λ)λmin(ΞαFαF
T
α ) ≤ λmin(ΞαFαΛF Tα ) and
λmax(ΞαFαΛF
T
α ) ≤ λmax(Λ)λmax(ΞαFαF Tα ).
Proof. (1) For the diagonal matrix Ξα, define Ξ
1/2
α := diag
(√
η−11 , . . . ,
√
η−1ℓ
)
. Let σ(A)
denote the spectrum of a square matrix A, i.e., the collection of all eigenvalues of A. We
thus have
λ′ ∈ σ(Ξ1/2α FαΛF Tα Ξ1/2α )
⇐⇒ det (λ′I − Ξ1/2α FαΛF Tα Ξ1/2α ) = 0
⇐⇒ det(Ξ1/2α ) · det
(
Ξ−1/2α · λ′ · Ξ−1/2α − FαΛF Tα
) · det(Ξ1/2α ) = 0
⇐⇒ det(λ′ · Ξ−1α − FαΛF Tα ) = 0
⇐⇒ det(λ′I − ΞαFαΛF Tα ) = 0
⇐⇒ λ′ ∈ σ(ΞαFαΛF Tα ).
Since Λ is positive definite and Fα is row linearly independent, Ξ
1/2
α FαΛF
T
α Ξ
1/2
α is positive
definite such that all the eigenvalues of ΞαFαΛF
T
α are positive reals. By replacing Λ by the
identity matrix, we see that the same holds for the eigenvalues of ΞαFαF
T
α .
(2) By Statement (1), λmin(ΞαFαΛF
T
α ) = λmin(Ξ
1/2
α FαΛF
T
α Ξ
1/2
α ) and λmax(ΞαFαΛF
T
α ) =
λmax(Ξ
1/2
α FαΛF
T
α Ξ
1/2
α ). Further, for any x 6= 0,
xTΞ
1/2
α FαΛF
T
α Ξ
1/2
α x
xTx
=
xTΞ
1/2
α FαΛF
T
α Ξ
1/2
α x
xTΞ1/2FαF Tα Ξ
1/2x
· x
TΞ
1/2
α FαF
T
α Ξ
1/2
α x
xTx
.
Therefore, using the fact that all the eigenvalues of Λ are positive, we obtain
λmin(Λ)λmin(Ξ
1/2FαF
T
α Ξ
1/2) ≤ λmin(Ξ1/2α FαΛF Tα Ξ1/2α ) ≤ λmax(Ξ1/2α FαΛF Tα Ξ1/2α )
≤ λmax(Λ)λmax(Ξ1/2α FαF Tα Ξ1/2α )
Since λmin(Ξ
1/2
α FαF
T
α Ξ
1/2
α ) = λmin(ΞαFαF
T
α ) and λmax(Ξ
1/2
α FαF
T
α Ξ
1/2
α ) = λmax(ΞαFαF
T
α ),
the desired inequalities follow.
The following proposition attains uniform upper and lower bounds for the eigenvalues of
ΞαFαF
T
α , regardless of Kn and α.
Proposition 6.2. For any Kn and α,
1/3 ≤ λmin(ΞαFαF Tα ) ≤ λmax(ΞαFαF Tα ) ≤ 1.
Proof. (1) Uniform upper bound. By Lemma 6.2, we have
∑ℓ
k=1 |(FαF Tα )jk| =
∑ℓ
k=1Gjk =
ηj . Hence,
∑ℓ
k=1(ΞαFαF
T
α )jk = 1 for all j = 1, . . . , ℓ. It follows from [18, Corollary 6.1.5]
that λmax(ΞαFαF
T
α ) ≤ 1.
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(2) Uniform lower bound. To establish this bound, we exploit Gersgorin’s Disc Theorem,
say [18, Theorem 6.1.1]. Notice that each ξi defined in Lemma 6.1 is the difference between
the ith diagonal of G := FαF
T
α and the deleted absolute row sum of the ith row of G. Hence,
by Gersgorin’s Disc Theorem, we see that λmin(ΞαFαF
T
α ) ≥ mini(ξi/ηi). Further, using the
lower bound of ξi given in Lemma 6.1 and the equality for ηi given before Lemma 6.2, it
is easy to verify ξi/ηi ≥ 1/3 for all i, α and Kn. This yields the desired uniform lower
bound.
The next result establishes a uniform bound on the ℓ∞-norm of F Tα (FαΛF Tα )−1Fα.
Proposition 6.3. There exists c∞,p > 0 (dependent on p only) such that for any Kn
and α, ‖F Tα (FαΛF Tα )−1Fα‖∞ ≤ c∞,p.
Proof. For any Kn and any α, let Ξα be that defined in (6.1). Then
‖F Tα (FαΛF Tα )−1Fα‖∞ = ‖F Tα · (ΞαFαΛF Tα )−1 · (ΞαFα)‖∞
≤ ‖F Tα ‖∞ · ‖(ΞαFαΛF Tα )−1‖∞ · ‖ΞαFα‖∞.
It is easy to verify ‖F Tα ‖∞ = 1. Furthermore, due to the definition of Ξα, we have ‖ΞαFα‖∞ =
1. In what follows, we show that ‖(ΞαFαΛF Tα )−1‖∞ is uniformly bounded using the banded
structure of the matrix and other technical results developed before. This will give rise to
a uniform bound.
Let Fα be of ℓ rows. We consider two cases as follows:
(i) ℓ ≥ 2(p + 1). In this case, by the structure of Fα shown in (5.6), we see via straight-
forward computation that H := ΞαFαΛF
T
α is a banded symmetric matrix with bandwidth
p, i.e., (H)ij = 0 whenever |i − j| > p. It is known from [46, Lemma 6.2] that for a
fixed spline degree p, there exist positive constants µ
p
and µp (dependent on p only) such
that µ
p
≤ λmin(Λ) ≤ λmax(Λ) ≤ µp for any Kn. It thus follows from Propositions 6.1
and 6.2 that ‖H‖2 = λmax(H) ≤ µp, where µp is independent of Kn and α. Similarly,
‖H−1‖2 ≤ 1/λmin(H) ≤ 3/µp. Hence, for Fα with ℓ ≥ 2(p+ 1), it follows from [8, Theorem
2.2] that there exists c′ > 0 (independent of Kn and α) such that ‖(H−1)i•‖1 ≤ c′ for all
i = 1, . . . , ℓ, where (H−1)i• denotes the ith row of H−1. In other words, ‖H−1‖∞ ≤ c′.
(ii) ℓ < 2(p + 1). For any Fα in this case, we introduce the block diagonal matrix H˜ :=
diag(H, 1, . . . , 1) such that H ′ has 2(p + 1) rows. Hence, H˜ is a banded symmetric matrix
with bandwidth p and satisfies ‖H˜‖2 ≤ max(µp, 1), ‖H˜−1‖2 ≤ max(3/µp, 1). Thus there
exists c′′ > 0 (independent of Kn and α) such that ‖H−1‖∞ ≤ ‖H˜−1‖∞ ≤ c′′.
Consequently, c∞,p := max(c′, c′′) is the desired uniform bound with respect to the ℓ∞-
norm.
Along with the above results, we finally complete the proof of the uniform Lipschitz
property below.
Proof of Theorem 3.1. The uniform bound on ‖F Tα (FαΛF Tα )−1Fα‖∞ has been estab-
lished in Proposition 6.3. The second statement follows directly from the continuous and
piecewise linear property of bˆ and polyhedral theory [13, Proposition 4.2.2].
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7. Proof of Theorem 3.2. We introduce some notation first. Let f¯ [p] be the spline
estimator based on noise free data, i.e., f¯ [p](x) =
∑Kn+p
k=1 b¯kB
[p]
k (x), where
(7.1) b¯ := argmin
b∈Ω
1
2
bTΛb− bTE(y¯).
Propositions 7.1 and 7.2 below give rise to uniform bounds for the bias and stochastic
terms of estimation error in the sup-norm, respectively.
Proposition 7.1. If 1 ≤ r′ ≤ r, there exists a constant C1r′, which depends on r′ only,
such that
(7.2) sup
f∈C(r,L)
‖f¯(r′) − f‖∞ ≤ C1r′ · L ·K−rn .
In particular, if r = 2, then C1r′ is independent of r
′.
Proof. Consider the case when 1 ≤ r ≤ 2 first. Hence ⌈r′− 1⌉ = 1. Let f˜ be a piecewise
linear function such that f˜(κk) = f(κk). For any x ∈ [κk−1, κk], k = 1, . . . ,Kn, there exist
ξx, ξ˜x ∈ (κk−1, κk) such that
f˜(x)− f(x)
=f˜(κk−1) +Kn
(
f˜(κk)− f˜(κk−1)
)
(x− κk−1)−
[
f(κk−1) + f ′(ξx)(x− κk−1)
]
=
[
f ′(ξ˜x)− f ′(ξx)
]
(x− κk−1) ≤ L|ξ˜x − ξx|ℓ|x− κk−1| ≤ LK−rn .
Thus ‖f˜ − f‖∞ ≤ LK−rn . Let ~f := (f(x1), . . . , f(xn))T , ~˜f := (f˜(x1), . . . , f˜(xn))T , and let b˜
be the optimal solution of (7.1) with E(y¯) replaced by XT ~˜f/βn. Since f˜ is a piecewise linear
and convex function, we have b˜ = (f˜(κ1), . . . , f˜(κKn))
T . It follows from Theorem 3.1 that
‖f¯ [1] − f˜‖∞ ≤ ‖b¯− b˜‖∞ ≤ c∞,1
βn
‖XT (~f − ~˜f)‖∞
≤ c∞,1
βn
‖XT ‖∞‖f − f˜‖∞ = c∞,1̺‖f − f˜‖∞,
where ‖XT ‖∞ =
∑n
i=1B
[1]
2 (xi) and ̺ :=
∑n
i=1B
[1]
2 (xi)/
∑n
i=1B
[1]
2 (xi)
2. Therefore, letting
C1r′ := c∞,1̺ which is independent of r′, we have
‖f¯ [1] − f‖∞ ≤ (1 + c∞,1̺)‖f − f˜‖∞ ≤ (1 + c∞,1̺)LK−rn = C1r′LK−rn .
Next, consider the case when r > 2. If r′ ≤ 2, a similar argument as above yields (7.2). If
r′ > 2, it is shown in Theorem 3.3 that an unconstrained estimator and the constrained
one are asymptotically equivalent. Since (7.2) holds for the unconstrained estimator [46],
the proof is complete.
Proposition 7.2. There exists a positive constant C2r, which depends on r only, such
that for any u > 0,
P
(
‖fˆ(r) − f¯(r)‖∞ ≥ u
)
≤ (Kn + p) exp
{
− n
2KnC
2
2rσ
2
u2
}
.(7.3)
In particular, if r ∈ [1, 2], then C2r is independent of r.
ESTIMATING CONVEX FUNCTIONS 19
Proof. Recall p = ⌈r − 1⌉. By Theorem 3.1 and (2.2), we have
‖fˆ(r) − f¯(r)‖∞ ≤
σc∞,p√
βn
sup
k=1,...,Kn+p
|ξk| = σc∞,p√
Cβ,p
√
Kn
n
sup
k=1,...,Kn+p
|ξk|,
where ξk =
∑n
i=1B
[p]
k (xi)ǫi/
√
βn. Letting C2r := c∞,p/
√
Cβ,p which is dependent on r only
(but independent of r if r ∈ [1, 2]), we have
‖fˆ(r) − f¯(r)‖∞ ≤ σC2r
√
Kn
n
Γ˜r,
where Γ˜r = maxk=1,...,Kn+p |ξk|. Hence, by using the implication: Z ∼ N(0, 1) =⇒ P (Z >
t) ≤ 12e−t
2/2,∀ t ≥ 0, we have
P
(
‖fˆ(r) − f¯(r)‖∞ ≥ u
)
≤ P
(
Γ˜r ≥ u
C2rσ
√
n
Kn
)
≤(Kn + p)P
{
|ξk| ≥ u
C2rσ
√
n
Kn
}
≤ (Kn + p) exp
{
− n
2KnC22rσ
2
u2
}
.
Let
Tn := C2rσ
√
2
2r + 1
√
log n
n
K
1
2
n .
It follows from Proposition 7.2 that,
E
(
‖fˆ(r) − f¯(r)‖∞
)
≤ Tn +
∫ ∞
Tn
P
(
‖fˆ(r) − f¯(r)‖∞ > t
)
dt
≤ Tn +
∫ ∞
Tn
(Kn + p) exp
{
− n
2KnC
2
2rσ
2
t2
}
dt
≤ Tn +
√
π
2
C2rσ
√
n−1Kn (Kn + p)n
− 1
2r+1
= O(Tn).
In view of Proposition 7.1 and the above result, we deduce that
E‖fˆ(r) − f‖∞ ≤ ‖f¯(r) − f‖∞ + E‖fˆ(r) − f¯(r)‖∞ = O
(
LK−rn + σ
√
log n
n
K
1
2
n
)
.
This shows Statement (1) of Theorem 3.2 by using the optimal choice of Kn.
The next proposition establishes uniform bounds for the stochastic estimation error for
a fixed point as well as mean squared error.
Proposition 7.3. For any given x0 ∈ [0, 1], there exist two positive constants C3r and
C4r, which depend only on r, such that
E(|fˆ(r)(x0)− f¯(r)(x0)|2) ≤ C3rσ2n−1Kn,(7.4)
E(|fˆ(r)(x0)− f¯(r)(x0)|4) ≤ C4rσ4n−2K2n.(7.5)
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Furthermore,
(7.6) E
(∥∥fˆ(r) − f¯(r)∥∥22) := E( ∫ 1
0
∣∣fˆ(r)(x)− f¯(r)(x)∣∣2dx) ≤ C3rσ2n−1Kn.
In particular, if r ∈ [1, 2], then C3r and C4r are independent of r.
Proof. Recall that p = ⌈r − 1⌉, N(x) = [B1(x), . . . , BKn+p(x)]T ∈ RKn+p, and X =
[N(x1), . . . , N(xn)]
T ∈ Rn×(Kn+p). Fix x0 ∈ [0, 1]. Let h := N(x0) ∈ RKn+p. Note that h
has at most p nonzero elements and each of these nonzero elements is positive whose sum is
1. Let Gα be the coefficient matrix of a linear selection function corresponding to an index
set α, i.e., Gα = F
T
α (FαΛF
T
α )
−1Fα. Hence,
‖Gαh‖22 =
∑
i
( ∑
hj>0
(Gα)ijhj
)2 ≤ p ·∑
i
∑
hj>0
(Gα)
2
ijh
2
j
≤ p ·
∑
i
∑
hj>0
(Gα)
2
ijhj ≤ p ·
∑
hj>0
hj
∑
i
(Gα)
2
ij
≤ p ·
∑
hj>0
hj‖Gα‖2∞ ≤ p · ‖Gα‖2∞ = p · c2∞,p,
where the first inequality in the third line is due to the symmetry of Gα and the following
implication∑
i
∣∣(Gα)ij∣∣ ≤ ‖Gα‖∞ =⇒ ∑
i
∣∣(Gα)ij∣∣2 ≤ (∑
i
∣∣(Gα)ij∣∣)2 ≤ ‖Gα‖2∞.
As a result, in light of Theorem 3.1, we have
(7.7) max
α
‖Gαh‖22 ≤ p · c2∞,p.
Let ǫ = (ǫ1, . . . , ǫn)
T be iid random variables with mean zero and variance one, and let
z := (f(x1), . . . , f(xn))
T . Thus y¯ = XT (z + σǫ)/βn. Hence
hT bˆ(y¯) = hT bˆ(XT (z + σǫ)/βn) =
1
βn
hTGα(ǫ)X
T (z + σǫ).
Furthermore, since bˆ(·) is a continuous piecewise linear function on RKn+p, so is bˆ◦XT on Rn.
It follows from the polyhedral theory that bˆ ◦XT admits a conic subdivision of Rn [13, 35],
i.e., there exist a finite collection of polyhedral cones {Cj}qj=1 and linear functions {gj}qj=1
such that (i)
⋃
j Cj = Rn; (ii) each cone Cj has nonempty interior; (iii) the intersection of
any two cones is a common proper face of both cones; and (iv) bˆ ◦XT coincides with gj on
each Cj. For any given z′ ∈ Rn, let [z, z′] be a line segment joining z and z′. Starting from
z, we assume that the line segment [z, z′] intersects some cones in the conic subdivision
at z1, z2, . . . , zℓ−1 ∈ Rn, and ends at z′. Further, each subsegment of any two consecutive
points, such as [z, z1], [z1, z2], . . . , [zℓ−1, z′], belongs to a single cone. Hence there exist µi ∈
[0, 1], i = 1, . . . , ℓ with ℓ ≤ q, ∑ℓi=1 µi = 1 and Gαi such that
bˆ(XT z′)− bˆ(XT z)
= Gα1X
T (z1 − z) +Gα2XT (z2 − z1) + · · ·+GαℓXT (z′ − zℓ−1)
=
( ℓ∑
i=1
µiGαi
)
XT (z′ − z),
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where µi and Gαi depend on z
′ for the fixed z. Since there are q cones in the conic sub-
division, we may use the extended tuple (µi, Gαi)
q
i=1 (corresponding to z
′) to characterize
bˆ(XT z′) − bˆ(XT z), by setting some µi = 0, without loss of generality. Note that if z′ is a
random variable, so is (µi, Gαi)
q
i=1.
Using y¯ = XT (z + σǫ)/βn, we have, for the given vector h,
E
(|hT bˆ(y¯)− hT bˆ(E(y¯))|2)
=
1
β2n
E(µi,Gαi )
q
i=1
(
E
(|hT bˆ(XT (z + σǫ))− hT bˆ(XT z)|2 ∣∣ (µi, Gαi)qi=1)).
Moreover, for a fixed tuple (µi, Gαi)
q
i=1,
E
(
|hT bˆ(XT (z + σǫ))− hT bˆ(XT z)|2 ∣∣ (µi, Gαi)qi=1)
= σ2E
(
|
q∑
i=1
(µih
TGαi)X
T ǫ ·
q∑
i=1
(µih
TGαi)X
T ǫ| ∣∣ (µi, Gαi)qi=1)
= σ2E
(
|
q∑
i=1
(µih
TGαiX
T )ǫ · ǫT (
q∑
j=1
µjXGαjh)|
∣∣ (µi, Gαi)qi=1)
= σ2
∣∣∣( q∑
i=1
µih
TGαiX
T )(
q∑
j=1
µjXGαjh)
∣∣∣
≤ σ2
( q∑
i=1
µi‖XGαih‖2
)
·
( q∑
j=1
µj‖XGαjh‖2
)
≤ σ2(max
i
‖XGαih‖2
)2 ≤ σ2‖X‖22 · (max
i
‖Gαih‖2
)2
≤ σ2βnλmax(Λ) · p · c2∞,p
where the last inequality is due to ‖X‖22 ≤ βnλmax(Λ) and (7.7). Therefore,
E
(|hT bˆ(y¯)− hT bˆ(E(y¯)|2) ≤ 1
βn
· λmax(Λ) · p · c2∞,p · σ2.
Observing that λmax(Λ) is uniformly bounded [46] and the uniform bound of βn in (2.2),
we obtain (7.4) for p = ⌈r − 1⌉.
The above argument can be extended to prove (7.6). Indeed, let h(x) := N(x). Thus
fˆ(r)(x)− f¯(r)(x) = hT (x)[bˆ(y¯)− bˆ(E(y¯))] such that
E
(‖fˆ(r) − f¯(r)‖22)
=
1
β2n
E(µi,Gαi)
q
i=1
(
E
( ∫ 1
0
∣∣hT (x)[bˆ(XT (z + σǫ))− bˆ(XT z)]∣∣2dx ∣∣ (µi, Gαi)qi=1)),
where, for a given tuple (µi, Gαi)
q
i=1,
E
(∫ 1
0
∣∣hT (x)[bˆ(XT (z + σǫ))− bˆ(XT z)]∣∣2dx ∣∣ (µi, Gαi)qi=1)
≤ σ2‖X‖22
∫ 1
0
(
max
i
‖Gαih(x)‖2
)2
dx ≤ σ2‖X‖22 · (p · c2∞,p),
22
which yields (7.6).
To show (7.5), we consider
E(|hT bˆ(y¯)− hT bˆ(E(y¯)|4)
=
1
β4n
E(µi,Gαi )
q
i=1
(
E
(|hT bˆ(XT (z + σǫ))− hT bˆ(XT z)|4 ∣∣ (µi, Gαi)qi=1)).
For a fixed tuple (µi, Gαi)
q
i=1, let v :=
∑q
i=1 µiXGαih ∈ Rn and E(ǫ4i ) = 3, i = 1, . . . , n. We
thus have
E
(
|hT bˆ(XT (z + σǫ))− hT bˆ(XT z)|4 ∣∣ (µi, Gαi)qi=1)
= E
(
|(
q∑
i=1
µih
TGαiX
T )σǫ · (
q∑
i=1
µih
TGαiX
T )σǫ|2 ∣∣ (µi, Gαi)qi=1)
= E
(
|vTσǫ · σǫT v|2 ∣∣ (µi, Gαi)qi=1)
= σ4
n∑
i=1
v4i · E(ǫ4i ) + σ4
n∑
i,j=1,i 6=j
(vivj)
2 · E(ǫ2i · ǫ2j )
= 2σ4
n∑
i=1
v4i + σ
4
n∑
i=1
n∑
j=1
v2i v
2
j
≤ 2σ4‖v‖42 + σ4(
n∑
i=1
v2i ) · (
n∑
j=1
v2j ) ≤ 3σ4 · ‖v‖42
≤ 3σ4 · (βnλmax(Λ) · p · c2∞,p)2,
where the last inequality is due to ‖v‖22 ≤ βnλmax(Λ)pc2∞,p. This shows that
E
(|hT bˆ(y¯)− hT bˆ(E(y¯)|4) ≤ 2
β2n
· σ4 · (λmax(Λ) · p · c2∞,p)2.
Using the uniform bounds on λmax(Λ) and βn again, we obtain (7.5).
Propositions 7.1 and 7.3 imply that, for any x0 ∈ [0, 1],
(7.8) sup
f∈CH (r,L)
E|fˆ(r)(x0)− f(x0)|2 ≤ C21rL2K−2rn + C3rσ2Knn−1.
This shows Statement (2) of Theorem 3.2 by using the optimal choice of Kn.
8. Proof of Theorem 3.4. Throughout this section, we shall use Ck or ck with k ∈ N
to denote positive constants that depend only on L (and σ). We introduce some lemmas.
The first lemma, as a complement to (3.4), provides a bound for the stochastic term of
estimation error in the sup-norm.
Lemma 8.1. There exists a constant C2 > 0 such that
E
(
‖fˆ(r) − f¯(r)‖∞I
{‖fˆ(r) − f¯(r)‖∞ ≥ u})(8.1)
≤
√
π
2
C2σ
√
n−1Kn(Kn + 1) exp
{
− nu
2
2KnC22σ
2
}
.
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Proof. Direct calculation yields that
E
(
‖fˆ(r) − f¯(r)‖∞I
{‖fˆ(r) − f¯(r)‖∞ ≥ u})
=
∫ ∞
u
P
(
‖fˆ(r) − f¯(r)‖∞ ≥ t
)
dt ≤
∫ ∞
u
(Kn + 1) exp
{
− n
2KnC22σ
2
t2
}
dt
≤
√
π
2
C2σ
√
n−1Kn(Kn + 1) exp
{
− nu
2
2KnC22σ
2
}
.
This completes the proof.
It is shown next that it is highly improbable that the estimated rˆ is strictly smaller than
the true r. We say a few words about notation. Recall that τn = ⌈(log n) 12 ⌉ and define the
set R := {rj | rj = 1 + j/τn, j = 0, 1, . . . , τn}.
Lemma 8.2. Let r, d ∈ [1, 2] with d < r. There exists C3 > 0 such that
sup
f∈CH (r,L)
P
(
rˆ = d
) ≤ C3τnn− 12d+1 .
Proof. By the definition of rˆ given before Theorem 3.4,
sup
f∈CH (r,L)
P
(
rˆ = d
) ≤ ∑
d≥ r′∈R
sup
f∈CH (r,L)
p∞(r′, d) ≤ τn max
d≥ r′∈R
sup
f∈CH (r,L)
p∞(r′, d),
where
p∞(r′, d) := P
(
‖fˆ(r′′) − fˆ(r′)‖∞ >
1 +
√
2
2
ψ(r′)
)
.
Here ψ(r′) is defined in (3.6) and r
′′ := min{r ∈ R | r > d}, i.e., r′′ ∈ R is closest to d from
above. Hence, r′′ > d ≥ r′. In view of (3.3) and (3.4),
‖fˆ(r′′) − fˆ(r′)‖∞ ≤ ‖fˆ(r′′) − f¯(r′′)‖∞ + ‖fˆ(r′) − f¯(r′)‖∞ + ‖f¯(r′′) − f‖∞ + ‖f¯(r′) − f‖∞
≤ ‖fˆ(r′) − f¯(r′)‖∞ + ‖fˆ(r′′) − f¯(r′′)‖∞ + C1LK−r
′
(r′) + C1LK
−r′′
(r′′)
= C1LK
−r′
(r′)
(
1 + ωr′,r′′
)
+ ‖fˆ(r′) − f¯(r′)‖∞ + ‖fˆ(r′′) − f¯(r′′)‖∞,
where
|ωr′,r′′ | =
Kr
′
(r′)
Kr
′′
(r′′)
≤ c1
( log n
n
) (r′′−r′)
(2r′′+1)(2r′+1) ≤ c1
( log n
n
) 1
25τn ,
for a positive constant c1 which is bounded away from zero and above. Since (n
−1 log n)
√
logn →
0 as n → ∞, ωr′,r′′ converges to zero uniformly for all r′, r′′ ∈ R with the given τn. Let
p∞(r′, d) ≤ p1,∞ + p2,∞, where
p1,∞ := P
{
‖fˆ(r′) − f¯(r′)‖∞ ≥
√
2
2
ψ(r′)(1− o(1))
}
,
p2,∞ := P
{
‖fˆ(r′′) − f¯(r′′)‖∞ ≥
(2r′′ + 1)
2
ψ(r′′)
}
.
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By using (3.4), (3.6) and the orders of K(r′),K(r′′), we obtain two positive constants c2 and
c3 such that
p1,∞ ≤
(
K(r′) + 1
) · n− 22r′+1 ≤ c2n− 1(2r′+1) (log n)− 12r′+1 ≤ c2n− 12d+1 (log n)−1/5,
p2,∞ ≤
(
K(r′′) + 1
) · n−(2r′′+1) ≤ c3n− 1(2r′′+1) (log n)− 12r′′+1 ≤ c3n− 12d+1 (log n)−1/5.
Combining the above results, we see that the lemma holds.
The following lemma develops a uniform bound on the sup-norm risk of fˆ(r) for r ∈ [1, 2].
Lemma 8.3. There exist positive constants C4 and C5 such that
sup
r∈[1,2]
sup
f∈CH (r,L)
Pf
{
ψ−1(r)‖fˆ(r) − f‖∞ ≥ 1 +
√
2
}
≤ C4n−1,
sup
r∈[1,2]
sup
f∈CH (r,L)
E
(
ψ−2(r)‖fˆ(r) − f‖2∞
)
≤ C5.
Proof. Since
‖fˆ(r) − f‖∞ ≤ ‖fˆ(r) − f¯(r)‖∞ + ‖f¯(r) − f‖∞ ≤ ‖fˆ(r) − f¯(r)‖∞ + C1LK−r(r) ,
we have via (3.6) and C1LK
−r
(r) = ψ(r)/2 that, for any u ≥ 1 +
√
2 ,
sup
f∈CH (r,L)
P
{
ψ−1(r)‖fˆ(r) − f‖∞ ≥ u
}
≤ P
(
‖fˆ(r) − f¯(r)‖∞ ≥
(
u− 1
2
)
ψ(r)
)
≤ (K(r) + 1)e− logn·
(2u−1)2
2r+1 .
In view of (3.5), K(r) = q(r)(n/ log n)
1/(2r+1) for some function q(·) that is positive and
continuous on [1, 2]. Hence, a constant q∗ > 0 exists such that K(r) ≤ q∗(n/ log n)1/(2r+1)
for all r ∈ [1, 2]. Applying this to u = 1 +√2, we obtain a positive constant C4 such that
for any r ∈ [1, 2],
sup
f∈CH (r,L)
P
{
ψ−1(r)‖fˆ(r) − f‖∞ ≥ 1 +
√
2
}
≤ C4n−
4
√
2+8
2r+1 (log n)−
1
2r+1 ≤ C4n−1.
Using the above results, we further get a positive constant c5 such that
E
(
ψ−2(r)‖fˆ(r) − f‖2∞
)
≤ (1 +
√
2 ) +
∫ ∞
(1+
√
2)
P
(
ψ−2(r)‖fˆ(r) − f‖2∞ ≥ t
)
dt
≤ (1 +
√
2) +
∫ ∞
(1+
√
2)
(K(r) + 1) exp
{
− (2t
1/2 − 1)2
2r + 1
log n
}
dt
≤ (1 +
√
2) + c5 · n−
1
2r+1 ≤ (1 +
√
2) + c5 =: C5.
This completes the proof.
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We are ready to prove the theorem. Observe that
sup
f∈CH (r,L)
E
{
ψ−1(r)‖fˆ(rˆ) − f‖∞
}
≤ R− +R+,
whereR− := supf∈CH (r,L) E
{
ψ−1(r)‖fˆ(rˆ)−f‖∞ I{rˆ < r}
}
, andR+ := supf∈CH (r,L) E
{
ψ−1(r)‖fˆ(rˆ)−
f‖∞ I{rˆ ≥ r}
}
. Hence, it suffices to show that
lim sup
n→∞
sup
r∈[1,2]
R− = 0,(8.2)
lim sup
n→∞
sup
r∈[1,2]
R+ < ∞.(8.3)
We first prove (8.2). By the definition of rˆ given before Theorem 3.4,
R− ≤
∑
r > r′∈R
sup
f∈CH (r,L)
E
(
ψ−1(r)‖fˆ(rˆ) − f‖∞ I{rˆ = r′}
)
≤ ρ1 + ρ2,
where, in view of (3.3) and C1LK
−r′
(r′) = ψ(r′)/2 (for ρ2 below),
ρ1 :=
∑
r >r′∈R
sup
f∈CH (r,L)
P
(
rˆ = r′
)
ψ−1(r)
(1
2
ψ(r′) +
√
2
2
ψ(r′)
)
,
ρ2 :=
∑
r >r′∈R
ψ−1(r)E
([ψ(r′)
2
+ ‖fˆ(r′) − f¯(r′)‖∞
]
I{‖fˆ(r′) − f¯(r′)‖∞ ≥
√
2
2
ψ(r′)}
)
.
We will prove supr∈[1,2] ρj = o(1) as n → ∞, j = 1, 2. Since r′ < r, it is easy to see that
there exists a positive constant c6 such that
ψ(r′)
ψ(r)
≤ c6
( log n
n
) (r−r′)
(2r+1)(2r′+1) ≤ c6
( log n
n
) r−r′
5(2r+1) ≤ c6.
It thus follows from Lemma 8.2 that, as n→∞,
ρ1 ≤ τn · C3τnn−
1
2r+1 · (1 +
√
2)c6
2
≤ C3 (1 +
√
2)c6
2
log n · n− 12r+1 −→ 0.
Further, from (3.4), we deduce the existence of a constant c7 > 0 such that∑
r >r′∈R
ψ−1(r)E
(
ψ(r′)I{‖fˆ(r′) − f¯(r′)‖∞ ≥
√
2
2
ψ(r′)}
)
=
∑
r > r′∈R
ψ(r′)
ψ(r)
P
{
‖fˆ(r′) − f¯(r′)‖∞ ≥
√
2
2
ψ(r′)
}
≤ τn · c6 · c7 · n
−1
2r′+1 .
Also, it follows from Lemma 8.1 that a constant c8 > 0 exists such that for all large n,∑
r >r′∈R
ψ−1(r)E
(
‖fˆ(r′) − f¯(r′)‖∞I{‖fˆ(r′) − f¯(r′)‖∞ ≥
√
2
2
ψ(r′)}
)
=
∑
r > r′∈R
ψ−1(r)c8
(
log n
) 1
2(2r′+1) · n− r
′+3
2r′+1 ≤ τnψ−1(r)c8n−
1
2 .
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By virtue of the above results, we have ρ2 → 0 as n→∞. This yields (8.2).
We now prove (8.3). Consider the random event ℵ(r, r′) := {ψ−1
(r)
‖fˆ(r′) − f‖∞ ≥ 1 +√
2, r′ ∈ R}. Then
R+ ≤ sup
f∈CH (r,L)
∑
r≤r′∈R
E
(
ψ−1(r)‖fˆ(r′) − f‖∞I{rˆ = r′}
)
≤ (1 +
√
2 ) sup
f∈CH (r,L)
P{rˆ ≥ r}
+
∑
r≤r′∈R
sup
f∈CH (r,L)
E
(
ψ−1(r)‖fˆ(r′) − f‖∞I{{rˆ = r′} ∩ ℵ(r, r′)}
)
≤ (1 +
√
2 ) +
∑
r≤r′∈R
(
sup
f∈CH (r,L)
(E
(
ψ−2(r)‖fˆ(r′) − f‖2∞
)
)1/2 sup
f∈CH (r,L)
ρ
1/2
f (r, r
′)
)
,
where ρf (r, r
′) := P ({rˆ = r′} ∩ ℵ(r, r′)) for r′ ∈ R. Let r∗ := min{r′ ∈ R : r′ > r}. Hence,
r∗ − r ∈ [0, 1/τn). In view of (3.6), we have ψ(s) = p(s) · (n−1 log n)s/(2s+1) for a function
p(·) that is positive and continuous on [1, 2]. Let p∗ := mins∈[1,2] p(s) > 0. This shows that
ψ(r∗) = p(r∗)
( log n
n
) r∗
(2r∗+1) ≤
[
1 +
p(r∗)− p(r)
p∗
]
p(r)
( log n
n
) r
(2r+1)
=
[
1 + o(1)
]
ψ(r).
Hence, if rˆ = r′ ≥ r, then, by the definition of rˆ ∈ R, ‖fˆ(r′) − fˆ(r∗)‖∞ ≤ 12(1 +
√
2)ψr∗ ≤
1
2(1 +
√
2 + o(1))ψ(r). Therefore,
ψ−1(r)‖fˆ(r′) − f‖∞ ≤ ψ−1(r) ·
(
‖fˆ(r′) − fˆ(r∗)‖∞ + ‖fˆ(r∗) − f‖∞
)
≤ 1
2
(
1 +
√
2 + o(1)
)
+ ψ−1(r)ψ(r∗) ·
[
ψ−1(r∗)‖fˆ(r∗) − f‖∞
]
≤ 1
2
(
1 +
√
2 + o(1)
)
+ [1 + o(1)] · ψ−1(r∗)‖fˆ(r∗) − f‖∞.
It follows from Lemma 8.3 that for all large n,
E
{
ψ−2(r)‖fˆ(r′) − f‖2∞
}
≤ 2[4 + (1 + o(1)) · E(ψ−2(r∗)‖fˆ(r∗) − f‖2∞)] ≤ 2(4 + 2C5).
We consider ρf (r, r
′) next. By Lemma 8.3, we have, when r′ = r,
sup
f∈CH (r,L)
ρf (r, r) ≤ sup
f∈CH (r,L)
P{ℵ(r, r)} ≤ C4n−1.
Now consider ρf (r, r
′) with r′ > r. Since f¯(s)(·) is a continuous function for any s, there
exists a nonrandom point t∗ ∈ [0, 1] such that |f¯(r′)(t∗) − f¯(r∗)(t∗)| = ‖f¯(r′) − f¯(r∗)‖∞. Let
ξ∗ := (fˆ(r∗)(t∗)− f¯(r∗)(t∗))− (fˆ(r′)(t∗)− f¯(r′)(t∗)) Therefore, if rˆ = r′ > r, then
‖f¯(r′) − f¯(r∗)‖∞ ≤
∣∣fˆ(r′)(t∗)− fˆ(r∗)(t∗)∣∣+ |ξ∗| ≤ ‖fˆ(r′) − fˆ(r∗)‖∞ + |ξ∗|
≤ 1
2
(
1 +
√
2 + o(1)
)
ψ(r) + |ξ∗|.
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Using this result and ‖f¯(r∗) − f‖∞ ≤ ψ(r∗)/2, we have
‖fˆ(r′) − f‖∞ ≤ ‖f¯(r′) − f¯(r∗)‖∞ + ‖fˆ(r′) − f¯(r′)‖∞ + ‖f¯(r∗) − f‖∞
≤ 1
2
(
1 +
√
2 + o(1)
)
ψ(r) + |ξ∗|+ ‖fˆ(r′) − f¯(r′)‖∞ +
1 + o(1)
2
ψ(r).
As a result, for r < r′ ∈ R, we further deduce via Markov Inequality,
ρf (r, r
′) ≤ P
(
|ξ∗|+ ‖fˆ(r′) − f¯(r′)‖∞ ≥
√
2 + o(1)
2
ψ(r)
)
≤ P
(
‖fˆ(r′) − f¯(r′)‖∞ ≥
1.1
2
ψ(r∗)
)
+ P
(
|ξ∗| ≥
√
2− 1.1 + o(1)
2
ψ(r∗)
)
≤ P
(
‖fˆ(r′) − f¯(r′)‖∞ ≥
1.1
2
ψ(r∗)
)
+ 102 · ψ−2(r∗) · E(|ξ∗|
2).
It follows from (3.4) and r∗ ≤ r′ ≤ 2 that there exist constants c9 > 0 and α > 0 (indepen-
dent of r ∈ [1, 2]) such that r′ > r∗ ⇒ K(r∗)/K(r′) ≥ α(n/ log n)2/(25τn) ≥ 1 for all large n
and that
P
(
‖fˆ(r′) − f¯(r′)‖∞ ≥
1.1
2
ψ(r∗)
)
≤ c9
( n
log n
) 1
(2r′+1) · exp
{
− 1.21
2r∗ + 1
· K(r∗)
K(r′)
log n
}
≤ c9n
1
(2r′+1)−
1.21
(2r∗+1) ≤ c9n−
0.21
(2r∗+1) ≤ c9n−
0.2
5 .
Using Proposition 7.3, we also obtain a constant c10 > 0 such that
E(|ξ∗|2) ≤ 2
[
E(|fˆ(r∗)(t∗)− f¯(r∗)(t∗)|2) + E(|fˆ(r′)(t∗)− f¯(r′)(t∗)|2)
]
≤ c10
K(r∗) +K(r′)
n
≤ 2 · c10
Kr(∗)
n
.
Noting that ψ2(r∗) ≥ α˜(K(r∗)/n) log n for a positive constant α˜ independent of r∗, we have
ψ−2(r∗) · E(|ξ∗|2) ≤ 2c10
(
α˜ · log n)−1. Hence, there exists a constant c˜10 > 0 (independent of
r, r′ ∈ [1, 2]) such that for all n sufficiently large,
ρ
1/2
f (r, r
′) ≤ c˜10 ·
(
log n
)−1/2
=⇒ R+ ≤ (1 +
√
2) +
√
2(4 + 2C5) · c˜10.
This leads to (8.3), and thus completes the proof of Theorem (3.4).
9. Proof of Theorem 3.5. We establish the following lemma to be used for the anal-
ysis of the risk of f˜(x0).
Lemma 9.1. Suppose that f is convex and differentiable on [0, 1]. Then there exists a
positive constant C6 independent of f such that for each j,
(9.1) E
(|f˜j(x0)− f(x0)|2Ij) ≤ C62jn− 45σ2.
Proof. Recall that ζk =
1
n((k − 1)Mn + Mn+12 ),∀ k = 1, . . . ,Kn,j Let f` and fˇ be two
piecewise linear functions such that f`(ζk) = E(y¯k,j) and fˇ(ζk) = f(ζk), respectively. Note
28
that if Mn is odd, then ζk is a design point so that E(y¯k) − f(ζk) = 0. Otherwise, direct
calculation yields that
E(y¯k)− f(ζk) = 1
Mn
Mn∑
j=1
[
f(x(k−1)Mn+j)− f(ζk)
]
=
1
Mn
Mn/2∑
j=1
[(
f(x(k−1)Mn+Mn−j+1)− f(ζk)
) − (f(ζk)− f(x(k−1)Mn+j))]
=
1
Mn
Mn/2∑
j=1
Mn
2 − j
n
[
f(x(k−1)Mn+Mn−j+1)− f(ζk)
(Mn2 − j)/n
− f(ζk)− f(x(k−1)Mn+j)
(Mn2 − j)/n
]
.
Since f is a convex function, we have E(y¯k)− f(ζk) ≥ 0 and
E(y¯k)− f(ζk) ≤ 1
Mn
Mn/2∑
j=1
Mn/2
n
[
f(ζk+1)− f(ζk)
1/Kn,j
− f(ζk)− f(ζk−1)
1/Kn,j
]
=
1
4
∆2f(ζk+1).
Hence, for any x0 ∈ (ζdn , ζdn+1],
0 ≤ f`(x0)− fˇ(x0) ≤ 1
4
max
{
∆2f(ζdn+1),∆
2f(ζdn+2)
}
≤ ∆2f(ζdn+1) + ∆2f(ζdn+2)
≤ ∆f(ζdn+2)−∆f(ζdn).
Further, since f is convex, f(x0)− f(ζdn) ≥ f ′(ζdn)(x0 − ζdn) such that
0 ≤ fˇ(x0)− f(x0) = f(ζdn) +Kn(f(ζdn+1)− f(ζdn))(x0 − ζdn)− f(x0)
≤ [f(ζdn+1)− f(ζdn)−K−1n f ′(ζdn)]Kn(x0 − ζdn)
≤ [f(ζdn+1)− f(ζdn)]− [f(ζdn)− f(ζdn−1)]
≤ ∆f(ζdn+2)−∆f(ζdn).
Let τj := E(∆y¯dn+4,j −∆y¯dn−2,j). Hence, 0 ≤ f`(x0)− f(x0) ≤ 2τj.
Notice that for x0 ∈ (ζdn , ζdn+1], there exists µ ∈ (0, 1] such that f˜j(x0) = µfˆ(ζdn) +
(1 − µ)fˆ(ζdn+1) and f`(x0) = µf¯(ζdn) + (1 − µ)f¯(ζdn+1), where fˆ and f¯ are the piecewise
constant splines (i.e., p = 0) corresponding to the convex constrained least squares for (y¯k,j)
and (E(y¯k,j)), respectively. It follows from Proposition 7.3 that a positive constant c11 exists
such that
E[(f˜j(x0)− f`(x0))2Ij] ≤ 2
(
µ2E|fˆ(ζdn)− f¯(ζdn)|2 + (1− µ)2E|fˆ(ζdn+1)− f¯(ζdn+1)|2
)(9.2)
≤ 2[µ + (1− µ)]C3σ2Kn,j · n−1 ≤ c11σ22jn−4/5.
This implies
E[(f˜j(x0)− f(x0))2Ij] ≤ 2
(
E[(f`j(x0)− f(x0))2Ij ] + E[(f˜j(x0)− f`(x0))2Ij]
)
≤ 8τ2j E(Ij) + 2E[(f˜j(x0)− f`(x0))2] ≤ 8τ2j E(Ij) + c11σ22j+1n−4/5.
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If τj ≤ 2λ2j/2+1n−2/5σ, then (9.1) holds. We thus only consider the case when τj >
2λ2j/2+1n−2/5σ. In this case, note that ∆y¯dn+4,j −∆y¯dn−2,j has a normal distribution with
mean τj and variance 2
j+2n−4/5σ2. Consequently,
E(Ij) ≤ EI
(
∆y¯dn+4,j −∆y¯dn−2,j ≤ λ2
j
2
+1n−
2
5σ
)
≤ P
(
Z ≤ λ− τjn
2
5
2
j
2
+1σ
)
≤ P
(
Z ≤ − τjn
2
5
2
j
2
+2σ
)
≤ exp
(
− τ
2
j n
4
5
2(j+5)σ2
)
,
where Z is a standard normal random variable. In view of supz>0 z exp(−ρ
2z
2 ) = 2ρ
−2e−1,
we obtain τ2j E(Ij) ≤ 2e−12j+4n−4/5σ2. Hence (9.1) holds.
With this lemma, we show as follows:
Proof of Theorem 3.5. Recall that Kn,j := 2
jn1/5. If f ∈ CH(r, L) with r ∈ [1, 2],
then τj = ∆f(ζdn+2) −∆f(ζdn) ≤ 2LK−rn,j = 2L(2−jn−1/5)r. Let J be the smallest natural
number (dependent on r) such that
(9.3) 2Jn−
4
5 ≥ L 22r+1σ− 22r+1n− 2r2r+1 .
If j ≥ J , then 2jr ≥ L2r/(2r+1)σ−2r/(2r+1)n(4r−2r2)/(10r+5). Hence, this shows via (9.3) that,
for j ≥ J ,
(9.4) τj ≤ 2L · 2−jr · n−
r
5 ≤ 2L 12r+1σ 2r2r+1n− r2r+1 ≤ 2 · 2J2 n− 25σ.
Recall that P (Z > λ) < 1/4 for the positive λ. Then there exists a δ > 0 such that
γ := P (Z ≥ λ − δ) < 1/4. Note that 4γ < 1. Given this δ, choose K ∈ N (independent
of r) such that 1 < δ · 2K/2. Since only one Ij 6= 0 and I2j = Ij, |f˜(x0) − f(x0)|2 =∑∞
j=0(f˜j(x0)− f(x0))2Ij such that the risk of f˜ is decomposed into two terms:
(9.5) E|f˜(x0)− f(x0)|2 =
J+K∑
j=0
E[(f˜j(x0)− f(x0))2Ij] +
∞∑
j=J+K+1
E[(f˜j(x0)− f(x0))2Ij].
We consider the first sum in (9.5). It follows from Lemma 9.1 that
J+K∑
j=0
E[(f˜(x0)− f(x0))2Ij] ≤
J+K∑
j=0
C62
jn−
4
5σ2 ≤ C62K+12Jn−
4
5σ2.
Since J is the smallest integer satisfying (9.3), we have
(9.6) 2Jn−
4
5 ≤ 2 · L 22r+1σ− 22r+1n− 2r2r+1 .
Therefore,
(9.7)
J+K∑
j=0
E[(f˜(x0)− f(x0))2Ij ] ≤ C62K+2L
2
2r+1σ
4r
2r+1n−
2r
2r+1 .
30
Consider the second sum in (9.5). We show two technical results. Firstly, since the design
points corresponding to ∆y¯dn+4,j−∆y¯dn−2,j are disjoint for different j, ∆y¯dn+4,j−∆y¯dn−2,j
are independent. Hence, for j > J +K,
E(Ij) ≤
j−1∏
i=J+K
P
(
∆y¯dn+4,i −∆y¯dn−2,i > λ2
i
2
+1n−
2
5σ
)
≤
{
P
(
Z > λ− 1
2K/2
)}j−J−K
≤ γj−J−K .
Secondly, in view of the argument for (9.2) and Proposition 7.3, we have µ ∈ [0, 1] and a
constant c12 > 0 such that
E|f˜j(x0)− f`(x0)|4
≤ 8(µ4E|fˆ(ζdn)− f¯(ζdn)|4 + (1− µ)4E|fˆ(ζdn+1)− f¯(ζdn+1)|4)
≤ 8C4σ4K2n,j · n−2 ≤ c212σ4 ·
(
2j · n− 45 )2.
Using these results and γ ∈ (0, 1/4), we obtain a constant c13 > 0 such that
∞∑
j=J+K+1
E
(
(f˜(x0)− f`(x0))2Ij
)
≤
∞∑
j=J+K+1
(
E|f˜(x0)− f`(x0)|4 · E(I2j )
)1/2 ≤ ∞∑
j=J+K+1
c122
jn−
4
5σ2 · γ (j−J−K)2
≤
∞∑
j=J+K+1
c12(4γ)
(j−J)/2γ−K/22Jn−
4
5σ2 ≤ c132Jn−
4
5σ2.
Furthermore, since f is convex, τj = E(∆y¯dn+4,j −∆y¯dn−2,j) is a decreasing function of j.
Therefore, in view of 0 ≤ f`(x0)− f(x0) ≤ 2τj and (9.4),
∞∑
j=J+K+1
E
(
(f`(x0)− f(x0))2Ij
)
≤
∞∑
j=J+K+1
4τ2J · E(Ij) ≤ 4τ2J ≤ 16 · 2Jn−
4
5σ2.
By virtue of the above results and (9.6), we obtain c14 > 0 such that
(9.8)
∞∑
j=J+K+1
E[(f˜(x0)− f(x0))2Ij ] ≤ c14L
2
2r+1σ
4r
2r+1n−
2r
2r+1 .
Hence, the theorem follows by combining (9.7) and (9.8).
10. Proof of Theorem 3.6. Recall that fˆy :=
(
fˆ [p](x1), . . . , fˆ
[p](xn)
)T
with coefficient
matrices Aα defined in (3.10) and ~f :=
(
f(x1), . . . , f(xn)
)T
.
Lemma 10.1. Fix a spline degree p. The following hold:
(1) For any index set α, 0 ≤ trace(Aα) ≤ c∞,p(Kn + p);
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(2) E
[〈
y − ~f, fˆy − ~f
〉]
= σ2E
[
trace
(
Aα(y)
)] ≤ c∞,p (Kn + p)σ2.
Proof. (1) Since Aα is symmetric positive semidefinite, its trace is nonnegative. For
a given α, recall that Gα := F
T
α (FαΛF
T
α )
−1Fα. Hence Aα = XGαXT /βn. By virtue of
‖Gα‖∞ ≤ c∞,p from Theorem 3.1 and |(Λ)ij | ≤ 1 for all i, j (by the definition of βn), we
have, for any α, 0 ≤ trace(Aα) = trace(Gα · XTXβn ) = trace(GαΛ) ≤ c∞,p(Kn + p).
(2) Since fˆy : R
n → Rn is continuous and piecewise linear, it admits a conic subdivision of
R
n [13, 35], i.e., there exist a finite collection of polyhedral cones {Cj}ℓj=1 and linear functions
{gj}ℓj=1 satisfying the similar conditions as specified in the proof of Proposition 7.3. In
particular, each cone Cj has nonempty interior and fˆy coincides with gj on each Cj . Clearly,
gj(y) = Aαy for some index set α. In this case, we write the cone Cj as Cα. Let int(Cα)
denote the interior of Cα. Obviously, fˆy is differentiable on int(Cα). Indeed, the (Fre´chet-
)derivative of fˆy is Aα for any y ∈ int(Cα). Let h(y) := fˆy − ~f . Since Rn \
(⋃
j int(Cj)
)
has
zero measure, h is almost differentiable on Rn in the sense of [39, Definition 1]. Let φ(z) be
the standard normal density on Rn with variance σ2. We have
E
(∥∥∥∂h
∂y
(y)
∥∥∥) = ∫⋃
j int(Cj )
∥∥∥∂h
∂y
(
z+ ~f
)∥∥∥φ(z)dz
=
∑
α
∫
z+~f ∈ int(Cα)
‖Aα‖φ(z)dz ≤ max
α
‖Aα‖ <∞.
Letting Z := σ(ǫ1, . . . , ǫn)
T , we have E[〈y− ~f, fˆy − ~f〉] = E[〈Z, h(y)〉] = trace
(
E[Z · hT (y)]).
By the above results and Stein’s Lemma [39, Lemma 2],
trace
(
E[Z · hT (y)])
= σ2trace
(
E
[∂h
∂y
(y)
])
= σ2
∫
⋃
j int(Cj )
trace
(∂h
∂y
(z+ ~f)
)
φ(z)dz
= σ2
∑
α
∫
trace
(∂h
∂y
(z+ ~f)
)
φ(z) · I{z|z+~f∈int(Cα)}dz
= σ2
∑
α
∫
trace
(
Aα
)
φ(z) · I{z|z+~f∈int(Cα)}dz = σ
2
E
(
trace(Aα(y))
)
.
Statement (2) thus follows from (1).
Equipped with the above lemma, we have the proof of Theorem 3.6 below.
Proof of Theorem 3.6. The MLE of σ2 is σˆ2 = ‖y − fˆy‖22/n. Let Rn := ‖y − ~f‖22 −
‖y − fˆy‖22 such that σˆ2 = ‖y − ~f‖22/n−Rn/n. Since
Rn = ‖y − ~f‖22 − ‖y − fˆy‖22 = 2〈y − ~f, fˆy − ~f 〉 − ‖fˆy − ~f‖22,
we have, by Lemma 10.1 and (7.8),∣∣E(Rn)∣∣ ≤ 2σ2E(trace(Aα(y))) + E‖fˆy − ~f‖22
≤ 2σ2c∞,p(Kn + p) + n
(
C21rL
2K−2rn + C3rσ
2Kn n
−1),
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where p = ⌈r − 1⌉. This shows that |E(Rn)| = O(Kn + nK−2rn ). Hence, we deduce that (i)
if Kn = o(n) with Kn → ∞ as n → ∞, then σˆ2 → σ2 in probability; (ii) if Kn = o(
√
n)
with Kn →∞ as n→∞, then
√
n(σˆ2 − σ2) is asymptotically normal with mean zero and
variance 2σ4; and (iii) if Kn is of order n
1
2r+1 , then
∣∣E(σˆ2 − σ2)∣∣ is of order n −2r2r+1 .
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