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Resumo
Considere o problema de regressa˜o na˜o parame´trica de estimac¸a˜o de curva por meio da
observac¸a˜o de pontos desta curva. Me´todos de encolhimento de coeficientes de ondaletas
sa˜o aplicados aos dados no domı´nio das ondaletas para reduc¸a˜o de ru´ıdo para que a func¸a˜o
possa ser estimada por expansa˜o em bases de ondaletas.
A presente tese propo˜e uma abordagem bayesiana de encolhimento de coeficientes de on-
daletas com a utilizac¸a˜o da distribuic¸a˜o beta com suporte em pm,mq como distribuic¸a˜o
a priori para os coeficientes das ondaletas em modelos com erros aleato´rios aditivos gaus-
sianos e positivos. Fo´rmulas expl´ıcitas para casos particulares das regras de encolhimento
sa˜o obtidas, propriedades estat´ısticas como vie´s, risco cla´ssico e bayesiano das regras sa˜o
analisadas e performances das regras propostas sa˜o obtidas em estudos de simulac¸o˜es en-
volvendo as func¸o˜es testes de Donoho-Johnstone. Aplicac¸o˜es em conjuntos de dados reais
nas a´reas de Espectrometria e Spike Sorting sa˜o feitas.
Palavras-chave: ondaletas. infereˆncia bayesiana. estimac¸a˜o de curvas.
Abstract
Consider the nonparametric curve estimation problem. Wavelet shrinkage methods are
applied to the data in the wavelet domain for noise reduction. After denoising, the function
can be estimated by wavelet basis expansion.
The present thesis proposes a Bayesian approach for wavelet shrinkage with the use of
the beta distribution with support in pm,mq as the priori distribution for the wavelet
coefficients in models with additive Gaussian errors and positive errors. Explicit formulas
for particular cases of shrinkage rules are obtained, statistical properties such as bias,
classical and Bayesian risk of the rules are analyzed and performances of the proposed
rules are obtained in simulations studies involving the Donoho-Johnstone test functions.
Applications in real data sets in the areas of Spectrometry and Spike Sorting are done.
Keywords: wavelets. bayesian inference. curve estimation.
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Introduc¸a˜o
Me´todos baseados em ondaletas teˆm sido bastante aplicados em diversas a´reas
da matema´tica, em processamento de sinais, compressa˜o de imagens entre outras. Em Es-
tat´ıstica, diversas aplicac¸o˜es surgem principalmente nas a´reas de regressa˜o na˜o-parame´trica,
estimac¸a˜o de densidades, ana´lise de dados funcionais e processos estoca´sticos. Estes me´-
todos basicamente exploram a possibilidade de representar func¸o˜es pertencentes a certos
espac¸os como expanso˜es de bases formadas por ondaletas, de forma ana´loga a outras
representac¸o˜es bastante utilizadas, como as bases polinomiais, bases Splines e as bases
de Fourier, por exemplo. Ondaletas apresentam algumas caracter´ısticas que as tornam
bastante interessantes sob o ponto de vista de representac¸a˜o de func¸o˜es: elas sa˜o bem
localizadas no tempo, o que na˜o ocorre em outras bases conhecidas, seus coeficientes sa˜o
tipicamente esparsos, o que pode facilitar ana´lises, assim como trazer vantagens compu-
tacionais e visualizac¸a˜o de func¸o˜es em diferentes escalas ou n´ıveis de resoluc¸a˜o. Como
refereˆncias sobre ondaletas, devem ser citados Grossmann e Morlet (1984), Daubechies
(1988, 1992) e Mallat (1998) e na a´rea de Estat´ıstica, podem ser citados Ogden (1997),
Antoniadis (1997), Vidakovic (1999), Morettin (1999), Percival e Walden (2000), Nason
(2008) e Morettin et al (2017).
Te´cnicas de encolhimento de coeficientes de ondaletas (wavelet shrinkage) esti-
mam os coeficientes associados a` representac¸a˜o de uma func¸a˜o por bases de ondaletas por
meio da reduc¸a˜o da magnitude dos coeficientes observados (emp´ıricos) suficientemente
pro´ximos a zero obtidos pela transformada de ondaletas nos dados originais. Existem, de
fato, diversas te´cnicas de encolhimento dispon´ıveis na literatura da a´rea, principalmente
te´cnicas que envolvem a escolha de um limiar (thresholding). Me´todos bayesianos de enco-
lhimento tambe´m teˆm sido amplamente estudados e propostos, principalmente pela possi-
bilidade de acrescentarem, por meio de distribuic¸o˜es probabil´ısticas a priori, informac¸o˜es
pre´vias sobre os coeficientes e demais paraˆmetros a serem estimados. Especificamente no
caso de ondaletas, informac¸o˜es sobre o grau de esparsidade do vetor de coeficientes, o
suporte destes coeficientes (caso sejam limitados), entre outras, podem ser incorporadas
ao modelo estat´ıstico de estudo por meio de procedimentos bayesianos. Desta forma, o
estudo de poss´ıveis distribuic¸o˜es de probabilidade a priori para os coeficientes, assim como
propriedades das regras de encolhimento associadas a tais prioris tornam-se fundamentais
para que a aplicac¸a˜o de te´cnicas bayesianas em ondaletas seja bem sucedida. Neste sen-
tido, a distribuic¸a˜o beta torna-se bastante interessante no contexto de ondaletas por se
tratar de uma distribuic¸a˜o pass´ıvel de ser sime´trica e unimodal, caracter´ısticas importan-
tes para uma distribuic¸a˜o dos coeficientes das ondaletas e por ser extremamente flex´ıvel
de acordo com escolhas convenientes de seus paraˆmetros. Sendo assim, o objetivo geral
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desta tese e´ propor a distribuic¸a˜o beta num intervalo sime´trico em zero como distribuic¸a˜o
a priori para os coeficientes das ondaletas no caso em que o ru´ıdo aleato´rio aditivo sob a
func¸a˜o a ser estimada tem distribuic¸a˜o normal com me´dia zero e no caso em que o ru´ıdo
aleato´rio aditivo tem suporte positivo, com distribuic¸o˜es espec´ıficas lognormal e gama.
Como objetivos espec´ıficos, teˆm-se os estudos de propriedades estat´ısticas das regras de
encolhimento associadas a` priori beta, como variaˆncia, vie´s, risco cla´ssico, risco bayesiano,
obtenc¸a˜o de fo´rmulas expl´ıcitas para casos particulares de hiperparaˆmetros. Ale´m disso,
propo˜e-se a distribuic¸a˜o triangular como uma alternativa a priori beta. Estudos de de-
sempenhos destas regras em simulac¸o˜es computacionais sa˜o realizadas e duas aplicac¸o˜es
em conjuntos de dados reais sa˜o feitas.
O presente trabalho organiza-se da seguinte forma: o Cap´ıtulo 1 apresenta um
resumo com alguns conceitos e me´todos sobre ondaletas necessa´rios para o desenvolvi-
mento da tese. O Cap´ıtulo 2 propo˜e a distribuic¸a˜o beta como distribuic¸a˜o a priori para os
coeficientes das ondaletas no caso em que o ru´ıdo aleato´rio aditivo sob a func¸a˜o a ser esti-
mada tem distribuic¸a˜o normal com me´dia zero, apresenta fo´rmulas expl´ıcitas para regras
de encolhimento espec´ıficas e suas propriedades estat´ısticas, mostra estudos de simulac¸o˜es
e aplicac¸o˜es em dois conjuntos de dados reais. O Cap´ıtulo 3 apresenta a distribuic¸a˜o beta
como distribuic¸a˜o a priori para os coeficientes das ondaletas no caso em que o ru´ıdo tem
suporte positivo, com distribuic¸o˜es lognormal e gama, com a apresentac¸a˜o de algoritmos
de Metropolis-Hastings para obtenc¸a˜o de distribuic¸o˜es a posterioris, estudos de simulac¸o˜es
e uma sec¸a˜o sobre aplicac¸o˜es. A tese e´ finalizada no Cap´ıtulo 4, com concluso˜es gerais e
discusso˜es sobre poss´ıveis trabalhos futuros. Um apeˆndice com resultados e demonstrac¸o˜es
complementares constituem o Cap´ıtulo 5.
Resultados computacionais desta tese foram obtidos principalmente com a uti-
lizac¸a˜o do software estat´ıstico R versa˜o 1.0.44 (R Core Team (2016)) por meio do pacote
Wavethresh (Nason (2016)), mas tambe´m foram utilizados os softwares MATLAB 2014a
com o toolbox Wavelab (The MathWorks, Inc. (2014)) e MATHEMATICA 11.3 (Wolfram
Research (2018)).
Os trabalhos de Donoho e Johnstone (1994, 1995, 1998) formam as principais
refereˆncias em wavelet shrinkage, mas devem ser citados tambe´m Donoho et al. (1995,
1996a, 1996b), Johnstone e Silverman (1997), Vidakovic (1998, 1999) e Antoniadis et al.
(2002). Para mais detalhes sobre me´todos de encolhimento, veja Vidakovic (1999) e Jansen
(2012). Para mais informac¸o˜es sobre estat´ıstica bayesiana, recomenda-se Berger (1993) e
Robert (2001) e aplicac¸o˜es de estat´ıstica bayesiana em ondaletas podem ser vistas nos
trabalhos de Sapatinas (1998).
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1 Ondaletas
Uma func¸a˜o ψ P L2pRq  tf : RÑ R|
»
f 2   8u e´ uma ondaleta se satisfaz a





|ω| dω   8, (1.1)
onde Ψ e´ a transformada de Fourier de ψ. Verifica-se que a condic¸a˜o de admissibilidade
(1.1) implica que
»
ψpxqdx  0 (Vidakovic (1999)), propriedade que justifica o nome de
ondaletas. Basicamente, tem-se interesse no conjunto de func¸o˜es formadas pelas dilatac¸o˜es
bina´rias e translac¸o˜es dia´dicas de ψ
ψjkpxq  2j{2ψp2jx kq, j, k P Z. (1.2)
Tem-se que tψjk, j, k P Zu forma uma base ortonormal de L2pRq. Desta forma, para







isto e´, f pode ser representada em termos de bases de ondaletas. Deve-se ressaltar que a
convergeˆncia em (1.3) deve ser entendida em me´dia quadra´tica (Morettin(2014)). Como
tψjk, j, k P Zu e´ base ortonormal de L2pRq, enta˜o




onde   ., . ¡L2pRq e´ o produto interno em L2pRq.
A Ana´lise de Multirresoluc¸a˜o de Mallat (AMR) descrita a seguir permite que
uma func¸a˜o quadrado integra´vel possa ser visualizada e analisada em diversos n´ıveis de
resoluc¸a˜o.
1.1 Ana´lise de Multirresoluc¸a˜o de Mallat (AMR)
Uma ana´lise de multirresoluc¸a˜o e´ uma sequeˆncia tVnunPZ de subespac¸os fecha-
dos em L2pRq que satisfaz as seguintes propriedades:




Vj  t0u e
¤
j
Vj  L2pRq, em que A e´ o fecho de A.
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AMR 3 f P V0 ô fj P Vj, @j P Z, onde fjpxq  fp2jxq.
AMR 4 Existe uma func¸a˜o φ P V0 tal que tφjkpxq  2j{2φp2jx  kq, k P Zu e´ uma base
ortonormal de Vj, @j P Z. Esta func¸a˜o φ e´ chamada de func¸a˜o escala.
AMR 5 Para todo j P Z existe um subespac¸o Wj tal que WjKVj e Vj 1  Vj `Wj. Ale´m
disso, existe ψ P L2pRq tal que tψjkpxq  2j{2ψp2jx  kq, k P Zu e´ base ortonormal
de Wj, @j.
De forma geral, uma func¸a˜o f P L2pRq pode ser aproximada pela func¸a˜o fj P Vj por
meio de sua projec¸a˜o ortogonal no subespac¸o Vj. A medida que j aumenta, fj aproxima-
se cada vez mais de f . Devido a esta propriedade, o sub´ındice j e´ chamado de n´ıvel de
resoluc¸a˜o ou escala 2j da AMR. O complemento ortogonal de Vj, o subespac¸o Wj, conte´m a
informac¸a˜o adicional (detalhes) a` aproximac¸a˜o fj do n´ıvel de resoluc¸a˜o j para a obtenc¸a˜o
da aproximac¸a˜o fj 1, do n´ıvel de resoluc¸a˜o j   1. Os subespac¸os Wj sa˜o chamados de
detalhes da func¸a˜o f .
Desta forma, sabendo que
à
representa a soma direta de subespac¸os, tem-se
que



















e djk pode ser obtido por (1.4).
Existem diversas func¸o˜es ondaletas, dentre as quais pode-se citar as ondaletas
de Haar, as ondaletas de Shannon, ondaletas de Franklin, Symmlets, Coiflets, entre outras.
Neste trabalho, sera˜o utilizadas as ondaletas de Daubechies para aplicac¸a˜o aos dados. As
ondaletas de Daubechies na˜o possuem fo´rmulas expl´ıcitas, sendo obtidas numericamente
por meio de algoritmos eficientes, como o algoritmo de Daubechies-Lagarias (Vidakovic
(1999)) e sa˜o caracterizadas pelo nu´mero N de momentos nulos de ψpxq, isto e´:»
R
xnψpxqdx  0, n  0, ..., N  1. (1.8)
De fato, a regularidade, o decaimento, o suporte e o filtro associados a` func¸a˜o ondaleta
de Daubechies ψ esta˜o relacionados com seu nu´mero de momentos nulos, ver Vidakovic
(1999). Para uma func¸a˜o qualquer em L2pRq, sua parte suave (comportamento polinomial)
sera´ tipicamente representada por coeficientes nulos ou pequenos e suas caracter´ısticas
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como descontinuidades e picos sera˜o representados por coeficientes na˜o nulos, com magni-
tudes maiores. Esta propriedade permite que poucos coeficientes representem as principais
caracter´ısticas da func¸a˜o considerada. A Figura 1.1 apresenta a func¸a˜o ondaleta ψpxq e
func¸a˜o escala φpxq de Daubechies para N  1pHaarq, 4, 10 momentos nulos.
Figura 1.1 – Func¸o˜es escala φ e ondaleta ψ de Daubechies para N=1 (Haar), 4 e 10 mo-
mentos nulos.
1.2 Transformada de Ondaletas
Em termos gerais, uma transformada de ondaletas leva uma func¸a˜o ou vetor
considerado do domı´nio do tempo para o domı´nio das ondaletas. Foi proposta inicialmente
em sua versa˜o cont´ınua, a qual e´ aplicada em func¸o˜es. Posteriormente foi desenvolvida a
sua versa˜o discreta, que e´ a versa˜o de maior interesse e aplicac¸o˜es em Estat´ıstica, por ser
aplicada a vetores de dados. Neste sentido, a Ana´lise de Multirresoluc¸a˜o de Mallat torna-
se importante por estruturar este processo de discretizac¸a˜o da transformada de ondaletas.
Para detalhes, podem ser citados os trabalhos de Morlet et al. (1982) e Grossmann e
Morlet (1985).
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1.2.1 Transformada de Ondaletas Cont´ınua
Se f P L2pRq e ψ e´ uma func¸a˜o ondaleta, enta˜o a transformada de ondaletas
de f em relac¸a˜o a ψ e´ dada pela func¸a˜o de duas varia´veis









dx, b P R, a ¡ 0. (1.9)
E´ poss´ıvel recuperar a func¸a˜o f a partir de sua transformada de ondaletas em relac¸a˜o a`














onde Cψ e´ a condic¸a˜o de admissibilidade dada em (1.1).
1.2.2 Transformada de Ondaletas Discreta
Na sec¸a˜o anterior, foi visto que a transformada de ondaletas cont´ınua e´ apli-
cada a func¸o˜es pertencentes a` L2pRq. De fato, e´ poss´ıvel discretizar a transformada de
ondaletas cont´ınua conservando a sua invertibilidade. Tipicamente, a discretizac¸a˜o utili-
zada considera em (1.9) valores dia´dicos de a, isto e´, a  2j, j P Z e translac¸o˜es nos
dia´dicos de b, isto e´, b  k2j, k, j P Z, pore´m existem outras formas de discretizac¸a˜o
(critical sampling) que preservam a invertibilidade da transformada.
Desta forma, uma transformada de ondaletas discreta e´ aplicada a um vetor
de dados y  py1, ..., ynq1, em que n  2J , J P N. Para melhor compreensa˜o sobre o
mecanismo e interpretac¸a˜o da transformada discreta, considera-se o exemplo a seguir.
Exemplo 1.1.
Considere o vetor de dados de tamanho n  8  23, y  p8, 10, 2, 6, 5, 12, 9, 1q1.
A ideia principal e´ obter “suavizac¸o˜es” do vetor y por meio de somas (normalizadas) de
entradas consecutivas e “detalhes” do mesmo vetor por meio de diferenc¸as (normalizadas)
consecutivas. Assim, as suavizac¸o˜es do n´ıvel de resoluc¸a˜o j  J  1  2 sa˜o dadas por:
c2k  1?2py2k 1   y2k 2q, k  0, 1, 2, 3 (1.11)
Assim, c20  1?2py1   y2q 
18?
2
, c21  1?2py3   y4q 
8?
2
, etc. As suavizac¸o˜es dos n´ıveis
de resoluc¸a˜o j  1 e j  0 sa˜o dadas por
cjk  1?2pcj 1,2k 1   cj 1,2k 2q, k  0, ..., 2
j1  1 (1.12)
Desta forma, obtem-se suavizac¸o˜es do vetor y por n´ıvel de resoluc¸a˜o.
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Dados x1 x2 x3 x4 x5 x6 x7 x8
8 10 2 6 5 12 9 1
d2 px2  x1q{
?
2 px4  x3q{
?
2 px6  x5q{
?












c2 px2   x1q{
?
2 px4   x3q{
?
2 px6   x5q{
?












d1 pc21  c20q{
?




c1 pc21   c20q{
?
















Tabela 1.1 – Obtenc¸a˜o dos coeficientes de ondaletas por n´ıvel de resoluc¸a˜o no conjunto
de dados do Exemplo 1.1.
Os detalhes sa˜o obtidos substituindo as somas (1.11) e (1.12) por diferenc¸as,
isto e´, para o n´ıvel de resoluc¸a˜o j  2, tem-se
d2k  1?2py2k 2  y2k 1q, k  0, 1, 2, 3. (1.13)
E para os n´ıveis de resoluc¸a˜o j  1, 0, tem-se que
djk  1?2pcj 1,2k 2  cj 1,2k 1q, k  0, ..., 2
j1  1. (1.14)
A Tabela 1.1 apresenta as obtenc¸o˜es dos coeficientes de ondaletas do vetor y
para cada n´ıvel de resoluc¸a˜o e as magnitudes dos detalhes obtidos podem ser visualizadas
por n´ıvel de resoluc¸a˜o na Figura 1.2.
O vetor de coeficientes de ondaletas d e´ dado por:





























O vetor de coeficientes de ondaletas d e´ dado por (1.15) devido a propriedade (1.5), isto e´,
a partir de c00 e dos detalhes dos n´ıveis de resoluc¸a˜o, e´ poss´ıvel recuperar o vetor de dados





y2i  ||d||22 
¸
j,k
d2jk   c200  455. (1.17)
A normalizac¸a˜o das somas e diferenc¸as (1.11) e (1.13) por
?
2 garante esta preservac¸a˜o
de energia.
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Figura 1.2 – Detalhes por n´ıvel de resoluc¸a˜o obtidos pela transformada de ondaletas dis-
creta do vetor de dados do Exemplo 1.1.
Note que e´ poss´ıvel obter diretamente o vetor de coeficientes de ondaletas por
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d  Wy. (1.19)
O Exemplo 1.1 e´ uma aplicac¸a˜o da transformada de ondaletas discretas de Haar, entre-
tanto, seu processo pode ser generalizado. Sendo assim, pode-se representar uma transfor-
mada discreta de ondaletas no vetor de dados y por meio de sua multiplicac¸a˜o por uma
matriz ortogonal W com dimensa˜o n n, de modo que
d  Wy. (1.20)
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Como a matriz W e´ ortogonal, o vetor y pode ser recuperado pela transformada de
ondaletas inversa
y  W 1d. (1.21)
Cada base de ondaletas espec´ıfica tera´ sua respectiva matriz de transformac¸a˜o
W . Neste presente trabalho, sera´ utilizada portanto a matriz de transformac¸a˜o W asso-
ciada a` base de ondaletas de Daubechies com um nu´mero especificado N de momentos
nulos.
A utilizac¸a˜o da matriz W para aplicac¸a˜o da transformada de ondaletas dis-
creta, apesar de dida´tica, na˜o e´ recomenda´vel devido a sua alta dimensa˜o em problemas
t´ıpicos. Em termos pra´ticos, o algortimo piramidal de Mallat e´ o processo mais utilizado
para obtenc¸a˜o dos coeficientes das ondaletas por ser mais eficiente computacionalmente.
Para detalhes sobre o algoritmo piramidal de Mallat, ver Vidakovic (1999).
O vetor de coeficientes de ondaletas d definido no exemplo tambe´m pode ser
generalizado. Assim, neste trabalho, define-se
d  pc00,dJ1,dJ2, ...,d0q1 (1.22)
onde
dj  pdj0, ..., dj,2j1q1, j  0, ..., J  1. (1.23)
A ordem decrescente de n´ıvel de resoluc¸a˜o definida nas entradas do vetor d e´ baseada na
forma de entrada de tal vetor no pacote Wavethresh do software R.
1.3 Encolhimento de Ondaletas (Wavelet Shrinkage)
Considere o problema de regressa˜o na˜o parame´trica da forma
yi  fpxiq   ei, i  1, ..., n  2J , J P N, (1.24)
onde f P L2pRq e ei, i  1, ..., n, sa˜o varia´veis aleato´rias independentes e identicamente
distribu´ıdas (iid) com distribuic¸a˜o normal de me´dia zero e variaˆncia σ2 desconhecida. Em
notac¸a˜o vetorial, tem-se que
y  f   e (1.25)
onde y  py1, ..., ynq1, f  pfpx1q, ..., fpxnqq1 e e  pe1, ..., enq1. Tem-se como objetivo
estimar a func¸a˜o f . Para tanto, aplica-se uma transformac¸a˜o de ondaletas discreta (DWT)
em (1.25), representada por sua matriz W , de modo que
Wy  Wf  We. (1.26)
A equac¸a˜o (1.26) e´ va´lida devido a` propriedade de linearidade da transformda de ondaletas
e pode ser reescrita como
d  θ    (1.27)
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onde d  Wy, θ  Wf e   We. Por se tratar de uma transformac¸a˜o ortogonal, i,
i  1, ..., n, sa˜o varia´veis aleato´rias iid com distribuic¸a˜o normal de me´dia zero e variaˆncia
σ2.
Desta forma, o problema de estimar f consiste agora em estimar seus co-
eficientes de ondaletas θ por meio dos coeficientes de ondaletas emp´ıricos d de y. Uma
propriedade interessante das ondaletas e´ que tipicamente o vetor de coeficientes da func¸a˜o
possui uma considera´vel quantidade de coeficientes nulos. Isto ocorre devido a` propriedade
de localizac¸a˜o das ondaletas, de modo que os coeficientes na˜o nulos esta˜o relacionados a`s
caracter´ısticas da func¸a˜o, como pontos de ma´ximo e mı´nimo locais, descontinuidades,
entre outras enquanto que a parte suave da func¸a˜o esta´ relacionada aos coeficientes nulos.
Me´todos de encolhimento de coeficientes de ondaletas (wavelet shrinkage) teˆm
como objetivo estimar os coeficientes de uma func¸a˜o f por meio dos coeficientes emp´ıricos
d a partir do princ´ıpio de que coeficientes emp´ıricos pequenos devem ser encolhidos a zero
para minimizar a presenc¸a do ru´ıdo aleato´rio .
Existem diversos me´todos de encolhimento de coeficientes de ondaletas dispo-
n´ıveis na literatura da a´rea. Alguns dos mais utilizados envolvem a escolha de um limiar
(thresholding), de modo que coeficientes abaixo deste limiar (em valor absoluto) sa˜o le-
vados a zero. Outros me´todos bastante utilizados sa˜o essencialmente redutores, isto e´,
diminuem a magnitude do coeficiente preservando o seu sinal. Me´todos de encolhimento
bayesianos sa˜o, em geral, redutores.
Sera˜o citados aqui alguns dos mais utilizados e que sera˜o inclusive aplicados
para fins de comparac¸o˜es com o me´todo proposto neste trabalho nos estudos de simulac¸o˜es.
1.3.1 Hard e Soft Thresholding
Tratam-se de duas estrate´gias que se baseiam em um limiar (threshold) λ ¡ 0,




0, se |d| ¤ λ,
d, se |d| ¡ λ. (1.28)
A estrate´gia de limiar suave (soft threshold) e´ dada por
δSpdq 
#
0, se |d| ¤ λ,
sinalpdqp|d|  λq, se |d| ¡ λ. (1.29)
Sob certas condic¸o˜es e´ poss´ıvel mostrar que a estrate´gia de limiar suave torna-se
equivalente a` te´cnica LASSO (least absolute shrinkage and selection operator) de enco-
lhimento de coeficientes e selec¸a˜o de varia´veis em problemas de regressa˜o, ver Tibshirani
(1996). A Figura 1.3 mostra as estrate´gias de limiar duro (a) e suave (b).
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(a) Estrate´gia de limiar duro (hard thresholding). (b) Estrate´gia de limiar suave (soft thresholding).
Figura 1.3 – Regras de limiar para encolhimento de coeficientes de ondaletas propostas
por Donoho-Johnstone para λ  1.
Exemplo 1.2.
Para ilustrar a aplicac¸a˜o das estrate´gias de limiar duro e suave para estimar os
coeficientes das ondaletas, considera-se o vetor de dados y considerado no Exemplo 1.1,
isto e´, y  p8, 10, 2, 6, 5, 12, 9, 1q1. Naquele exemplo, foi aplicada uma transformada de on-



























 p18.7, 1.4, 2.8, 4.9,5.6,5,3.5, 0.3q1.
Considerando λ  3 como limiar para as regras dadas em (1.28) e (1.29), as estimativas
dos coeficientes de ondaletas θ sa˜o dadas por θˆ  p18.7, 0, 0, 4.9,5.6,5,3.5, 0q1 pela
estrate´gia de limiar duro e θˆ  p15.7, 0, 0, 1.9,2.6,2,0.5, 0q1 pela estrate´gia de limiar
suave. Aplicando em seguida a transformada inversa, obte´m-se as func¸o˜es suavizadas. A
Figura 1.4 apresenta o vetor y e as suavizac¸o˜es obtidas pelas regras de limiar duro e suave.
Os me´todos universal thresholding, validac¸a˜o cruzada, false discovery rate e
SURE descritos brevemente a seguir teˆm por objetivo o estabelecimento de crite´rios para
escolha do limiar λ.
1.3.2 Universal Threshold(UNIV)
Proposto por Donoho e Johnstone (1994), o limiar universal (universal th-
reshold) e´ dado por
λ  λn  σ
a
2 logpnq, (1.30)
onde σ e´ estimado pelo MAD (median absolute deviation) dos coeficientes emp´ıricos da
escala mais fina e log representa o logaritmo decimal.
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Figura 1.4 – Suavizac¸o˜es obtidas pela aplicac¸a˜o das estrate´gias de limiar duro e suave nos
coeficientes emp´ıricos dos dados do Exemplo 1.1.
1.3.3 Validac¸a˜o Cruzada (CV)
O me´todo de validac¸a˜o cruzada tem como objetivo estimar erros de predic¸a˜o de
um modelo estat´ıstico. De forma geral, a te´cnica consiste em utilizar uma parte definida
do conjunto de dados original para ajustar o modelo, predizer os dados na˜o utilizados
no ajuste do modelo e medir o erro de predic¸a˜o com base nas predic¸o˜es fornecidas pelo
modelo e os dados originais na˜o utilizados em seu ajuste. Para mais detalhes, ver Efron e
Tibshirani (1993).
Nason (1996) sugere aplicar o me´todo de validac¸a˜o cruzada para determinar
um limiar λ adequado que minimize uma dada medida de erro de predic¸a˜o Mpλq. Assim,
o seguinte algoritmo e´ proposto (Morettin (1999)):
1. Remova as observac¸o˜es yi com ı´ndices ı´mpares do conjunto de dados utilizados para
estimar f . Reindexe as 2J1 observac¸o˜es com ı´ndices pares, fazendo j  1, ..., 2J1.
2. Estime f por fˆparλ usando um limiar espec´ıfico λ a partir dos dados reindexados.




py2j1   y2j 1q{2, se j  1, ..., n2  1,
py1   yn1q{2, se j  n{2.
(1.31)






rpfˆparλ pyjq  y¯imparj q2   pfˆ imparλ pyjq  y¯parj q2s. (1.32)
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4. Repita o processo para uma faixa de valores de λ e escolha o λ que minimize (1.32).
1.3.4 False Discovery Rate(FDR)
Consiste na escolha do limiar com base na realizac¸a˜o de testes de hipo´teses
recursivos para cada n´ıvel de resoluc¸a˜o. Proposto por Abramovich e Benjamini(1996), o
procedimento testa se cada coeficiente de ondaletas e´ igual a zero (ru´ıdo) ou diferente de
zero (sinal).
1. Para cada coeficiente θjk, obtenha o p-valor pjk do seguinte teste de hipo´teses: H0 :
θjk  0 contra H1 : θjk  0, isto e´,
pjk  2p1 Φp|djk|{σqq. (1.33)
2. Ordene os p-valores obtidos e os indexe de acordo com sua ordem: pp1q ¤ pp2q ¤ ... ¤
ppnq.
3. Seja i0 o maior i tal que ppiq ¤ pi{nqq, onde q e´ o n´ıvel determinado para a taxa
de coeficientes atribu´ıdos erroneamente como na˜o nulos. O limiar a ser escolhido e´
dado por:
λ  σΦ1p1 ppi0q{2q. (1.34)
1.3.5 SURE Threshold
Proposto por Donoho e Johnstone (1995), o me´todo SURE threshold consiste
na escolha do limiar λ que minimiza um estimador na˜o viesado do risco de Stein (Stein
unbiased risk estimator) SUREpy, λq, dado por





Diversos me´todos bayesianos para estimac¸a˜o de coeficientes de ondaletas teˆm
sido propostos, ver Vidakovic (1999) e Nason (2008). Tais me´todos sa˜o geralmente regras
redutoras e sa˜o interessantes, como a Estat´ıstica Bayesiana em geral, por permitir o acre´s-
cimo de informac¸o˜es pre´vias sobre caracter´ısticas da func¸a˜o e dos coeficientes de ondaletas
no processo de estimac¸a˜o. Desta forma, informac¸a˜o sobre esparsidade, por exemplo, do
vetor de coeficientes a serem estimados pode ser incorporada em uma distribuic¸a˜o a priori
correspondente para estes coeficientes.
Supondo o modelo (1.27), em geral a esparsidade do vetor de coeficientes de
ondaletas θ da func¸a˜o f e´ representada por meio da seguinte mistura de distribuic¸o˜es
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como distribuic¸a˜o a priori
pipθ;αq  αδ0pθq   p1 αqgpθq, i  1, ..., n, (1.36)
onde α P p0, 1q, δ0pq e´ a func¸a˜o delta de Dirac com massa em zero e gpq e´ uma distribuic¸a˜o
sime´trica e unimodal em zero. Considera-se a priori independeˆncia entre os coeficientes,
o que permite a estimac¸a˜o entrada a entrada do vetor θ, supondo normalidade do erro
aleato´rio. Existem tambe´m estudos que propo˜em uma distribuic¸a˜o normal com variaˆncia
pro´xima a zero no lugar da func¸a˜o delta de Dirac em (1.36) (Chipman et al, 1997).
Na literatura, regras bayesianas de encolhimento de coeficientes de ondaletas
sob distribuic¸a˜o a priori (1.36) para certas distribuic¸o˜es g ja´ foram estudadas, como g
normal (Abramovich at al, 1998), t-Student, uniforme e Bickel (Angelini et al, 2004) por
exemplo. O presente trabalho propo˜e regras de encolhimento de coeficientes de ondaletas
supondo g como distribuic¸a˜o beta e triangular (como uma extensa˜o da distribuic¸a˜o beta).
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2 Encolhimento no Modelo com Erros Gaus-
sianos
2.1 Distribuic¸a˜o Beta
Em Estat´ıstica, a distribuic¸a˜o beta e´ interessante por ser extremamente flex´ı-
vel quanto a sua forma de acordo com escolhas convenientes de seus paraˆmetros. Neste
trabalho, sera´ proposto o uso da distribuic¸a˜o beta com suporte sime´trico em torno de zero
como distribuic¸a˜o a priori para os coeficientes das ondaletas.
Uma varia´vel aleato´ria X tem distribuic¸a˜o beta no intervalo pm,mq se a sua
func¸a˜o de densidade e´ dada por
gpx; a, b,mq  px mq
pa1qpm xqpb1q
p2mqpa b1qBpa, bq Ipm,mqpxq (2.1)
onde Bp, q e´ a func¸a˜o beta, a ¡ 0, b ¡ 0 e m ¡ 0 sa˜o paraˆmetros da distribuic¸a˜o e
Ipm,mqpq e´ a func¸a˜o indicadora no intervalo pm,mq.
Para o presente trabalho, o caso particular em que b  a da distribuic¸a˜o beta
sera´ utilizado como parte da distribuic¸a˜o a` priori para os coeficientes de ondaletas, uma
vez que a func¸a˜o de densidade torna-se sime´trica em torno de zero nesta situac¸a˜o. Desta
forma, ao considerar o caso particular b  a, pode-se reescrever a func¸a˜o densidade (2.1)
em termos de apenas dois paraˆmetros, a e m como
gpx; a,mq  pm
2  x2qpa1q
p2mqp2a1qBpa, aqIpm,mqpxq. (2.2)
E´ fa´cil verificar que, sob (2.2), o valor esperado de X e´ igual a` zero e a variaˆncia de X e´
dada por
V arpXq  m
2
2a  1 . (2.3)
As Figuras 2.1 e 2.2 apresentam a func¸a˜o de densidade da distribuic¸a˜o beta para alguns
valores de a e para m  3. Para a ¡ 1, a densidade e´ unimodal, com ponto de ma´ximo
em x  0. A medida que a aumenta, a densidade torna-se cada vez mais concentrada
em zero. Trata-se de uma caracter´ıstica importante sob o ponto de vista de encolhimento
de coeficientes de ondaletas, uma vez que valores altos de a implicam em encolhimento
maior no vetor de coeficientes emp´ıricos, produzindo vetores de coeficientes estimados mais
esparsos. Por outro lado, quando a   1, a densidade torna-se bimodal, com as modas nos
extremos do suporte da distribuic¸a˜o. No caso em que a  1, tem-se a distribuic¸a˜o uniforme
no suporte considerado.
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Figura 2.1 – Func¸o˜es de densidade da distribuic¸o˜es Beta para a ¥ 1 e m  3
Figura 2.2 – Func¸o˜es de densidade da distribuic¸a˜o Beta para a ¤ 1 e m  3
2.2 Distribuic¸a˜o Beta como Priori para Coeficientes de Ondaletas
Considere o seguinte modelo, ja´ no domı´nio das ondaletas
d  θ   . (2.4)
Como ja´ mencionado, a aplicac¸a˜o da regra de encolhimento para estimac¸a˜o dos coeficientes
ocorre entrada a entrada do vetor d, de modo que se pode considerar o seguinte modelo
para um coeficiente espec´ıfico
d  θ    (2.5)
onde d e´ o coeficiente emp´ırico de ondaletas, θ P pm,mq e´ o coeficiente a ser estimado e
  Np0, σ2q e´ erro aleato´rio com variaˆncia σ2 desconhecida. Aqui, os sub´ındices de d, θ
e  sa˜o retirados por simplicidade de notac¸a˜o. Tem-se enta˜o que
d  Npθ, σ2q. (2.6)
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Para estimac¸a˜o bayesiana de θ, o coeficiente das ondaletas, a seguinte distribuic¸a˜o a priori
para θ e´ proposta:
pipθ;α, a,mq  αδ0pθq   p1 αqgpθ; a,mq (2.7)
onde α P p0, 1q, δ0pθq e´ a func¸a˜o delta de Dirac com massa em zero e gpθ; a,mq e´ a
distribuic¸a˜o beta em pm,mq definida em (2.2). A distribuic¸a˜o a priori proposta possui,
desta forma, α P p0, 1q, a ¡ 0 e m ¡ 0 como hiperparaˆmetros e suas escolhas esta˜o
diretamente relacionadas ao grau de encolhimento dos coeficiente de ondaletas emp´ıricos
desejado. Como sera´ visto, quanto maior forem os valores de α e a, maior sera´ o grau de
encolhimento dos coeficientes emp´ıricos.
2.3 Regra de Encolhimento para Estimac¸a˜o dos Coeficientes de
Ondaletas
A regra de encolhimento δpq para estimac¸a˜o bayesiana dos coeficientes de
ondaletas θ do modelo (2.5) pode ser obtida por meio da definic¸a˜o de uma func¸a˜o perda
e sua respectiva regra de Bayes. Sabe-se que, sob a seguinte func¸a˜o perda quadra´tica,
Lpδ, θq  pδ  θq2 (2.8)
a regra de Bayes que minimiza esta func¸a˜o perda e´ dada por
δpdq  Epipθ | dq (2.9)
isto e´, sob func¸a˜o perda quadra´tica, a regra de Bayes e´ dada pelo valor esperado a posteriori
de θ, ver Berger (1985).
Proposic¸a˜o 2.1. Se a distribuic¸a˜o a priori para θ e´ da forma pipθ;α, a,mq  αδ0pθq  













onde φpq e´ a func¸a˜o de densidade da distribuic¸a˜o normal padra˜o.
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Demonstrac¸a˜o. Se Lp | θq e´ a func¸a˜o de verossimilhanc¸a, tem-se que:












Θ θpipθqLpd | θqdθ³
Θ pipθqLpd | θqdθ

³
Θ θrαδ0pθq   p1 αqgpθqsLpd | θqdθ³
Θrαδ0pθq   p1 αqgpθqsLpd | θqdθ
 α
³
Θ θδ0pθqLpd | θqdθ   p1 αq
³
Θ θgpθqLpd | θqdθ
α
³
Θ δ0pθqLpd | θqdθ   p1 αq
³
Θ gpθqLpd | θqdθ
 p1 αq
³
Θ θgpθqLpd | θqdθ
αLpd | θ  0q   p1 αq ³Θ gpθqLpd | θqdθ
 p1 αq
³m




2pi expt12p dσ q2u   p1 αq
³m

















A Figura 2.3 apresenta algumas regras bayesianas de encolhimento de coeficien-
tes de ondaletas dadas em (2.10) para os hiperparaˆmetros m  3, α  0.9 e a  0.5, 1, 2, 5.
Pode-se observar que o intervalo de d em que a regra encolhe a zero aumenta a medida que
o hiperparaˆmetro a aumenta, uma vez que valores maiores de a resultam em distribuic¸o˜es
beta mais concentradas em torno de zero. Uma caracter´ıstica t´ıpica destas regras e´ que a
medida que d aumenta, δpdq aproxima-se cada vez mais de m e a medida que d diminui,
δpdq se aproxima de m, isto e´, lim
dÑ8
δpdq  m e lim
dÑ8
δpdq  m. Tal caracter´ıstica as-
sinto´tica e´ razoa´vel uma vez que ha´ a suposic¸a˜o de que os coeficientes a serem estimados
pertencem ao intervalo pm,mq, de modo que coeficientes emp´ıricos fora deste intervalo
ocorrem devido a presenc¸a de ru´ıdo.
As Figuras 2.4 e 2.5 apresentam respectivamente o vie´s e a variaˆncia das mes-
mas regras consideradas na Figura 2.3. Pode-se observar que as regras possuem menores
variaˆncias e vieses para valores de θ pro´ximos a zero, alcanc¸ando valores mı´nimos em
ambos os gra´ficos quando o coeficiente verdadeiro das ondaletas for igual a zero. Nota-se
tambe´m que a medida que o hiperparaˆmatro a aumenta, o vie´s do estimador aumenta e
a variaˆncia diminui.
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Figura 2.3 – Regras bayesianas de encolhimento de coeficientes de ondaletas sob priori
beta para m  3 e α  0.9.
Figura 2.4 – Vie´s das regras bayesianas de encolhimento de coeficientes de ondaletas sob
priori beta para m  3 e α  0.9.
O risco cla´ssico Rpθq de um estimador δ e´ dado como
Rpθq  ErLpδ, θqs. (2.11)
A Figura 2.6 apresenta os riscos cla´ssicos das regras de encolhimento consideradas. Pode-
se observar que o risco cla´ssico diminui a medida que θ aproxima-se de zero e que para
valores maiores de θ, o risco e´ maior para regras com hiperparaˆmetro a maior. Tais carac-
ter´ısticas sa˜o justifica´veis pelo fato de que o grau de encolhimento aumenta a medida que
o hiperparaˆmetro a aumenta, logo, caso o verdadeiro valor do coeficiente de ondaleta seja
distante de zero, tais regras com maiores valores de a tendem a errar mais do que regras
com valores pequenos de a.
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Figura 2.5 – Variaˆncia das regras bayesianas de encolhimento de coeficientes de ondaletas
sob priori beta para m  3 e α  0.9
Figura 2.6 – Riscos cla´ssicos das regras bayesianas de encolhimento de coeficientes de
ondaletas sob priori beta para m  3 e α  0.9.
O risco de Bayes r pode ser obtido como:
r  EpirRpθqs (2.12)
isto e´, o risco de Bayes e´ o valor esperado a priori do risco cla´ssico.
Lema 2.1. Considerando a distribuic¸a˜o a priori pipθ;α, a,mq  αδ0pθq p1αqgpθ; a,mq,
tem-se que o risco de Bayes e´ dado por




A Tabela 2.1 mostra os riscos de Bayes em func¸a˜o do hiperparaˆmetro a das
regras de encolhimento consideradas. Como esperado, o risco de Bayes diminui a medida
que a aumenta.
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a 0.5 1 2 5
r 0.226 0.188 0.137 0.008
Tabela 2.1 – Riscos de Bayes das as regras de encolhimento de coeficientes de ondaletas
sob priori beta para m  3 e α  0.9.
2.4 Casos Particulares
Nesta sec¸a˜o sera˜o apresentados alguns casos particulares da regra de encolhi-
mento dada pela Proposic¸a˜o 2.1. As demonstrac¸o˜es fazem uso dos Lemas A.1-A.3, que se
encontram no Apeˆndice.
2.4.1 Regra de Encolhimento: a = 2
A proposic¸a˜o a seguir apresenta uma fo´rmula expl´ıcita para a regra de enco-
lhimento (2.10) no caso espec´ıfico em que a  2.
Proposic¸a˜o 2.2. A regra de encolhimento sob distribuic¸a˜o a priori da forma pipθ;α, a,mq 
αδ0pθq   p1αqgpθ; a,mq, em que gp; a,mq e´ a distribuic¸a˜o beta em pm,mq com hiper-
paraˆmetro a  2, e´ dada por
δpdq  p1 αqtN1pdqrΦpq2q  Φpq1qs  N2pdqφpq1q  N3pdqφpq2qu4m3α
3σ φp dσ q   p1 αqtD1pdqrΦpq2q  Φpq1qs  D2pdqφpq1q  D3pdqφpq2qu
, (2.14)
onde
q1  m d
σ
e q2  m d
σ
,
N1pdq  3σ2d  dm2  d3,
N2pdq  σ3pq21   2q  3σ2dq1   σm2  3σd2,
N3pdq  σ3pq22   2q   3σ2dq2   3σd2  σm2,
D1pdq  m2  d2  σ2,
D2pdq  2σd σ2q1 e
D3pdq  2σd  σ2q2.
















pσu  dqrm2  pσu  dq2sφpuqdu
Cφp d
σ
q   p1 αq ³q2
q1




q   p1 αqI2
.
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onde C  p2m3qBp2, 2qα 1
σ
 4m3α{3σ, q1  pm dq{σ, q2  pm dq{σ, I1 e I2 sa˜o as
integrais do numerador e do denominador respectivamente e sera˜o calculadas separada-
mente.








pm2  σ2u2  2σdu d2qφpuqdu










 pm2  d2qrΦpq2q  Φpq1qs  2σdrφpq1q  φpq2qs  σ2trq1φpq1q  q2φpq2qs   rΦpq2q  Φpq1qsu





rm2  pσu  dq2sφpuqdu  D1pdqrΦpq2q  Φpq1qs  D2pdqφpq1q  D3pdqφpq2q,
onde D1pdq  pm2  d2  σ2q, D2pdq  p2σd  σ2q1q e D3pdq  p2σd  σ2q2q.



















 σ3rpq21   2qφpq1q  pq22   2qφpq2qs  3σ2dtrq1φpq1q  q2φpq2qs   rΦpq2q  Φpq1qsu
  pσm2  3σd2qrφpq1q  φpq2qs   pdm2  d3qrΦpq2q  Φpq1qs
 p3σ2d  dm2  d3qrΦpq2q  Φpq1qs   rσ3pq21   2q  3σ2dq1   σm2  3σd2sφpq1q





pσu  dqrm2  pσu  dq2sφpuqdu  N1pdqrΦpq2q  Φpq1qs  N2pdqφpq1q  N3pdqφpq2q,
onde
N1pdq  3σ2d  dm2  d3, (2.15)
N2pdq  σ3pq21   2q  3σ2dq1   σm2  3σd2 (2.16)
e
N3pdq  σ3pq22   2q   3σ2dq2   3σd2  σm2. (2.17)
Cap´ıtulo 2. Encolhimento no Modelo com Erros Gaussianos 36
Portanto
δpdq  p1 αqtN1pdqrΦpq2q  Φpq1qs  N2pdqφpq1q  N3pdqφpq2qu4m3α
3σ φp dσ q   p1 αqtD1pdqrΦpq2q  Φpq1qs  D2pdqφpq1q  D3pdqφpq2qu
. (2.18)
A Figura 2.7 apresenta as regras de encolhimento (2.14), vie´s, variaˆncia e risco
cla´ssico para os hiperparaˆmetros m  3 e para α  0.8, 0.9, 0.99.
Figura 2.7 – Regras de encolhimento, Vie´s, Variaˆncia e Risco Cla´ssico sob priori beta para
a  2 e m  3. Cor verde para α  0.99, vermelho para α  0.9 e preto para
α  0.8.
Como esperado, a regra apresenta maior grau de encolhimento de coeficientes
a medida que o hiperparaˆmetro α aumenta. Ale´m disso, assim como ocorreu com o hiper-
paraˆmetro a na sec¸a˜o anterior, o vie´s aumenta e o risco cla´ssico aumentam e a variaˆncia
diminui a medida que α aumenta. Observa-se tambe´m que tanto o vie´s, como a variaˆncia
e o risco cla´ssico aumentam a medida que θ se afasta de zero e se aproxima de m  3.
A Tabela 2.2 apresenta os riscos de Bayes da regra (2.14) para os hiperparaˆ-
metros m  3 e para α  0.8, 0.9, 0.99.
Assim como ocorre com o hiperparaˆmetro a, o risco de Bayes diminui a medida
que α aumenta, uma vez que aumento de α implica em um grau maior de encolhimento
de coeficientes emp´ıricos da regra.
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α 0.8 0.9 0.99
r 0.241 0.137 0.016
Tabela 2.2 – Riscos de Bayes das regras de encolhimento sob priori beta para a  2 e
m  3
2.4.2 Regra de Encolhimento: a = 0.5
Como caso particular de regra de encolhimento para a situac¸a˜o em que o
hiperparaˆmetro a   1, resultados para a regra em que a  0.5 foram obtidos.
Pode-se obter uma aproximac¸a˜o para a regra no caso em que a  0.5 por meio
de expansa˜o em Se´rie de Taylor das integrais envolvidas em (2.10). Tal aproximac¸a˜o esta´
dispon´ıvel na Proposic¸a˜o 2.3.
Proposic¸a˜o 2.3. A regra de encolhimento sob distribuic¸a˜o a priori da forma pipθ;α, a,mq 
αδ0pθq   p1αqgpθ; a,mq, em que gp; a,mq e´ a distribuic¸a˜o beta em pm,mq com hiper-
paraˆmetro a  0, 5, pode ser aproximada pela expressa˜o
δpdq  p1 αqrP1pdqφp
m1d
σ
q  P2pdqφp1mdσ qs
Cφp d
σ
q   p1 αqrP3pdqφpm1dσ q  P4pdqφp1mdσ qs
, (2.19)
onde
C  2piασ2?2m 1,
P1pdq  2σ2pm 1q   pm 1qd  σ2  pm 1q2   σ2pm 1q2p2m 1q1,
P2pdq  2σ2pm 1q  pm 1qd  σ2  pm 1q2   σ2pm 1q2p2m 1q1,
P3pdq  2σ2  pm 1q   d  σ2pm 1qp2m 1q1 e
P4pdq  2σ2   pm 1q   d σ2pm 1qp2m 1q1.
Demonstrac¸a˜o. Para a  0.5 na Proposic¸a˜o 2.1, tem-se que
δpdq 





q   p1 αq ³mm θ pm2θ2q0.5Bp0.5,0.5q 1σ?2pi exptpθdq22σ2 udθ
 p1 αq
³m









q   p1 αqI2
,
em que C  αpi
?
2pi, I1 e I2 sa˜o as integrais do numerador e denominador respectivamente.
As integrais definidas I1 e I2 sa˜o aproximadas por se´rie de Taylor de ordem 2.
Por meio do software MATHEMATICA, a seguinte aproximac¸a˜o foi obtida para a integral
indefinida associada a` I1 em torno de um ponto c:
I1  T1pc, θq  expt
pcdq2
2σ2 u
2pm2  c2q0.5σ2 t2cσ
2pθcq rcd σ2c2 c2σ2pm2c2q1spθcq2u (2.20)
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Em c  m 1, tem-se a seguinte aproximac¸a˜o em θ  m:




2pm 1q   pm 1qd  σ2  pm 1q2 





Em c  m  1, tem-se a seguinte aproximac¸a˜o em θ  m:




2pm 1q  pm 1qd  σ2  pm 1q2 





Desta forma, I1 pode ser aproximada por
I1  T1pm 1,mq  T1pm  1,mq  expt
p1mdq2





De forma ana´loga, a integral indefinida associada a` I2 e´ aproximada por
I2  T2pc, θq  expt
pcdq2
2σ2 u
2pm2  c2q0.5σ2 t2σ
2pθ  cq   rc  d  cσ2pm2  c2q1spθ  cq2u (2.22)
Em c  m 1, tem-se a seguinte aproximac¸a˜o em θ  m:









Em c  m  1, tem-se a seguinte aproximac¸a˜o em θ  m:









Desta forma, I2 pode ser aproximada por
I2  T2pm 1,mq  T2pm  1,mq  expt
p1mdq2
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q   p1 αq 1?2pi expt
p1mdq2





δpdq  p1 αqrP1pdqφp
m1d
σ
q  P2pdqφp1mdσ qs
2αpiσ2p2m 1q0.5φp d
σ
q   p1 αqrP3pdqφpm1dσ q  P4pdqφp1mdσ qs
.
A Figura 2.8 apresenta as regras de encolhimento, obtidas numericamente, vie´s,
variaˆncia e risco cla´ssico e a Tabela 2.3 mostra os riscos de Bayes para os hiperparaˆmetros
m  3 e para α  0.8, 0.9, 0.99.
Figura 2.8 – Regras de encolhimento, Vie´s, Variaˆncia e Risco Cla´ssico sob priori beta para
a  0.5 e m  3. Cor verde para α  0.99, vermelho para α  0.9 e preto
para α  0.8.
A Figura 2.9 apresenta a regra verdadeira obtida numericamente e a aproxi-
mac¸a˜o dada na Proposic¸a˜o 2.3 no caso em que m  3 e α  0.9.
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α 0.8 0.9 0.99
r 0.371 0.226 0.033
Tabela 2.3 – Riscos de Bayes das Regras de Encolhimento sob priori beta para a  0.5 e
m  3
Figura 2.9 – Regra verdadeira e regra aproximada por se´rie de Taylor para a  0.5, m  3
e α  0.9.
2.4.3 Regra de Encolhimento: a = 1
O caso em que a  1 resulta em uma distribuic¸a˜o a priori uniforme em pm,mq
para o coeficiente de ondaleta. Uma caracter´ıstica interessante deste caso e´ o fato de que
se trata de uma priori na˜o informativa de Jeffreys para θ do modelo em (2.4) (Berger
(1993)).
Angelini et al. (2004) apresenta uma fo´rmula expl´ıcita da expressa˜o (2.10) no
caso em que (2.2) e´ uniforme e σ  1.
δpdq  d αdφpdq 
1α
2m rφpd mq  φpdmqs
αφpdq   1α2m rΦpd mq  Φpdmqs
. (2.24)
Ale´m disso, o mesmo trabalho mostra que, para m suficientemente pequeno, a
regra (2.24) e´ Γ-Minimax, em que Γ e´ a seguinte famı´lia de distribuic¸o˜es:
Γ  tpipθq  αδ0pθq   p1 αqqpθq, q P ΓSU rm,msu (2.25)
onde ΓSU e´ a famı´lia de todas as distribuic¸o˜es sime´tricas e unimodais com suporte em
rm,ms.
A Figura 2.10 apresenta as regras de encolhimento, obtidas numericamente,
vie´s, variaˆncia e risco cla´ssico e a Tabela 2.4 mostra os riscos de Bayes para os hiperpa-
raˆmetros m  3 e para α  0.8, 0.9, 0.99.
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Figura 2.10 – Regras de encolhimento, Vie´s, Variaˆncia e Risco Cla´ssico sob priori beta
para a  1 e m  3. Cor verde para α  0.99, vermelho para α  0.9 e
preto para α  0.8.
α 0.8 0.9 0.99
r 0.319 0.188 0.026
Tabela 2.4 – Riscos de Bayes das Regras de Encolhimento sob priori beta para a  1 e
m  3.
2.5 Alternativas a` Priori Beta
Nesta sec¸a˜o sera˜o apresentadas duas extenso˜es relacionadas a distribuic¸a˜o a
priori beta para os coeficientes das ondaletas.
2.5.1 Distribuic¸a˜o a Priori Triangular






, se m   x   0,
m x
m2
, se 0 ¤ x   m
0, se c.c.
(2.26)
A Figura 2.11 mostra as distribuic¸o˜es triangulares em m  1, 2, 3.
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Figura 2.11 – Func¸o˜es densidade da distribuic¸a˜o Triangular.
A distribuic¸a˜o triangular em pm,mq esta´ relacionada a` distribuic¸a˜o beta
pelo fato de que pode ser obtida pela convoluc¸a˜o de duas distribuic¸o˜es uniformes em
pm{2,m{2q. Desta forma, considera-se agora a seguinte distribuic¸a˜o a priori para θ:
piT pθ;α,mq  αδ0pθq   p1 αqgT pθ;mq. (2.27)














A proposic¸a˜o a seguir fornece uma fo´rmula expl´ıcita para a regra de encolhimento (2.28)
sob priori triangular.
Proposic¸a˜o 2.4. A regra de encolhimento sob distribuic¸a˜o a priori da forma piT pθ;α,mq 
αδ0pθq  p1αqgT pθ;mq, em que gT p;mq e´ a distribuic¸a˜o triangular em pm,mq, e´ dada
por




q   p1 αqS2pdq
, (2.29)
onde
S1pdq  dσrφpm  d
σ




qs   pd2   σ2   dmqΦpm  d
σ
q   pd2   σ2 
dmqΦpm d
σ
q  2pd2   σ2qΦpd
σ
q e































q   p1 αqI1
.
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gT pσu  dqφpuqdu  σI2   dI1.















































































































































Desta forma, obtem-se I2:




















































































































Finalmente, a regra de encolhimento sob priori triangular (2.28) e´ dada por:
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A Figura 2.12 apresenta a regra de encolhimento (2.28) e seu vie´s, variaˆncia,
risco cla´ssico e a Tabela 2.5 mostra o risco de Bayes para m  3 e α  0.8, 0.9, 0.99.
Observa-se que os comportamentos das regras e de suas caracter´ısticas (vie´s, variaˆncia,
risco cla´ssico e de Bayes) sa˜o semelhantes aos comportamentos para as regras obtidas sob
priori beta.
Figura 2.12 – Regras, Vie´s, Variaˆncia e Risco Cla´ssico sob priori triangular m  3. Cor
verde para α  0.99, vermelho para α  0.9 e preto para α  0.8.
α 0.8 0.9 0.99
r 0.212 0.119 0.014
Tabela 2.5 – Riscos de Bayes das Regras de Encolhimento sob Priori Triangular - m  3
2.5.2 Distribuic¸a˜o a` Priori Bickel








A Figura 2.13 apresenta a distribuic¸a˜o Bickel para m  1, 2, 3.
Desta forma, considera-se agora a seguinte distribuic¸a˜o a priori para θ:
piBpθ;α,mq  αδ0pθq   p1 αqgBpθ;mq (2.33)
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Figura 2.13 – Distribuic¸a˜o Bickel













A regra δBpdq pode ser obtida numericamente. Vidakovic et al. (2004) mostra
que a medida que m cresce, a regra Γ - minimax para (2.24) aproxima-se da regra (2.33)
com base nos resultados obtidos por Bickel (1981) sobre estimac¸a˜o minimax para a me´dia
de uma distribuic¸a˜o normal sob restric¸a˜o.
A Figura 2.14 apresenta a regra de encolhimento (2.34) e seu vie´s, variaˆncia,
risco cla´ssico e a Tabela 2.6 mostra o risco de Bayes para m  3 e α  0.8, 0.9, 0.99.
α 0.8 0.9 0.99
r 0.180 0.099 0.011
Tabela 2.6 – Riscos de Bayes das Regras de Encolhimento sob Priori Bickel - m  3
2.6 Escolha dos Paraˆmetros
Me´todos e crite´rios para determinac¸a˜o dos paraˆmetros e hiperparaˆmetros en-
volvidos na estimac¸a˜o dos coeficientes sa˜o de extrema importaˆncia em procedimentos
bayesianos. Neste trabalho, as escolhas do paraˆmetro σ da distribuic¸a˜o do erro aleato´rio e
dos hiperparaˆmetros α, m e a da distribuic¸a˜o a priori do coeficiente de ondaleta sa˜o neces-
sa´rias. Nesta sec¸a˜o, sera˜o apresentados os me´todos e crite´rios ja´ dispon´ıveis na literatura
da a´rea para tais escolhas e utilizados nos estudos de simulac¸o˜es e aplicac¸o˜es.
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Figura 2.14 – Regras, Vie´s, Variaˆncia e Risco Cla´ssico sob priori Bickel m  3. Cor verde
para α  0.99, vermelho para α  0.9 e preto para α  0.8.
Com base no fato de que grande parte da informac¸a˜o sobre o ru´ıdo presente
nos dados pode ser obtida na escala mais fina de resoluc¸a˜o, para a estimac¸a˜o robusta de
σ, Donoho e Johnstone (1994) sugerem
σˆ  medianat|dJ1,k| : k  0, ..., 2
J1u
0.6745 . (2.35)
Angelini et al. (2004) sugerem que os hiperparaˆmetros α em sejam dependentes
do n´ıvel de resoluc¸a˜o j de acordo com as expresso˜es
α  αpjq  1 1pj  J0   1qγ (2.36)
e
m  mpjq  max
k
t|djk|u, (2.37)
onde J0 ¤ j ¤ J  1, J0 e´ o n´ıvel de resoluc¸a˜o prima´ria e γ ¡ 0. Sugerem ainda que sob
auseˆncia de informac¸o˜es adicionais, γ  2 pode ser adotado.
Para a determinac¸a˜o do hiperparaˆmetro a da distribuic¸a˜o beta, Duran e Booker
(1988) propo˜em o me´todo do percentil. Para k P pm,mq e p P p0, 1q fixos, a e´ escolhido
de modo que
P pθ ¤ kq  p (2.38)
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isto e´, a e´ obtido de modo que» k
m
pm2  θ2qpa1q
p2mqp2a1qBpa, aqdθ  p. (2.39)
Assim, a escolha de a e´ feita por meio da determinac¸a˜o da probabilidade de ocorreˆncia de
um evento particular tθ ¤ ku. Este procedimento e´ interessante devido a maior facilidade
de determinac¸a˜o subjetiva de uma probabilidade p, ou seja, e´ mais simples cognitivamente
atribuir uma probabilidade a um certo evento do que atribuir diretamente um valor para
o paraˆmetro de uma distribuic¸a˜o probabil´ıstica.
2.7 Simulac¸o˜es
Um estudo de simulac¸a˜o foi realizado para avaliar os desempenhos das regras
de encolhimento de coeficientes de ondaletas sob distribuic¸a˜o a priori beta para os casos
particulares em que o hiperparaˆmetro a assume os valores fixos a  0.5, 1, 2, 5, das regras
sob distribuic¸a˜o a priori triangular e Bickel e compara´-las com os desempenhos de alguns
me´todos de encolhimento dispon´ıveis na literatura, a saber, Universal Soft Thresholding
(UNIV), False Discovery Rate (FDR), Validac¸a˜o Cruzada (CV) e regra bayesiana de
encolhimento sob priori normal (BNormal). Os hiperparaˆmetros m e α foram selecionados
de acordo com as propostas de Angelini et al. (2004), descritas na Sec¸a˜o 2.6.
Para tanto, tais regras foram aplicadas nas func¸o˜es-testes de Donoho-Johnstone.
Estas func¸o˜es sa˜o bastante utilizadas na literatura da a´rea para aplicac¸a˜o e comparac¸a˜o de
me´todos relacionados a` ondaletas. Tratam-se de quatro func¸o˜es, denominadas por Bumps,
Blocks, Doppler e Heavisine, que representam algumas caracter´ısticas de curvas encontra-
das em problemas reais. A Figura 2.15 apresenta estas func¸o˜es.
As simulac¸o˜es computacionais deste trabalho foram realizadas no software es-
tat´ıstico R por meio do pacote Wavethresh. Para cada func¸a˜o considerada, selecionou-se
treˆs tamanhos amostrais, n  512, 1024, 2048, e para cada ponto da func¸a˜o foi acrescen-
tado um erro normal com me´dia zero e variaˆncia σ2, em que σ2 foi selecionado de acordo
com treˆs valores da raiz quadrada da raza˜o sinal-ru´ıdo (RSNR, na sigla em ingeˆs), 3, 5 e
7. O RSNR e´ definido como a raza˜o entre o desvio padra˜o do sinal (func¸a˜o sem ru´ıdo),
DP pfq, e o desvio padra˜o do ru´ıdo (σ), isto e´,
RSNR  DP pfq
σ
. (2.40)
Desta forma, teˆm-se treˆs cena´rios de RSNR e, para cada valor de RSNR, teˆm-se treˆs
cena´rios de tamanho amostral.
Em seguida, uma DWT foi aplicada nos dados gerados e ao vetor de coeficientes
emp´ıricos obtidos foram aplicadas as regras de encolhimento a serem comparadas. Para
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Figura 2.15 – Func¸o˜es-testes de Donoho-Johnstone.
a DWT, definiu-se a base de Daubechies (N  10), uma vez que tal base e´ uma das
mais utilizadas na literatura. Apo´s a obtenc¸a˜o das estimativas dos coeficientes, tomou-se
a DWT inversa para estimac¸a˜o da func¸a˜o original.
Como medida de desempenho, foi adotado o erro quadra´tico me´dio, MSE (sigla





rfˆpxiq  fpxiqs2 (2.41)
em que fˆpxiq e´ a estimativa obtida da func¸a˜o f no ponto xi, i  1, ..., n.
Para cada func¸a˜o, o processo foi repetido M  500 vezes e como medida de
comparac¸a˜o das regras, foi calculada a me´dia dos MSEs obtidos, AMSE (sigla em ingleˆs),






As Tabelas 2.7-2.9 apresentam os resultados obtidos para RSNR  3, 5, 7 respectivamente
e as Figuras 2.16-2.18 apresentam os boxplots por tamanho amostral, 512, 1024 e 2048
respectivamente.
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Me´todo n Bumps Blocks Doppler Heavisine
512 11.073 6.898 2.663 0.569
UNIV 1024 7.571 4.851 1.606 0.462
2048 5.056 3.412 1.163 0.359
512 11.482 2.546 1.285 0.508
CV 1024 2.934 1.789 0.797 0.373
2048 1.609 1.298 0.560 0.263
512 9.300 5.855 2.543 0.597
FDR 1024 5.593 3.899 1.502 0.506
2048 3.567 2.682 1.043 0.389
512 7.723 2.178 1.170 0.475
BNormal 1024 4.514 1.616 0.825 0.292
2048 1.285 1.175 0.402 0.185
512 3.165 3.230 1.161 0.734
a  0.5 1024 1.990 1.794 1.274 1.016
2048 1.333 1.331 0.437 0.475
512 3.005 3.154 1.124 0.786
a  1 1024 1.900 1.687 1.156 1.020
2048 1.276 1.283 0.439 0.479
512 2.887 2.865 1.103 0.831
a  2 1024 1.834 1.623 0.994 1.035
2048 1.233 1.445 0.425 0.481
512 2.827 2.713 1.108 0.971
a  5 1024 1.799 1.571 0.969 1.142
2048 1.220 1.182 0.441 0.626
512 2.840 2.763 1.089 0.839
Triang 1024 1.798 1.568 0.968 1.042
2048 1.215 1.424 0.419 0.486
512 2.827 2.765 1.094 0.892
Bickel 1024 1.800 1.571 0.986 1.067
2048 1.213 1.560 0.432 0.515
Tabela 2.7 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erro aleato´rio normal - RSNR = 3.
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Me´todo n Bumps Blocks Doppler Heavisine
512 5.168693 3.667370 1.4061969 0.4033097
UNIV 1024 3.5704223 2.4845816 0.8425033 0.3145896
2048 2.3496116 1.7686302 0.5839058 0.23156795
512 9.441895 1.248586 0.6421472 0.2787186
CV 1024 1.9336411 0.8405263 0.3668750 0.2008168
2048 0.7386165 0.5880287 0.2553759 0.14100489
512 4.369692 2.913564 1.2557486 0.4359834
FDR 1024 2.5360814 1.8829256 0.7446099 0.3244054
2048 1.5871788 1.2861413 0.4919079 0.22889637
512 5.169832 1.040265 0.5282506 0.2440374
BNormal 1024 1.1729720 0.6790076 0.2833291 0.1422468
2048 0.4891962 0.4431051 0.1532725 0.09985219
512 1.307245 1.432239 0.5755740 0.5428947
a  0.5 1024 0.7948930 0.7504576 0.4865769 0.8329822
2048 0.5793849 0.7550611 0.2483891 0.36694315
512 1.236894 1.327218 0.5585992 0.5431358
a  1 1024 0.7550595 0.7116292 0.4643292 0.8324375
2048 0.5575279 0.6528188 0.2404025 0.35109353
512 1.189893 1.306351 0.5308896 0.5478566
a  2 1024 0.7260359 0.8304773 0.4783442 0.8421376
2048 0.5398077 0.6176444 0.2946184 0.42301691
512 1.158335 1.187480 0.5152890 0.6701431
a  5 1024 0.7241796 0.6498854 0.4367727 1.0626970
2048 0.7552798 0.5898919 0.2168161 0.44124730
512 1.160515 1.273028 0.5233445 0.5662688
Triang 1024 0.7113826 0.8328259 0.4743170 0.8291233
2048 0.5233892 0.6262144 0.2635059 0.40021461
512 1.157933 1.222554 0.5180222 0.5833204
Bickel 1024 0.7121231 1.6414933 0.4472046 0.8483754
2048 0.5202548 0.6329966 0.7914292 0.56250114
Tabela 2.8 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erro aleato´rio normal - RSNR = 5.
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Me´todo n Bumps Blocks Doppler Heavisine
512 3.0356977 2.2588573 0.8851257 0.3029086
UNIV 1024 2.1332210 1.5481821 0.5332036 0.2303322
2048 1.3946093 1.1044503 0.36854905 0.16517954
512 6.3298278 0.8402854 0.4469268 0.1755634
CV 1024 1.7274334 0.5361306 0.2187058 0.1278918
2048 0.4829192 0.3545450 0.14859464 0.08836012
512 2.6426538 1.7420715 0.7594285 0.3093058
FDR 1024 1.4744933 1.1298038 0.4538311 0.2251442
2048 0.9184707 0.7679559 0.29725650 0.15489946
512 4.4295309 0.6625441 0.3167736 0.1653731
BNormal 1024 0.6849558 0.4007559 0.1504890 0.0992045
2048 0.2878592 0.2423116 0.08489036 0.06485770
512 0.7302503 0.9348902 0.3190940 0.4586625
a  0.5 1024 0.4231885 0.4831797 0.3251717 0.7990045
2048 0.3565619 2.2574784 0.20239081 0.31599736
512 0.6990558 0.7698507 0.3116739 0.4453152
a  1 1024 0.4042258 0.4370073 0.3070685 0.7836995
2048 0.3254438 1.9165287 0.18292315 0.31922365
512 0.6704066 0.8706230 0.3018881 0.4424037
a  2 1024 0.3879826 0.4037437 0.4056039 0.8138909
2048 0.3530320 1.6567502 0.18159139 0.30304818
512 0.6574622 0.6694177 0.2891731 0.7264481
a  5 1024 0.4487136 0.3795308 0.3053254 1.4742069
2048 1.1016458 2.4636196 0.15066102 0.31433401
512 0.6580493 0.8152275 0.2966502 0.4398087
Triang 1024 0.3849823 0.4048671 0.3907988 0.8179789
2048 0.3242650 1.5798792 0.16547623 0.31643514
512 0.6565040 1.6561750 0.2873608 0.4395863
Bickel 1024 0.3807605 0.3835167 0.8404863 0.7940305
2048 0.3110327 1.8254509 0.14906054 1.25596042
Tabela 2.9 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erro aleato´rio normal - RSNR = 7.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 2.16 – Boxplot MSE (n=512). 1-UNI, 2-CV, 3-FDR, 4-BNormal, 5- a  0.5, 6-
a  1, 7-a  2, 8-a  5, 9-Triang, 10-Bickel.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 2.17 – Boxplot MSE (n=1024). 1-UNI, 2-CV, 3-FDR, 4-BNormal, 5- a  0.5, 6-
a  1, 7-a  2, 8-a  5, 9-Triang, 10-Bickel.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 2.18 – Boxplot MSE (n=2048). 1-UNI, 2-CV, 3-FDR, 4-BNormal, 5- a  0.5, 6-
a  1, 7-a  2, 8-a  5, 9-Triang, 10-Bickel.
De forma geral, nos treˆs cena´rios de RSNR e nos treˆs tamanhos amostrais
considerados, as regras bayesianas sob priori beta, triangular e Bickel tiveram desempe-
nhos melhores do que os me´todos da literatura na func¸a˜o Bumps, melhores do que alguns
dos me´todos da literatura nas func¸o˜es Blocks e Doppler e desempenhos piores na func¸a˜o
Heavisine. Especificamente, nas simulac¸o˜es envolvendo as func¸o˜es Blocks e Doppler, as
regras bayesianas sob priori beta e suas extenso˜es foram melhores em relac¸a˜o a`s regras
Universal Thresholding e FDR e tiveram desempenhos pro´ximos aos das regras CV e
BNormal.
Em relac¸a˜o ao hiperparaˆmetro a, pode-se observar que o desempenho da regra
sob priori beta melhorou a medida que a aumentou, isto e´, o AMSE diminuiu a medida
que a aumentou. Tal fato esta´ relacionado ao grau de encolhimento da regra. Valores
maiores de a implicam em maior grau de encolhimento da regra aplicada, reduzindo mais
Cap´ıtulo 2. Encolhimento no Modelo com Erros Gaussianos 56
o efeito do ru´ıdo aleato´rio nos dados simulados.
2.8 Aplicac¸o˜es em Dados Reais
2.8.1 Dados de Espectrometria de Massas
Sabe-se que a concentrac¸a˜o de progesterona no u´tero influencia a taxa de ferti-
lidade de vacas, uma vez que a progesterona esta´ relacionada ao metabolismo de fosfolip´ı-
deos que, dentre diversas func¸o˜es, sa˜o precursores de importantes biomole´culas (Lonergan
et al., 2013). Neste sentido, tem-se o interesse em estudar a composic¸a˜o de fosfolip´ıdeos
em relac¸a˜o a` concentrac¸a˜o de progesterona para melhor compreensa˜o desta estrutura bio-
lo´gica. A composic¸a˜o de uma amostra de fosfolip´ıdeos pode ser obtida por meio da te´cnica
de espectrometria de massas MALDI (Matrix Assisted Laser Desorption Ionization). Esta
te´cnica consiste na ionizac¸a˜o de uma amostra do composto orgaˆnico e posterior separac¸a˜o
de seus componentes por meio de suas diferenc¸as em massas e estruturas qu´ımicas, quan-
tificados pela chamada taxa massa-carga, usualmente denotada na literatura da a´rea por
m{z e suas intensidades ao longo de uma faixa de valores de m{z. No pre´-processamento
dos dados coletados, faz-se importante a aplicac¸a˜o de me´todos estat´ısticos para reduc¸a˜o
de ru´ıdos nos dados, de modo a facilitar a detecc¸a˜o de picos de intensidades oriundos
de componentes da amostra de fosfolip´ıdeo. Para mais detalhes sobre espectrometria de
massas MALDI e te´cnicas usuais de pre´-processamento e ana´lise dos dados obtidos, ver
Burlingame at al. (1998) Fuchs et al. (2009), Han (2010) e Deininger et al. (2011).
Para uma vaca com baixa progesterona, obteve-se a intensidade em 78751
valores de m{z no intervalo r619.919, 3499.387s por espectrometria de massas MALDI de
uma amostra de fosfolip´ıdeo. A Figura 2.19 apresenta os dados obtidos. Os dados foram
obtidos e disponibilizados para aplicac¸a˜o neste trabalho pelo Laborato´rio Thomson, do
Instituto de Qu´ımica da Universidade Estadual de Campinas.
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Figura 2.19 – Intensidade por m{z de uma amostra de fosfolip´ıdeo uterino de uma vaca
com baixa concentrac¸a˜o de progesterona.
Observa-se, entretanto, que os picos de intensidade esta˜o localizados em um
subintervalo de m{z, o que torna razoa´vel a considerac¸a˜o apenas deste subintervalo para
a ana´lise dos dados. Neste sentido, foi considerado o subintervalo r641.723, 855.182s de
valores de m{z para a ana´lise. Tal subintervalo corresponde a` 8192  213 valores de taxa
massa-carga (aproximadamente 10, 5% dos dados brutos). A Figura 2.20 mostra os dados
considerados.
Figura 2.20 – Intervalo de m{z considerado de uma amostra de fosfolip´ıdeo uterino de
uma vaca com baixa concentrac¸a˜o de progesterona.
Apo´s a restric¸a˜o do intervalo dos dados, mas ainda em seu pre´-processamento,
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geralmente tem-se o interesse na utilizac¸a˜o de me´todos estat´ısticos para reduc¸a˜o de ru´ıdo.
Para este objetivo, aplicou-se aos dados uma DWT (bases Daubechies N  10) e em
seguida as regras de encolhimento sob priori beta e sob priori triangular foram usadas para
estimac¸a˜o dos coeficientes das ondaletas. Para a escolha dos hiperparaˆmetros, adotou-se
os crite´rios descritos em (2.34)-(2.36) para a determinac¸a˜o de α, m e σˆ, de modo que
σˆ  5, 873 e a  2. Apo´s a aplicac¸a˜o das regras, a IDWT foi utilizada para estimac¸a˜o da
curva.
A Figura 2.21 apresenta as curvas estimadas pelas aplicac¸o˜es das regras de
encolhimento escolhidas e a Figura 2.22 mostra os coeficientes emp´ıricos e estimados pela
regra de encolhimento sob priori beta. A ra´ız quadrada da raza˜o sinal-ru´ıdo estimada foi{RSNR  19, 17.
(a) Intensidade estimada - regra de encolhimento
de ondaletas sob priori beta a  2.
(b) Intensidade estimada - regra de encolhimento
de ondaletas sob priori triangular.
Figura 2.21 – Intensidades estimadas pelas regras de encolhimento sob priori beta com
a  2 (a) e triangular (b).
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(a) Coeficientes Emp´ıricos. (b) Coeficientes Estimados - regra sob priori beta.
Figura 2.22 – Coeficientes emp´ıricos (a) e estimados sob regra de encolhimento sob priori
beta com a  2 (b) dos dados de Espectrometria.
2.8.2 Dados de Spike Sorting
Spike sorting e´ um procedimento de classificac¸a˜o de potenciais de ac¸a˜o (spikes)
emitidos por neuroˆnios de acordo com suas diferentes formas e amplitudes. Tipicamente,
os dados de potenciais de ac¸a˜o para classificac¸a˜o por spike sorting sa˜o coletados extrace-
lularmente por meio de eletrodos conectados em certas localizac¸o˜es na cabec¸a de animais.
Trata-se de um me´todo de extrema relevaˆncia em Neurocieˆncia devido a possibilidade de
estudos sobre quais neuroˆnios se manifestam em determinadas regio˜es do ce´rebro e como
se relacionam.
Uma vez com os dados brutos de potenciais de ac¸a˜o coletados, o primeiro passo
do procedimento de spike sorting e´ filtrar estes dados para reduc¸a˜o de ru´ıdos para facilitar
a visualizac¸a˜o dos spikes e evitar que picos presentes nos dados devido a` ru´ıdos sejam clas-
sificados como spikes. Dentre diversos me´todos aplicados por programas computacionais
para spike sorting, o me´todo de reduc¸a˜o de ru´ıdo por ondaletas e´ um dos mais utilizados.
Para mais detalhes sobre spike sorting e me´todos estat´ısticos envolvidos na ana´lise de
dados caracter´ısticos, tem-se Pouzat et al. (2002), Lewicki (1994), Shoham et al. (2003),
Pettersen et al. (2012), Kadir et al. (2013), Einevoll et al. (2012) entre outros. Aplicac¸o˜es
de ondaletas em spike sorting ocorrem nos trabalhos de Quiroga et al. (2004), Letelier
e Webber (2000) e Shalchyan et al. (2012). O objetivo aqui e´ aplicar DWT aos dados e
utilizar a regra de encolhimento sob priori beta e triangular para reduc¸a˜o de ru´ıdo.
O conjunto de dados originais apresenta 20000 potenciais de ac¸a˜o neuronais
(spikes) observados ao longo do tempo. Para a aplicac¸a˜o da DWT, considerou-se n 
214  16384 pontos. A Figura 2.23 apresenta os dados considerados. O conjunto de dados
pertence a Kenneth Harris, do Institute of Neurology, Faculty of Brain Sciences, Univer-
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sity College London e esta´ dispon´ıvel em https://ifcs.boku.ac.at/repository/data/spike-
sorting/index.html.
Figura 2.23 – Potenciais de ac¸a˜o neuronais (spikes).
Aos coeficientes emp´ıricos obtidos, aplicou-se a regra de encolhimento sob pri-
ori beta e triangular. Os hiperparaˆmetros escolhidos para σ, m e α foram dados pelos
crite´rios (2.35)-(2.37), com σˆ  19913 e a  2 para a distribuic¸a˜o beta. A Figura 2.24
apresenta as func¸o˜es estimadas e a Figura 2.25 apresenta os coeficientes de ondaletas em-
p´ıricos apo´s a aplicac¸a˜o da DWT (base Daubechies N  10) e estimados pela regra sob
priori beta.
(a) Potenciais de ac¸a˜o estimados - regra de enco-
lhimento de ondaletas sob priori beta a  2.
(b) Potenciais de ac¸a˜o estimados - regra de enco-
lhimento de ondaletas sob priori triangular.
Figura 2.24 – Potenciais de ac¸a˜o estimados pela regra de encolhimento sob priori beta
com a  2 (a) e triangular (b).
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(a) Coeficientes Emp´ıricos. (b) Coeficientes Estimados - regra sob priori beta.
Figura 2.25 – Coeficientes emp´ıricos (a) e estimados sob regra de encolhimento sob priori
beta com a  2 (b) dos dados de spike sorting.
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3 Encolhimento em Modelos com Erros Po-
sitivos
Considere y1, ..., yn pontos de uma func¸a˜o desconhecida f em x1, ..., xn com o
acre´scimo de ru´ıdo aleato´rio da seguinte forma:
yi  fpxiq   ei, i  1..., n (3.1)
onde ei ¡ 0, i  1, ..., n, sa˜o varia´veis aleato´rias positivas iid com uma dada distribuic¸a˜o
h com suporte em R . A aplicac¸a˜o da transformada de ondaletas discreta e´ ana´loga ao
caso em que o ru´ıdo e´ gaussiano. Obte´m-se assim o seguinte modelo:
d  θ   . (3.2)
Na literatura da a´rea, diversos me´todos de encolhimento de coeficientes foram
desenvolvidos para estimac¸a˜o de θ em casos em que os ru´ıdos ei, i  1, ..., n sa˜o nor-
malmente distribu´ıdos com me´dia zero e variaˆncia σ2 poss´ıvelmente desconhecida. Tais
me´todos se baseiam no fato de que 1, ..., n tambe´m sa˜o normalmente distribu´ıdos com
me´dia zero e variaˆncia σ2 devido a ortogonalidade da transformac¸a˜o de ondaletas. Estudos
sobre encolhimento de coeficientes de ondaletas em modelos com ru´ıdos na˜o gaussianos de
forma geral podem ser encontrados em Antoniadis (2002), Averkamp e Houdre´ (2003), Ko-
laczyk (1999) e Neumann e von Sachs (1995). To´picos diversos sobre modelos estat´ısticos
para dados na˜o gaussianos podem ser encontrados em Wegman et al. (1989).
De fato, a suposic¸a˜o de ru´ıdos aditivos positivos com distribuic¸a˜o h no domı´nio
do tempo no modelo (3.1) na˜o e´ preservada no ru´ıdo aditivo no domı´nio das ondaletas
em (3.2). Desta forma, faz-se necessa´ria a obtenc¸a˜o da distribuic¸a˜o do vetor de erro .
Note que mesmo com ei ¡ 0, i  1, ..., n iid, tem-se que 1, ..., n, i  1, ..., n podem
assumir valores em R e podem ser correlacionados. Johnstone e Silverman (1997), Jansen
e Bultheel (1999)e Goosens et al. (2009) trabalharam com thesholding em modelos com
ru´ıdos correlacionados.
As pro´ximas sec¸o˜es propo˜em a distribuic¸a˜o beta como distribuic¸a˜o a` priori
para os coeficientes das ondaletas em modelos em que as distribuic¸o˜es h do erro aleato´rio
ei sa˜o lognormal e gama.
3.1 Modelo com Erro Aleato´rio Lognormal
Nesta sec¸a˜o, assume-se que os erros aleato´rios do modelo (3.1) sa˜o varia´veis
iid com distribuic¸a˜o lognormal de paraˆmetros µ e σ2. A func¸a˜o densidade da distribuic¸a˜o
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(a) Distribuic¸a˜o Lognormal µ  0. (b) Func¸a˜o Blocks com ru´ıdo lognormal µ  0 e
σ  0.5.
Figura 3.1 – Func¸o˜es densidade da distribuic¸a˜o lognormal (a) e func¸a˜o-teste Blocks com
acre´scimo de erro aleato´rio lognormal (b).
lognormal e´ dada por







onde µ P R e σ P R  sa˜o a me´dia e o desvio padra˜o da varia´vel aleato´ria em escala
logar´ıtmica. O valor esperado e a variaˆncia de uma varia´vel aleato´ria X com distribuic¸a˜o
lognormal (µ,σ2) sa˜o dados por
EpXq  exptµ  σ2{2u, (3.4)
V arpXq  expt2pµ  σ2qu  expt2µ  σ2u. (3.5)
A Figura 3.1 apresenta a func¸a˜o densidade da distribuic¸a˜o lognormal para
µ  0 e σ  1, 2, 3, 0.5 e a func¸a˜o teste de Donoho e Johnstone Blocks com adic¸a˜o de
ru´ıdo aleato´rio lognormal com µ  0 e σ  0.5, para exemplificar uma func¸a˜o com tal
ru´ıdo.
3.1.1 Func¸a˜o de Verossimilhanc¸a














wijpdi  θiq, j  1, ..., n.
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3.1.2 Distribuic¸a˜o a Priori para θ
Como distribuic¸a˜o a` priori para θj, j  1, ..., n, assume-se o modelo formado
por (2.1) e (2.7), isto e´,
pipθj;α, a,mq  αδ0pθjq   p1 αq
pm2  θ2j qpa1q
p2mqp2a1qBpa, aqIpm,mqpθjq. (3.7)




rαδ0pθjq   p1 αq
pm2  θ2j qpa1q
p2mqp2a1qBpa, aqIpm,mqpθjqs. (3.8)
3.1.3 Distribuic¸a˜o a Posteriori para θ
A partir de Lpd|θq e pipθq obtidos em (3.6) e (3.8), tem-se que a distribuic¸a˜o
a posteriori de θ, pipθ|dq, e´ proporcional ao produto da func¸a˜o de verossimilhanc¸a com a











com C  αp2mq2a1Bpa, aq, ejpdq 
n¸
i1
wijpdiθiq, j  1, ..., n, θ P pm,mqn e epdq P Rn .
3.1.4 Estimac¸a˜o de θ
Para estimac¸a˜o do vetor de coeficientes θ, sob func¸a˜o de perda quadra´tica,
tem-se que a regra de Bayes e´ dada pelo valor esperado a posteriori de θ. Para estimar
tal valor esperado a partir da distribuic¸a˜o (3.9), pode-se gerar uma amostra θ1, θ2, ..., θM
de (3.9) para M ¡ 0 suficientemente grande e a Lei Forte dos Grandes Nu´meros garante






Para obtenc¸a˜o de uma amostra da distribuic¸a˜o (3.9), aplica-se o Algoritmo de Metropolis-
Hastings (M-H), que de forma geral define passos para gerar uma Cadeia de Markov
tθptqutPN com distribuic¸a˜o-limite pipθ|dq. O algoritmo de M-H e´ dado pelo Algoritmo 1.
Para a escolha da distribuic¸a˜o-proposta pp.q, observa-se que a partir da gerac¸a˜o
de e1 , ..., e

n iid com distribuic¸a˜o lognormal(µ,σ
2), tem-se que, dado d:
θ  dWe  Lp.|dq (3.13)
onde Lp.|.q e´ a func¸a˜o de verossimilhanc¸a dada em (3.6) e, portanto, a distribuic¸a˜o-
proposta adotada para gerar θ. Neste caso, tem-se que (3.11) e´ dado por:
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Algoritmo 1 – Algoritmo de Metropolis - Hastings
Dados: pip.q (distribuic¸a˜o que ser quer obter amostra) e pp.q
(distribuic¸a˜o-proposta).
Resultado: Amostra da distribuic¸a˜o pi.
in´ıcio
Gere θ de uma distribuic¸a˜o-proposta p(.|θptq).
Calcule Rpθptq, θq, em que:










O Algortimo 2 apresenta o algoritmo de M-H para gerar amostras de (3.9) a
partir da distribuic¸a˜o-proposta Lpθ|dq.
Algoritmo 2 – Algoritmo de Metropolis - Hastings - erros lognormais
Dados: Paraˆmetros µ e σ da distribuic¸a˜o lognormal do erro aleato´rio.
Resultado: Amostra da distribuic¸a˜o a posteriori ().
in´ıcio
Gere varia´veis aleato´rias ei , i  1, ..., n iid lognormal(µ,σ2).
Fac¸a:
θ  dWe. (3.15)
Calcule:










Como exemplo, aplicou-se a regra (3.10) para estimar a func¸a˜o de D-J Bumps
com erro aleato´rio lognormal µ  0 e σ2  1.16, de modo a ter RSNR  7. Para tanto, o
algoritmo de M-H foi utilizado a partir da gerac¸a˜o de uma Cadeia de Markov de 200 000
pontos. Como burn-in, descartou-se as 100000 primeiras rodadas, de modo a obter uma
amostra de M  100000 pontos da distribuic¸a˜o a posteriori (3.9). Como hiperparaˆmetros,
definiu-se a  1 e α  0.9. A taxa de aceitac¸a˜o foi de 46%.
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(a) Func¸a˜o Bumps com erro lognormal µ  0 e
σ2  1.16.
(b) Func¸a˜o Estimada.
Figura 3.2 – Func¸a˜o-teste Bumps com acre´scimo de erro aleato´rio lognormal (a) e func¸a˜o
Bumps estimada pela regra de encolhimento sob priori beta com a  1 (b).
A Figura 3.2 apresenta a func¸a˜o com o erro gerado e a func¸a˜o estimada, e a
Figura 3.3 apresenta os histogramas das distribuic¸o˜es marginais a` posteriori obtidas dos
coeficientes das escalas j  1, 2.
Figura 3.3 – Amostras das distribuic¸o˜es marginais a` posteriori (3.9). Reta em vermelho
representa o valor verdadeiro.
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(a) Distribuic¸a˜o Gama r  1. (b) Distribuic¸a˜o Gama β  1.
Figura 3.4 – Func¸o˜es densidade da distribuic¸a˜o gama com r  1 (a) e β  1 (b).
3.2 Modelo com Erro Aleato´rio Gama
Nesta sec¸a˜o, assume-se que os erros aleato´rios do modelo (3.1) sa˜o varia´veis
iid com distribuic¸a˜o gama de paraˆmetros r e β. A func¸a˜o densidade da distribuic¸a˜o gama
e´ dada por




em que r ¡ 0, β ¡ 0 e Γp.q e´ a func¸a˜o gama. O valor esperado e a variaˆncia de uma
varia´vel aleato´ria X com distribuic¸a˜o gama sa˜o dados por
EpXq  rβ e (3.19)
V arpXq  rβ2. (3.20)
A Figura 3.4 apresenta a distribuic¸a˜o gama para r  1 e β  1, 2, 3, 4 (a) e para β  1 e
r  2, 3, 4, 5 (b) e a Figura 3.5 mostra a func¸a˜o Blocks com erro aditivo com distribuic¸a˜o
gama com r  1 e β  1.
3.2.1 Func¸a˜o de Verossimilhanc¸a


















wijpdi  θiq, j  1, ..., n.
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Figura 3.5 – Func¸a˜o Blocks com ru´ıdo gama r  β  1
3.2.2 Distribuic¸a˜o a Priori para θ
Como distribuic¸a˜o a priori para θj, j  1, ..., n, assume-se o modelo formado
por (3.7) e (3.8), isto e´, assume-se a distribuic¸a˜o a priori beta para cada coeficiente das
ondaletas.
3.2.3 Distribuic¸a˜o a Posteriori para θ
De forma ana´loga ao caso lognormal, a distribuic¸a˜o a posteriori pode ser ob-
tida proporcionalmente ao produto da distribuic¸a˜o a priori para θ (3.8) e a func¸a˜o de












com C  αp2mq2a1Bpa, aq, ejpdq 
n¸
i1
wijpdiθiq, j  1, ..., n, θ P pm,mqn e epdq P Rn .
3.2.4 Estimac¸a˜o de θ
O me´todo de estimac¸a˜o de θ e´ similar ao aplicado no caso de erros lognormais,
isto e´, obtem-se uma amostra da distribuic¸a˜o a posteriori (3.22) por meio do algoritmo
de M-H. Assim como no caso de ru´ıdo lognormal, adota-se como distribuic¸a˜o-proposta
Lpθ|dq, em que Lpq e´ a func¸a˜o de verossimilhanc¸a (3.21). De forma ana´loga ao Algoritmo
2 para o caso de erros lognormais, o Algoritmo 3 apresenta o algoritmo de M-H para gerar
amostras de (3.22) a partir da distribuic¸a˜o-proposta Lpθ|dq.
Assim como no caso dos erros lognormais, como exemplo, erros aleato´rios iid
com distribuic¸a˜o gama com r  1 e β  2.65, de modo que RSNR  7, foram adicionados
a` 1024 pontos da func¸a˜o de D-J Bumps. A regra (3.12) foi enta˜o aplicada para estimac¸a˜o
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Algoritmo 3 – Algoritmo de Metropolis - Hastings - erros gama
Dados: Paraˆmetros r e β da distribuic¸a˜o gama do erro aleato´rio.
Resultado: Amostra da distribuic¸a˜o a posteriori ().
in´ıcio
Gere varia´veis aleato´rias ei , i  1, ..., n iid gama(r,β).
Fac¸a:
θ  dWe. (3.23)
Calcule:










(a) Func¸a˜o Bumps com erro gama r  1 e β 
2.65.
(b) Func¸a˜o Estimada.
Figura 3.6 – Func¸a˜o-teste Bumps com acre´scimo de erro aleato´rio gama (a) e func¸a˜o
Bumps estimada pela regra de encolhimento sob priori beta com a  1 (b).
dos coeficientes das ondaletas da DWT da func¸a˜o original. Novamente gerou-se 200000
pontos de uma Cadeia de Markov segundo o algoritmo 3 e, como burn-in, descartou-se os
100000 primeiros pontos. Como hiperparaˆmetros, definiu-se a  1 e α  0.9. A taxa de
aceitac¸a˜o foi de 57%.
A Figura 3.6 mostra os dados gerados e a func¸a˜o estimada e a Figura 3.7
mostra os histogramas das distribuic¸o˜es marginais a` posteriori de (3.22) obtidas para os
coeficientes das escalas j  1, 2.
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Figura 3.7 – Amostras das distribuic¸o˜es marginais a` posteriori (3.22). Reta em vermelho
representa o valor verdadeiro.
3.3 Escolha dos Paraˆmetros
Os paraˆmetros σ2 da distribuic¸a˜o lognormal, r e β da distribuic¸a˜o gama podem
ser estimados diretamente dos dados observados y, principalmente devido a` na˜o preserva-
c¸a˜o da distribuic¸a˜o do ru´ıdo transformado.




4 ˆV arpY q   1
2
 (3.26)
onde yV arpY q e´ dado por




pyi  y¯q2. (3.27)
O estimador (3.26) proposto e´ obtido a partir da soluc¸a˜o em σ2 da equac¸a˜o
exponencial
V arpY q  V arpeq  e2σ2  eσ2 . (3.28)
Trata-se assim de um estimador obtido pelo me´todo dos momentos. Para ob-
tenc¸a˜o da me´dia, do desvio padra˜o e do vie´s do estimador (3.26), gerou-se 512 varia´veis
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aleato´rias iid com distribuic¸a˜o lognormal com paraˆmetros µ  0 e σ2 e a estimativa de σ2
foi calculada. Esse processo foi repetido 10000 vezes para a avaliac¸a˜o da me´dia, do desvio
padra˜o e do vie´s. A Tabela 3.1 apresenta os resultados obtidos para alguns valores de σ2.
σ2
¯ˆ
σ2 DP pσˆ2q V iespσˆ2q
0.5 0.4992 0.01259 0.0007
1 0.9982 0.0356 0.0017
1.5 1.4932 0.0735 0.0067
2 1.9690 0.1162 0.0309
2.5 2.4299 0.1659 0.070
3 2.9227 0.2483 0.0772
4 3.7543 0.3305 0.2456
5 4.5663 0.3998 0.4336
6 5.3319 0.5046 0.6680
7 5.9860 0.5462 1.0139
10 7.9596 0.7705 2.0403
Tabela 3.1 – Me´dia, desvio padra˜o e vie´s do estimador (3.26) de σ2 da distribuic¸a˜o log-
normal.
Observa-se que o estimador (3.26) apresenta um pequeno vie´s para pequenos
valores de σ2, mas que tal vie´s aumenta a medida que σ2 aumenta.
Me´todos bayesianos para estimac¸a˜o dos paraˆmetros do ru´ıdo aleato´rio tambe´m
podem ser aplicados, isto e´, utiliza-se uma distribuic¸a˜o a` priori para σ2 da distribuic¸a˜o
lognormal e para pr, βq da distribuic¸a˜o gama. Ver Damsleth (1975), Miller (1980),Son e
Oh (2007) para mais detalhes.
3.4 Simulac¸o˜es
Um estudo com simulac¸o˜es foi realizado para analisar os desempenhos das
regras de encolhimento propostas no presente trabalho e compara´-los com os de algumas
regras ja´ utilizadas nas aplicac¸o˜es e dispon´ıveis na literatura da a´rea. Assim como no
estudo de simulac¸o˜es no modelo com erros gaussianos apresentado na Sec¸a˜o 2.7, as func¸o˜es-
testes de Donoho e Johnstone (D-J) foram usadas como conjuntos de dados para o estudo.
Desta forma, gerou-se erros aleato´rios com distribuic¸a˜o lognormal com paraˆmetros µ  0
e σ2 e com distribuic¸a˜o gama com paraˆmetros r  1 e β de tal forma que RSNR  3, 5, 7








β  DP pfq
RSNR
(3.30)
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onde DP pfq e´ o desvio padra˜o da func¸a˜o sem o ru´ıdo (sinal). Tais erros gerados foram
adicionados aos pontos de cada uma das func¸o˜es-testes de acordo com treˆs tamanhos
amostrais, a saber, n  512, 1024 e 2048. Em seguida, aplicou-se uma DWT com base
Daubechies N  10 e, aos coeficientes emp´ıricos obtidos, as regras de encolhimento foram
aplicadas. Como regras de encolhimento ja´ dispon´ıveis na literatura e amplamente uti-
lizadas na pra´tica, selecionou-se as regras Universal Soft Thresholding(Univ), Validac¸a˜o
Cruzada (CV), False Discovery Rate(FDR) e uma regra bayesiana com distribuic¸a˜o a`
priori normal (BNormal). Para as regras propostas no trabalho, selecionou-se as regras
com os hiperparaˆmetros a  0.5, 1, 2 com a gerac¸a˜o de 300 rodadas da Cadeia de Markov
nos Algoritmos 2 e 3, com burn-in de 200 primeiras rodadas. Uma vez aplicadas as sete
regras nos coeficientes emp´ıricos gerados, calculou-se o erro quadra´tico me´dio (MSE).
Este processo foi repetido M  200 vezes, e o ca´lculo das me´dias dos MSE, o AMSE,
foi feito.
3.4.1 Simulac¸o˜es para Erros Lognormais
As Tabelas 3.2-3.4 apresentam os AMSE das regras de encolhimento para as
func¸o˜es de D-J com erros lognormais com RSNR  3, 5, 7 respectivamente e as Figuras
3.8-3.10 trazem os boxplots dos MSE obtidos nas 200 simulac¸o˜es.
Me´todo n Bumps Blocks Doppler Heavisine
512 14.512753 10.404059 6.036825 3.847485
UNIV 1024 15.43656 12.701550 9.598497 8.610040
2048 8.454340 6.683103 4.476970 3.684189
512 14.022497 6.648721 5.191187 4.059645
CV 1024 13.93607 12.180259 9.705542 8.918303
2048 5.770390 5.183303 4.291308 3.889653
512 8.189561 6.855109 5.281251 4.473459
FDR 1024 13.56686 12.692793 11.425090 11.143939
2048 5.751958 5.206752 4.612663 4.417585
512 10.676486 5.434995 4.892472 4.239790
BNormal 1024 14.41679 8.206475 7.478438 6.776574
2048 5.434909 4.427961 4.298782 4.132952
512 5.691738 5.626235 6.010021 8.177412
a  0.5 1024 16.23910 13.631692 15.635875 15.851617
2048 5.834641 5.538224 5.653958 7.095710
512 5.507355 5.615892 5.699916 5.327199
a  1 1024 13.32297 13.329774 13.493599 13.700664
2048 5.775259 5.510966 5.491419 5.411687
512 5.492241 5.613905 5.978915 5.964690
a  2 1024 13.29754 13.363031 13.844257 14.394761
2048 5.771781 5.512545 5.776426 5.957126
Tabela 3.2 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erros aleato´rios lognormais - RSNR = 3.
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Me´todo n Bumps Blocks Doppler Heavisine
512 7.218488 5.718430 3.468613 2.467663
UNIV 1024 9.779851 9.065440 7.239886 6.496491
2048 4.406639 3.817407 2.634773 2.283374
512 8.932674 3.446299 2.869113 2.429040
CV 1024 9.853043 8.874157 6.940370 5.952259
2048 3.011761 2.807198 2.438994 2.269030
512 4.616660 3.789621 2.864145 2.464260
FDR 1024 9.295073 9.017582 7.697930 7.128842
2048 3.044530 2.861838 2.446815 2.323776
512 7.149222 3.146618 2.749077 2.523512
BNormal 1024 10.667177 6.498561 6.015424 5.583203
2048 2.803062 2.664189 2.420755 2.381243
512 1.957604 1.965298 2.050139 2.581260
a  0.5 1024 10.061726 9.208451 10.269892 11.935038
2048 2.046780 2.000246 2.024892 2.442834
512 1.952247 1.968753 2.009519 1.994720
a  1 1024 8.993549 9.143531 9.397942 9.454914
2048 2.046172 1.980161 1.997386 2.001849
512 1.950697 1.968857 2.120518 2.134642
a  2 1024 8.982674 9.135752 9.640534 10.008176
2048 2.055305 1.988790 2.095260 2.133047
Tabela 3.3 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erros aleato´rios lognormais - RSNR = 5.
Me´todo n Bumps Blocks Doppler Heavisine
512 4.672585 3.916005 2.526618 1.936270
UNIV 1024 7.610077 6.966395 5.662083 5.610712
2048 3.025191 2.736782 1.995959 1.800731
512 6.663016 2.564360 2.146903 1.860413
CV 1024 8.169050 6.915710 5.331410 4.906123
2048 2.191620 2.059215 1.831112 1.764190
512 3.421718 2.819652 2.140779 1.874213
FDR 1024 7.598027 6.962183 5.679532 5.639338
2048 2.233491 2.149182 1.840271 1.765754
512 6.034875 2.336389 2.004312 1.891649
BNormal 1024 8.964207 5.497118 5.024433 4.804405
2048 1.999228 1.934056 1.802130 1.773759
512 1.013677 1.031831 1.031086 1.215211
a  0.5 1024 7.724973 6.816961 7.221267 8.743336
2048 1.018815 1.015323 1.033747 1.130910
512 1.014031 1.027189 1.010138 1.016736
a  1 1024 7.256742 6.829877 6.795345 7.089097
2048 1.013283 1.024816 1.010834 1.018973
512 1.013364 1.027077 1.058949 1.072458
a  2 1024 7.247938 6.817170 6.989707 7.486934
2048 1.013371 1.015660 1.059062 1.072853
Tabela 3.4 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erros aleato´rios lognormais - RSNR = 7.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 3.8 – Boxplot MSE - n  512 (erros lognormais). 1-UNI, 2-CV, 3-FDR, 4-
BNormal, 5- a  0.5, 6-a  1, 7-a  2.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 3.9 – Boxplot MSE - n  1024 (erros lognormais). 1-UNI, 2-CV, 3-FDR, 4-
BNormal, 5- a  0.5, 6-a  1, 7-a  2.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 3.10 – Boxplot MSE - n  2048 (erros lognormais). 1-UNI, 2-CV, 3-FDR, 4-
BNormal, 5- a  0.5, 6-a  1, 7-a  2.
De fato, os desempenhos das sete regras consideradas foram similares em ter-
mos de AMSE nas func¸o˜es Bumps e Blocks e as regras ja´ dispon´ıveis na literatura apre-
sentaram resultados ligeiramente melhores em relac¸a˜o a`s regras sob priori beta nas func¸o˜es
Doppler e Heavisine. Entretanto, pode ser observado nos boxplots que as regras da litera-
tura apresentaram uma variabilidade maior em termos de MSE nos dados simulados, isto
e´, tiveram bons MSE em alguns conjuntos de dados, pore´m muito ruins em outros. Os
MSE das regras sob priori beta tiveram menor variabilidade, o que pode ser considerado
uma vantagem em relac¸a˜o a`s regras cla´ssicas.
Dentre as regras sob priori beta, pode ser notado que a regra com hiperparaˆ-
metro a  0.5 apresentou desempenho um pouco abaixo dos desempenhos das regras sob
hiperparaˆmetros a  1 e a  2 em quase todos os cena´rios. Estas u´ltimas apresentaram
resultados similares entre si.
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A Tabela 3.5 fornece os valores de σ, os valores esperados Epeq e os desvios
padro˜es DP peq dos erros lognormais simulados em relac¸a˜o aos valores de SNR. Como as
variaˆncias V arpfq das func¸o˜es de D-J sa˜o iguais, a` saber, V arpfq  49, para n  1024,
as medidas descritas na tabela foram aplicadas nas simulac¸o˜es das quatro func¸o˜es.
RSNR σ Epxq DP pXq
3 2.34 1.70 1.03
5 1.40 1.41 0.83
7 1.00 1.27 0.69
Tabela 3.5 – σ, valor esperado e desvio padra˜o dos erros lognormais gerados.
3.4.2 Simulac¸o˜es para Erros Gama
As Tabelas 3.6-3.8 apresentam os AMSE das regras de encolhimento para as
func¸o˜es de D-J com erros gama com SNR  3, 5, 7 respectivamente e as Figuras 3.11-3.13
trazem os boxplots dos MSE obtidos nas 200 simulac¸o˜es.
Me´todo n Bumps Blocks Doppler Heavisine
512 16.598749 12.378202 8.158293 6.038563
UNIV 1024 24.74320 21.74606 18.47903 17.39768
2048 10.471968 8.830554 6.570721 5.794232
512 17.098419 8.214308 6.973532 6.024801
CV 1024 23.13505 21.05663 18.48757 17.06380
2048 7.276245 6.949654 6.118793 5.765196
512 12.684298 9.869308 7.328378 6.046613
FDR 1024 25.41081 22.23247 18.56838 17.19180
2048 7.948059 7.375590 6.159898 5.773960
512 13.264312 7.649415 6.894018 6.290912
BNormal 1024 27.05262 19.96635 19.11184 18.44007
2048 7.048953 6.854155 6.333151 6.213043
512 5.272329 5.367348 6.868351 7.554786
a  0.5 1024 15.93691 16.10237 15.26983 13.07287
2048 5.370894 5.419720 6.773673 7.400294
512 5.493576 5.457463 5.528731 5.535574
a  1 1024 16.56894 16.36054 16.33656 16.49553
2048 5.483714 5.470605 5.476236 5.489856
512 7.345438 5.603823 5.698172 5.981265
a  2 1024 13.92728 15.47356 13.79504 13.60782
2048 7.694288 5.403975 5.982019 5.761283
Tabela 3.6 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erros aleato´rios gama - RSNR = 3.
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Me´todo n Bumps Blocks Doppler Heavisine
512 7.136119 5.624887 3.378141 2.375721
UNIV 1024 14.475648 13.220992 11.448885 10.844273
2048 4.301829 3.739317 2.565433 2.202860
512 10.333211 3.293413 2.702780 2.297476
CV 1024 14.524293 13.117599 11.377401 10.396021
2048 2.786775 2.635303 2.300675 2.152036
512 5.273491 4.125841 2.874373 2.314840
FDR 1024 16.152224 14.185257 11.493097 10.445185
2048 3.071938 2.883232 2.335808 2.153508
512 7.133027 3.036291 2.556845 2.300796
BNormal 1024 17.202982 12.563246 11.885183 11.375801
2048 2.537941 2.499512 2.215674 2.144736
512 1.958853 1.953623 4.836995 5.629796
a  0.5 1024 9.512675 9.870836 8.841431 9.713530
2048 1.943846 1.961393 4.910932 5.437131
512 1.995046 1.978278 2.002759 1.977063
a  1 1024 9.858009 10.000938 9.965921 9.921754
2048 1.979667 1.972452 1.999000 1.991052
512 10.161225 3.554243 3.917465 3.765198
a  2 1024 9.179488 9.479016 15.855195 15.180019
2048 8.517056 2.977340 2.768119 3.001872
Tabela 3.7 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erros aleato´rios gama - RSNR = 5.
Me´todo n Bumps Blocks Doppler Heavisine
512 4.049091 3.2557259 1.890198 1.318954
UNIV 1024 10.186503 9.484704 8.356342 7.979426
2048 2.3904507 2.097190 1.362199 1.163103
512 6.516612 1.8741617 1.498373 1.226955
CV 1024 10.715368 9.495378 8.204403 7.489056
2048 1.5272607 1.394968 1.175999 1.109960
512 3.003759 2.2764894 1.537527 1.252531
FDR 1024 11.895792 10.459164 8.329858 7.513013
2048 1.6379973 1.535960 1.202084 1.113971
512 5.417554 1.6638341 1.359021 1.234674
BNormal 1024 12.572301 9.127896 8.524298 8.134055
2048 1.3251187 1.266565 1.123961 1.094386
512 1.013052 0.9982643 4.374801 4.904420
a  0.5 1024 6.827436 6.980161 7.521285 8.365930
2048 0.9954445 1.000893 4.312577 4.719518
512 1.008758 1.0022667 1.023462 1.029754
a  1 1024 7.023595 7.076030 7.063222 7.078467
2048 1.0072128 1.004763 1.005839 1.008293
512 11.062880 4.9783197 4.981991 4.118982
a  2 1024 8.145397 6.828548 6.817238 6.981283
2048 10.0625943 2.995622 3.786155 3.198112
Tabela 3.8 – AMSE obtidos nas simulac¸o˜es envolvendo as func¸o˜es de D-J com acre´scimo
de erros aleato´rios gama - RSNR = 7.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 3.11 – Boxplot MSE - n  512 (erros gama). 1-UNI, 2-CV, 3-FDR, 4-BNormal, 5-
a  0.5, 6-a  1, 7-a  2.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 3.12 – Boxplot MSE - n  1024 (erros gama). 1-UNI, 2-CV, 3-FDR, 4-BNormal,
5- a  0.5, 6-a  1, 7-a  2.
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(a) RSNR = 3. (b) RSNR = 5.
(c) RSNR = 7.
Figura 3.13 – Boxplot MSE - n  2048 (erros gama). 1-UNI, 2-CV, 3-FDR, 4-BNormal,
5- a  0.5, 6-a  1, 7-a  2.
Pode-se observar nas tabelas e nos boxplots que os desempenhos das regras sob
priori beta foram melhores em AMSE que os desempenhos das regras dispon´ıveis escolhi-
das nas simulac¸o˜es referentes a`s func¸o˜es Bumps e Blocks nos treˆs cena´rios de RSNR. Em
relac¸a˜o a`s simulac¸o˜es da func¸a˜o Doppler, as regras sob priori beta com hiperparaˆmetros
a  0.5 e a  1 tiveram os melhores desempenhos dentre todas as regras ao passo que
a regra com hiperparaˆmetro a  2 teve o pior desempenho. Para a func¸a˜o Heavisine, os
desempenhos das regras selecionadas foram pro´ximos, com excec¸a˜o da regra com a  2,
que apresentou altos valores de MSE.
A Tabela 3.9 fornece os valores de β dos erros gama simulados em relac¸a˜o aos
valores de RSNR. Como r  1 nas simulac¸o˜es, tem-se Epeq  DP peq  β.





Tabela 3.9 – β dos erros gama gerados nas simulac¸o˜es.
3.5 Aplicac¸o˜es em Dados Reais
Conjuntos de dados reais que apresentam ru´ıdos positivos aparecem na lite-
ratura em diversos problemas bidimensionais de processamento de imagens. Svihl´ık et
al. (2012) apresenta um me´todo de estimac¸a˜o de paraˆmetros de ru´ıdos na˜o gaussianos
e positivos em processamento de imagens astronoˆmicas. Baer (2006) propo˜e um modelo
estat´ıstico com ru´ıdo positivo para dados de sensoriamento de imagens com a presenc¸a
de ru´ido escuro (dark current noise). Para exemplos de modelos com ru´ıdos positivos e
demais ru´ıdos em processamento de imagens, Bovik (2009) e´ uma boa refereˆncia.
Para aplicac¸a˜o da regra de encolhimento sob priori beta para modelos com
ru´ıdo positivo, os dados de espectrometria de massas da Sec¸a˜o 2.8 foram utilizados. A
Figura 3.14 apresenta os dados suavizados pela regra de encolhimento sob priori beta
com a  1 e assumindo erros lognormais. A suposic¸a˜o de erros positivos neste conjunto
de dados e´ razoa´vel por se envolver contaminac¸o˜es que preservam as intensidades como
positivas, isto e´, as intensidades observadas sa˜o sempre positivas mesmo com a presenc¸a
de ru´ıdo aleato´rio.




O presente trabalho estudou a aplicac¸a˜o de distribuic¸a˜o beta como distribuic¸a˜o
a priori para os coeficientes de ondaletas e, de fato, os resultados obtidos indicam que
a regra de encolhimento associada a tal distribuic¸a˜o tem potencial para se tornar uma
alternativa a`s te´cnicas de encolhimento ja´ utilizadas na pra´tica, assim como a distribuic¸a˜o
triangular, considerada aqui como uma extensa˜o da distribuic¸a˜o beta assim como a ja´
estudada distribuic¸a˜o Bickel.
No modelo estat´ıstico com ru´ıdo gaussiano, as performances em termos de erro
quadra´tico me´dio das regras propostas nas simulac¸o˜es realizadas foram superiores as das
te´cnicas de encolhimento dispon´ıveis na literatura e utilizadas no estudo na maioria dos
cena´rios considerados.
No modelo estat´ıstico com ru´ıdo positivo, as regras propostas tiveram per-
formances no mı´nimo equivalentes as te´cnicas ja´ existentes consideradas no estudo na
maioria dos cena´rios. Ale´m disso, a obtenc¸a˜o de fo´rmulas expl´ıcitas para as regras de
encolhimento nos casos particulares em que a  2, a  0, 5 e para a regra associada a`
distribuic¸a˜o triangular podem facilitar a implementac¸a˜o computacional de tais regras e
permitir estudos anal´ıticos das mesmas.
Como em todo trabalho de pesquisa, continuac¸o˜es, generalizac¸o˜es e novos re-
sultados sa˜o sempre bem vindos. A performance das regras de encolhimento propostas em
modelos estat´ısticos com outras distribuic¸o˜es com suporte positivo como distribuic¸a˜o para
o erro aleato´rio ou ate´ mesmo generalizac¸o˜es para famı´lias de distribuic¸o˜es com suporte
positivo podem ser consideradas. O impacto da utilizac¸a˜o de diferentes bases de ondaletas
em tais regras tambe´m pode ser de muito interesse e que na˜o foi considerado aqui. Como
aperfeic¸oamento e consolidac¸a˜o da te´cnica proposta, a utilizac¸a˜o de outras medidas de
performance em estudos de simulac¸oes pode ser feita. Estas sa˜o apenas algumas sugesto˜es
de trabalhos futuros pertinentes ao tema da presente tese.
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APEˆNDICE A – Integrais definidas
envolvendo a func¸a˜o de densidade gaussiana
Sejam φpq e Φpq a func¸a˜o densidade e a func¸a˜o de distribuic¸a˜o acumulada da
distribuic¸a˜o normal padra˜o respectivamente e a, b P R.
Lema A.1. » b
a









2 dx   1?
2pi
»




2  φpxq   C. (A.2)
A substituic¸a˜o foi feita chamando u  x
2
2 . Desta forma:» b
a
xφpxqdx  φpbq  pφpaqq  φpaq  φpbq. (A.3)
Lema A.2. » b
a
x2φpxqdx  raφpaq  bφpbqs   rΦpbq  Φpaqs (A.4)


































2 dx  xφpxq|ba  
» b
a
φpxqdx  raφpaq  bφpbqs   rΦpbq  Φpaqs.
(A.6)
Lema A.3. » b
a
x3φpxqdx  pa2   2qφpaq  pb2   2qφpbq (A.7)

































2  1q  px
2   2qφpxq   C. (A.9)
Na substituic¸a˜o, tomou-se u  x
2
2 . Logo:» b
a
x3φpxqdx  pb2   2qφpbq  pa2   2qφpaqq  pa2   2qφpaq  pb2   2qφpbq (A.10)
