ABSTRACT Atmospheric parameters and oxygen abundances of 825 nearby FGK stars are derived using highquality spectra and a non-LTE analysis of the 777 nm O i triplet lines. We assign a kinematic probability for the stars to be thin-disk (P 1 ), thick-disk (P 2 ), and halo (P 3 ) members. We confirm previous findings of enhanced [O/Fe] Early mergers with satellite galaxies explain most of our observations, but the significant fraction of disk stars with "ambiguous" kinematics and abundances suggests that scattering by molecular clouds and radial migration have both played an important role in determining the kinematic and chemical properties of solar neighborhood stars.
INTRODUCTION
Stars in the solar neighborhood exhibit a variety of kinematic and elemental abundance properties. Even though a majority of these stars, including the Sun, appear to belong to a common stellar population, namely the Galactic thin disk, a significant number of nearby stars have been associated with the thick disk, whose members tend to be slightly more metal-poor and have enhanced α-element abundances (relative to their iron content). Both disk components are rotationallysupported, but the thick disk lags the thin disk, and it has a larger velocity dispersion. A small fraction of nearby stars having very old ages and low metallicities belong to the halo of the Milky Way. Even though restricted to a small region of the Galaxy, disentangling these local populations and studying in detail their properties allow us to investigate the formation and evolution of the Milky Way galaxy.
The obvious advantage of studying nearby stars is the fact that their analysis can be based on very high quality astrometric, photometric, and spectroscopic data. Unfortunately, currently available observational resources allow us only to perform restricted surveys of nearby stars (distances closer than about 250 pc) at high spectral resolution (R = λ/∆λ 20 000), implying severe sample biases and uncertain selection functions. The latter prevent a straightforward comparison of observed chemical abundance patterns with models of Galactic evolution. This observational deficiency will be resolved in the foreseeable future with ongoing surveys such as the Apache Point Observatory Galactic Evolution Experiment (APOGEE, e.g., Allende Majewski et al. 2010; Eisenstein et al. 2011) , which is obtaining R ≃ 20 000 infrared spectra of about 10 5 giant stars, the Gaia-ESO Public Spectroscopic Survey (Gilmore et al. 2012) , whose goal is to acquire visible R 15 000 spectra of a similar number of carefully selected dwarf and giant stars in the Milky Way, and planned surveys such as the HERMES project (High Efficiency and Resolution Multi-Element Spectrograph for the Anglo-Australian Telescope; e.g., Freeman 2010), which will obtain R ≃ 30 000 visible spectra of about 10 6 stars.
Analyses of nearly complete, unbiased data sets for nearby stars such as the Geneva-Copenhagen Survey (GCS, e.g., Nordström et al. 2004; Holmberg et al. 2007; Casagrande et al. 2011) and low resolution spectroscopic studies of large samples (> 350 000) of faint and more distant stars such as the Sloan Extension for Galactic Understanding and Exploration (SEGUE/SDSS, e.g., Yanny et al. 2009; de Jong et al. 2010; Lee et al. 2011; Cheng et al. 2012a,b; Schlesinger et al. 2012 ) are improving significantly our knowledge of Galactic structure, dynamics, and chemistry, thus providing strong constraints to Galaxy formation and evolution scenarios. More details can in principle be seen in higher quality data, implying that it is still helpful at this moment to investigate chemical abundance patterns of few to several hundreds of nearby stars using high spectral resolution, high signal-to-noise ratio data.
Since pioneering work by, e.g., Gilmore & Reid (1983) and Soubiran (1993) , the picture of a Galactic disk composed of a kinematically cold thin disk and a kinematically warm thick disk, as discrete populations, has been generally accepted (but see, e.g., Norris & Ryan 1991; Norris 1999) . 4 Chemical abundance patterns of kinematically selected samples of solar neighborhood stars appear to support this idea (e.g., Fuhrmann 1998; Bensby et al. 2005; Reddy et al. 2006; Ramírez et al. 2007) , as well as the analysis of stars in low to medium spectral resolution surveys of much larger volumes such as the Radial Velocity Experiment (RAVE, e.g., Veltz et al. 2008) and SEGUE/SDSS (e.g., Lee et al. 2011) . In all these works, as mentioned before, thickdisk stars are found to be generally older and statistically more metal-poor than thin-disk members (e.g., Fuhrmann 1998; Gratton et al. 2000; Bensby et al. 2005; Reddy et al. 2006; Allende Prieto et al. 2006) . The chemical abundances suggest an enhancement of α-elements relative to iron for thick-disk stars, although the amount of enhancement depends on the stellar metallicity (e.g., Bensby et al. 2005; Reddy et al. 2006) . In fact, kinematically-selected thin-and thick-disk stars seem to have about the same α-element to iron abundance ratios at [Fe/H] 0.
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In the case of local, nearby stars, sample biases can be problematic when interpreting results obtained from the analysis of high quality spectroscopic data. The solar neighborhood is dominated by thin-disk stars. Thus, when thick-disk star samples are constructed, a strong kinematic criterion is often applied to avoid thin-disk "contamination," leading to thick-disk star samples that may be more representative of some extreme kinematic limit of the thick disk distribution rather than the average thick disk. In most cases, an equivalently strong kinematic criterion is applied to construct a comparison sample of thin-disk stars, thus removing anything that could have an intermediate behavior, either in the kinematics or in the chemical abundances. Studying in detail (i.e., with high resolution, high signal-to-noise ratio spectra) objects that have so far been arbitrarily removed from thin/thick disk chemical abundance trends could help us draw a more complete picture of Galactic chemical evolution. In fact, the work by Fuhrmann (2008) , who uses the magnesium abundance as indicator of α-element enhancement, has already hinted at the importance of "transition" objects in the Galactic disk (see also Fuhrmann 1998 Fuhrmann , 2004 .
Historically, theories for the formation and evolution of the Galactic disk have been divided into two generic groups, namely bottom-up and top-down models (e.g., Majewski 1993; Freeman & Bland-Hawthorn 2002) . In the former, a thick disk is formed by secular processes internal to the Galaxy, while in the latter, mergers with satellite galaxies are usually called upon to explain the existence of the thick disk. Until recently, the different merger scenarios seemed to be the only ones capable of reproducing in detail most of the data observed in the solar neighborhood (e.g., Abadi et al. 2003; Brook et al. 2005 ). However, bottom-up models in which radial mixing is an important component of the process of Galactic disk formation have been shown to explain these data as successfully as the merger models, and in some cases even better (e.g., Schönrich & Binney 2009b; Loebman et al. 2011; Bird et al. 2012 ). Nevertheless, recent results from the SEGUE/SDSS collaboration show that these models may have difficulties when dealing with observations of the Galaxy on a larger-scale (e.g., Schlesinger et al. 2012) . Also, radial mixing alone cannot account for the existence of counter-rotating thick disks, which have been observed in some external galaxies (e.g., Yoachim & Dalcanton 2005) . Moreover, Minchev et al. (2012) have used N -body simulations to argue that the thickening of the Galactic disk may not be attributed to radial mixing. Despite all observational and theoretical efforts, we do not yet have a fully consistent picture for the formation and evolution of the Milky Way's disk.
In this work, we measure oxygen abundances of a large number of nearby FGK stars, mainly dwarfs and subgiants, to provide additional clues to the formation and evolution of the Galactic disk, and to a lesser extent, that of the Milky Way's halo. This work is an extension of a previous study in which we presented oxygen abundances of 523 nearby stars (Ramírez et al. 2007, hereafter R07) . We have increased our sample size by more than 300 objects and have improved the determination of stellar parameters and chemical abundances, as described in Sections 2 and 3. The oxygen abundance patterns derived from our data are presented in Section 4, along with a discussion relevant to the chemical evolution of the Galaxy. Our conclusions and final remarks are given in Section 5.
SAMPLE AND BASIC DATA

Spectroscopic Data
We have analyzed 897 spectra of 825 stars, in addition to 10 solar (day-sky and asteroid) spectra. Most of these spectra were taken by us, but we also used data from public archives. Multiple spectra for a number of stars are available from more than one source. Instead of combining them, which would not be trivial given the differences in spectral resolution and the particular way in which the continuum normalization was made, in addition to differences in wavelength coverage, we analyzed each spectrum independently and averaged the final results for the stellar parameters and elemental abundances. All spectra used have high resolution (R 45, 000) and high signalto-noise ratio (S/N 100). This minimizes the impact of line blends and allows an accurate determination of local continua, which are important to reduce the observational errors.
Our spectra have been acquired using four instrument/telescope combinations, which are listed here, along with their corresponding references, in order of importance, as quantified by the number of spectra taken from each source: TS2/McD (R. G. Tull Coudé spectrograph, 2.7 m Telescope at McDonald Observatory; Tull et al. 1995) , HRS/HET (High Resolution Spec- References. -Bagnulo et al. (2003, B03) , Reddy et al. (2003, R03) , Reddy et al. (2006, R06) , Allende Prieto et al. (2004, AP04) , Ramírez et al. (2007, R07) , Allende Prieto (2008, AP08) , Ramírez et al. (2009, R09) Kaufer & Pasquini 1998) . Details on the spectroscopic data reduction can be found in the references given below.
The sources of our spectra are listed in Table 1 . Spectra from Reddy et al. (2003 Reddy et al. ( , 2006 , , and Bagnulo et al. (2003) were already analyzed in R07, where we also included 78 stars from our own observations. For this work, we add the observations of solar analog stars by Allende and Ramírez et al. (2009) . All these spectra have been reanalyzed in this work. In addition, we analyze new data we have obtained for 144 stars with the Tull spectrograph at McDonald Observatory. Most of these stars were selected to increase the number of stars with kinematic properties intermediate between those of the Galactic thin and thick disks. The reduction of these new data followed the exact same procedure described in R07.
A few sample spectra are plotted in Figure 1 . The strongest features seen in the solar spectrum are identified. Besides showing the high quality of the data used, this plot roughly traces the behavior of the 777 nm O i triplet lines, which we use as oxygen abundance indicators, across the region of stellar atmospheric parameter space covered by our sample.
In all cases shown in Figure 1 , the 777 nm O i triplet is clearly identified and easily measured. At the spectral resolution of most of our data, line asymmetries due to surface convection are negligible, which allows us to use Gaussian or Voigt profile fits to accurately quantify line strengths. Line blending of the triplet is negligible in most FGK dwarf and subgiant stars, and it is important only for the coolest stars of our sample. Contamination by CN features can be seen in the spectrum of the cool giant star HIP 22489, as well as clear evidence for a blend in the middle line of the triplet, which is expected to have an intensity intermediate between those of the red and blue components. This blend is probably due to an Fe i line (e.g., Takeda et al. 1998; Schuler et al. 2006a ). The middle line of the triplet was excluded from our cool Kdwarf and cool giant star analysis.
It is important to note that there are no strong telluric features contaminating the wavelength region shown in Figure 1 . They would appear obvious as narrow spectral lines located at different wavelengths in each spectrum, given that these sample spectra are corrected for the stellar radial velocities. Visual inspection of several telluric standard star observations confirms this statement. Moreover, the continuum normalization of this spectral window is simple since no extremely strong lines are present and relatively few spectral lines are visible at all, except in the case of the cool giant star HIP 22489.
2.2. Photometry Visual magnitudes V and (B − V ) colors were extracted mainly from the General Catalogue of Photometric Data (GCPD, Mermilliod et al. 1997) .
6 For the few stars without Johnson's photometry in the GCPD, we searched the Hipparcos catalog (Perryman et al. 1997) for V and (B − V ) values observed from the ground. These are values compiled from the literature by the Hipparcos team and not values inferred from transformation equations using Tycho photometry, which are not so accurate. Cousins RI photometry was also extracted from the GCPD, where available. For stars fainter than V ≃ 6, we used JHK s photometry from the Two Micron All Sky Survey (2MASS, Cutri et al. 2003) . For brighter stars, 2MASS data are less reliable due to saturation.
Strömgren (b − y) colors were also used, where available, as listed in the GCPD and the Geneva-Copenhagen Survey (Nordström et al. 2004; Casagrande et al. 2011 ).
2.3. Distance, Proper Motion, and Radial Velocity Most of our sample stars are included in the Hipparcos catalog. We used the parallaxes and proper motions from the new reduction by van Leeuwen (2007) . Stellar distances were derived from these trigonometric parallaxes. For HD 144070, which is not included in the Hipparcos catalog, we used the ground-based measurement listed in the van Altena et al. (1995) compilation. The stars HIP 7751 and HIP 55288 are each known to be in wide visual binary systems. Their secondaries, for which we also have spectroscopic data and have therefore been analyzed, are fainter and not listed in the Hipparcos catalog. In these cases we adopted the parallaxes of the primaries for the secondaries. Our spectroscopic analysis confirmed the true binary nature of these two pairs; the radial velocities and elemental abundances we infer are in agreement for the two stars in each pair.
Radial velocities were adopted from published catalogs and our own measurements. In R07, we provided radial velocities for a large fraction of our sample stars. For these objects, the radial velocities adopted here are from that paper. For the other stars, we used the average of values from the following sources: Barbier-Brossat et al. (1994) , Duflot et al. (1995) , the Geneva-Copenhagen Survey (Nordström et al. 2004 ), Ramírez et al. (2009 ), Jenkins et al. (2011 ), Latham et al. (2002 , and our own measurements. Other sources for few stars, which were not found in any of the works listed above, are Famaey et al. (2005) , Evans & Wild (1969), and Wilson (1953) .
Most stars have radial velocities with uncertainties under 1 km s −1 . A few are known spectroscopic binaries where the spectrum of the secondary is not detected, but important radial velocity variations are measured. For these objects we searched for orbital solutions in the Latham et al. (2002) survey and adopted their mean system velocity as the radial velocity of the star. A few of them do not have orbital solutions published and we therefore adopted a large error corresponding to the maximum difference in radial velocity observed.
Galactic Space Velocities and Kinematic
Membership Criteria With the radial velocities and proper motions we derived heliocentric Galactic space velocities U, V, W following the recipe by Johnson & Soderblom (1987) . Errors in the input data were propagated as suggested by them. We note, however, that this recipe does not take into account the correlations between uncertainties in the astrometric quantities that are provided in the Hipparcos catalog. An improved error treatment is given in the Hipparcos catalog (Perryman et al. 1997) or in Allende . For stars that do not have an Hipparcos parallax we adopted the U, V, W values from the Geneva Copenhagen Survey (e.g., Casagrande et al. 2011 ) and assumed conservative U, V, W errors of 2.5 km s −1 , as these values are not given for individual stars in the GCS.
Membership probabilities (i.e., the probabilities of a star to be a thin disk, thick disk, and halo mem- ber) were computed as in R07 (their Section 3.3; see also Mishenina et al. 2004) . In summary, stars of a given population are assumed to have a Gaussian distribution in their Galactic space velocities, with mean U, V, W values and velocity dispersions (σ) adopted from Soubiran et al. (2003) for the thin and thick disks, and from Chiba & Beers (2000) for the halo.
7 The probability that a star with Galactic space velocity components U, V, W belongs to the thin disk (P 1 ), thick disk (P 2 ), or halo (P 3 ) is thus given by:
Wi
, where
is a normalization constant which ensures that P i = 1. The p i values are the relative number densities of thindisk, thick-disk, and halo stars in the solar neighborhood, for which we adopt p 1 = 0.90, p 2 = 0.08, and p 3 = 0.02. In this work, we associate stars with P 1 > 0.5 with the thin disk (i.e., those with 50 % or greater probability of being thin-disk members), P 2 > 0.5 with the thick disk, and P 3 > 0.5 with the halo. In order to compare our results with other works, in certain parts of this paper we will adopt, in addition to the former conditions, a "strong" kinematic criterion of P 1 /P 2 > 10 for the thin disk and P 2 /P 1 > 10 for the thick disk (cf. Bensby et al. 2004 Bensby et al. , 2005 . Note, however, that the latter criterion implies that a number of stars will be rejected from the analysis, which, as we have argued in Section 1, is something that could produce biased results.
We provide in Table 2 visual magnitudes, trigonometric parallaxes, radial velocities, Galactic space velocities, and membership probabilities along with their formal errors, for all our sample stars. Figure 2 shows the distribution of apparent brightness and distance for these objects. A Toomre diagram is shown in Figure 3 .
STELLAR PARAMETERS AND ABUNDANCES
The majority of our sample objects are dwarf, turnoff, and subgiant stars with [Fe/H] −1.5 and a reliable trigonometric parallax measurement. The stellar parameters for these stars, hereafter referred to as the "main" 
sample, were determined as described in Sects. 3.1 to 3.3. For the other stars, we used alternative methods, as explained in Section 3.4. Stellar parameter determination is an iterative procedure because the end products T eff , log g, [Fe/H] are inter-dependent. The results presented below were obtained after several iterations, which ensures that, for each star, the three parameters are self-consistent. An HR diagram of the full sample, using our final atmospheric parameters, is shown in Figure 
, and (b − y) colors, we derived the star's effective temperatures from the metallicity-dependent color-T eff calibrations by Casagrande et al. (2010) . Since one T eff value is obtained from each color, we computed a weighted mean T eff value and error for each star. The weights were computed using the photometric errors and the mean accuracy of each color calibration, as given by Casagrande et al. (2010) . Since the color-calibrations used depend on [Fe/H], the error in [Fe/H] that we obtain in Section 3.3 was also taken into account when estimating the error in T eff . Most of our sample stars have at least five colors available, and their T eff values have an average 1 σ color-to-color scatter of 48 K.
Interstellar reddening is important only for stars more distant than about 100 pc, particularly if they are located close to the Galactic plane. As shown by, e.g., Lallement et al. (2003) , the Sun is located inside a "Local Bubble" of low interstellar gas density which appears to be dust free. This region has a radius of about 75 pc, but is far from spherically symmetric (e.g., Leroy 1999; Welsh et al. 2010 ). We employed several inter-stellar reddening maps to derive E(B − V ) values for stars more distant than 75 pc (as described in detail in Ramírez & Meléndez 2005a , their Section 3.1). For stars closer than 75 pc we assumed E(B − V ) = 0.
The temperature-color calibrations by Casagrande et al. (2010) are based on effective temperatures obtained in the most recent implementation of the so-called infrared flux method (IRFM, e.g., Blackwell & Shallis 1977; Blackwell et al. 1979) . The zero point of the Casagrande et al. (2010) T eff scale has been carefully calibrated and successfully tested using samples of well-known stars and precise spectrophotometric data. It surpasses previous implementations of the IRFM, in particular those by Alonso et al. (1996) and Ramírez & Meléndez (2005a) . The latter was used in R07, and this constitutes one of the major improvements made to our work, particularly considering the fact that the zero point of the IRFM T eff scale was shifted by about 100 K in the more recent work by Casagrande et al. (2010) . This T eff offset translates into important changes to the [Fe/H] and [O/Fe] elemental abundance scales, as will be discussed later.
3.2. Surface Gravity, Mass, and Age Surface gravities (log g), stellar masses (M ), and ages (τ ) were computed by comparing the location of our sample stars in the HR diagram (T eff vs. M V ) with theoretical predictions based on stellar evolution calculations. The absolute magnitudes were obtained from the stars' apparent magnitudes and trigonometric parallaxes. We used the Yonsei-Yale isochrones, which take into account α-element enhancement at low metallicities (Yi et al. 2001 (Yi et al. , 2003 Kim et al. 2002) .
In our age determination algorithm, each isochrone point is represented by a set of parameters (x, t, m, f ), where x could be the surface gravity, mass, or age; t is the effective temperature, m the absolute magnitude, and f the iron abundance. To obtain the most likely parameter x given a set of observed quantities (T eff , M V , [Fe/H]) and their associated errors (∆T eff , ∆M V , ∆[Fe/H]), we use a probabilistic approach (see also, e.g., Reddy et al. 2003; Baumann et al. 2010; Chanamé & Ramírez 2012; Meléndez et al. 2012) . The probability that a given isochrone point corresponds to the observation is computed as:
Then, we calculate a probability distribution for the parameter x as follows:
where δx is a small step for the parameter x while the sum extends also to all values of t, m, and f within a radius of 3 times the observational errors from the stellar parameters. Including isochrone points beyond these limits has no significant impact on the final result. The δx values correspond to a twentieth part (1/20) of the range of x available in each calculation. However, in cases where this δx is too small considering the sampling of isochrones, we adopted 0.2 Gyr and 0.005 M ⊙ for the age and mass distributions, respectively. The peak of the P (x) function, which corresponds to the x value of the bin in which P (x) is maximum, is adopted as the most probable surface gravity, mass, or age, while the 68 % and 96 % confidence limits are adopted, respectively, as the 1 σ and 2 σ Gaussian-like lower and upper limits. The isochrone grid used has very fine spacing, in particular in [Fe/H] , where it is only 0.02 dex, which was achieved by employing the interpolation routine by Kim et al. (2002) . This allows us to determine with more precision the shapes of the age probability distributions without having to increase arbitrarily the error bar in [Fe/H], as it is sometimes done. The latter could introduce biases in the age determination scheme.
A number of studies have shown that the probabilistic age determination approach that we have adopted is affected by biases that can often overestimate the stellar ages (e.g., Pont & Eyer 2004; Jørgensen & Lindegren 2005) . These biases are relevant for works where the absolute values of the ages are important, such as those dealing with the age-metallicity relation. Relative ages or sample chronology (i.e., simply sorting the stars according to their age) are less affected by these biases, yet not completely free from them. In any case, we note that a comparison of our ages with those determined using Bayesian approaches that attempt to minimize those biases, specifically those by da Silva et al. (2006) and Casagrande et al. (2011) , reveals surprisingly good agreement, as shown by Chanamé & Ramírez (2012, their Figure 7 ), although in part this could also be due to the use of different isochrone sets which may compensate the differences due to the statistical biases.
Iron Abundance
We determined [Fe/H] values using a standard spectroscopic approach. The 2010 version of the spectrum synthesis code MOOG (Sneden 1973) 8 and MARCS model atmospheres (Gustafsson et al. 2010 ) with standard composition (i.e., including α-element enhancement at [Fe/H] < 0), 9 interpolated linearly to the atmospheric parameters of each star, were used. A large number of neutral (Fe i, up to 128) and singly-ionized (Fe ii, up to 16) iron lines were used for the determination of [Fe/H] . The version of the spectrum synthesis code and the model atmosphere grid adopted are different from those used in our previous work. In R07, we used the 2002 version of MOOG and Kurucz models with solar-scaled composition, i.e., without α-element enhancement.
Equivalent widths were measured using an automated routine capable of identifying blends.
10 Spectral lines are assumed to have Gaussian shape, which is a poor approximation for strong lines with extended wings. However, 10 This routine, "getew xy.pro," written in IDL, is available online at http://hebe.as.utexas.edu/stools. Also available at this website is the interpolation routine for MARCS model atmospheres used in this work, "mmod.pro," which was adapted from the code "kmod.pro" that works with Kurucz models.
we use only relatively weak lines for our iron abundance analysis, thus minimizing this systematic error. Only for very metal-poor stars, the equivalent widths were measured manually using IRAF's task splot, 11 because even small errors in the determination of the local continuum result in a large percent error in the measured equivalent width of very weak lines. For very metal-poor stars we find that the local continuum of weak lines is best determined visually (rather than assuming that it is exactly at 1, which would imply a perfect continuum normalization). Since fewer lines are available for these objects, the higher precision in the equivalent width measurements that can be easily achieved with this approach results in more reliable average elemental abundances.
Average [Fe/H] values were obtained from all Fe i and Fe ii lines analyzed, not as the average of Fe i and Fe ii abundances measured separately, but giving equal weight to each of the iron lines (both neutral and singly ionized) measured. This procedure is safe because the mean iron abundances derived from Fe i and Fe ii separately agree reasonably well, as discussed in Section 3.3.3. The [Fe/H] values used for tracing iron versus oxygen abundance trends in most of Section 4, however, are those inferred from the Fe ii lines, because they are less affected by systematic errors on both the spectral line calculations and on the adopted stellar parameters, as will be discussed in Section 4.1. Errors in [Fe/H] were determined by adding in quadrature the standard error of the line-by-line iron abundance scatter and the small changes in [Fe/H] due to ±1 σ variations of T eff and log g.
Line Selection and Solar Analysis
Our iron line selection and atomic data adopted are largely from R07. A few additional spectral lines and some minor updates to the atomic data were made following the works by Meléndez et al. (2009) and Asplund et al. (2009) . The former is a high precision elemental abundance study of solar twin stars whereas the latter represents the most complete solar abundance analysis to date. The addition of these lines allowed us to have a better coverage of excitation potential and line strength with very clean features. The pressure broadening damping constants adopted are from Barklem et al. (2000) and Barklem & Aspelund-Johansson (2005) , but for lines without damping constants computed by them, we used the values obtained from Unsöld's formula, multiplied by a factor of 3. Our adopted iron line list is given in Table 3 .
Ten spectra were available for a solar analysis. Half of them correspond to daysky observations whereas the other half are reflected Sun-light observations of bright asteroids (Ceres, Iris, Pallas, and Vesta). All these spectra are of very high quality and the measured equivalent widths agree very well, with the exception of one daysky spectrum, as discussed below. The average standard deviation of EW values measured for the same line in all solar spectra is 1.8 mÅ, which corresponds to a standard error for the mean EW of 0.6 mÅ. Since we used our automated routine to measure the solar EW s, this result gives us a rough estimate of our automated EW measurement errors (about 1 %).
Only one of our solar spectra revealed a small but nonnegligible offset in the measured EW s. This daysky spectrum was taken with the HRS/HET at sunset and pointing the telescope to the East, resulting in a large separation angle between the area of the sky observed and the solar position. As shown by Gray et al. (2000, see also Section 2 in , scattered light in the Earth's atmosphere can affect significantly the shapes and also the strengths of spectral lines observed under these conditions (i.e., at large angular separations between the Sun and the area of the sky observed).
12 Thus, before averaging the solar EW s, we corrected those of this spectrum by increasing them by 3 %, which brought them to close agreement (on the average) with the other solar spectra. We note also that this correction factor is in reasonably good agreement with that suggested by Gray et al. (2000) . After applying this correction, for each spectral line we averaged the EW s measured in all 10 spectra and adopted the mean value as the solar reference EW s, which are listed in column 5 of Table 3 .
Using our iron line list and a MARCS model atmosphere, we derive a solar iron abundance A Fe = 7.46 ± 0.06 using only the Fe i lines, and A Fe = 7.44 ± 0.08 using only Fe ii lines. Our inferred solar iron abundance is thus in reasonably good agreement with estimates found elsewhere, in particular with that derived by Asplund et al. (2009) using a three-dimensional (3D) time-dependent hydrodynamic solar photosphere simulation. Note that 3D corrections to the 1D analysis (which we employ) are very small for iron lines in the solar case.
Microturbulence
As is common practice, the microturbulent velocity (v t ) was obtained by removing the correlation be-12 Interestingly, the other daysky spectra have EW s that are in good agreement with those measured in the asteroid spectra, which are point sources observed during night time. These daysky observations were made with the Tull spectrograph by letting scattered sunlight pass through a "solar port" which points towards the zenith, and a few hours before sunset, implying zenith-Sun angles between about 40 and 70 degrees. Although the solar spectral lines are expected to be distorted under these conditions, the impact on the EW values is likely smaller. Note also that this effect is better seen at higher spectral resolution. The HET-HRS daysky spectrum has R = 120 000 whereas the Tull daysky spectra have R = 60 000. tween iron abundance and reduced equivalent width (log(EW/λ)) of Fe i lines. For the solar reference we used the absolute abundances A Fe i and obtained v t = 1.03 km s −1 . For the other stars we used the relative iron abundances, i.e., the [Fe/H] values from the Fe i line analysis. This procedure is more reliable than using absolute abundances because errors in the atomic data, and to a lesser extent in the model atmospheres, are minimized with our line-by-line differential analysis.
The resulting v t values correlate strongly with T eff and log g, as shown in Figure 5 for the dwarf and subgiant stars. Giant stars (whose analysis is discussed later in Section 3.4.2) are excluded from Figure 5 because they are at the cool T eff end but have large v t values (from about 0.8 to 1.6 km s −1 ) compared to the cool K-dwarfs (v t < 0.5 km s −1 ). The v t values show only a weak dependence on [Fe/H] . The dependency of v t on stellar parameters that we obtain is consistent with the fact that the microturbulent velocity scales well with the strength of surface convection (cf. Gray 1978; Nordlund & Dravins 1990 ). We performed a linear regression for v t on these three parameters, using an iterative 2.5 σ clipping algorithm to remove outliers. We found the following mean A comparison of v t values derived using Equation 5 with those obtained in the iron line analysis is shown in the bottom panel of Figure 5 . For the stars that were removed from this regression due to the 2.5 σ clipping constrain (about 15 % of the sample), we adopted the v t values inferred from Equation 5 rather than that derived from their Fe i line analysis. Note that v t is a parameter that could be severely affected by the few spectral lines on the extremes of the reduced equivalent width distribution and therefore the mean relation is more reliable for the outliers. The latter is also true for cool K-dwarfs (T eff < 5000 K), for which their v t values were inferred mainly by extrapolating Equation 5. Note, however, that in none of these cases we obtained an unphysical (i.e., negative) v t .
Compared to other v t parameterizations found in the literature, ours is in good qualitative agreement. For example, the formulas by Edvardsson et al. (1993, their Equation 9 ) and Allende Equation 2) both have a positive slope for the T eff dependence, but a negative one for the log g dependence. Quantitatively, the T eff dependence of the Edvardsson et al. (1993) formula for dwarf stars (log g = 4.5) is almost identical to ours (mean difference of only 0.03 km s −1 with a 1 σ standard deviation of 0.01 km s −1 , with our v t values being smaller). The log g dependence, however, is stronger according to Edvardsson et al. (1993) , who predict v t ≃ 1.9 km s −1 at log g = 3.8 while our parameterization suggests v t ≃ 1.3 km s −1 . The formula by Allende , on the other hand, implies even shallower T eff and log g dependencies, but a log g dependence that is more similar to ours than that by Edvardsson et al. (1993) .
Spectroscopic Equilibrium
Ideally, the average iron abundance inferred from Fe i and Fe ii lines separately should agree. In addition, the Fe i abundances should not correlate with the excitation potential of the lines. In many studies, these conditions are used to fine-tune T eff , log g, and v t , given their sensitivity to those trends. We prefer to avoid that approach because it is strongly sensitive to model uncertainties whereas our atmospheric parameter determination uses techniques that are known to be less affected by those systematic errors. Fine-tuning by ionization/excitation balance, however, can be powerful for the analysis of stars which are very similar to the Sun, when the latter is used as reference star, because systematic errors are essentially cancelled out in a line-by-line differential analysis Ramírez et al. 2009 .
The Fe ii minus Fe i abundance difference from our iron abundance measurements is shown in Figure 6 . This plot shows the stars from our "main" sample, but it does not include those for which v t was inferred from Eq. 5 (i.e., stars which were sigma-clipped from the fit are not plotted, which includes many with T eff < 5000 K). There is significant scatter in Figure 6 but no obvious trends or offsets are observed. The average Fe ii-Fe i difference is 0.01 ± 0.06 dex. This is contrary to the case of R07, who found an overall offset of +0.06 dex for the Fe ii abundances relative to Fe i, as well as severe discrepancies for cool metal-rich dwarfs.
A more detailed inspection of the trends shown in Figure 6 , particularly adding the stars with v t derived from Eq. 5, which includes several cool K-dwarfs, reveals that there is a trend of higher Fe ii abundances for the cool metal-rich dwarfs in our data, as in R07. In fact, the mean Fe ii minus Fe i difference for dwarf stars with T eff < 4800 K is +0.09 ± 0.07, a number that increases to +0.15±0.05 if the sample selection is further restricted to stars with super-solar metallicity. This severe iron ionization problem is seen only in cool metal-rich K-dwarfs, and it has also been detected in other works, as will be discussed in detail in Section 4.1.
Excluding the stars mentioned above, we do not detect an overall offset in the iron abundances inferred from Fe i and Fe ii lines separately at all T eff values, as we found in our previous work. This is most likely due to the use of the improved IRFM T eff scale by Casagrande et al. (2010) , who shifted the zero point by about +100 K with respect to the T eff scale by Ramírez & Meléndez (2005b) . A +100 K offset in the T eff values used is almost the exact amount necessary to remove the Fe ii minus Fe i abundance offset in the R07 data. tion, which most likely explains the outliers in Figure 7 . The bulk of the data, however, reveals clear trends with all three parameters. Although excitation balance (i.e., no EP slope) appears to be satisfied around the solar values, the EP slope is clearly positive for relative low log g 4.3 and negative for relative low [Fe/H] −1.0. It is also low at cool temperatures (T eff 5500 K). This implies that the T eff values inferred using the condition of excitation balance are warmer than the effective temperatures obtained with the IRFM color calibrations for log g 4.3 stars, but cooler for [Fe/H] −1.0 and/or T eff 5500 K stars.
Our atmospheric parameters do not satisfy perfectly the so-called spectroscopic equilibrium conditions, yet there has been a significant improvement with respect to R07 in that ionization balance is no longer an important issue, except at the cool metal-rich end. The discrepancy in the excitation equilibrium is likely due to systematic errors related to model atmospheres and departures from local thermodynamic equilibrium (LTE) in the spectral line formation calculations. Finding a solution to this problem is beyond the scope of this paper. We refer the reader to the recent works by Bergemann et al. (2012) and Lind et al. (2012) for a detailed investigation of these issues.
Special Cases
No Trigonometric Surface Gravity
A number of our sample stars (11) are not included in the Hipparcos catalog and do not have ground-based measurements of their trigonometric parallax. They can be found in the Tycho catalog, but their parallaxes have large errors ranging from 30 to 100 %, with most of them showing an error in the parallax of at least 50 %. Thus, we cannot use the technique described in Section 3.2 to derive their log g values with high precision. For this sub-sample of stars (the "noplx" sample) we obtained log g by forcing the mean Fe i and Fe ii abundances to agree (ionization equilibrium). The effective temperatures were still obtained as described in Section 3.1.
We used the same approach for two stars (HIP 5134 and HIP 61272) which, even though they have an entry in the Hipparcos catalog, inspection of ionization equilibrium (Fe i minus Fe ii abundance difference) and the wings of strong lines such as Mg ib suggest a severely erroneous parallax.
Giants
The Casagrande et al. (2010) color-T eff relations apply only to dwarf and subgiant stars. No extension of this T eff scale for giants has been published yet. Therefore, for a number of stars on the red giant branch (27, the "giant" sample) we determined T eff using excitation equilibrium. However, we did not force the EP slope to be exactly zero but 0.01 dex eV −1 because this value is the average observed in the relatively low log g stars from the main sample (see Figure 7) . In this way, the T eff values for giant stars are forced to be roughly on the same scale as that of the dwarf and subgiant stars. However, we cannot guarantee that this will be the case for all the giant stars, given that they cover a very wide range of radii, implying significantly different atmospheric structures compared to stars at the base of the red giant branch. Nevertheless, we note that for Arcturus (HIP 69673), which is one of the stars with the lowest log g in our sample, we derive T eff = 4215 ± 90 K, a value that is in good agreement, within 1 σ, with that obtained in the very detailed analyses of this giant star by Griffin & Lynas-Gray (1999, T eff = 4290±30 K) and Ramírez & Allende Prieto (2011, T eff = 4286 ± 30 K).
Other
A few stars (18) presented several different difficulties when attempting to measure their atmospheric parameters with the techniques described above. In some cases very few lines were available, making the determination of v t extremely difficult. These could be not only very metal-poor stars, but also objects for which our spectra are of relatively low quality. In other cases, the published parallaxes returned unphysical log g values, as confirmed from inspection of the gravity-sensitive Mg i b features at 5180Å or from their odd location in the HR diagram. For these stars (the "manual" sample), whenever possible, we constrained T eff and/or log g from excitation and ionization balance; otherwise we adopted the averages of values found in the literature, as compiled by Soubiran et al. (2010) .
3.5. Catalog of Atmospheric Parameters Our final atmospheric parameters are listed in Table 4 . Results from multiple spectra of the same star have already been averaged in this table. The latter was applied to 68 objects, with an average spectrum-to-spectrum 1 σ scatter of less than 0.02 dex in [Fe/H] . For log g and T eff , this scatter is even smaller: 0.01 dex and 2 K, respectively. This is due to the fact that log g and T eff are derived almost independently from the spectrum; [Fe/H] is an input quantity that has only a minor impact on their derivation. Photometric and astrometric errors dominate the uncertainties in T eff and log g, respectively. Since the spectrum-to-spectrum scatter of the derived stellar parameters is small compared to the internal error (see below), we conclude that the heterogeneity of our spectroscopic data set has a negligible impact on our results.
The median errors of the stellar parameters (internal only, i.e., not including estimates of systematic errors) are: ∆T eff = 44 K, ∆ log g = 0.04, and ∆[Fe/H] = 0.05 (the way in which the individual errors were determined are described in previous sections).
In Table 4 , a flag for v t tells whether the microturbulence was derived from the Fe i analysis or from the linear regression (Equation 5). Similarly, we include a column with information on how exactly were the atmospheric parameters derived (column "sample"). Our adopted stellar masses and ages, derived as described in Section 3.2, are given in Table 5 . For stars with no trigonometric parallax available, hence with unknown absolute magnitude, the exact same mathematical procedure explained in Section 3.2 was used, replacing M V , the observed absolute magnitude, with the spectroscopically measured log g, and m, the absolute magnitude from the models, with the log g values from the isochrones.
3.6. Oxygen Abundance As shown before, the O i triplet at 777 nm is a very strong feature in solar-type stars, easily detectable in high resolution, high signal-to-noise spectra. The equivalent widths of these three lines can be measured with high precision for most nearby FGK-type stars (cf. Figure 1) . Accurate transition probabilities, based on quantum mechanical calculations, are available from Hibbert et al. (1991) , Butler & Zeippen (1991) , and Biemont & Zeippen (1992) . These published values are reasonably consistent with each other and we therefore adopted their averages: log gf = 0.352, 0.223, 0.002 for λ = 7771.9, 7774.2, 7775.4Å, respectively.
However, it has long been known that the oxygen infrared triplet lines form in conditions that are not well reproduced under the LTE assumption (e.g., Eriksson & Toft 1979; Kiselman 1993) . Statistical equilibrium calculations show that in the solar case, the LTE oxygen abundance inferred from the O i 777 nm triplet is too high by ∼ 0.2 dex (∼ 50 %) relative to other oxygen features less affected by model uncertainties (e.g., Kiselman 1993; Takeda 1994; Ramírez et al. 2007; Fabbian et al. 2009 ). Non-LTE effects are stronger for warmer and lower surface gravity stars, owing to the stronger radiation fields and lower densities, which make radiative transitions more important relative to collisional excitation. Nevertheless, even for the coolest dwarf stars in our sample, non-LTE effects can introduce (predicted) errors of almost 0.1 dex. On the other hand, the LTE oxygen abundances of the warmest stars in our sample are overestimated by about 0.5 dex, i.e., by more than a factor of 2.
In R07, we used an oxygen model atom composed of 54 levels plus the continuum and 242 transitions, constructed by Allende , along with the computer codes TLUSTY and SYNSPEC (Hubeny 1988; Hubeny & Lanz 1995) to calculate level populations for the oxygen atom and emergent flux synthetic O i 777 nm Table 5 is published in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here for guidance regarding its form and content.
triplet lines in a grid of stellar atmospheres. Non-LTE corrections to the abundances derived using the LTE approximation were then computed for this grid using a wide range of oxygen abundances. We used this grid of non-LTE corrections to interpolate linearly to the stellar parameters of our sample. The grid has a fine spacing in stellar parameters and interpolation errors are modest. R07 estimate that interpolation within the grid is consistent with non-LTE corrections computed for each star individually within 0.02 dex, but in most cases the agreement is better than within 0.01 dex. One important limitation of the non-LTE calculations employed in this work is the neglect of inelastic collisions with neutral hydrogen in the statistical equilibrium calculations. They tend to bring the predicted line strengths closer to their LTE values, thus reducing the size of the non-LTE corrections. Collisions with neutral hydrogen can be taken into account in the non-LTE calculations using the modified classical Thomson formula by Drawin (1968) for the cross-sections. As pointed out by Steenbock & Holweger (1984) and Lambert (1993) , among others, Drawin's formula likely provides only an order of magnitude estimate, and it is therefore common to scale its prediction with an empirical S H factor. It is expected that this number depends on the type of transition (Lambert 1993; Barklem et al. 2011 ), but it is often assumed constant.
Center-to-limb variation (CLV) observations of the triplet can be used to constrain S H , an exercise that is obviously limited to the Sun (e.g., Allende . Using a three-dimensional hydrodynamic simulation of the solar photosphere, Pereira et al. (2009) find the best agreement between model and observation for the CLV of the triplet if an S H ≃ 1 is adopted. Ramírez et al. (2006) , on the other hand, find that the three lines of the triplet in the spectrum of the standard SDSS star BD +17 4708 ([Fe/H] ≃ −1.7) are most consistently fitted using S H ≃ 10, although that work uses one-dimensional static models and the oxygen abundance inferred for this well-known moderately metal-poor star with that choice of S H appears higher than usual values for halo stars.
Further investigation on the impact of inelastic collisions with neutral hydrogen on non-LTE calculations is clearly needed to better constrain S H as well as its possibly important variation across stellar parameter space. Note, however, that the detailed quantum mechanical calculations by Barklem et al. (2011) show that the physics of excitation by H collisions is not well reproduced by Drawin's formula, which could result in poorly predicted relative rates for collisional transitions.
In this work, we did not take into account collisions with neutral H. Therefore, there is no S H factor associated with our non-LTE calculations. Nevertheless, as explained in R07, by analyzing the non-LTE oxygen abundances inferred for each of the triplet lines, we found that in order to obtain consistent abundances from the three lines (on the average for all stars) small corrections were needed. The non-LTE oxygen abundances from the 7771.9Å line need to be reduced by 0.036 dex while those from the 7775.4Å need to be reduced by 0.018 dex, keeping the abundance from the weakest line constant. The latter is expected to be less affected by collisions with neutral H, while the direction of these empirical corrections is consistent with them being due to the neglect of this effect, which should be more important for the strongest line which forms in higher atmospheric layers with lower H densities. Thus, the impact of collisions with neutral H is reduced, although certainly not fully removed, with these empirical corrections, which we also applied in this work. Interestingly, the more recent, accurate non-LTE calculations by Fabbian et al. (2009) , which include collisions with neutral H adopting S H = 1, result in a non-LTE abundance correction for the Sun that is very similar to that from our work.
We derived LTE oxygen abundances using the abfind driver in MOOG. Given the strong sensitivity of the non-LTE effects described above to the stellar atmospheric parameters, and the wide range of T eff , log g, [Fe/H] values covered by our sample, we could not rely only on a solar differential analysis, as it is sometimes done. Figure 8 shows the difference in the [O/H] values derived using non-LTE and LTE oxygen abundances. Although the differences are close to zero around the solar parameters, even within a relatively small range of 100 K in T eff and 0.1 dex in log g, the ∆[O/H] differences vary between about −0.1 and +0.1 dex. These corrections are sizable: non-LTE effects must be properly taking into account before using oxygen abundances inferred from the 777 nm triplet to interpret Galactic chemical evolution patterns.
Our LTE and non-LTE oxygen abundances, both absolute and differential with respect to the solar oxygen abundance, as inferred from the O i 777 nm triplet lines, are listed in Asplund et al. (2004) .
OXYGEN ABUNDANCE PATTERNS
4.1. Fine-tuning the Sample Even though significant improvements to the determination of stellar parameters and oxygen abundances have been made since our previous publication on this topic (R07), inspection of abundance trends, in particular the [O/Fe] versus [Fe/H] relation, revealed a number of outliers and small subsamples of stars that added significant scatter to the mean relations observed. This suggests that there are systematic errors beyond our control that are still affecting our results, albeit only for a limited number of stars.
In Figure 9a we Figure 9b we show the same relation, but for Fe ii. Note that Figure 9 does not discriminate our sample stars according to their kinematics. In both Figures 9a and b the well-known general trend of the Galactic disk is observed (e.g., Edvardsson et al. 1993 values from the Fe ii lines alone. In the majority of our sample stars, Fe ii is the dominant species of iron, which makes the Fe ii lines less sensitive to uncertainties in the stellar parameters and possibly also to modeling errors. Thus, although based on a fewer number of features, therefore implying larger random errors, the [Fe/H] values from the Fe ii analysis are more robust and they are adopted hereafter as the stellar metallicities.
Severe problems have been reported for both the iron and O i 777 nm triplet oxygen abundance determinations in cool K-type dwarf stars, particularly at high metallicities. Chemical abundance measurements of stars in young open clusters show that for T eff 5000 K, the iron and oxygen abundances diverge towards very high values as T eff decreases (e.g., Yong et al. 2004; Morel & Micela 2004; Schuler et al. 2006b ). However, the precise way in which these abundances diverge from the expected values seems to depend on properties of the cluster such as metallicity and age. Ramírez (2008) showed that this discrepancy is unlikely to be related to uncertainties in the modeling of stellar atmospheres due to the simplicity in the treatment of surface convection. The impact of chromospheric activity, starspots, and non-LTE effects remains to be fully explored and it could help understanding these problems. In Figure 9c , stars with T eff < 5100 K, log g > 4.4, and [Fe/H] > −0.1 are highlighted with large crosses (11 stars). With few exceptions, these objects are well above the mean trend. Given their very uncertain atmospheric parameters and iron/oxygen abundances, we exclude these stars from further analysis.
As noted before, our sample consists mainly of dwarf and subgiant stars. Nevertheless, a non-negligible number of giant stars are also included (35, defined here by: T eff < 5500 K and log g < 4.0). They are highlighted with large crosses in Figure 9d (red in the color version). As will be shown later, Galactic disk stars seem to follow distinct abundance patterns depending on their kinematics. Detailed inspection of the giant star data in Figure 9d , separating the stars into thin-and thick-disk members as described in Section 2.4, shows a pattern nearly identical to that of the dwarf and subgiant stars, but shifted slightly in both [O/Fe] (2010) have demonstrated that the practice of combining dwarf/subgiant elemental abundance data with giant star data can lead to spurious results. Given that our methods are optimized for the study of dwarf and subgiant stars, hereafter we exclude from our work objects on the red giant branch. We should note, however, that for the particular case of oxygen, the dwarf/giant discrepancies may be present when using the 777 nm O i triplet lines and not other features due to oxygen. For example, in their extensive abundance analysis of stars in the local region, Luck & Heiter (2006 find that their oxygen abundance trends for dwarf and giant stars are equivalent. They used only the [O i] line at 630.0 nm for their oxygen abundance analysis. This feature is expected to be less model dependent than the infrared triplet, but its analysis is complicated by the fact that it is a weak feature blended by a Ni line.
Even after eliminating stars with uncertain parameters and abundances, or inconsistent abundance trends relative to the bulk of our data, a few disk objects (four) were found as outliers relative to the main disk [O/Fe] versus [Fe/H] trend: HIP 4039, HIP 22060, HIP 28103, and HIP 49988. These objects are marked with large crosses in Figure 9d (blue in the color version). It is possible that their abundances are peculiar, but we cannot rule out the possibility that a cool faint companion is affecting their photometry while not appearing obvious in the composite visible spectra. Very uncertain parallaxes could also be partially responsible for these outliers. Hereafter, these objects are also excluded from our work. The sample finally adopted for further analysis (consisting of 775 stars, or 94 % of all our sample stars) is shown in Figure 9e 
Oxygen Abundance of Solar-metallicity Stars
As mentioned before, one of the most important improvements made with respect to our previous work (R07) is the use of the updated IRFM T eff scale by Casagrande et al. (2010) .
The average +100 K offset in T eff between that T eff scale and that by Ramírez & Meléndez (2005a,b) , which was used in R07, has resulted in important offsets in [O/H] The works by Meléndez et al. (2009) and Ramírez et al. (2009) on extremely high precision elemental abundances of solar twin stars, objects which have stellar parameters so similar to the Sun that systematic errors in the abundance analysis are minimized, show that the Sun in fact has a slightly higher oxygen-to-iron abundance ratio relative to its twins (see also Ramírez et al. 2010 
Disk: Kinematic Abundance Trends
As demonstrated by a number of works, oxygen abundance patterns are different for nearby disk stars with dissimilar kinematic properties. Galactic disk stars with cold (warm) kinematics are associated with the thin (thick) disk. It is generally accepted that the thin-disk stars are, as a sample, more iron-rich than thick-disk stars, and have lower [O/Fe] ratios relative to thickdisk stars of similar [Fe/H] (e.g., Gratton et al. 1996 Gratton et al. , 2000 Prochaska et al. 2000; Tautvaišienė et al. 2001; Bensby et al. 2004; Zhang & Zhao 2006; Ramírez et al. 2007 ). While the latter seems to be the case below The difference in [O/Fe] abundance ratios of thin-and thick-disk stars described above has been attributed to their separate origin. Thick-disk stars are thought to have been born from material enriched mainly by Type II supernovae (SNII) yields, which are high in O/Fe (e.g., Woosley & Weaver 1995). Thin-disk stars, on the other hand, may have originated from gas contaminated also by Type Ia supernovae (SNIa) yields, which have high Fe/O (e.g., Iwamoto et al. 1999 One of the most accepted scenarios for the formation of the thick-disk involves mergers with satellite galaxies early in the history of the Galactic disk (e.g., Quinn et al. 1993; Walker et al. 1996; Velazquez & White 1999; Abadi et al. 2003; Brook et al. 2004) . These events could include the following non-exclusive processes: 1) stars from an original disk are heated by interactions with the satellites, which perturb their orbits and increase their eccentricities, 2) stars formed within the merging galaxies are trapped by the potential of the Milky Way's disk as they came close to the plane, and 3) new stars form from freshly accreted gas. At these early times, no significant contribution to the chemical enrichment of the interstellar medium by SNIa occurred, leaving SNII, the end products of massive stars' evolution, as the main polluters. Once settled, the remaining gas from the original disk is flattened by the Galactic potential and disk rotation, from where the present day thin-disk stars are born. This could have happened a few Gyr after the formation of the thick disk. By this time, low-mass stars had sufficient time to evolve, become white dwarfs, and explode as SNIa (if in a binary system, under the right conditions to accrete enough mass, as the most accepted theory for SNIa explosions suggests). Our data appear to support the general description given above (Figures 10a and b) , although the thin/thick disk separation is not as obvious as previously reported, but note that our kinematic membership criterion is not very strong, as we adopt P 1 > 0.5 for thin-disk stars and P 2 > 0.5 for thick-disk stars. As a sample, kinematicallyselected thin-disk stars do have lower [O/Fe] ratios than thick-disk stars below [Fe/H] ≃ −0.2, but a number of these stars have [O/Fe] abundance ratios very similar to those of thick-disk stars of similar metallicity. In fact, below [Fe/H] ≃ −0.5, the number of (kinematicallyselected) thin-disk stars with low [O/Fe] seems to be about the same as that of thin-disk stars with high [O/Fe] . A similar observation can be made regarding kinematically-selected thick-disk stars, i.e., there are a good number of those objects with [O/Fe] abundance ratios very similar to those seen in the mean thin disk. Reddy et al. (2006) referred to these stars with mixed kinematics and abundances as "TKTA" stars.
Note that in Figure 10 all of the disk stars from our sample with reliable abundances are plotted. In many previous works regarding elemental abundance differences between thin-and thick-disk stars, stars with kinematics intermediate between thin-and thick-disk stars are excluded from the analysis and chemical evolution interpretation. This is done primarily to prevent kinematically-heated thin-disk stars from "contaminating" the thick-disk star sample. In R07, for example, we examined the abundance patterns using only stars with kinematic probabilities greater than 70 % (instead of 50 % as in this work). Other works have applied an even stronger criterion of P 1 /P 2 > 10 for the thin disk (in addition to P 1 > 0.5) and P 2 /P 1 > 10 for the thick disk (in addition to P 2 > 0.5). The thin/thick disk oxy- gen abundance patterns that we obtain using both our soft and the strong kinematic membership criterion are shown in Figure 11 . The number of TKTA stars is reduced using the strong criterion, but they do not disappear completely. We find that about 10 % of stars with P 1 > 0.5, i.e., kinematic thin-disk stars, have thick disk abundances. Conversely, nearly 20 % of kinematicallyselected thick-disk stars (P 2 > 0.5) have thin-disk abundances. If we adopt the strong kinematic criterion, these numbers reduce to 8 % and 14 %, respectively.
The median error in our [O/Fe] measurements is about 0.06 dex. Assuming a normal distribution for the [O/Fe] errors, we expect only about 1 % of thin-disk stars to have thick-disk abundances, and vice versa. In a more simple way, one should realize that if TKTA stars were due to under-or over-estimated [O/Fe] We do not see that in our data, which implies that errors in our abundance analysis can not explain the observed number of TKTA stars.
Of course, the probabilistic approach that we employ must be taken into account when trying to interpret the observed fraction of TKTA stars. We can estimate the expected fraction of stars showing thick-disk (or halo) abundances to which we would erroneously assign thindisk kinematics, assuming a perfect separation in the [O/Fe] vs. [Fe/H] plane, as n −1 1 P1>0.5 (P 2 + P 3 ), where n 1 is the number of stars with P 1 > 0.5 and the sum extends only to those n 1 stars. The fraction of stars with thick-disk kinematics, but thin-disk abundances can be estimated using a similar formula: n −1 2 P2>0.5 (P 1 +P 3 ) . Interestingly, the expected fractions of TKTA stars are 9.2 ± 0.2 % and 19.1 ± 0.6 %, in good agreement with the observed fractions of about 10 % and 20 %, respectively. The error bars reflect the fact that the membership probabilities have uncertainties associated to errors in the U, V, W velocities, which have been propagated into these calculations.
The expected and observed fractions of TKTA stars are very similar, implying that the existence of TKTA stars is a natural consequence of the overlap in the kinematic distributions of thin-and thick-disk stars. However, it should be noted that when a strong kinematic criterion is employed, therefore minimizing the impact of the overlap, the expected fractions of TKTA stars reduce to 2.5 ± 0.1 % and 11.3 ± 0.7 %. These values are smaller than the observed fractions of 8 % and 14 %, particularly for the case of kinematic thin-disk stars. We note that these fractions are not very sensitive to our particular choice of kinematic parameters for the thin/thick disks. If, for example, instead of using the thick disk velocity dispersions by Soubiran et al. (2003) we adopt those by Robin et al. (2003) , which are up to 12 km s −1 larger, these values remain nearly unchanged; in fact they are different only by 0.1 and 0.3 % respectively.
We must therefore conclude that it is not possible to tell from the full sample of stars whether the thin-and thick-disk populations are fully separable in kinematics and abundances, because of the overlap in the kinematic distributions, even though the expected and observed fractions of TKTA stars appear to be in good agreement. This is because the inconsistency between the expected and observed fractions of TKTA stars when a strong kinematic separation is made weakens the assumption of duality. By relaxing the condition of perfect thin/thick separation, other possibilities to explain the variety of chemo-dynamical properties of solar neighborhood stars can be explored.
It is possible that stars born in the thin-disk, with thin-disk abundances, have been heated by secular interactions, for example via collisions with molecular clouds or spiral arms, which would naturally explain the existence of kinematic thick-disk stars with thin-disk abundances. The existence of kinematic thin-disk stars with thick-disk abundances, however, cannot be explained by the same types of processes. Perhaps this secular heating is the reason why we have about twice as many thickdisk stars with thin-disk abundances relative to thin-disk stars with thick-disk abundances in our sample (relative to the total number of stars in each population). Another mechanism may mix equally these two populations in kinematics and abundances.
Admittedly, our sample has largely unknown selection functions. It was constructed by collecting high-quality data from a number of sources. Thus, we cannot guarantee that the fractions of TKTA stars quoted before are representative of a volume-limited solar neighborhood sample. Nevertheless, since these objects appear to have been excluded from most previous works, those fractions are likely lower limits to the real frequencies of TKTA stars.
Disk Stars with Intermediate Kinematics
Stars with kinematics intermediate between those of thin-and thick-disk stars, defined here as non-halo stars (P 3 < 0.5) with P 1 < 0.7 and P 2 < 0.7, appear to have an [Fe/H] distribution slightly more similar to that of the thin disk than the thick disk, i.e., they are, as a sample, more metal-rich than the kinematically warmer stars. However, these "intermediate kinematic" ( [Fe/H] plane between the mean thin-disk and thick-disk trends. These objects have been excluded from most previous studies which employed strong kinematic membership criteria, leading to a more clear, albeit artificial, separation between the thin disk and thick disk. If anything, Figure 12 should be more representative, or at least a less biased representation, of the local disk stars than possibly biased plots such as that presented in Figure 11b . For this work, we made a great observational effort to include as many of these IK objects as possible, in an attempt to reduce the bias in the samples used to investigate the nature of the Galactic disk.
A more detailed investigation of the nature of the IK stars can be done using Figure 13 , where the distribution of IK stars around the line which divides the average thin-and thick-disk [O/Fe] Figures 13a, b , and c) along with those of thin-disk (P 1 > 0.5, dotted line in Figure 13a ) and thick-disk (P 2 > 0.5, dashed line in Figure 13a ) stars. The samples are restricted to the metallicity range −0.7 < [Fe/H] < −0.1, i.e., away from the high metallicity end where the thin-and thick-disk trends overlap, and also away from the low metallicity end which contains few thin-disk stars. In Figure 13b the distribution of IK stars (solid line) is compared to that of all disk stars in the [Fe/H] range mentioned above (dot-dashed line). They are nearly identical, suggesting that the IK sample is indeed a better representation of the Galactic disk as a whole, i.e., a sample of disk stars without strong dual kinematic bias selection. On the other hand, if one neglects the extended tails of the thin-and thick-disk distributions towards higher and lower ∆[O/Fe], respectively, the distribution of disk stars appears clearly double peaked, as shown in Figure 13c ( abundance ratios, are not uncommon in the solar neighborhood, one must question whether models predicting (or assuming) a thin/thick disk duality are realistic. We should begin to consider alternative scenarios in which these objects are a natural consequence of the Galaxy's evolution. In this context, it is relevant to mention the importance of radial migration for the formation of galactic disks (e.g., Sellwood & Binney 2002) .
Stars in the solar neighborhood could have been born at different Galactocentric distances, each having a different chemical enrichment history, and brought to the solar vicinity after several billion years of Galactic evolution. Present-day elemental abundance gradients with Galactocentric distance for both oxygen and iron have been observed (e.g., Deharveng et al. 2000; Friel et al. 2002; Jacobson et al. 2007; Henry et al. 2010) , implying that radial migration provides a way to explain the range of elemental abundances seen in the solar neighborhood. The chemical evolution model by Schönrich & Binney (2009a,b) , for example, predicts an [O/Fe]-[Fe/H] distribution that is remarkably similar to that seen in our data (compare, for example, their Figure 8 with our Figure 11 ). Their models "include radial migration of stars and flow of gas through the disk." Our data provide support to the idea that this mechanism is one of the 13 The dotted line in Figure 13c corresponds to a hypothetical distribution of disk stars obtained using a sample selection function similar to the one employed in this work, but biasing it further towards the extremes of the thin-and thick-disk Figure 13c is not meant to represent a volume-limited sample, but a group of stars chosen as in our work. most important ones for shaping the chemo-dynamical properties of stars in the solar neighborhood.
Admittedly, some cosmological simulations (e.g., Kobayashi & Nakasato 2011) can probably reproduce the observational properties of the solar neighborhood equally well. A very important exercise in this case is, however, to establish from first principles which mechanism(s) is(are) the most relevant one(s) with regards to those properties, and whether such models can produce galaxies like the Milky Way naturally rather than as one particular example in a multitude of test cases.
As argued before, excluding stars with kinematics intermediate between thin-and thick-disk stars does not affect in a dramatic manner the observed trends, since the intermediate kinematics stars do not all define a clear intermediate abundance pattern, but rather a majority of them tend to follow those of either the thin disk or the thick disk. Nevertheless, this does not imply that the thin and thick disk abundance patterns are fully separable in both elemental abundances and kinematics. As larger samples have been assembled, and very strong kinematic membership criteria are not applied, the thin and thick disk oxygen abundance trends have began to become less well defined thanks to the larger number of TKTA and IK stars analyzed. Our nearby star data do not fully support the idea of a dual thin/thick disk. Interestingly, analyses of [α/Fe] data from SEGUE/SDSS by Bovy et al. (2012b,c) suggest that the disk chemodynamical properties could be well fitted as a single population, questioning the reality of the thick disk itself (Bovy et al. 2012a ).
Two Halo Populations
Even though the number of halo stars in our sample is relatively small, we can still obtain important information from their oxygen abundance patterns. Figure 14a shows the [O/Fe] versus [Fe/H] relation of halo stars. There is significant star-to-star scatter, much larger than that seen in the disk stars. Although the abundance errors are larger for this sample of more distant, fainter stars with significantly weaker spectral lines relative to the disk sample, they cannot fully explain the large scatter observed here. Interestingly, we find that most of the scatter is due to stars with a Galactic space velocity V < −200 km s −1 , as shown in Figures 14b and c. Nissen & Schuster (2010) have shown that in the disk/halo transition region of the [α/Fe] versus [Fe/H] plane, i.e., at about −1.5 < [Fe/H] < −0.5, stars with halo kinematics separate into well-defined samples of low-α and high-α stars, based on their [α/Fe] abundance ratios, where the α elements in their study are Mg, Si, Ca, and Ti. They also find that stars with thickdisk kinematics in the same metallicity range follow almost exactly the trend defined by the high-α halo stars. Low-and high-α halo stars have also separate Cu, Zn, and Ba to Fe abundance ratio trends (Nissen & Schuster 2011 ), but there is no significant difference regarding their lithium abundances (Nissen & Schuster 2012) . Age and kinematic information useful to investigate the nature of these halo sub-populations has been provided by Schuster et al. (2012) . Oxygen abundances for the majority of stars in the Nissen & Schuster (2010) study have been recently derived by Ramírez et al. (2012a) , who find that the low-and high-α halo stars also separate in the [O/Fe] versus [Fe/H] plane and that thick-disk stars and high-α halo stars follow nearly indistinguishable oxygen abundance patterns.
As shown by Nissen & Schuster (2010) , an important fraction of the low-α halo stars are retrograde regarding their Galactic rotation velocities. In Figures 14b and c The star-to-star scatter of this relation is 0.065 dex, which is only slightly larger than the dispersion predicted by our observational uncertainties, leaving little or no room for cosmic scatter within this group of stars. Thus, our oxygen abundance results for halo stars support the observations by Nissen & Schuster (2010) regarding α-element abundances, and therefore also suggest that there is a certain degree of heterogeneity in the abundances and kinematics of nearby halo stars. Nissen & Schuster (2010) argue that the halo is composed of two discrete populations, and that perhaps the halo stars with low α-element abundances (and therefore those with low [O/Fe] abundance ratios in our work) could have been accreted from dwarf satellite galaxies, most notably the present-day globular cluster ω Cen, whereas the high-α stars were born within the Galaxy (see also Nissen & Schuster 2011; Schuster et al. 2012) . Note, however, that the ω Cen connection is questionable considering the complexity of that particular globular cluster whereas Ramírez et al. (2012a) argue that at least two of the low-α field halo stars from the Nissen & Schuster (2010) sample were likely born in globular clusters, a claim based on the very low oxygen abundances and very high sodium abundances of those two objects.
A dual scenario seems to explain our nearby star halo data. As the halo was forming, stars from the Galaxy's building blocks, some of which may be the present-day dwarf satellites, were captured by the early Milky Way into highly eccentric orbits, including retrograde orbits. The chemical composition of these objects reflects that of their parents, i.e., systems with slow star formation rate which lead to low [O/Fe] Majewski et al. 2012) . Gas belonging to the early halo itself, with more massive stars forming and exploding as SNII, was used to form the present-day high-α, high-oxygen halo stars. Since this gas was probably much more homogeneous than that of the mixture of dwarf satellite galaxies, this scenario predicts a small star-to-star scatter in the abundance ratios of their surviving members.
Other recent works point to a halo dichotomy similar to that described above. Using data from SDSS, for example, Carollo et al. (2007 Carollo et al. ( , 2010 find evidence for an outer halo that has a net retrograde rotation, contrary to the inner halo, which is, in addition, slightly more metal-rich (see also Beers et al. 2012 ). This result has been questioned by Schönrich et al. (2011) on the basis of a possibly biased distance determination (but see Beers et al. 2012 ). On the other hand, using also SDSS data, Jofré & Weiss (2011) find that main-sequence turnoff (MSTO) stars in the halo consist of a dominant population that formed quickly, but they find evidence for a significant number of MSTO halo stars younger than the dominant population, and argue that the latter may be the remnants of early accretion of external galaxies. Interestingly, Schuster et al. (2012) find that the low-α halo stars are about 2-3 Gyr younger than the high-α members, supporting this idea.
Chemical Tagging in the Galactic Disk
Instead of using kinematics to separate the stars into thin-and thick-disk objects, as described in previous Sections, and as illustrated by Figures 15a and b , one could use the elemental abundances to identify the stars as members of one of these two groups. In general, this approach is referred to as chemical tagging. The difference between panels a and b in Figure 15 is that the latter (panel b) corresponds to the strong kinematic membership criterion (i.e., P 1 /P 2 > 10 for the thin disk, P 2 /P 1 > 10 for the thick disk), and therefore excludes a significant number of stars from the analysis.
In Figure 16 , Galactic disk stars have been divided into two groups according to their [O/Fe] abundance ratios for any given [Fe/H] . The separation was defined in such a way that, on average, the two groups resemble the trends followed by the bulk of kinematically-selected thin-and thick-disk star samples. A Toomre diagram showing the Figure 15 . a) Toomre diagram of stars with P 1 > 0.5 (crosses) and P 2 > 0.5 (filled circles). b) Toomre diagram of stars with P 1 /P 2 > 10 (crosses) and P 2 /P 1 > 10 (filled circles). c) Toomre diagram of stars separated using chemical tagging, as shown in Figure 16 . The dashed lines represent the kinematic thin/thick disk boundary. Figure 16 . Disk stars are separated into two groups using their [O/Fe] abundance ratios. The boundary is somewhat arbitrary, but it has been set so that the mean trends of these groups roughly correspond to those of kinematically-selected thin-and thick-disk stars. Solid and dashed lines are as in Figure 11 .
location of these two groups of stars is plotted in Figure Figure 15 roughly represent the boundary between kinematically-selected thin-and thick-disk stars. The region contained between the two dashed lines has stars of both populations, but the regions outside of this area are unique to members of one group or the other. By counting the number of stars on the left and right hand sides of this boundary, we can determine the fraction of stars with low-[O/Fe] (high-[O/Fe]) and warm (cold) kinematics. We find those numbers to be 16 % and 13 %, respectively. Observational errors alone allow these values to be only about 2 %.
Both the kinematic and chemical tagging methods of separating disk stars into two groups end up with a significant number of stars with ambiguous kinematics and abundances, a number that is difficult to explain with our estimates of the observational errors. A simple picture of kinematically-selected thin-disk stars with low [O/Fe] and thick-disk stars with high [O/Fe] seems to no longer apply.
Trends with Age
The age distributions of thin-and thick-disk stars, selected using kinematics, are shown in Figures 17a and b . The latter corresponds to the case of strong kinematic separation. In general, kinematically-selected thick-disk stars are older than thin-disk members. However, there is considerable overlap between the two groups when all stars are plotted, and some overlap when a strong kinematic separation criterion is applied. In Figure 17 (and hereafter), only our sample stars with ages greater than their 3 σ error are used.
Kinematically-selected thin-and thick-disk stars do have different age distributions, with the former being younger than the latter, but we do not find in our data convincing evidence for a sharp boundary between the two groups. When a strong kinematic criterion is adopted, the analysis of a relatively small sample of disk stars may lead one to conclude that there are no kinematically-selected thick-disk stars below a certain age. Note that there are only a handful of thick disk stars younger than about 6-8 Gyr in Figure 17b , which, due to their younger ages and the fact that they are mainly solar-type stars, are probably close to the main-sequence and have relatively large age errors. Thus, these stars could have been excluded in previous works because of that, leading to a sharp lower limit for the age distribution of thick-disk stars, which may be, however, spurious.
In Figure 17c , the age distributions of stars separated according to their [O/Fe] versus age for disk stars separated using their kinematics (P 1 > 0.5 for the thin disk and P 2 > 0.5 for the thick disk). b) As in panel a) but for a strong kinematic criterion (P 1 /P 2 > 10 for the thin disk and P 2 /P 1 > 10 for the thick disk). c) [O/Fe] versus age for disk stars separated using chemical tagging, as in Figure 16 . separate perfectly thin and thick disk stars, regardless of how these groups are defined, i.e., using their kinematics or with chemical tagging. There is also significant scatter in the [O/Fe] versus age relation, which could in part be due to observational errors, but the presence of a nonnegligible number of thin-disk stars with very old ages as well as young kinematic thick-disk stars suggests that a sharp thin/thick disk separation is unrealistic.
The velocity dispersion of disk stars increases with age, as shown for the W component in Figure 18 . This result, which is based on all disk stars with reliable ages, is in excellent agreement with that found by, e.g., the GCS (Nordström et al. 2004) . The 1 σ star-to-star scatter in the W values of disk stars increases from about 10 km s −1 at 1 Gyr to 40 km s −1 at 10 Gyr and older ages, as shown in the bottom panel of Figure 18 . The U and V velocity dispersions of disk stars in our sample also increase with age, as shown in Figure 19 .
If the stars are separated as thin-and thick-disk members, one could conclude that the increase in the W velocity scatter is due to thick-disk stars only. In Figure 20a we note that σW increases only slightly with age for kinematically-selected thin-disk stars, and much more rapidly, as well as at a higher level, for thick-disk objects. On the other hand, if the thin/thick disk membership is assigned using the strong kinematic criterion, the σW of thick-disk stars appears to be nearly constant with age, at about 50 km s −1 , as shown in Figure 20b , while the thin-disk σW values do not exceed 20 km s −1 at any given age.
The results described above suggest that a proper kinematic membership assignment must take into account the fact that the velocity dispersions of the two populations depend on age. Although the velocity dispersions as a function of age could be determined with reasonable precision using large survey data, the uncertainties in the determination of ages for individual stars prevent us from adopting this approach. Moreover, for many stars no meaningful age can be derived, implying that they will be excluded from the analysis, potentially introducing another sample bias.
When disk stars are separated according to their [O/Fe] abundance ratios, the run of σW with age is very similar for both low [O/Fe] ("thin-disk") stars and high [O/Fe] ("thick-disk") stars, as shown in Figure 20c . The σW values are less certain for the thick-disk at young ages due to the low number of young thick-disk stars used to compute the velocity dispersion. This explains the "noisy" nature of the σW versus age relation of chemically-tagged thick-disk stars at young ages (the same argument can be made to explain the peculiarly low σW value for the oldest kinematically-selected thin-disk stars in Figures 20a and b) . Admittedly, Figure 20c suggests that thick-disk stars still have slightly higher σW at any given age relative to thin-disk stars, but the differences are not as dramatic as seen in the former case, i.e., when the stars' kinematic properties are used to define these two samples. That the latter happens is not at all surprising, and one could argue that this is a redundant statement, but the fact that chemically-tagged thin-and thick-disk stars show an increase in velocity dispersion with age nearly identical suggests again that they may be in fact members of a single stellar population.
FINAL REMARKS
We have measured oxygen abundances of a large sample of nearby stars, mostly from the Galactic disk, but including also a number of halo members. Significant improvements to the stellar parameter determination methods have been made with respect to our previous work on this topic. Moreover, we have increased the number of stars in our study by almost 60 %. In particular, we now include an important number of objects with kinematics intermediate between those typically assigned to the thin disk and thick disk sub-samples. The inclusion of these objects allows us to investigate the elemental abundance patterns in a less biased way. Most previous works have completely ignored these objects in an attempt to avoid sample "contamination," but we argue that such approach may have led to spurious conclusions.
The simple picture of an old, kinematically warm thick disk composed of stars with [O/Fe] abundance ratios that are always greater than those of thin-disk stars at [Fe/H] −0.1, which are younger and kinematically cold as a sample, is challenged by our data. We find significant overlap in the chemical distributions of kinematicallyselected thin-and thick-disk stars. Observational errors can explain a fraction of kinematically-selected thin-disk stars with thick-disk abundances, and vice-versa, but the fractions of these stars (which we refer to as TKTA stars) observed in our data are higher than expected on the basis of random errors alone. Although the observed fractions of TKTA stars are compatible with expectations when a weak kinematic selection criterion is used (a star is considered to be part of a population when its membership probability P i is higher than 0.5), this is no longer true when a strong kinematic criterion is adopted (i.e., P 1 /P 2 > 10, P 2 /P 1 > 10). Thus, alternatives to the dual thin/thick disk picture need to be explored.
We find that stars with thin-disk abundances but thickdisk kinematics outnumber by about a factor of two the stars with thick-disk abundances but thin-disk kinematics. We attribute this observation to secular perturbations of "true" thin-disk star orbits, which, however, do not explain the thick-disk counterparts. We have looked in detail at stars with kinematics intermediate between those of the majority of thin-and thick-disk stars, which are probably more numerous (in relative numbers) in our work than in previous chemical abundance studies of the local Galactic disk. These intermediate kinematics (IK) disk objects do not have an [O/Fe] versus [Fe/H] relation intermediate between those of the average thin-and thick-disk stars. Nevertheless, they populate the intermediate region better than any of those two groups separately, but almost equally if a sample of kinematicallyselected thin-disk stars is combined with a similarly chosen sample of thick-disk objects. This implies that our IK sample is more representative of the local Galactic disk as a whole than the heavily biased samples of thin-or thick-disk stars selected using strong kinematic criteria.
The large size of our sample and our new observations of an important number of IK stars have allowed us to see a less biased representation of the chemical properties of the local Galactic disk, albeit using only the very important element oxygen. The chemical evolution of the solar neighborhood appears more complex than previously thought. With the analysis of high-quality spectroscopic data for larger, volume-limited samples, or extended samples of stars with very well known selection functions, we will be able to better trace the history of formation and evolution of the Galactic disk, the reality of which is, in fact, not too far ahead into the future.
