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Abstract
Dynamic mode decomposition has emerged as a leading technique to identify spatiotemporal coherent structures
from high-dimensional data, benefiting from a strong connection to nonlinear dynamical systems via the Koopman
operator. In this work, we integrate and unify two recent innovations that extend DMD to systems with actuation [56]
and systems with heavily subsampled measurements [17]. When combined, these methods yield a novel framework
for compressive system identification 1. It is possible to identify a low-order model from limited input–output data and
reconstruct the associated full-state dynamic modes with compressed sensing, adding interpretability to the state of the
reduced-order model. Moreover, when full-state data is available, it is possible to dramatically accelerate downstream
computations by first compressing the data. We demonstrate this unified framework on two model systems, investigating
the effects of sensor noise, different types of measurements (e.g., point sensors, Gaussian random projections, etc.),
compression ratios, and different choices of actuation (e.g., localized, broadband, etc.). In the first example, we explore
this architecture on a test system with known low-rank dynamics and an artificially inflated state dimension. The second
example consists of a real-world engineering application given by the fluid flow past a pitching airfoil at low Reynolds
number. This example provides a challenging and realistic test-case for the proposed method, and results demonstrate
that the dominant coherent structures are well characterized despite actuation and heavily subsampled data.
Keywords– Dynamic mode decomposition, compressed sensing, control theory, nonlinear dynamics, Koopman theory
1 Introduction
Dynamic mode decomposition (DMD) is a dimension-
ality reduction technique introduced by Schmid [61]
in the fluid dynamics community to decompose high-
dimensional fluid data into dominant spatiotemporal co-
herent structures [61, 60, 20, 70, 43, 13, 1]. Shortly after
its introduction, DMD was reframed by Rowley et al. [60]
as a numerical technique to approximate the Koopman
operator [39, 50, 51, 3], establishing a strong connection
to the analysis of nonlinear dynamical systems. Un-
like other dimensionality reduction techniques, such as
proper orthogonal decomposition (POD) [32], DMD is
designed to extract modes that are spatially coherent, os-
1Code is publicly available at: https://github.com/zhbai/cDMDc
cillate at a fixed frequency, and grow or decay at a fixed
rate. Thus, DMD yields a set of modes along with a linear
evolution model. Since being introduced in fluid dynam-
ics, DMD has been widely applied in fields as diverse as
epidemiology [58], neuroscience [12], robotics [9], video
processing [27], and financial trading [49].
DMD may be thought of as a form of system identifi-
cation, resulting in reduced-order models that are more
tractable than the original high-dimensional dynamics.
Low-order models are especially important for the con-
trol of high-dimensional dynamical systems, such as fluid
flow control [37, 15], where fast control decisions must
be enacted to reduce latency for robust performance.
There are a number of excellent overviews of model re-
duction [8] and system identification [45, 44] for such
1
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Nomenclature
A, A˜ State transition matrix for x and x˜
AY, A˜Y State transition matrix for y
B, B˜, Bˆ Actuation matrix
Bˆ Estimate of B
b Vector of DMD amplitudes
C Output measurement matrix
F Discrete cosine transform (DCT)
G Augmented matrix of A and B
K Number of nonzero DCT coeffs.
P Projection matrix acting on x
q Spatial coordinate
r, r˜ Rank of truncated SVD of X,Ω
s DCT coefficients of x
t Time
∆t Time step
tk kth discrete time step
U, Uˆ, U˜ Left singular vectors (POD modes)
of X,X′,Ω
UY, UˆY, U˜Y Left singular vectors (POD modes)
of Y,Y′,ΩY
u Control input, u ∈ Rq
V, Vˆ, V˜ Right singular vectors of X,X′,Ω
VY, VˆY, V˜Y Right singular vectors of Y,Y′,ΩY
W,WY Eigenvectors of A˜, A˜Y
X Data matrix of states, X ∈ Rn×m
X′ Shifted data matrix, X′ ∈ Rn×m
X˜ Data matrix of reduced states, X˜ ∈ Rr×m
ξ Spatial variable
x State vector, x ∈ Rn
x˜ Low-rank state vector, x˜ ∈ Rr
Y Data matrix of measurements, Y ∈ Rp×m
Y′ Shifted matrix of measurements, Y′ ∈ Rp×m
y Output vector, y ∈ Rp
η Noise magnitude
λ DMD eigenvalue of A
ν Wavenumber
Λ,ΛY Matrix of DMD eigenvalues of A,AY
Ω State and input snapshot matrices [XT ΥT ]T
ΩY Output and input snapshot matrices [YT ΥT ]T
ω Continuous-time DMD eigenvalue of A
Φ,ΦY Matrix of DMD (DMDc) modes of A,AY
ΦS Matrix of sparse representation of Φ
Φˆ Compressed sensing estimate of Φ
Ψ Orthonormal basis (e.g. Fourier or POD)
Σ, Σˆ, Σ˜ Matrix of singular values of X,X′,Ω
ΣY, ΣˆY, Σ˜Y Matrix of singular values of Y,Y′,ΩY
Θ Product of measurement matrix and
sparsifying basis, Θ = CΨ
Υ Data matrix of control inputs
high-dimensional systems. Balanced truncation provides
a principled approach to reducing the system dimen-
sion by identifying a reduced-order model with the most
jointly controllable and observable states [52], and exten-
sions include the balanced proper orthogonal decompo-
sition (BPOD) for systems with very large state dimen-
sion [72, 59]. It was recently shown [48] that BPOD
is equivalent to the eigensystem realization algorithm
(ERA) [34]. In Tu et al. [70], it was further shown that
DMD may be equivalent to ERA under certain condi-
tions. Proctor et al. [56], further extended DMD to in-
clude inputs and control, disambiguating internal state
dynamics from the effect of actuation.
DMD relies on the fact that even high-dimensional dy-
namics typically evolve on a low-dimensional attractor.
This low-dimensional behavior suggests sparsity in an
appropriate basis, so that sparsity-promoting and ran-
domized techniques may be exploited to reduce measure-
ment resolution, bandwidth requirements, and computa-
tional overhead. Sparsity was first used in DMD by Jo-
vanovic´ et al. [33] to select the dominant DMD modes.
Compressed sensing [19, 24, 7] was subsequently used to
compute DMD using snapshots that were sampled below
the Shannon-Nyquist sampling limit in time [69] and in
space [17, 28]. It was shown in Brunton et al. [17] that
it is possible to reconstruct accurate DMD modes with
surprisingly few spatial measurements, and if full-state
data is available, performing DMD on compressed data
dramatically reduces computation time. In addition to
compressed sensing, randomized linear algebra has been
leveraged to accelerate DMD computations [26, 10].
In this work, we combine the compressed sensing
DMD [17] and DMD with control [56] approaches, result-
ing in a powerful mathematical framework for compres-
sive system identification. There has been other work on
compressive system identification [29, 40, 21, 73, 38, 53, 6,
16, 36, 42], but this is the first effort in the context of DMD.
We begin by presenting the DMD algorithm, and related
compressed sensing and control extensions, in a com-
mon framework and notation, making it possible to unify
these approaches. Combining these algorithms results
in the compressive DMD with control (cDMDc) architec-
ture. cDMDc then makes it possible to identify reduced-
order models on downsampled spatial measurements of
a high-dimensional system, and then reconstruct the full-
state dynamic modes associated with the model using
compressed sensing. This approach adds interpretability
to otherwise black-box system identification models. The
resulting cDMDc architecture is demonstrated on two ex-
ample dynamical systems, including a high-dimensional
fluid flow simulation.
2
Algorithm 1 Exact DMD [70]
Input: Data matrix X, shifted data matrix X′, and target rank r.
Output: DMD spectrum Λ and modes Φ.
1: procedure DMD(X,X′, r)
2: [U,Σ,V]← SVD(X, r) . Truncated r-rank SVD of X.
3: A˜← U∗X′VΣ−1 . Low-rank approximation of A.
4: [W,Λ]← EIG(A˜) . Eigen-decomposition of A˜.
5: Φ← X′VΣ−1W . DMD modes of A.
6: end procedure
Note: If λi = 0, then φi = Uwi for step 5. In the original DMD algorithm [62] all modes are computed as φi = Uwi.
2 Background: The Dynamic Mode
Decomposition
Matrix decomposition techniques are ubiquitous in the
data sciences. Their fundamental objective is often to ex-
tract low-rank and interpretable patterns from data. Fore-
most among matrix decomposition methods is the sin-
gular value decomposition (SVD), which is the computa-
tional engine for principal component analysis (PCA) and
produces a set of ranked orthonormal modes that capture
the dominant correlation structures in the data. How-
ever, the SVD fails to correlate both spatial and tempo-
ral features of the data together. The DMD provides a
least-square regression architecture whereby both space
and time are jointly correlated by merging a spatial SVD
with a temporal Fourier transform [20]. Specifically, the
DMD algorithm decomposes the data matrix X into the
rank r approximation
X ≈ ΦΛb (1)
where the columns of Φ are the DMD modes (spatial
structures), the elements of the diagonal matrix Λ are
the corresponding DMD eigenvalues (with angular fre-
quency λi = exp(ωi∆t)), and the vector b determines
the weighting of each of the r modes. Thus, each spa-
tial mode in Φ is associated with a single temporal eigen-
value of Λ.
The DMD method was originally used as a low-rank
diagnostic tool for decomposing fluid flow data into
dominant spatiotemporal modes [61, 60, 70, 43], provid-
ing a valuable interpretation of coherent structures in
complex systems. Recent innovations have also made
significant progress to employ DMD for robust future-
state prediction [33, 2] and control for input-output sys-
tems [56], even when using only a small number of mea-
surements [17].
The exact DMD algorithm formulates the decomposi-
tion as a least-squares regression. Specifically, a series of
snapshots xk ∈ Rn sampled at discrete instances in time
tk, k = 0, . . . ,m are arranged into the data matrix
X =
x0 x1 . . . xm−1
 (2)
and the time-shifted matrix
X′ =
x1 x2 . . . xm
 . (3)
Typically n  m, i.e. there are many more spatial mea-
surements available than temporal. The vector xk is the
state of a high-dimensional system such as a fluid flow.
Here, we assume evenly sampled snapshots, although
this is generally not required [70, 2].
The DMD algorithm constructs the leading eigende-
composition of the best-fit operator A, chosen to mini-
mize ‖xk+1 −Axk‖2 over the k = 0, 2, 3, · · · ,m− 1 snap-
shots, so that X′ ≈ AX. Computationally, the matrix A
is obtained as
A = X′X† (4)
where A ∈ Rn×n and X† is the Moore-Penrose pseudo-
inverse of X. The dominant eigenvectors of A are the
dynamic modes Φ, and the associated eigenvalues deter-
mine how these modes behave in time.
In practice, the high-dimensional A is not computed
directly. Instead, the SVD can be used to first project
to a low-rank subspace and then compute the matrix
A˜ = U∗AU which has many of the same eigenvalues as
A. This provides an efficient algorithm whose computa-
tional expense is bounded by the rank r of the data. The
exact DMD algorithm of Tu et al. [70] is shown in Algo-
rithm 1. Using a variable projection optimization scheme,
the exact DMD method can be modified to handle arbi-
trary temporal spacing between snapshots. It further pro-
duces a more robust, or optimal DMD approximation, for
noisy data [2].
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Algorithm 2 DMD with control [56]
Input: Data matrices X, X′, input snapshot matrix Υ, target rank r of X or X′ and r˜ of Ω.
Optional: Actuation matrix B.
Output: Spectrum Λ, modes Φ, [ and actuation matrix Bˆ]. . Optional outputs in brackets [·].
1: procedure DMDC(X,X′,Υ, r, r˜, [B])
2: if B is known then
3: [Λ,Φ]← DMD(X,X′ −BΥ, r) . Perform DMD (Algorithm 1) adjusted
4: . for known actuation.
5: else
6: Ω←
[
X
Υ
]
. Matrix of the state and input snapshots.
7: [U˜, Σ˜, V˜]← SVD(Ω, r˜) . Truncated r˜-rank SVD of Ω.
8: U˜1, U˜2 ← U˜ . Split U˜ into two components.
9: [Uˆ, Σˆ, Vˆ]← SVD(X′, r) . Truncated r-rank SVD of X′.
10: A˜← Uˆ∗X′V˜Σ˜−1U˜∗1Uˆ. . Low-rank approximation of A.
11: B˜← Uˆ∗X′V˜Σ˜−1U˜∗2 . Estimate reduced actuation matrix B˜.
12: Bˆ← X′V˜Σ˜−1U˜∗2 . Estimate actuation matrix Bˆ.
13: [W,Λ]← EIG(A˜) . Eigendecomposition of A˜.
14: Φ← X′V˜Σ˜−1U˜∗1UˆW . DMD modes of A.
15: end if
16: end procedure
Note: If λi = 0, then φi = U˜1U˜∗1Uˆwi for step 13.
2.1Dynamic mode decomposition with control
The dynamic mode decomposition with control (DMDc)
method is a critically enabling extension of DMD [56].
DMDc disambiguates between the underlying dynamics
and the effects of actuation, modifying the basic assump-
tion of DMD to include the effect of inputs uk ∈ Rq
xk+1 = Axk + Buk (5)
where B ∈ Rn×q . The matrix form of the actuation is
Υ =
u0 u1 . . . um−1
 . (6)
The system can be written in matrix form as:
X′ = AX + BΥ (7)
where each column uk of the input snapshot matrix Υ is
the input at each snapshot in Eq. (6) and the data matrices
X,X′ are formulated in the same way as in Eq. (2).
A least-squares regression algorithm can once again be
used to determine the matrix A and its associated DMD
modes and eigenvalues. Two distinguishing cases can
be considered, when B is known and when B is un-
known. When the input matrix B is known, or can be
well-estimated, the output is a simple linear combination
of states and inputs. The DMD modes can then be ob-
tained following the procedure of the exact DMD algo-
rithm 1 with X′ replaced with X′−BΥ. For an unknown
B it is possible to compute the DMD modes and an ap-
proximation to the matrix B via regression [56]. For this
case, an augmented matrix containing both the state and
input snapshots is constructed
Ω =
[
X
Υ
]
(8)
along with an augmented matrix containing the two un-
known system matrices
G =
[
A B
]
. (9)
The regression problem is then formulated as
X′ =
[
A B
] [X
Υ
]
= GΩ (10)
where Ω ∈ R(n+q)×m is the combination of the state and
control snapshots. The DMDc algorithm with an un-
known B is shown in Algorithm 2. Importantly, the SVD
now constructs a low-rank representation of the state and
input variables, both of which are used to produce ap-
proximations of the matrices A and B through low-rank
structures. Much like the DMD algorithm, DMDc re-
lies on least-squares regression of the data to build a lin-
ear model A of the state dynamics that is disambiguated
from the discovered actuation matrix B.
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Algorithm 3 Compressive DMD [17]
Input: Measurements Y,Y′, measurement matrix C, sparsifying basis Ψ, and target rank r.
Optional: X,X′.
Output: cDMD spectrum Λ and modes Φˆ.
1: procedure CDMD(Y,Y′,C, r, [X,X′]).
2: [UY,ΣY,VY]← SVD(Y, r) . Truncated r-rank SVD of Y.
3: A˜Y ← U∗YY′VYΣ−1Y . Low-rank approximation of AY.
4: [WY,ΛY]← EIG(A˜Y) . Eigendecomposition of A˜Y.
5: if X is known then . Perform compressed DMD.
6: Φˆ← X′VYΣ−1Y WY . Estimate DMD modes of A.
7: else . Perform compressed sensing DMD.
8: ΦY ← Y′VYΣ−1Y WY . DMD modes of AY.
9: ΦS ← Compressed Sensing(ΦY,C,Ψ) . Perform l1 minimization on φYi to solve for φSi.
10: Φˆ← ΨΦS . Estimate DMD modes of A.
11: end if
12: end procedure
Note: If λi = 0, then φi = UwY,i,φY,i = UYwY,i for steps 6 and 8.
2.2 Compressed sensing and dynamic mode
decomposition
Another innovation of the DMD algorithm addresses lim-
itations on measurement and acquisition of a dynamical
system. Such limited data acquisition is often imposed by
physical constraints, such as data-transfer bandwidth in
particle image velocimetry (PIV), or the costs of sensors.
Given the low-rank nature of the spatiotemporal struc-
tures exhibited in many complex systems, we can utilize
ideas from compressed sensing [24, 19, 7] to reconstruct
the full high-dimensional state x from a small number
of measurements. Compressive DMD (cDMD) develops
a strategy for computing the dynamic mode decomposi-
tion from compressed or subsampled data [17].
Consider compressed or subsampled data Y given by
Y = CX, (11)
where C is a measurement matrix. There are two key
strategies to cDMD as illustrated in Fig. 1. First, it is pos-
sible to reconstruct full-state DMD modes from heavily
subsampled or compressed data using compressed sens-
ing. This is called compressed sensing DMD, and it is ap-
propriate to use when access to the full state space is not
possible due to constraints on physical measurements.
Second, if full-state snapshots are available, it is possible
to first compress the data, perform DMD, and then re-
construct by taking a linear combination of the snapshot
data, determined by the DMD on compressed data. This
is called compressed DMD. In this case, it is assumed that
one has access to the full high-dimensional state space
data. The theory for either of these methods relies on re-
lationships between DMD on full-state and compressed
X, X′
C
Y, Y′
DMD
X′ = AX
Λ, Φ
ΛY , ΦY
Path 1:
Compressed DMD
Path 2: Compressed sensing DMD
Figure 1: Schematic of DMD and compressive DMD. Path
1 shows compressed DMD and path 2 shows compressed
sensing DMD ( [17]).
data. Importantly, when data and modes are sparse in
some transform basis, then there is an invariance of DMD
to measurement matrices that satisfy the restricted isom-
etry property (RIP) from compressed sensing.
In addition to the the data matrices X and X′, it is
also now required to specify a measurements matrix C.
These three matrices together are required to execute Al-
gorithm 3. In practice, we often consider point measure-
ments so that the rows of C are rows of the identity ma-
trix. For DMD modes that are global in nature, point mea-
surements naturally satisfy the RIP property as they are
incoherent with respect to the global modes. The success
of the method, both the compressive-sampling DMD and
the cDMD, has been demonstrated by Brunton et al. [17]
to be an effective strategy for subsampling of data and
the reconstruction of DMD modes and eigenvalues.
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3 Compressive system identification
A major benefit of dynamic mode decomposition is that
it provides a physically interpretable and highly exten-
sible linear model framework, which enables the incor-
poration of actuation inputs and sparse output measure-
ments. When combined, these innovations result in the
compressive DMD with control (cDMDc) architecture for
compressive system identification, where low-order mod-
els are identified from input–output measurements. In
contrast to traditional system identification, the reduced
states of the cDMDc models may be used to reconstruct
the high-dimensional state space via compressed sensing,
adding physical interpretability to the models. Thus, cD-
MDc relies on the existence of a few dominant coherent
patterns, which in turn facilitates sparse measurements.
We now consider a general input–output system with
high-dimensional state x:
xk+1 = Axk + Buk (12a)
yk = Cxk. (12b)
As in DMD, the goal is to obtain the leading eigendecom-
position of A, resulting in a low-order model in terms of
a few DMD modes. However, now we must account for
limited measurements in the output y and disambiguate
internal state dynamics from the effect of actuation u.
Writing Eq. (12) in terms of data matrices yields:
X′ = AX + BΥ (13a)
Y = CX. (13b)
Under certain conditions it is possible to apply DMDc
to the compressed data Y and then recover full-state
DMD modes via compressed sensing. As in the com-
pressive DMD algorithm [17], if full-state data X is avail-
able, significant computational savings may be attained
by compressing the data and working in the compressed
subspace. If full-state data is unavailable, it may still be
possible to reconstruct full-state modes via convex opti-
mization, exploiting sparsity of the modes in a generic
basis, such as Fourier or wavelets. The cDMDc frame-
work is shown in Fig. 2, and is described in algorithm 4.
We now prove that when compressed, DMD eigenvec-
tors of the full data X become DMD eigenvectors of the
compressed data Y. This section relies on notation devel-
oped above, which is consolidated in the nomenclature.
Matrices with a subscript Y are computed on compressed
data, and matrices with a tilde are computed from the
SVD of the augmented matrix Ω.
Assumption 1. The measurement matrix C preserves the
temporal information in Ω so that V˜YV˜∗YV˜ = V˜. This re-
quires the columns of V˜ to be in the column space of V˜Y and
will only be approximately satisfied with measurement noise.
X, X′, Υ, [B]
C
Y, Y′, Υ, [B]
DMDc
X′ = AX+BΥ
Λ, Φ, [Bˆ]
ΛY , ΦY, [BˆY]
Path 1:
Compressed DMDc
Path 2: Compressed sensing DMDc
Figure 2: Schematic of compressive DMD control. Path 1
shows compressed DMDc and path 2 shows compressed
sensing DMDc.
Assumption 2. The columns of the full-state output matrix
X′ are in the subspace of the upper left singular vectors U˜1 of
the full-state augmented matrix Ω so that U˜1U˜∗1X′ ≈ X′.
Lemma 1. If Assumption 1 holds, we have an identity
V˜Σ˜
−1
= V˜YΣ˜
−1
Y U˜
∗
Y,1CU˜1, similar to that derived in [17]:
Proof. Y = CX
U˜Y,1Σ˜YV˜
∗
Y = CU˜1Σ˜V˜
∗
V˜∗YV˜Σ˜
−1
= Σ˜
−1
Y U˜
∗
Y,1CU˜1
V˜YV˜
∗
YV˜Σ˜
−1
= V˜YΣ˜
−1
Y U˜
∗
Y,1CU˜1
V˜Σ˜
−1
= V˜YΣ˜
−1
Y U˜
∗
Y,1CU˜1.
The next theorem uses the following definitions of A
and AY from the DMDc and cDMDc algorithms:
A = X′V˜Σ˜
−1
U˜∗1
AY = Y
′V˜YΣ˜
−1
Y U˜
∗
Y,1.
Theorem 1. If Assumption 1 and 2 hold, then
CAX′ = AYCX′. (14)
Proof. Using Lemma 1, we have
CAX′ = C(X′V˜Σ˜
−1
U˜∗1)X
′
= Y′(V˜YΣ˜
−1
Y U˜
∗
Y,1CU˜1)U˜
∗
1X
′
= AYCU˜1U˜
∗
1X
′
= AYCX
′.
Thus, the compression matrix C commutes with the
dynamics in A, when applied to data X′. We use this to
obtain the central result: compressed dynamic modes of
the full data are dynamic modes of the compressed data.
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Algorithm 4 Compressive DMD with control
Input: Measurement snapshot matrices Y,Y′, sensing matrix C, input snapshot matrix Υ, and target rank r, r˜.
Optional: Full-state data matrices X,X′ and actuation matrix B.
Output: cDMDc spectrum Λ and modes Φˆ, [Bˆ].
1: procedure CDMDC(Y,Y′,C, r, r˜, [X,X′,B])
2: if X is known then
3: if B is known then
4: Λ, Φˆ← cDMD(Y,Y′ −CBΥ,C,X,X′, r) . Perform compressed DMD.
5: else
6: ΛY, UˆY, U˜Y,1, U˜Y,2, Σ˜Y, V˜Y,WY
7: ← DMDc(Y,Y′,Υ, r, r˜,X,X′ −BΥ) . Perform DMDc.
8: Φˆ← X′V˜YΣ˜−1Y U˜∗Y,1UˆYWY . Estimate DMD modes of A.
9: Bˆ← X′V˜YΣ˜−1Y U˜∗Y,2 . Estimate actuation matrix Bˆ.
10: end if
11: else
12: if B is known then
13: Λ, Φˆ← cDMD(Y,Y′ −CBΥ,C, r) . Perform compressed sensing DMD.
14: else
15: ΛY,ΦY, BˆY ← DMDc(Y,Y′,Υ, r, r˜) . Perform DMDc.
16: Φˆ← Compressed Sensing(ΦY,Ψ) . Estimate DMD modes of A.
17: Bˆ← Compressed Sensing(BˆY,Ψ) . Estimate actuation matrix Bˆ.
18: end if
19: end if
20: end procedure
Note: If λi = 0, then φi = U˜U˜∗Y,1UˆYwY,i for step 7.
Theorem 2. If Assumptions 1 and 2 hold, then compressing a
full-state DMDc eigenvector φ yields a DMDc eigenvector of
the compressed data with the same eigenvalue:
AYCφ = λCφ. (15)
Proof. AYCφ = AYCX′V˜Σ˜
−1
U˜∗1Uˆw
= CAX′V˜Σ˜
−1
U˜∗1Uˆw
= CAφ
= λCφ.
If C is chosen poorly so that φ is in its nullspace,
then Theorem 2 applies trivially. This theorem does not
guarantee that every eigenvector of AY is a compressed
eigenvector of A, although under reasonable assump-
tions the dominant eigenvalues of AY will approximate
those of A, as shown in [17]. We then have
φY = CφX = CΨφS, (16)
where φS is the sparse representation of φX in a univer-
sal basis Ψ, such as a Fourier or wavelet basis. Thus,
it is possible to recover φS, and hence φX, from com-
pressed DMD modes φY, given enough incoherent mea-
surements [17].
Compressed recovery of the actuation matrix. We now
establish a similar relationship between the full-state ac-
tuation matrix B and the compressed matrix BY.
Assumption 3. The columns of U˜Y,2 are spanned by those of
U˜2, so U˜2U˜∗2U˜Y,2 = U˜Y,2 and U˜∗Y,2U˜2U˜
∗
2 = U˜
∗
Y,2.
Lemma 2. We have an identity V˜Σ˜
−1
= V˜YΣ˜
−1
Y U˜
∗
Y,2U˜2.
Proof. Expanding Υ in the SVD bases of ΩY and Ω, we
find:
U˜Y,2Σ˜YV˜
∗
Y = U˜2Σ˜V˜
∗
V˜∗YV˜Σ˜
−1
= Σ˜
−1
Y U˜
∗
Y,2U˜2
V˜YV˜
∗
YV˜Σ˜
−1
= V˜YΣ˜
−1
Y U˜
∗
Y,2U˜2
V˜Σ˜
−1
= V˜YΣ˜
−1
Y U˜
∗
Y,2U˜2.
The next theorem uses the following definitions of B
and BY from the DMDc and cDMDc algorithms:
B = X′V˜Σ˜
−1
U˜∗2
BY = Y
′V˜YΣ˜
−1
Y U˜
∗
Y,2.
Theorem 3. If Assumptions 1 and 3 hold, then
CB = BY. (17)
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Proof. Using Lemma 2, we have
CB = CX′V˜Σ˜
−1
U˜∗2
= Y′V˜YΣ˜
−1
Y U˜
∗
Y,2U˜2U˜
∗
2
= Y′V˜YΣ˜
−1
Y U˜
∗
Y,2
= BY.
Therefore, we can first compute the DMD modes ΦY
and the compressed actuation matrix BY and then recon-
struct the full-state Φ and B through compressed sensing.
3.1 Relationship to system identification
The result from Theorem 1 above also carries over to gen-
eral impulse response parameters in the following theo-
rem. These impulse response parameters, also known as
Markov parameters, are used extensively in system identi-
fication, for example to construct Hankel matrices in the
eigensystem realization algorithm (ERA) [34].
Theorem 4. If Assumptions 1 and 2 hold, then
CAB = AYCB. (18)
Proof. Using Lemma 1, we have
CAB = C(X′V˜Σ˜
−1
U˜∗1)B
= Y′(V˜YΣ˜
−1
Y U˜
∗
Y,1CU˜1)U˜
∗
1B
= AYCU˜1U˜
∗
1X
′V˜Σ˜
−1
U˜∗2
= AYCX
′V˜Σ˜
−1
U˜∗2
= AYCB.
Corollary 1. Theorem 4 can be expanded to further steps in
dynamics, for k ∈ Z+, such as:
CAkB = AY
kCB = AY
kBY. (19)
This theorem and corollary establish a surprising re-
sult: under certain conditions the iterative dynamics in
the impulse response parameters commute with the mea-
surement matrix. Impulse response parameters are a cor-
nerstone of subspace system identification methods, such
as ERA, and the above results simplify the dynamics.
Corollary 1 also has implications for the controllability
of the projected and full-state systems. Given the control-
lability matrix
C = [B AB · · ·An−1B] (20)
we have the following relationship:
C C = C [B AB · · ·An−1B] (21a)
=
[
BY AYBY · · · An−1Y BY
]
= CY. (21b)
Therefore, if the full-state systems is controllable, i.e.
the controllability matrix C is full rank, and the com-
pressed measurement matrix C is not in the null space of
Eq. (20), then the compressed system is also controllable.
The controllability is preserved after compression under
certain conditions. The observability property regarding
the compressed sensing framework was discussed in [71].
3.2 Computational considerations
Similar to cDMD, there are two main paths presented in
compressive DMD with control, depending on the avail-
ability of the full-state data matrix X. Specifically, we re-
fer to the first path as compressed DMDc (Path 1 in Fig-
ure 2) if X is known and the second path as compressed
sensing DMDc (Path 2 in Figure 2) if X is only partially
known due to the lack of full state measurements:
1. If the full-state measurements X are available, com-
pressed DMDc is advantageous as the expensive cal-
culations are performed on the compressed data Y
and the full-state modes are obtained by linearly
combining the snapshots of X.
2. Without access to full-state measurements X, com-
pressed sensing DMDc extracts the inherent dynam-
ics from sub-sampled/compressed data in the ma-
trix Y, disambiguating the effect of actuation. Full-
state modes may then be recovered, under the stan-
dard conditions of compressed sensing.
In addition, two approaches are considered in each
path considering the prior knowledge of B. Generally,
the cDMDc algorithm can be simplified as a corrected
cDMD algorithm if B is known. Otherwise, DMDc is uti-
lized to extract the underlying dynamics from the com-
pressed states Y,Y′ and then the modes Φ and actuation
matrix B are reconstructed by either projecting onto the
full states X′ or through compressed sensing.
In Algorithm 4, these four scenarios are discussed.
When both X and B are known, the spectrum ΛY and
modes Φ are obtained by performing compressed DMD
on the pre-compressed data Y and the shifted matrix
correcting for the effect of control Y′ − CBΥ. When
X is known and B is unknown, DMDc is computed on
Y,Y′ and the dynamic modes Φ and actuation matrix
B are reconstructed as a linear combination of the full-
state data X′. When X is only partially known and B
is known, compressed sensing DMD is performed on Y
and Y′ − CBΥ and the full-state modes Φ are recon-
structed from the compressed ΦY. When both X and B
are unavailable, DMDc is computed on Y,Y′ and the dy-
namic modes Φ and actuation matrix B are reconstructed
using compressed sensing.
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4 Results
In this section, we present two numerical experiments
that illustrate compressive DMDwith control. In the first
example, we investigate a spatially high-dimensional
system that is lifted from a two-dimensional system with
known dynamics and random control input. In the sec-
ond example, we model the vorticity field of a fluid flow
downstream of a pitching plate at low Reynolds num-
ber. In both examples, we investigate the effectiveness
of different random measurement matrices, compression
ratios, and actuation input vectors.
4.1 Stochastically forced linear system
This experiment is designed to test the compressive DMD
with control framework on an example where the low-
rank dynamics are known. Thus, it is possible to directly
compare the true eigenvalue spectrum and spatiotempo-
ral modes with those obtained via compressed DMDc
and compressed sensing DMDc.
The state matrix A˜ and input matrix B˜ are designed to
yield a stable, controllable system:
x˜1
x˜2
 
k+1
=

0.9 0.2
 0.1 0.9
 
| {z }
A˜

x˜1
x˜2
 
k
+

0.1
0.01
 
| {z }
B˜
uk. (22)
The dynamics are excited via Gaussian random input ex-
citation in uk, starting from an initial condition x0 =⇥
0.25 0.25
⇤T . The system is integrated from t = 0 to
t = 30with a time-step of t = 0.1, resulting in 301 snap-
shots. A sample trajectory of the low-dimensional system
is shown in Fig. 3 (a).
To inflate the state dimension, we associate each of
the two states x˜1 and x˜2 with a high-dimensional mode
that is sparse in the spatial wavenumber domain. These
modes, shown in Fig. 3 (c), are given by the columns of
P 2 R1024⇥2, where each column is constructed to have
K = 4 non-zero elements in the discrete cosine trans-
form (DCT) basis. The nonzero DCT coefficients of each
mode have the same wave number with different magni-
tudes, as shown in Fig. 3 (d). Thus, it is possible to use
9
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DMDc c-DMDc cs-DMDc
B known
C-type 1 3.631e-13 3.627e-13 3.627e-13
C-type 2 3.631 e-13 3.443 e-13 3.443 e-13
C-type 3 3.631e-13 4.210e-13 4.210e-13
B unknown
C-type 1 4.481e-13
1.758e-16
5.396e-13
4.840e-17
5.926e-13
9.558e-17
C-type 2 4.481e-13
1.758e-16
4.159e-13
4.731e-17
3.872e-13
2.845e-16
C-type 3 4.481e-13
1.758e-16
4.322e-13
3.022e-16
5.691e-13
2.785e-16
Table 1: Normalized error of ‖Φ − Φˆ‖F and ‖B − Bˆ‖2 using DMDc, compressed DMDc, and compressed sensing
DMDc. Three types of compression are shown: uniform random projections (C-type 1), Gaussian random projections
(C-type 2) and single pixel measurements (C-type 3). When B is unknown, the error of the estimated Bˆ is given in the
upper triangle, and the error of Φˆ is given in the lower triangle. In all cases, B is a linear combination of columns of P.
the DCT matrix as the sparsifying basis for compressed
sensing. With the spatial modes in P, it is possible to lift
the low-dimensional state x˜k to a high-dimensional state
xk = Px˜k. The lifted state is shown in Fig. 3 (b) for the
first 31 snapshots, from t = 0 to t = 3. Note that the
high-dimensional actuation vector B is chosen to be in
the span of the columns of P, i.e. B = PB˜, so that the
actuation only excites low-dimensional dynamics; other
types of actuation will be examined further in Fig. 6.
To investigate the proposed cDMDc algorithm, we now
consider compressed measurements y given by Eq. (12b).
Specifically, the compression matrix C can be built with
entries drawn from uniform (C-type 1), Gaussian (C-type
2) or Bernoulli (C-type 3) distributions. Fig. 4 shows
the DMDc mode reconstruction using compressed DMDc
(Path 1 in Fig. 2) and compressed sensing DMDc (Path 2
in Fig. 2) for p = 128 Gaussian measurements. In both
cases, it is assumed that the high-dimensional actuation
input vector B is known, and the reconstructed modes
faithfully reproduce the true coherent structures of the
underlying system (i.e., the DMD modes are a linear com-
bination of the columns of P). The results remain un-
changed when B is unknown and must also be recon-
structed.
Table 1 shows the error in the reconstructed eigen-
functions Φˆ and estimated actuation vector Bˆ (when un-
known) for DMDc, compressed DMDc, and compressed
sensing DMDc, compared against the true values. In
addition, we investigate the effect of different sensing
strategies discussed above. In all cases, the reconstruc-
tion error is small, as no noise is added to the simulated
data.
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Figure 4: Reconstruction of (a) actuation vector B, (b)-(c)
modes from DMDc, compressed DMDc and compressed
sensingDMDc. For compressive DMD, 128Gaussian ran-
dom measurements are collected from 1024 state dimen-
sions.
Compressed sensing DMDc is able to uncover the
underlying dynamics and spatio-temporal modes from
noiseless subsampled data, relaxing the requirement of
high-dimensional measurements. However, in realis-
tic experimental conditions, measurement noise will al-
ways be present and is known to effect DMD compu-
tations. Figure 5 shows the performance of DMDc and
compressed DMDc for varying levels of measurement
noise, averaged over 100 different noise realizations in
each case. Note that compressed sensing DMDc and com-
pressed DMDc have identical eigenvalues, as both meth-
ods compute the DMD spectrum from the same com-
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Figure 5: Noise dependency of DMD spectrum for the true system, DMDc and cDMDc based on 100 different noise
realizations. Rows correspond to different noise levels ⌘ 2 {0.1, 0.25, 0.5} with  noise = ⌘max( i), where  i denotes
the standard deviation of each spatial measurement.
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Figure 6: Estimated Bˆ and mode magnitudes for different choices ofB for DMDc, compressed DMDc and compressed
sensing DMDc. For compressive DMDc, the same number of measurements is employed as for Fig. 4.
pressed data. For moderate noise levels, the compressed
DMDc algorithm provides reasonably accurate eigenval-
ues, although they are less accurate than those predicted
by DMDc. As the noise intensity is increased to 10%, both
the DMDc and cDMDc eigenvalues have significant er-
rors, and in some cases, complex conjugate eigenvalues
are miscomputed as purely real eigenvalues. Although
the effect of noise is exacerbated by compression, sensi-
tivity of DMD eigenvalues with measurement noise is a
known issue, and has been extensively studied and char-
acterized [4, 23, 32]. There are a number of algorith-
mic extensions that improve the eigenvalue prediction
with noise, including using the total least squares [32],
a forward-backward symmetrizing algorithm [23], sub-
space DMD [68], Bayesian DMD [69], or an optimal DMD
based on variable projection methods [2]. Each of these
methods may be effectively combined with the proposed
cDMDc architecture to yield more accurate eigenvalues.
4.1.1 Effect of Actuation
Finally, we investigate the performance of cDMDc for dif-
ferent choices of the actuation vector B in Fig. 6. In ad-
dition to the cases presented so far, where B is in the
subspace of P, we now explore scenarios when B is ran-
domly generated or in the complementary subspace ofP.
For all types of actuation B, and regardless of whether
or not B is known, compressed DMDc and compressed
sensing DMDc both accurately identify the true modes
 1 and  2, which is also consistent with DMDc. When B
is unknown, cDMDc and csDMDc both accurately iden-
tify B, regardless of the subspace it belongs to, as long as
the columns of B are sparse. The algorithms do not ac-
curately capture the B matrix when it is not sparse (i.e.,
random actuation vector); however, in this case, DMDc
also misidentifies the actuation vector.
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realizations. Rows correspond to different noise levels η ∈ {0.1, 0.25, 0.5} with σnoise = ηmax(σi), where σi denotes
the standard deviation of each spatial easure ent.
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pressed data. For moderate noise levels, the compressed
DMDc algorithm provides reasonably accurate eigenval-
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Figure 7: Simulation of a pitching airfoil: (a)-(c) Instantaneous vorticity fields at different times t = 0, 11.5, 21.5 and
showing the measurement window, (d) time series of the actuation inputs specifying the pitching of the plate. Black
filled circles depict the time instants of the shown vorticity plots in (a)-(c).
4.2 Fluid flow past a pitching plate
In the second example, we apply the proposed compres-
sive DMD with control algorithm to model the vorticity
field downstream of a pitching plate at Reynolds num-
ber Re = 100. This pitching airfoil has been studied pre-
viously in the context of reduced-order models for flow
control [15, 17, 22, 31, 67]. The flow is simulated us-
ing the immersed boundary projection method (IBPM)1
method [22, 67] with a grid resolution of 799 ⇥ 159 on a
domain of size 10 ⇥ 2, nondimensionalized by the plate
length L. The flow is simulated with a time-step of  t =
0.01 dimensionless convective time units, nondimension-
alized by the length L and free-stream velocity U . 251
snapshots are sampled at a rate of t = 0.1. In this exam-
ple, the airfoil is rapidly pitched up and down between
±5  at irregular intervals in time, using the canonical
1Code available at https://github.com/cwrowley/ibpm
pitch maneuver described in [56]. Six rapid pitch maneu-
vers are performed, and then the data is symmetrized by
concatenating a mirror image of these 251 snapshots with
the opposite signed vorticity, in an attempt to identify un-
biasedmodes. Figure 7 illustrates the vorticity field at dif-
ferent times, t = 0, 11.5, 21.5. We focus on a downstream
measurement window of the size 399 ⇥ 141 to mimic a
PIV window. The actuation input takes 4.6 convective
time units to reach the observation window, and the ac-
tuation input, that used as input for cDMDc and DMDc,
is shifted accordingly. Similar small amplitude pitching
motions have been shown to be well-approximated with
linear models [15].
The eigenvalues of A˜ and A˜Y given by DMDc and cD-
MDc are shown in Fig. 8. The cloud of cDMDc eigen-
values is generated from an ensemble of 50 realizations
using 10% compressed measurements (i.e., p = 0.1n)
based on Gaussian random projections. We use r = 9 in
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Figure 7: Simulation of a pitching airfoil: (a)-(c) Instantaneous vorticity fields at different times t = 0, 11.5, 21.5 and
showing the measurement window, (d) time series of the actuation inputs specifying the pitching of the plate. Black
filled circles depict the time instants of the shown vorticity plots in (a)-(c).
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Figure 8: Comparison of the spectrum in (a) discrete time and (b) continuous time, both obtained using DMDc and
cDMDc with 10% Gaussian random measurements. The first r = 9modes are shown, ordered by their real part.
this study to identify the spatiotemporal coherent DMD
modes, and they capture 96% of the total energy, based
on the singular values. These nine modes are ordered
by their decay rate (i.e., the real part) and the higher-
order modes have larger frequencies of oscillation. The
discrete-time eigenvalues are located close to the unit cir-
cle, and they are slightly stable, as seen in the continuous-
time plot. The DMDc eigenvalues appear to have a decay
rate that is too small, although the dynamics of transients
are captured quite well. Nevertheless, the cDMDc eigen-
values agree well with the DMDc eigenvalues, which is
the goal.
In Fig. 9, we present the spatial structure of the DMDc
mode pairs and the B matrix. Similar DMD modes have
been observed in the flowpast a cylinder [20]. As the tem-
poral frequency associated with an eigenvalue increases,
the modes are characterized by higher spatial wavenum-
bers, which is characteristic of bluff-body flows. The
accuracy of mode reconstruction is similar for Gaussian
random projections and single-pixel measurements, as
indicated in Fig. 10. However, single pixel measurements
may be less expensive and more realistic in real-world
applications, and sampling 10% of the original measure-
ments results in a reconstruction accuracy of 90% in this
example.
Taking the DMDc results as the reference, Fig. 11 shows
the error of the eigenvalues with increasing number of
measurements used in cDMDc. Note that the eigenval-
ues are the same for compressed DMDc and compressed
sensing DMDc, as shown in Algorithm 4 . The eigenvalue
 0 corresponding to zero frequency is estimated with the
greatest accuracy from the fewest measurements, pre-
sumably because this mode contains the most energy in
the flow. The error in eigenvalues associated with other
modes decreases logarithmically with increasing com-
pression ratio. Single pixel measurements have similar
performance compared with Gaussian random measure-
ments for small compression ratios. When p = n, the
error goes to zero for single pixel measurement, since the
measurement is an invertible permutation of the identity
matrix, and cDMDc is equivalent to DMDc in this case.
Successful reconstruction using compressed sensing
relies on the sparsity of the state in some transform ba-
sis. Indeed, both   and B are sparse in the DCT basis.
In general, the DMDc modes are more sparse than the
actuation matrix, and we choose K = 300 to ensure a
good reconstruction of the modes and B achieving an er-
ror of about 1%. In particular, we use the CoSaMP algo-
rithm [55] to perform the l1-minimization with 10 itera-
tions and the desired sparsity of K = 300. The L2 er-
rors between the compressive DMDc and DMDc modes
are shown in Fig. 10. The convergence of error versus
compression ratio in compressed sensing DMDc is much
slower than that in compressed DMDc, especially for the
zero frequency mode.
The necessary number of measurements is given from
theory to be p ⇠ 4K log10(n/K) ⇡ 2728, which cor-
responds to a compression ratio of 5%. This matches
the observation that the error curves plateau at around
p/n = 0.05. Overall, the error for compressed measure-
ments using Gaussian random projections is comparable
with using single pixel measurements.
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are shown in Fig. 10. The convergence of error versus
compression ratio in compressed sensing DMDc is much
slower than that in compressed DMDc, especially for the
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The necessary number of measurements is given from
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5 Conclusions
In summary, we have presented a unified framework
for compressive system identification based on the dy-
namic mode decomposition. First, we describe the pre-
viously developed compressed sensing DMD (csDMD)
and DMD with control (DMDc) algorithms in a common
mathematical framework, providing algorithmic imple-
mentation details. Next, we show how it is possible to
construct reduced-order models from compressed mea-
surements and then reconstruct full-state modes corre-
sponding to the reduced states via compressed sens-
ing. This lifting procedure adds interpretability to oth-
erwise black-box models. The compressed DMD with
control algorithm is demonstrated on two example sys-
tems, including a high-dimensional discretized simula-
tion of fluid flow past a pitching airfoil. In both cases,
accurate modal decompositions are achieved with sur-
prisingly few measurements, showcasing the efficacy of
the proposed method. In addition, we have released our
entire code base to promote reproducible research and re-
duce the barrier to implement these methods.
There are a number of important extensions and future
directions that arise out of this work. First, it will be in-
teresting to further investigate the relationship between
the controllable and observable subspaces and full-state
recovery via compressed sensing. The goal is a gener-
alized theory that combines the notion of controllability
and observability, based on the structure of theA,B, and
C matrices, and the notion of sparse signal recovery, via
the structure of the low-rank embedding P. It may also
be possible to extend results to nonlinear estimation [65,
66] and control [36, 42, 58] through the connection to
the Koopman operator. In addition, the methods de-
scribed here are directly applicable to experimental mea-
surements [64], as they do not require access to a model
of the system. It may be possible to significantly reduce
15
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nection to the Koopman operator. In addition, the meth-
ods described here are directly applicable to experimen-
tal measurements [63], as they do not require access to a
model of the system. It may be possible to significantly
reduce the required spatial resolution in experiments, im-
proving the effective bandwidth and enabling the charac-
terization of faster flow phenomena. A sparsifying POD
basis may be obtained first with non-time-resolved mea-
surements at full resolution. It is then possible to col-
lect many fewer spatial measurements at much higher
temporal resolution, identify a reduced-order model, and
characterize the full-state modes in the offline library.
This also suggests that it may be possible to combine
space and time compressed sensing strategies for DMD.
The growing intersection of dynamical systems, ma-
chine learning, and advanced optimization are driving
tremendous innovations in the characterization and con-
trol of complex systems [25, 43]. Although data is be-
coming increasingly abundant, there remain applications
such as feedback flow control, where real-time measure-
ments are costly and control decisions must be made with
low latency to ensure robust performance. In these ap-
plications, techniques that strategically select sensor data
into the most relevant information will enable higher per-
formance in more sophisticated flow control applications.
It is likely that the methods developed here may be com-
bined with principled sensor selection methods to pro-
mote enhanced sparsity based on learned structures and
patterns [11, 5, 36, 47]. Moreover, it may also be possible
to enforce known physics or symmetries in the regression
procedure, as in [46], to improve model performance and
accelerate learning from data.
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