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Abstract 
Rank inequalities due to stability critical (u-critical) graphs are used to develop a finite nested 
sequence of linear relaxations of the stable set polytope, the strongest of which provides an 
integral max-min relation: In a simple graph, the maximum size of a stable set is equal to the 
minimum (weighted) value of a cover of nodes by or-critical subgraphs. For a simple graph 
containing no even subdivision of K,, these results imply that every rank facet is due either to 
an edge or to an odd cycle; consequently, the max-min relation specializes to give that the 
cardinality of a largest stable set equals the minimum value of a node covering by edges and odd 
cycles. This leads to a polynomial-time algorithm to find a maximum stable set and a minimum 
valued cover of nodes by edges and odd cycles in such a graph. 
1. Introduction 
Throughout this paper we will assume that G = (V, E) is a simple, undirected graph 
consisting of a finite set V of nodes together with a finite set E of edges. A set of 
mutually nonadjacent nodes in G is called a stable (independent) set. A maximum stable 
set (MSS) is a stable set of maximum cardinality. The stability number of G, denoted by 
cc(G), is the cardinality of any maximum stable set in G. The problem of finding an 
MSS in G can be formulated as 
max lx, 
x,+x,< 1 V(U,W)EE, 
W) 
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x B 0, 
x,=Oor 1 VUEV, 
where the feasible solutions of SP are precisely the incidence vectors of stable sets in G. 
The stable set polytope for G, denoted P(G), is the convex hull of feasible solutions to 
- 
SP. The linear programming relaxation of SP, denoted SP, is obtained by deleting the 
restriction to binary values for the variables in SP. The optimal objective function 
-. 
value of SP is denoted &(G) and the set of feasible solutions to SP is denoted by P(G). 
Note that P(G) is bounded if and only if G contains no isolated nodes (i.e., nodes 
without incident edges). 
An edge eE E is critical if a(G - e) > U(G). G is stability critical (a-critical), if every 
edge of G is critical; we will refer to such graphs simply as critical. Let E’ E E denote 
the critical edges of G. In 1975 Chvital [l] showed that if (V, E’) is connected, then the 
inequality I,, “x, < a(G) is a facet of P(G). More generally, if G’ = (V’, E’) is any 
subgraph of G, then I,, V, x, < cr(G’) is satisfied by every feasible solution to SP; i.e., 
this inequality is valid for P(G). Inequalities of this form (binary coefficient values) are 
called rank inequalities. In the following section of this paper, we show that rank 
inequalities associated with critical subgraphs give rise to a finite sequence of success- 
ively tighter linear relaxations of P(G). This sequence begins with P(G) and ends with 
a polytope, say Q(G), which approximates P(G) in the sense that a(G) = max(lx: 
x EQ(G)I. Moreover, we show that the linear programming problem max{ lx: 
XEQ(G)} has an integer-valued optimal dual solution. Dual integrality provides an 
integral max-min relation: The maximum size of a stable set in G is equal to the 
minimum (weighted) value of a cover of V by critical subgraphs. 
A subdivision of a graph is obtained by replacing its edges by simple paths, i.e., by 
inserting new nodes of degree two into the edges. An even subdivision results when the 
number of new nodes inserted into each edge is even. In the final section of this paper 
we restrict attention to graphs containing no subgraph which is an even subdivision of 
K4, i.e., no even K4. In [l l] we show that such graphs have only edges and chordless 
odd cycles as critical subgraphs. Thus for any graph containing no even K4 subgraph, 
we establish that the maximum size of a stable set is equal to the minimum (weighted) 
value of a cover of its nodes by edges and chordless odd cycles. This leads to 
a polynomial-time algorithm for determining in such graphs a maximum stable set 
and a minimum covering of nodes by edges and odd cycles. 
2. Relaxations of the stable set polytope 
We note that the stable set polytope is full-dimensional, since it always contains the 
unit vectors and the origin. It is well-known [lo] that this implies that P(G) has 
a unique set of facet-defining inequalities (up to positive scalar multiplication). It is 
easy to see that the inequality x, > 0 is a facet of P(G) for all UE V. These are the 
nonnegativity facets of P(G). 
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One class of rank inequalities for P(G) is defined by cliques. The inequality 
c uEK x, < 1 is a facet of P(G) if and only if K is the node set of a maximal clique in 
G (e.g., see [9]). This implies that x, d 1 is a facet of P(G) if and only if u is isolated. 
Thus, the only facets of P(G) that have exactly one nonzero coefficient are the 
nonnegativity facets and the clique facets for isolated nodes. These facets are called the 
trivial facets. In the special case of a 2-element clique, say (u, W)E E, the clique 
inequality x, + x, < 1 is called an edge inequality. 
Odd cycles provide another family of rank inequalities. Suppose C is the node set of 
an odd cycle in G. Then 1 I) F c x, < (I C 1 - 1)/2 is a valid inequality for P(G), since any 
stable set in G contains at most (1 Cl - 1)/2 nodes in C. It is not difficult to show that 
this inequality defines a facet of P(G[C]) if and only if C is chordless, though it need 
not generally be a facet of P(G). Here G [C] denotes the subgraph of G induced by the 
node set C. 
Cliques and odd cycles also arise naturally as critical graphs. The parameter 
d(G) = 1 VI - 2c((G) has played an important role in the context of critical graphs (see 
[6,8,11]). Let TJ be the set of all critical graphs with 6(G) = 6 and let r$ consist of the 
connected graphs in TJ. It is well-known that rp contains only the graph Kz, that r,’ 
is comprised of (chordless) odd cycles and, moreover, that K, E rFe2, n > 2. 
Recall that we have defined 
P(G)= (x~[W;:x,+x,f 1 v(u,w)~E}, 
where IX’!+ isthe set of nonnegative vectors in I?‘. One way to view the edge inequalities 
used in P(G) is as rank inequalities associated with subgraphs of G that are in I-,“. 
Thus a natural generalization of P(G) is obtained by invoking the rank inequalities 
associated with subgraphs of G that are in rf as valid inequalities. For 6 > 0 define 
f”(G) = X E R: : ,Fv, x,. < M(G’) VG’ c G with G’ E rf’, 6’ 6 6 . 
Clearly, P’(G) = P(G). Now, P’(G) uses subgraphs that are in r,” and r,l, i.e., edges 
and odd cycles. Thus, we have 
P’(G) = XER:: x, + x, < 1 V(u,w)eE; 
~x,f((CI--1)/2VCcV,G[C]anoddcycle. 
USC I 
Since every inequality in P’(G) is valid for P(G), we must have P(G) E P’(G) Y6 >, 0; 
i.e., P’(G) is a linear relaxation of P(G). Furthermore, if 6 > 8, then the linear 
description of PJ contains all of the inequalities present in the definition of P”, 
so we have 
P’(G) 1 P’(G) 1 ... 2 P’(G) 2 P(G). 
250 E.C. SeweN, L.E. Trotter Jr/Discrete Mathematics 147 (1995) 247-255 
It is not true that 6 can always be chosen large enough so that Pd(G) = P(G), as 
there may be some nonrank inequalities essential for P(G). Nevertheless, if 
E VE n,x, < ol(G[W]) is a nontrivial (rank) facet of P(G), then it is also a facet of 
P(G[W]), and recursive removal of noncritical edges from G[lV] will produce 
a critical subgraph of G which induces this facet. Thus 6 can be chosen large enough so 
that P’(G) contains all of the rank facets of P(G), i.e., so that P’(G) approximates P(G) 
with respect o the objective function lx. 
One measure of the strength of this approximation is the ‘gap’ between the optimal 
solution to max lx over P’(G) and the value cr(G). We define 
c?(G) = max{lx: XEP’(G)}. 
Then this ‘gap’ is c?(G) - a(G). The following theorem shows that 6 can be chosen 
large enough so that the ‘gap’ is zero and gives the necessary value of 6 in terms of 
critical subgraphs of G. 
Theorem 1. Let 6 be a nonnegative integer and let G = (V, E) be a graph with no 
isolated nodes and with no subgraph in rj’ for 6’ > S. Then: 
(i) 3 a partition VO, VI, . . . , V, of V, such that rS 2 6(G) and 
u(G) = 4GCV,I) + dGCV,l) + ‘.. + 4GCV,l), 
where each K, 1 < i < r, is the node set of a critical subgraph; 
(ii) ad(G) - E(G) = 0; 
(iii) max { lx: x E P’(G)} h as an integer-valued optimal dual solution. 
Proof. We begin by building an edge cover M for nodes contained in every MSS in G. 
Let M = 8, S = 8 and G’ = G. Choose any nonisolated node, say u, contained in every 
MSS in G’. Let w be a node adjacent o u in G’. Let M = M u {(u, w)}, S = S u {u} and 
G’ = G’ - u - w. Repeat this procedure until all nodes contained in every MSS in G’ 
are isolated. Arbitrarily choose a distinct edge incident to each isolated node in G’ and 
add it to M (such edges must exist, since there are no isolated nodes in G). Next, 
remove all the isolated nodes from G’ and add them to S. Note that 
a(G’) = x(G) - lS1, since every time a node was removed from G’ and placed into S it 
was contained in every MSS in G’. In addition, (M ( = ) SJ. Let V,, = {w E V: u is an 
endnode of an edge in M} and H,, be the graph with node set V, and edge set M. It is 
easy to see that c@Z,) = 1 S 1 and 6(H,) < 0. Note that V, may be empty, in which case 
G’ = G. 
Now we build a dual solution for G’. Recursively remove noncritical edges from G’ 
until all remaining edges are critical. Call the resulting graph H. No node is contained 
in every MSS in H, since no node is contained in every MSS in G’. Hence H contains 
no isolated nodes. Moreover, cl(H) = a(G’) by construction. Let HI,. . . , H, be the 
components of H and denote the nodes of Hi by vi for 1 d i < r. Since a(H) = cc(G’), 
we have a(G) = Cyzoa(Hi). Also, a(Hi) 2 a(G[K]), as Hi is a subgraph of G[E], for 
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0 d i d r. Hence tx(G) = C;=ecc(Hi) 2 C;=~U(G[VJ) 2 a(G), and it follows, as re- 
quired, that a(G) = xi= oa(GIK]). Furthermore, each Hi is a subgraph of G, so 
6(Hi) d 6. This implies r6 3 6(G), as 
6(G) = ) I’ - 2a(G) = i lL$ - 2 i a(Hi) 
i=O i=O 
= f_ 6(Hi) d i 6(Hi),< i 6 = r6. 
i=O i=l i=t 
Now, Hi E rf’ with 6’ Q 6 implies the inequality C,, ,,, x, d cl(Hi) is included in the 
system of linear inequalities for P’(G), for i = 1, . . . , r. Assign the value 1 to the dual 
variables corresponding to each of these rank inequalities and to the dual variables 
corresponding to the edges in M. Set all of the remaining dual variables to 0. The 
resulting dual solution is feasible, integral and has value a(G). Since any MSS provides 
a feasible solution to the primal problem with value a(G), we conclude that this dual 
solution is optimal and that a’(G) - a(G) = 0. 0 
For G’ = (V’, E’) a subgraph of G, we say that G’ covers I”. A family of critical 
subgraphs of G, say Gi = (Vi, Ei), 1 < i < k, constitutes a critical subgraph cover 
provided V = Vi u ... u Vk; this cover has weight a(G,) + ... + a(Gk). Theorem 1 
then provides an integral max-min relation for the stable set problem. 
Corollary 2. In a graph without isolated nodes, the maximum size of a stable set is equal 
to the minimum weight of a critical subgraph cover. 
A few remarks are in order. First, the inequalities included in defining P’(G) are not 
all necessarily facets of P(G). In fact, Theorem 1 is not true if P’(G) is restricted to 
using only rank facets of P(G). Consider the graph in Fig. 1, where x, is indicated next 
to each node. Then x satisfies all of the rank facets, but lx - a(G) = 0.2 > 0. Of 
course, x violates the valid inequality x(V) < 2, but this inequality is not a facet of 







Fig. 1. A point satisfying all rank facets, but not in P’(G). 
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Fig. 2. A nonintegral, optimal extreme point in P’(G), where x, is indicated next to each node. 
exponentially with 6, although, for fixed value of 6, Lovasz [7] has shown that there is 
a finite basis for r,d (see [8] for details regarding basis graphs for critical graphs), 
which implies that there is a finite basis for these valid inequalities. Third, the system 
for P6(G) is not necessarily totally dual integral - the dual integral solution is 
guaranteed only for the (primal) objective function lx, not for all objective functions 
(see [lo] or [2] for more details concerning total dual integrality). Finally, even 
though a’(G) - cl(G) = 0, P’(G) may contain nonintegral extreme points that are 
optimal for a”(G); see Fig. 2 for an example. 
3. Graphs without even subdivisions of K4 
Now we denote by T’ the set of graphs containing no subgraph in rf’ for 6’ > 6. 
Then To is the family of graphs containing no subgraph in rf for 6 > 0. Odd cycles 
comprise r,‘, and it is not difficult to see that no graph in ff, 6 > 1, is bipartite. Hence 
To consists precisely of the bipartite graphs, i.e., graphs containing no even subdivi- 
sion of K3. T’ is the set of graphs with no sugbraph in r,” for 6 > 1, which, by using 
the following theorem from Sewell and Trotter [l 11, is exactly the set of graphs which 
do not contain an even subdivision of K4. In this section we restrict attention to such 
graphs. 
Theorem 3 (Sewell and Trotter [ll]). Zf GET: with 6 2 2, then G contains an even 
subdivision of &. 
It is well known that P(G) = P’(G) if and only if G is a bipartite graph without 
isolated nodes; i.e., if and only if G E To and has no isolated nodes. It is thus natural to 
ask whether P(G) = P’(G) holds for GE T’ without isolated nodes. The answer is no. 
The graph in Fig. 3(a) is in T’, but the inequality Xi”= I Xi + 2x7 < 3 is a facet of the 
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Fig. 3. A nonrank facet for a graph in T’ and a graph not in T’ with P(G) = P’(G). 
stable set polytope of this graph. The converse is also false. The graph in Fig. 3(b) 
contains an even subdivision of K4, so it is not in T’, but the only nontrivial facets of 
P(G) are due to edges and odd cycles. Nevertheless, we now show that edges and odd 
cycles are the only rank facets of P(G) whenever GE T’. 
Theorem 4. [f a graph G without isolated nodes contains no even subdivision of K4, then 
every rank facet of P(G) corresponds to either an edge or a chordless odd cycle. 
Furthermore, ifG [C] is a chordless odd cycle in G, then 1 VEC x,. f (1 Cl - 1)/2 is a facet 
of P(G). 
Proof. Suppose Cvsw x, 6 a0 is a nontrivial facet of P(G). Clearly, this is also 
a facet of P(G[W]) and a, = c((G[ W]). Applying Theorem 1 we obtain 
w = v. v VI v . . . u V,, where V, is nonempty if any node in W is contained in every 
maximum stable set in G[ W] and each Vi, 1 < i < r, is the node set of a critical 
subgraph. On the other hand, the facet condition implies that there are 1 W( maximum 
stable sets in G [ W], whose incidence vectors are linearly independent. It follows from 
linear independence that V, = 0 and r = 1. Thus W is the node set of a critical 
subgraph and, since GE T’, W is either an edge or a chordless odd cycle. 
Now let CCC] be a chordless odd cycle in G and consider the corresponding valid 
rank inequality for P(G), Cvec x, < (1 Cl - 1)/2. C contains exactly (Cl stable sets 
S , , . . . , Slcl of size (1 Cl - 1)/2. Index the nodes of V\C as Vi, 1 CJ + 1 < i Q 1 VI, and let 
Gi = G[Cu {Vi}]. We claim a(Gi) = (ICI + 1)/Z, for if not, recursive removal of 
noncritical edges from Gi terminates with a graph in r:, contradicting GE T’. 
Thus, we have that to each VIE V\C there corresponds a stable set Si given by 
Si = {Vi} U Sj for some j, 1 6 j < I C I. The incidence vectors of the stable sets Si, 
1 < i d I V 1, are linearly independent and each satisfies 1 UEC x, = (I C I - 1)/2. Hence 
C ,,EC x, < (I Cl - 1)/2 is a facet of P(G). 0 
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A classical theorem of Konig (see, e.g., [S]) states that for any bipartite graph 
without isolated nodes, the maximum size of a stable set is equal to the minimum size 
of an edge cover. This max-min statement expresses a relation between P”(G) and 
P(G) for GE To without isolated nodes. In the following theorem we show that 
a similar relation holds for P’(G) and P(G) for GE T’ without isolated nodes. 
Theorem 5. If a graph G = (V, E) without isolated nodes contains no even subdivision of 
K4, then the maximum size of a stable set is equal to the minimum weighted value of 
a cover of V by edges and odd cycles. Moreover, a cover of minimum weight exists which 
uses only edges and chordless odd cy eswhose rank inequalities define facets of P(G). 
Proof. The first assertion follows immediately from Corollary 2 and Theorem 3. 
Consider an odd cycle C whose variable is positive in the optimal dual solution. If C is 
chordless, then it defines a facet of P(G) by Theorem 4. If it is not chordless, then any 
chord divides C into an even cycle and an odd cycle, say C’. Then C’ together with the 
alternate edges from C\C can be used in place of C in the dual solution. Repeated 
application of this procedure reduces C to a chordless odd cycle. Now consider an 
edge e = (u, w) whose variable is positive in the optimal dual solution. If x, + x, d 1 is 
not a facet of P(G), then it must be contained in a larger clique. Since G contains no 
K4, this clique must be an odd cycle of length three. This odd cycle can be used in 
place of e in the optimal dual solution. It is straightforward to verify that both 
replacements discussed here leave the dual solution value unchanged. 0 
Gerards and Schrijver [4] called a subdivision of K4 in which the four triangles 
have become odd cycles an odd-K4. They proved that if G does not contain an 
odd-K,, then P(G) = P’(G). Gerards [3] extended this by showing that for such 
graphs, the max-min relation stated in Theorem 5 holds. (He actually showed that this 
equality holds in the case of ‘weighted’ stable sets with an appropriate modification of 
the definition of a cover.) Even subdivisions of K4 are odd-K,‘s, so the class of graphs 
without odd-K4’s is contained in the class of graphs without even subdivisions of K4. 
This containment is proper; Fig. 3(a) provides an example of a graph containing an 
odd-K,, but containing no even subdivision of K4. Thus Theorem 5 generalizes 
Gerards’ result in the unweighted case. (Unfortunately, Theorem 5 does not generalize 
directly to the weighted case as in [3] for odd-K,‘s. The graph in Fig. 3(a), which 
contains no even K4, with node weights b, = . . . = b6 = 1 and b, = 2, has maximum 
weight stable set equal to 3, but the minimum cover cost (where each VE V must be 
covered at least b, times) is 4.) 
Finally, we address the question of actually determining an MSS in a graph that 
‘does not contain an even subdivision of K4. 
Theorem 6. lf G contains no even subdivision of K4, then a maximum stable set can be 
found in polynomial time. Furthermore, if G contains no isolated nodes, then a corres- 
ponding cover by edges and odd cycles can be found in polynomial time. 
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Proof. Isolated nodes belong to every MSS and can be removed immediately. First, 
calculate a’(G). This can be done in polynomial time - see [S]. Theorem 5 implies 
a’(G) = X(G). Next, choose a node UE I/ and let G’ = G[V’\({U} u {u: (u,u)EE),)]. 
Clearly, u is in an MSS in G if and only if a(G’) = cc(G) - 1. So, calculate a’(G’) = r(G’). 
If z(G) = a(G) - 1, then replace G by G’; otherwise replace G by G - u. By repeating 
this procedure at most (I’) times, we obtain in polynomial time an MSS in G. 
To find a corresponding odd cycle cover, consider any edge e E E. Now, e is critical if 
and only if a’(G - e) > x’(G). Thus, whether e is critical or not can be determined in 
polynomial time. Consider each edge e E E, consecutively. Determine whether e is 
critical; if not, replace G by G - e. The resulting graph is critical. Therefore, it must 
consist of isolated nodes, edges and odd cycles. By arbitrarily choosing an edge 
incident to each isolated node and adding it to this graph, we obtain a cover of weight 
a(G). As in the proof of Theorem 5, this cover can be transformed into a cover that 
uses edges and odd cycles corresponding to facets of P(G). 0 
We do not know a polynomial-time algorithm to decide whether a graph contains 
an even subdivision of &. But the algorithm given in the above proof can be modified 
to take an arbitrary graph as input and, in polynomial time, either produce an MSS or 
prove that the graph is not in T’ (without actually finding an even subdivision of K4). 
All that needs to be added is a check at the end of the algorithm. If the stable set found 
by algorithm has cardinality z’(G), then it is an MSS in G, otherwise the graph is not 
in T’. 
We also observe that a polynomial-time algorithm for finding an MSS in a graph in T” 
can be designed for any value of 6, provided the separation problem for the inequalities 
included in the linear system defining pd(G) can be solved in polynomial time. 
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