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De algemene relativiteitstheorie is een van de meest succesvolle natu-
urkundige theorieën die de gravitationele kracht beschrijft over vele or-
des van grootte. Vanwege de perturbatieve niet-renormalizeerbaarheid
wordt het beschouwd als een effectieve veldentheorie die slechts correct
is tot een bepaalde hoge energieschaal. Over het algemeen wordt voor
deze schaal de Planckschaal MPlanck ≈ 1019 GeV genomen. Het is een
open probleem om een consistente en voorspellende kwantumtheorie
voor zwaartekracht te vinden die op alle energieschalen correct is.
In dit proefschrift volgen we Weinbergs suggestie dat de dynamica
van zwaartekracht voorbij de Planckschaal wordt gereguleerd door een
geschikt niet-Gaußisch vast punt (NGVP) van de renormalizatiegroep-
vergelijking van de theorie. Als het aantal relevante richtingen van het
NGVP eindig is, definieert deze constructie een consistente en voorspel-
lende kwantumveldentheorie op alle energieschalen. Het voornaamste
gereedschap voor het aftasten van de gravitationele theorieruimte is de
functionele renormalizatiegroepvergelijking (FRGV) voor de effectieve
gemiddelde actie. Over het algemeen worden oplossingen van de FRGV
benaderd door het traject door de theorieruimte te projecteren op een
deelruimte die opgespannen wordt door eindig veel interactietermen.
In dit proefschrift zetten we de eerste stappen richting het construeren
van NGVPs van het gravitationele renormalizatiegroepstraject in pro-
jecties op oneindig veel schaalafhankelijke koppelingsconstanten. Met
dit doel leiden we een nieuwe trajectvergelijking af die alleen gebaseerd
is op ijkinvariante velden. Als een eerste test wordt geverifieerd dat
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deze trajectvergelijking het fasediagram van de Einstein-Hilbert actie re-
produceert. Vervolgens breiden we het aantal koppelingsconstantes uit
door hogere machten van de Ricci-scalar mee te nemen. Het NGVP
van kwantum Einstein zwaartekracht is behouden en heeft ook altijd
drie relevante richtingen. De convergentie van de kritieke exponenten
wordt verbeterd door de regularizatieprocedure te optimaliseren in de
trajectvergelijking.
Uit de trajectvergelijking leiden we een partiële differentiaalvergelijk-
ing (PDV) af die de schaalafhankelijkheid van de gravitationele acties
van het f (R) type bepaalt, waar we willekeurige functies van de scalaire
kromming meenemen. In deze context worden vaste punten gegener-
aliseerd tot vaste functies, k-stationaire oplossingen van de PDV. Als we
eisen dat de vaste functie globaal welgedefinieerd is, reduceren de singu-
lariteiten in de PDV de oplossingsruimte tot een geïsoleerd aantal vaste
functies. De afhankelijkheid van de structuur van de singulariteiten op
de padintegraalmaat, de achtergrondtopologie en de regularizatieproce-
dure worden bestudeerd. Als resultaat formuleren we een verzameling
van voldoende condities voor het bestaan van geschikte vaste oplossin-
gen. Door analytische en numerieke technieken te combineren, con-
strueren we een geïsoleerde, unieke en globaal welgedefinieerde vaste func-
tie in vier ruimtetijd dimensies. De vaste functie breidt het NGVP wat
gezien wordt in polynomiale benaderingen uit naar oneinding veel kop-
pelingsconstantes. Dit resultaat is de belangrijkste verdienste van dit
proefschrift.
Daarnaast bestuderen we een conform gereduceerde versie van de
trajectvergelijking, waar de kwantumeffecten beperkt zijn tot conforme
fluctuaties. Zowel de orde van de PDV als de singuliere structuur wor-
den vastgelegd door de conforme fluctuaties. Expliciete analytische en
numerieke analyse tonen een vaste functie die kwalitatief gelijk is aan
de resultaten uit het volledige systeem. Bovendien geeft de conform
gereduceerde benadering twee geïsoleerde en globaal welgedefinieerde vaste
functies in drie ruimtetijddimensies.
Een andere vraag waar aandacht aan besteed wordt in dit proefschrift
is het verband tussen FRGV en perturbatietheorie. We identificeren de
FRGV als een massief renormalizatieschema en geven een afbeelding
Vtussen de FRGV en het MS-schema in scalaire veldentheorie. In de FRGV
stellen we een afkapping voor die de universele twee-loop beta functies
reproduceert. We laten zien dat het aan elkaar koppelen van twee renor-




Einstein’s classical general relativity is one of the most successful the-
ories in physics describing the gravitational force over scales spanning
many orders of magnitude. However, due to its perturbative non-re-
normalizability it is regard as an effective field theory valid only up to
some high energy scale. Typically this scale is taken to be the Planck
scale MPlanck ≈ 1019 GeV. It is an open problem of modern physics to
find a consistent and predictive quantum theory of gravity valid on all
scales.
In this thesis we follow Weinberg’s proposal that the dynamics of grav-
ity beyond the Planck scale is controlled by a suitable non-Gaußian fixed
point (NGFP) of the theories renormalization group flow. Given that the
number of relevant directions of the NGFP is finite, this construction de-
fines a consistent and predictive quantum field theory at all scales. The
main tool for probing the gravitational theory space is the functional
renormalization group equation (FRGE) for the effective average action.
Typically, approximate solutions of the FRGE are obtained by project-
ing the exact flow onto a subspace spanned by finitely many interaction
terms. In this thesis, we take the first steps towards constructing NGFPs
of the gravitational renormalization group flow within projections in-
cluding infinitely many scale-dependent coupling constants.
For this purpose, we derive a novel flow equation based only on gauge
invariant fields. As a first test, it is verified that this flow equation repro-
duces the phase diagram of the Einstein-Hilbert action. Subsequently,
we enlarge the number of coupling constants by including higher powers
VIII
of the Ricci scalar. The NGFP of Quantum Einstein Gravity is retained
and always comes with three relevant directions. The convergence of
the critical exponents is improved by optimizing the regularization pro-
cedure within the flow equation.
From the flow equation we derive a partial differential equation (PDE)
governing the scale dependence of gravitational actions of the type f (R),
including arbitrary functions of the scalar curvature. In this setting
fixed points generalize to fixed functions, i.e. k-stationary solutions of
the PDE. Requiring that the fixed function is globally well-defined, the
singularities appearing in the PDE reduce the space of solutions to an
isolated number of fixed functions. The dependence of the singularity
structure on the path integral measure, the background topology and
the regularization procedure is studied. As a result, we formulate a
set of sufficient conditions for the existence of suitable fixed functions.
Combining analytical and numerical techniques we explicitly construct
an isolated, unique and globally well-defined fixed function in four spacetime
dimensions. The fixed function extends the NGFP observed within poly-
nomial approximations to the realm of infinitely many coupling con-
stants. This result constitutes the main achievement of this thesis.
In addition, we study a conformally reduced version of the flow equa-
tion where the quantum effects are restricted to conformal fluctuations.
Both the order of the PDE as well as the singular structure are deter-
mined by the conformal sector. Explicit analytical and numerical analy-
sis gives rise to a fixed function that is qualitatively similar to the result
of the full system. Furthermore, the conformally reduced approximation
yields two isolated and globally well-defined fixed functions in three space-
time dimensions.
Another question addressed in this thesis is the link between the FRGE
and perturbation theory. We identify the FRGE as a massive renor-
malization scheme and provide a map between the FRGE and the MS-
scheme in scalar field theory. Within the FRGE we propose a truncation
that reproduces the universal two-loop beta function. We demonstrate
that the matching of the two renormalization group schemes requires
the inclusion of scale-dependent functions in the FRGE computation.
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1 Introduction
From classical to quantum gravity
Einstein’s general relativity (GR) describing the gravitational force is one
of the most famous and successful theories in physics. The beauty of GR
originates not only from its elegant geometric formulation in terms of
differential geometry, but also from its spectacular predictions ranging
from the big bang to black holes. The basic insight was that gravity can-
not only be regarded as a conventional force, but also as a manifestation
of spacetime geometry, as it can be deduced from the Einstein equiva-
lence principle (EEP) [1, 2]. In GR the gravitational degrees of freedom
are carried by the metric field gµν(x) describing the geometry of the
spacetime manifold. Then the motion of freely falling particles follows
geodesics determined by the (curved) metric. Another consequence of
the EEP is general covariance which states that any physical relation is
independent of the choice of a coordinate chart. In more mathematical
terms this means that GR is invariant under spacetime diffeomorphisms.








g (2Λ− R(g)) . (1.1)
Here GN denotes Newton’s constant and Λ the cosmological constant.
The EH action governs the dynamics of the metric field and contains up




= 0 . (1.2)
The interaction of gravity with matter fields is achieved by adding the
corresponding action S = SEH[g] + Smatter.
From its birth in the year 1915 until today there had been an over-
whelming experimental confirmation of GR [3]. However, GR is a classi-
cal theory that needs to be conciliated with the other great advancement
in physics of the 20th century: quantum mechanics. One approach to
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Quantum Gravity (QG) aims at giving a meaning to a path integral over
“all” metrics gµν suitably weighted by a classical action S[gµν]. As it
turned out, when a path integral based on the EH action is defined by
means of a perturbative expansion, QG is non-renormalizable. Infinitely
many counterterms need to be introduced in order to absorb divergences
at any order and the theory loses predictivity. However, metric QG is
a perfectly well-defined effective field theory [4–6]. Quantum correc-
tions to classical GR are proportional to powers of E2/M2Planck. Thus,
for processes with energies much smaller than M2Planck perturbation the-
ory is reliable. But the Planck mass is of the order MPlanck ≈ 1019 GeV
such that quantum corrections are highly suppressed and classical GR
is great theory valid at many orders of magnitude. Besides for mathe-
matical consistency a reliable quantum theory of gravity is nonetheless
indispensable. QG effects must have been relevant in the early universe
and play an important role in cosmology or black hole physics. Thus, we
seek for a non-perturbative definition of a path integral over geometries
that is valid up to arbitrarily high energies.
The perturbative non-renormalizability of GR is directly related to the
lack of asymptotic freedom in the renormalization group (RG) flow of its
couplings and, in particular, of Newton’s constant. A possible scenario
for QG has been proposed by Weinberg [7–9], who noticed that gravity
may instead be asymptotically safe. In this case, the UV-completion of
gravity is provided by a non-Gaussian fixed point (NGFP) of the (non-
perturbative) renormalization group (RG) flow which renders the the-
ory safe from unphysical divergences. Provided that the fixed point
comes with a finite number of UV-attractive (relevant) directions, this
construction is as predictive as a “standard”, perturbatively renormaliz-
able quantum field theory. One of the central technical ingredients for
testing Asymptotic Safety is the functional renormalization group equa-
tion (FRGE) for the gravitational effective average action Γk [10].
Another non-perturbative implementation is based on Causal Dynam-
ical Triangulations (CDT) [11–13], which is a lattice regularization of the
gravitational path integral. In the lattice theory second-order phase tran-
sitions give rise to fixed points.
Asymptotic safety
Asymptotic Safety provides a natural mechanism to define a consis-
tent and predictive quantum theory of gravity within the framework of
quantum field theory [14–17]. The proposal is conservative in the sense
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that the gravitational degrees of freedom are carried by the spacetime
metric and invariance under coordinate transformations is retained as a
symmetry principle. The essence of the construction is a non-Gaußian
fixed point (NGFP) of the gravitational renormalization group (RG) flow,
which controls the gravitational interactions at high energies. Ideally,
this NGFP should come with a finite number of relevant directions in
order to ensure predictivity of the construction. RG trajectories which
are dragged into the NGFP possess a well-defined UV limit since the di-
mensionless couplings remain finite and scattering amplitudes are save
from unphysical UV divergences.
Initially proposed by Weinberg, the systematic investigation of the
Asymptotic Safety conjecture started with the advent of the functional
renormalization group equation (FRGE) for the gravitational effective











Here t ≡ ln k/k0 is the “renormalization group time” and Rk constitutes
an IR regulator, which acts as a mass term for quantum fluctuations of
the gravitational field with momenta p2 . k2. The Hessian Γ(2)k denotes
the second variation of Γk with respect to the fluctuation fields Φ at fixed
background fields Φ¯ and is thus a matrix valued inverse propagator
in field space. The trace STr contains a sum over loop momenta p2
and internal indices. The regulator dependence in (1.3) ensures that the
integration over momenta is UV- and IR-finite and “peaked” at momenta
p2 ≈ k2. Thus the flow of Γk is driven by quantum fluctuations at the
scale k2 and realizes the successive integrating out of field modes “shell-
by-shell” in momentum space as k is lowered. In fact, taking the limit
k → 0 all quantum fluctuations are integrated out and limk→0 Γk = Γ0
coincides with the effective action of the theory.
Formally, the FRGE is an exact equation carrying the same informa-
tion content as the path integral from which it is derived in [18] and
independently in [19]. Moreover, constructing complete solutions Γk for
k ∈ [0,∞[ is actually equivalent to solving the underlying path integral
or, in other words, to the renormalization of the theory [84, 105]. A
particular strength of (1.3) is that it allows to compute approximate so-
lutions for the gravitational RG flow without resorting to an expansion
in a small parameter or presupposing the renormalizability of the the-
ory. Performing a derivative expansion or vertex expansion of Γk yields
approximate RG flows which are non-perturbative in nature and whose
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range of validity extends far beyond the Gaußian regime of perturbation
theory. These techniques have played an essential role in establishing
confidence in the Asymptotic Safety conjecture.
The first set of evidence supporting the Asymptotic Safety scenario
comes from projecting the RG flow entailed by (1.3) to a finite num-
ber of coupling constants, restricting the operators contained in Γk to
a finite subset. Starting from the seminal works which projected the
gravitational effective average action onto the operators included in the
Einstein-Hilbert action [10, 20, 21], the gravitational RG flow has been
successively projected onto operator subspaces of increasing complex-
ity and field content. The existence of a NGFP has then been clearly
established in the Einstein-Hilbert truncation [22–25] and its extensions
including the square of the scalar curvature R2 [26–28], f (R)-type poly-
nomial truncations where the effective average action is approximated
by polynomials of the scalar curvature [29–34], the square of the Weyl
tensor [35, 36], the Gibbon-Hawking-York boundary terms relevant for
black holes physics [37], and in truncations where the quantum effects
of the ghost sector are taken into account [38–40].
In particular the polynomial f (R)-truncations [29–34] provide an im-
portant indication for the predictivity of Asymptotic Safety: including
curvature terms RN for N ≥ 3 in the polynomial ansatz does not unveil
new, relevant directions and the number of relevant parameters remains
three. In fact, even the initial systematic studies [27, 29, 30] already in-
dicated that the irrelevance of the new directions, as measured by the
critical exponents, increases with the order of the polynomial expansion
suggesting that power counting might still constitute a good ordering
principle at the NGFP. More formal arguments supporting the predic-
tivity of the NGFP have been advocated in [41].
In contrast to perturbation theory, the FRGE allows to test Asymptotic
Safety for various spacetime dimensions and, in particular, away from
both the upper and lower critical dimensions of gravity. In fact the di-
mension of spacetime can be treated as parameter: the existence of a
NGFP can thus be shown for any dimension greater than two [23,42,43]
and it is easily seen that the NGFP of Asymptotic Safety merges with the
Gaußian fixed point at the lower critical dimension d = 2. Thus Asymp-
totic Safety is the simplest and most effective generalization of Asymp-
totic Freedom. Finally, the properties of the NGFP seem to be mostly
determined by the integration of the “trace-type” degrees of freedom of
the metric, which are readily visible in the so-called conformally reduced
approximation [44–48]. In fact, a recent interpretation by ’t Hooft [49]
advocates the viewpoint that the conformal degrees of freedom of the
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metric should be integrated out first, leaving an effective field theory for
the residual modes.
More advanced evidence for Asymptotic Safety comes from studying
expectation values of the fluctuation field (so-called “bi-metric” trunca-
tions), signature-dependent effects and anisotropic scaling effects. Bi-
metric truncations explicitly take into account the dependence of Γk
on the fluctuation fields and are natural generalizations of the afore-
mentioned “single-metric” truncations that provide the first body of ev-
idence. This program has been initiated in [50, 51] and turns out to
be crucial for understanding the background covariance of Asymptotic
Safety [52, 53], precision computations elucidating the structure of the
NGFP [54–56] and establishing monotonicity properties of the gravita-
tional RG flow expected from standard RG arguments [57]. The depen-
dence of the NGFP on the signature of the metric was first investigated
in [58], showing that the Asymptotic Safety mechanism is realized in-
dependently of the signature of the metric [59]. Progress has also been
made in achieving a deeper mathematical and physical understanding of
the Asymptotic Safety mechanism. On the one hand, a computer based
algorithm for evaluating the derivative expansion of the gravitational
FRGE was proposed in [62] and further developed in [63, 64], showing
that the expansion is “computable” to any order in a strict mathematical
sense. On the other hand, a physical explanation for Asymptotic Safety
based on paramagnetic dominance has been advocated in [65] which
draws a clear and intriguing analogy with the pictorial representation
of Asymptotic Freedom in which charges are screened by virtual pair
production.
Paralleling the development of the Asymptotic Safety program based
on the FRGE, similarly encouraging results have been obtained from
Monte Carlo simulations using dynamical triangulations methods [11].
In this case, macroscopic spacetimes are glued together from piecewise
linear building blocks (simplices) and the statistical weight of a config-
uration is given by the discretized gravitational action. A particularly
successful implementation of this idea are Causal Dynamical Triangu-
lations (CDT) [12], reviewed in [13], which imprint a causal structure
on the triangulations. Most impressively, the CDT program has estab-
lished the existence of a “classical phase” where the large-scale proper-
ties of the triangulated geometries resemble those observed in the real
world [66, 67]. Moreover, there is evidence for a second-order phase
transition line which may allow to take the continuum limit of the un-
derlying lattice theory in a controlled way [68–70]. From a RG perspec-
tive, the second-order phase transition may represent the NGFP found
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by continuum methods, thereby linking CDT and the Asymptotic Safety
conjecture, also see [71, 72] for a more detailed discussion of this point.
Based on these findings, the Asymptotic Safety scenario in which
gravitational degrees of freedom are captured by fluctuations of the
spacetime metric is on firm grounds. This raises the interesting ques-
tion whether formulating the theory in terms of metric fluctuations is
the only possibility to achieve Asymptotic Safety. At the classical level,
there are indeed many formulations (metric, first-order formalism, etc.)
which give rise to the same dynamics.1 It is far from clear, however,
that this equivalence also holds at the level of the quantum theory. This
question is closely related to the construction of the measure of the gravi-
tational path integral which can crucially influence the content of FRGE.
While the FRGE retains its structural form, STr and Γ(2)k may acquire
different meanings if the derivation of the FRGE is not based on a field-
reparametrization invariant formulation of the path-integral.
From fixed points to fixed functions
Currently, one of the key conceptual challenges in the Asymptotic Safety
program is the leap from approximations for Γk containing a finite num-
ber of scale-dependent couplings to truncations containing an infinite
number of coupling constants. In the latter case, Γk contains scale-
dependent functions. Substituting such an ansatz into the exact FRGE
leads to a (system of) partial differential equations (PDE) which gov-
ern the scale-dependence of these functions. The fixed points appearing
in finite-dimensional approximations of Γk are then promoted to fixed
functions, namely global k-stationary solutions of the PDE. (Since both
fixed points and fixed functions induce fixed functionals, we use the no-
tion of fixed functions in order to stress that we work in the realm of
infinitely many scale-dependent coupling constants.)
The simplest setting where these generalizations can be implemented





g fk(R) , (1.4)
where g denotes the (Euclidean) spacetime metric. This so-called f (R)-
truncation provides the simplest example for a truncation including a
1For first studies of the gravitational RG flows employing vielbein-connection variables
and the ADM formalism, see [73, 74] and [75], respectively.
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scale-dependent function, since the PDE governing the k-dependence of
fk(R) can be derived by using a maximally symmetric background with
covariantly constant curvature.
Starting from the flow equation derived in [30], the existence of fixed
functions f∗(R) has been investigated by various groups in d = 3 [76–78]
and d = 4 [41, 79–83] spacetime dimensions. Quite unsettling, the ver-
ification of a suitable NGFP at the level of fixed functions proved to
be extremely demanding: while the finite-dimensional computations
always produced a suitable UV fixed point regardless of the compu-
tational details and setting, finding the fixed function completing the
four-dimensional NGFP in the ansatz (1.4) turned out to be quite chal-
lenging and constitutes the key achievement of this thesis.
In general, the fixed functions are obtained along the following lines:
Substituting the ansatz (1.4) into the FRGE and projecting on the cor-
responding subspace leads to a non-linear PDE for the function fk(R)
which is first order in k and third order in the scalar curvature R. Im-
posing the condition that the fixed function is k-stationary, this equation
reduces to a non-linear ordinary differential equation (ODE) of third or-
der. Thus, locally, there is a three-parameter family of solutions to this
equation. It was then noticed early-on that the condition for the solution
to exist globally may reduce the number of free parameters and may
produce isolated fixed functions if there is a balance between the order
of the ODE and its singularity structure [81]
degree of ODE− number of singularities = 0 . (1.5)
Any singularity reduces the number of free parameters by one. While
the number of fixed singularities can essentially be read off from the
ODE, determining the occurrence of movable singularities often requires
studying explicit solutions. Thus, so far, only fixed singularities played
a role in restricting the number of free parameters in the fixed function
in the f (R)-truncation. As an important consequence of (1.5) it was
then understood that the initial flow equation contains too many fixed
singularities in order to admit global solutions [79, 81].
But not all of the fixed singularities appearing in the PDE are of a
physical origin. It turns out that the singularity structure can be changed
by improving the regularization procedure. The regulator function Rk
may be adjusted to reduce the number of fixed singularities. Moreover,
singularities that can be traced back to gauge-fixing, ghost terms and
Jacobians are regarded as spurious as well. This establishes a deep link
between the path integral measure and the singularity structure of the
flow equation. Based on that insights, we propose a novel PDE of a
8 1 Introduction
geometric type governing the scale dependence of the function fk(R).
Making use of a suitable trivialization of the gauge fiber bundle the flow
equation is derived from a path integral defined only on the physical
base space. At linear order the gauge invariant fields are given by the
transverse-traceless (TT) and the scalar mode. Then combining the new
flow equation with a suitable choice of regulator yields a PDE for fk(R)
balancing its order with the number of fixed singularities.
The resulting flow equation is tested in various settings giving rise a
PDE governing the flow of fk(R). More specifically, we study the RG
flow on three and four dimensional backgrounds. It is shown that for
the existence of fixed functions the topology of the background plays
an important role, since it modifies the singular structure of the PDE.
A conformally reduced setup of the flow is considered giving a signifi-
cantly simpler PDE. We established that the conformal reduction retains
all relevant features of the flow. In particular, both the order and the sin-
gular structure of the ODE that fixed functions have to satisfy, is solely
determined by the conformal sector. On the technical side, the explicit
construction of fixed functions required a combination of analytical and
numerical techniques. The resulting numerical solutions closely resem-
ble the fixed point obtained from polynomial expansions. As a byprod-
uct the definition of STr as a spectral sum combined with a non-smooth
regulator gives a transparent interpretation of how the FRG integrates
out fluctuations around the background geometry.
How to read this thesis
In Chap. 2 the basics of quantum field theory based on a path integral
are reviewed. Here, we define the physical configuration space for gen-
eral theories and in particular for gauge theories. The focus lies on the
geometry of configuration space which is employed to derive the (gauge
invariant) geometric effective action. Using the example of a scalar field
theory we outline the loop expansion of the effective action and its renor-
malization.
Subsequently, we discuss the philosophy of the renormalization group
on very general grounds in Chap. 3, introducing the basic ideas of renor-
malization group flows in theory space, fixed points and universality.
Most importantly, the concept of Asymptotic Safety is explained. As a
particular implementation of the functional renormalization group we
derive the flow equation of the effective average action Γk for a scalar
field theory in d dimensions.
Chap. 4 is devoted to establishing a connection between the functional
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renormalization group and perturbation theory. A perturbative solution
of the flow equation of the effective average action is presented. We
show that it differs from the standard result by a mere modification of
the propagator appearing in the diagramatic expansion. Again resorting
to the example of a scalar field theory we show that the renormalization
is unaffected by this modification. Moreover, we demonstrate how to
construct a truncation comprising the same amount of information as a
two-loop computation which displays universality of the two-loop beta
function. This chapter is based on [84].
Turning to the RG flow of gravity we derive in Chap. 5 a novel flow
equation based on gauge invariant fields only. The derivation employs
the fiber bundle structure of configuration space and makes use of a triv-
ializing coordinate chart. As a first test the flow of the Einstein-Hilbert
truncation is investigated, recovering the well-known phase diagram of
QEG. Subsequently, we derive a flow equation governing the scale de-
pendence of fk(R) on maximally symmetric backgrounds, which em-
ploys a Type II regulator including non-trivial endomorphisms. Chap. 5
is closed with a discussion of the stability properties of polynomial ap-
proximations of the function fk(R). In particular, the convergence prop-
erties are optimized by applying the principle of minimal sensitivity
(PMS). The basis of this chapter is the publication [85].
Before investigating the full RG flow of fk(R)-gravity we discuss the
role of fixed singularities in Chap. 6. Here we demonstrate how the
space of solutions of an ordinary differential equation is constrained by
regularity requirements at singular points.
The most important part of the thesis is Chap. 7 which decomposes
into three sections that can be read independently. Each section starts
from the flow equation (5.81) for fk(R) derived in Chap. 5. In the first
section we discuss the scale dependence of fk(R) in a conformally re-
duced, three-dimensional setup. The trace is evaluated utilizing the
exact local heat-kernel [86] on S3. This serves as an ideal test ground
for analytic and numeric methods suitable for constructing fixed func-
tions. The second part extends the analysis in the first part to maximally
symmetric spaces with negative scalar curvature. We work out the role
of non-analytic terms appearing in the exact heat-kernel on the three-
sphere and the hyperbolic three-space. The explicit construction of fixed
functions is discussed. Finally, the fully fledged flow of four dimensional
fk(R)-gravity is studied in the third section of Chap. 7. The analysis
performed in the previous section is repeated giving an explicit fixed
function. The numerical and analytical techniques to obtain this solu-
tion are explained in detail. In this section a detailed discussion of the
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singularity structure as well as the asymptotic behavior of solutions can
be found. These three sections are based on the publications [76,77], [78]
and [83], respectively.
In Chap. 8 we summarize the essential ingredients entering the con-
struction of fixed functionals in f (R)-gravity. Concluding remarks of
the thesis and an outlook are given in Chap. 9. In App. A we review
the mathematical properties of Gaußian measures. A detailed overview
of the heat kernel techniques employed in this thesis can be found in
App. B. All loop integrals appearing in Chap. 4 are summarized in
App. C.
2 Quantum Field Theory
In this chapter we briefly review the basics of quantum field theory.
The exposition mainly follows the standard references [87, 88].
2.1 Path Integral Formulation of Physics
Quantum field theory (QFT) proved to be enormously successful in var-
ious branches of physics. The basic variables are fluctuating fields that
describe a system either on a fundamental or an effective level. A partic-
ularly convenient formulation of QFT is based on path integrals where
an integral measure is defined on the set of field configurations. In this
chapter we will briefly review the path integral formulation of QFT and
the functional methods arising from it.
Path integrals provide a very general framework to define theories and





i∈I , where in general the index-set I can be
a finite, countable or even uncountable set. The nature of the fluctua-
tions can either be of quantum or statistical origin – or both. Therefore,
we will use DeWitt’s condensed notation [89]: a lower case Latin index i
simultaneously represents continuous (i.e. spacetime) labels and discrete
(i.e. group) labels. Unless otherwise specified, summation and integra-
tion over any repeated DeWitt index is implicitly assumed and its range
will always be clear from the context.
Typically, fields are sections of fiber bundles pi : E → M with typical
fiber F and structure group G, denoted by (E pi→ M, F, G). The base
space M is usually the spacetime manifold. A section of such a bundle
is defined as the map ϕ : M → E with pi ◦ ϕ = idM and is locally
represented by functions xµ 7→ ϕA(xµ), where the index A labels local
coordinates of the fiber F. Using condensed notation we can identify
ϕi ≡ ϕA(x) and i ≡ (A, x).
The set of all field configurations is denoted by F and will be referred
to as field space or configuration space. Topologically, it can be seen as
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(a subset of) the infinite product
F ⊆∏
i∈I
Ri ≡ RI . (2.1)
In many cases F is a real subspace and does not admit the structure of a
(infinite dimensional) vector space. If the field ϕi is a section of a fiber
bundle, the configuration space F is defined as the set of all sections of




Here Fx = pi−1(x) denotes the typical fiber over x ∈ M. Also when
defined in this way, field space F typically is not a vector space.
Being a random variable, we assume that a suitable measure µ can be
defined on F and on its σ-algebra of subsets A. The partition function is
defined as the measure of field space






Dϕ ρ(ϕ) , (2.3)




Here, N is an irrelevant constant that will be fixed after normalization.
Note that the infinite product of Lebesgue measures is not a well defined
measure in the measure-theoretic sense. Only the combination dµ(ϕ) =
Dϕ ρ(ϕ) gives rise to a well defined measure. From a measure theoretic
point of view this is quite analogous to the Dirac-delta measure dδx0(x)
which (formally) can be written as a Lebesgue integral with distribution
δ(x− x0). However, keeping its formal character in mind it is legitimate





A more detailed discussion of well defined measures can be found in
appendix A.
An integral with respect to such a measure is called path integral (PI)
or functional integral. From now on we assume that the distribution ρ
takes the form
ρ(ϕ) = e−SE[ϕ] , (2.5)
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with Euclidean classical action SE. Normalization yields a probability
measure dP := Z−1dµ on F. The tuple (F,µ) defines the Euclidean QFT
(EQFT).
Quantum field theory in Minkowskian spacetime can be obtained by
analytic continuation to real time tE → it. The measure reads
ρ(ϕ) = eiS[ϕ] , (2.6)
where S denotes the standard classical action. Now, the measure assigns
a complex number to field configurations rather than a real number.
This reflects the well known fact that in quantum physics one is dealing
with probability amplitudes. Probabilities can be retrieved by taking the
absolute value of the amplitude. In fact, quantum physics can be seen
as a generalization of standard probability theory [90, 91]. Neverthe-
less, an EQFT satisfying the Osterwalder-Schrader axioms (see [92, 93]
for a discussion) can uniquely be mapped to the corresponding QFT in
Minkowskian spacetime by analytic continuation to real time.
In this thesis we will focus on EQFTs only and tacitly assume that
analytic continuation can be performed. Furthermore, S[ϕ] will from
now on denote the Euclidean action, since there will be no confusion.
The expectation value of any function A(ϕ) is defined as
〈A(ϕ)〉 := Z−1
∫
Dϕ A(ϕ) e−S[ϕ] (2.7)
and in particular the n-point functions or correlation functions are de-
fined as
Gn(i1, . . . , in) ≡
〈




Dϕ ϕi1 . . . ϕin e−S[ϕ] . (2.8)











We have used DeWitt’s condensed notation to couple source fields Ji. In




ddx JA(x)ϕA(x) . (2.10)
1The measure µ(ϕ) can either be Euclidean or Minkowskian. The imaginary unit i in
the definition (2.9) ensures the existence of the characteristic functional.
2On curved spacetime the source fields have to transform as a density since we defined
DeWitt’s condensed notation without volume element.
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In general source fields Ji are dual to ϕi and have to be linearly coupled
to the fields according to the underlining structure of F. Given a normal-
ized (i.e. Z=1) probability measure P on F the characteristic functional
Z : F→ C always exists and has the following properties [92, 94]
a) Z [0] = 1,
b) |Z [J]| < 1,
c) Z [J] is continuous,
d) Z [J] is positive semi-definite, i.e. ∑i,k z∗i zk Z [Jk − Ji] ≥ 0, zi ∈ C .
Conversely, given a map Z : F → C with these properties uniquely
defines a probability measure P on F.3 Thus, constructing a measure on
configuration space practically amounts to constructing a characteristic
functional Z [J].







Taking (functional) derivatives of Z[J] generates the correlation functions








which are directly related to observables of the underlying theory, e.g.
S-matrix elements. The generating functional can be expanded in Ji




Gi1,...,inn Ji1 · · · Jin (2.13)
The two-point function Gij2 is of special importance, since it describes the
propagation of information from point i to point j. Therefore, we call it
propagator. In the realm of particle physics the propagator describes the
propagation of particles. Higher correlators characterize the interaction
of external fields at different spacetime points.
3This is ensured by the Bochner-Minlos Theorem, c.f. [92, 94]
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The Green’s functions can contain a lot of redundancy due to fac-
torization. Let us consider e.g. the four-point function of a Gaußian














In this case there is no “real” four-point interaction between four sources,
but two disconnected systems of two correlated sources.
In order to dispose of this redundancy we consider the connected
Green’s functions. Therefore, it is convenient to define another generat-
ing functional
W[J] := log Z[J] , (2.15)
which is immediately recognized as the free energy of the theory. De-
rivatives of W[J] generate connected Green’s functions
Cn(i1, . . . , in) =
δnW[J]




In the language of stochastics these correlators are named cumulants.
In many cases it is more convenient to define a functional in terms of
classical fields





which is the expectation value of the field. Note that the source is non-
zero and the classical field ϕcl implicitly depends on J. From the defini-
tion of W[J] follows
δW[J]
δJ
= 〈ϕ〉J ≡ ϕcl . (2.18)
This implicit relation yields the source J as a function of ϕcl and al-
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= J . (2.20)
This is the quantum equation of motion justifying the name effective
action. It governs the dynamics of the classical field and simultaneously
takes into account the fluctuating nature of ϕi. An EA satisfying the
condition (2.20) is said to be on shell.
Inserting the relations (2.19) and (2.15) into the path integral (2.11)







The relation between the EA and the classical action appearing in-
side the path integral will become particularly clear when discussing







cl · · · ϕincl (2.22)
yields the effective vertices Γ(n)i1 ...in of the theory. This expansion of the EA
is called vertex expansion.
Although all three functionals Z[J], W[J] and Γ[ϕcl] are equivalent
containing the same amount of information, it is most convenient to
work with the effective action. Let us now state a few requirements for
a theory to be physically meaningful:
• Since the n-point functions Γ(n) of the EA are directly related to
S-matrix elements, we require the n-point functions related to ob-
servables be finite.
• In general when defining the EA it depends on a family of free pa-
rameters (uα) also known as couplings that need to be determined
by experiments. In order to ensure predictivity within its range of
validity the EA should only depend on finitely many parameters.
This might be achieved only after a suitable redefinition of the EA.
For a fundamental theory these requirements must hold on all scales µ,
while we call a theory an effective theory if they can be met only on some
specific scales, c.f. [95]. In Sect. 3 these requirements will be translated
into the language of the renormalization group. This will lead to the
concept Asymptotic Safety.
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2.2 The Geometric Effective Action
In the previous section we assumed that we can construct a measure on
the entire field space F. However, in general this is impossible, since field
space F is usually not a linear vector space. This becomes immediately
clear when considering the field is a section of a fiber bundle (E pi→
M, F, G), which is not a vector bundle. The field takes its values in the
manifold F and field space becomes the product space F = ∏x∈M Fx.
Thus, field space cannot be a linear vector space. Instead, we assume
that F admits the structure of a (infinite dimensional) manifold that can
be equipped with a Riemannian metric
GijViW j , (2.23)
where Vi, W j ∈ Tϕ F are elements of tangent space. Here, we are using
condensed notation such that each repeated index is summed or inte-
grated over. Analogously to the spacetime coordinate xµ, the field com-
ponents ϕi are regarded as a local coordinate representation of a point
ϕ given in some coordinate chart of the field space manifold F. Our
notation is such that an index indicates the difference between the point
ϕ ∈ F and its coordinate representation ϕi in some chart. Usually, more
than one chart are necessary to cover F and the partition function (2.3) is
defined only in a single coordinate chart (U,ψ). But physics should not
depend on the choice of coordinates or more specifically on the choice
of fields under consideration.
We can now employ the methods from Riemannian geometry in order
to define the path integral measure covariantly, i.e. invariant under field
reparametrization. When setting up the generating functional for the
Green’s functions Z[J], external sources Ji are usually directly coupled
to the field via Jiϕi. Geometrically, the field is a coordinate and thus, Jiϕi
cannot transform covariantly under reparametrization. A more mean-
ingful definition relies on Riemann normal coordinates (RNC) making
use of tangent vectors.
In order to construct RNC we single out a fixed, but arbitrary base
point ϕ¯ and connect it to ϕ with a geodesic. The connection Γkij underly-











Gjl,i + Gil,j − Gij,l
)
, (2.24)
or any other connection. Above, Gij is the inverse metric and commas
denote derivatives with respect to field space, Gij,k ≡ δGijδϕk . Let us denote
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the vector tangent to the geodesic at the base point ϕ¯ with h ∈ Tϕ¯ F,
which is implicitly a functional of both base point and endpoint of
the geodesic, h[ϕ¯, ϕ]. If ϕ¯i is a local coordinate representation of the
base point ϕ¯, the tangent vector has the local coordinate representation,
h[ϕ¯, ϕ] = hi[ϕ¯, ϕ] δ
δϕ¯i
. Being located at the base point the tangent vector
hi[ϕ¯, ϕ] transforms as a vector under coordinate changes of the back-
ground field ϕ¯i 7→ ϕ¯′i and as a scalar under changes at the endpoint
ϕi 7→ ϕ′i. Similarly, the external sources Ji ∈ Tϕ¯ F are tangent vectors
at ϕ¯. The natural pairing Jihi[ϕ¯, ϕ] ≡ JiG¯ijhj is now well behaved under
field reparametrizations. Here and in the following, indices are raised
and lowered with the metric Ji = G¯ij J j. The bar over the metric should
indicate that it has to be evaluated at the base point, G¯ij ≡ Gij[ϕ¯].
If there are no caustics, all points in a neighborhood of the base point
ϕ¯ can uniquely be connected to it by a geodesic. At least locally this
defines an isomorphism
expϕ¯ : h 7→ ϕ[h; ϕ¯] (2.25)
from tangent space Tϕ¯ F to field space U ⊆ F. Thus, any basis of tan-
gent space constitutes a coordinate chart on field space. These charts go
by the name of Riemann normal coordinates4. In RNC the fields hˆi can
simultaneously be interpreted as the coordinates of ϕ or as a tangent
vector located at ϕ¯. Now, the field hi[ϕ¯, ϕ] plays a twofold role, since it
can be seen as a tangent vector located at ϕ¯ or as the coordinate repre-
sentation of the point ϕ. In RNC the base point is located at the origin,
which can be seen by taking the coincidence limit lim
ϕ→ϕ¯ h
i[ϕ¯, ϕ] = 0.
In order to maintain reparametrization invariance it is convenient to
work with covariant expansions. Let A[ϕ] be any scalar functional of
the field. Furthermore, let ϕi(s) denote a geodesic connecting ϕ to ϕ¯
with ϕi(0) = ϕ¯i and ϕi(1) = ϕi. As a function of the parameter s the













4Strictly speaking, one has to restrict this map to orthonormal basis. However, we do
not distinguish between arbitrary and orthonormal basis of Tϕ¯ F and use the name
RNC in both cases.
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i1 · · · hin , (2.27)
where A(n)i1 ...in [ϕ¯] ≡ D(in . . .Di1)A[ϕ¯] denotes the n-th covariant derivative
evaluated at the base point ϕ¯ and the field hi ∈ Tϕ¯ F is the tangent vector
to the geodesic. Relation (2.27) constitutes a covariant expansion of A[ϕ]
in powers of the hi. Thus, in RNC any scalar function parametrically
depends on the base point ϕ¯. Let us denote functionals in RNC with a
tilde, A[ϕ[h; ϕ¯]] = A˜[h; ϕ¯] . The expansion (2.27) implies a useful relation
connecting partial and covariant derivatives which reads
δn




= D(in . . .Di1)A[ϕ¯] . (2.28)
The partial derivatives of the functional in RNC equal covariant deriva-
tives in arbitrary coordinate charts.






G[ϕ] e−S[ϕ] , (2.29)
with the determinant of the field space metric G[ϕ] = det Gij. When
coupling to sources Ji we use RNC centered at ϕ¯ giving the generating














the variable of integration is denoted by a hat. In the second line we
switched back to arbitrary coordinates. From that line it becomes clear
that the generating functional depends on the base point only due to
the coupling to the source Ji hˆi[ϕ¯, ϕ]. The functional integral (2.30) then
serves as a generating functional for the Green’s functions including the
fields hi,
Gn(i1, . . . , in)[ϕ¯] ≡
〈
hˆi1 . . . hˆin
〉
. (2.31)
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. The point ϕcl ∈ F is
defined as the endpoint (s = 1) of a geodesic with initial values ϕi(0) =





. The gEA (2.32) is a functional of h and the
base point ϕ¯. Equivalently, it can be rewritten as a functional of ϕcl and
ϕ¯, i.e. Γ[ϕcl, ϕ¯] = Γ[h[ϕ¯, ϕcl]; ϕ¯], where we used the same symbol Γ for
both functionals in a slight abuse of notation. This is a mere change
from RNC to arbitrary coordinates in the first argument of the gEA.
At first sight the gEA seems to depend on two independent argu-
ments, since it retains an extra dependence on the base point ϕ¯ originat-
ing from the definition (2.30). However, it rather depends on a particu-
lar combination of hi and ϕ¯i. This can be understood by differentiating
(2.32) with respect to the background field at fixed hi[ϕ¯, ϕcl]. As a result








= 0 . (2.33)




Relation (2.33) implies that ϕ¯i and hi can be changed simultaneously in
such a way that Γ[h; ϕ¯] is left unchanged. This is particularly important,
since it guarantees that the gEA and consequently physical quantities
are independent of the choice of base point. In flat field space F and in












implying a linear split Γ[h; ϕ¯] = Γ[ϕ¯+ h] = Γ[ϕcl]. As pointed out in [96],
relation (2.33) is analogous to Nielsen identities [97]. Thus we will refer
to (2.33) as Nielsen identity in the sequel.
5In [87] the measure additionally contains the Van Vleck-Morette determinant in order
to be consistent with the Schwinger action principle, which will be omitted in this
thesis.
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2.3 Gauge Theories
In gauge theories different field configurations ϕi do not necessarily de-
scribe different physical states of the system: configurations related by
so-called gauge transformations are physically equivalent. Here, we as-
sume that the set of gauge transformations constitute an (infinite di-
mensional) Lie Group G, which is called gauge group. The action of
the gauge group induces a principle fiber bundle structure (F pi→ F/G,G)
with typical fiber G. Thus, the set of configurations related by gauge
transformations are the orbits of G while physically inequivalent config-
urations, i.e. the physical configuration space, is the space of orbits or
base space, denoted by F/G. If εα labels a gauge transformation, i.e. an
element of G, then ϕε denotes the field obtained by gauge transform-
ing the field ϕ. The index α can contain both discrete and continuous
labels. Thus, the formalism is general enough to cover global and local
transformations.
The classical action is invariant under these gauge transformations,
S[ϕε] = S[ϕ] . (2.35)
In local coordinates an infinitesimal gauge transformation is given by
δGϕ
i ≡ ϕε, i − ϕi = Kiα[ϕ]δεα , (2.36)
with infinitesimal gauge parameters δεα. The generators Kiα are vector





The family of vector fields {Kα} furnishes the Lie algebra of G with
structure constants f γαβ,[
Kα[ϕ], Kβ[ϕ]
]
= f γαβ Kγ[ϕ] . (2.38)





= 0 . (2.39)
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Let us illustrate gauge transformations (2.36) by giving two explicit ex-
amples: Yang-Mills theory and gravity. In less condensed notation the








′) = f abc A
c
µ(x)δ(x− x′)− ∂µδ(x− x′) . (2.41)
In the case of gravity we have
δGgµν(x) =
∫
ddx′ Kµν λ(x, x′)δελ(x′) , (2.42)
with the components of the vector field
Kµν λ(x, x′) =
(
∂λgµν + gνλ∂µ + gµλ∂ν
)
δ(x− x′) . (2.43)
Next, we set up a quantum theory for gauge theories by means of
path integrals. However, a naive definition on F is wrong, since it also
integrates over equivalent configurations. Taking into account gauge
symmetries only physically inequivalent configurations may contribute







One possibility is to trivialize the gauge fiber bundle F by changing
into a fiber adapted coordinate chart ϕi 7→ (IA(ϕ), εα(ϕ)), where capital
Latin indices label the coordinates of points in F/G. In such an adapted
coordinate chart any gauge invariant scalar functional can only depend
on IA,
F[ϕ] = F˜[I] . (2.45)
Moreover, we assume that the field space metric Gij is a gauge invariant
quantity as well. When thinking of gauge transformations like (2.36) as
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an infinitesimal shift of coordinates in F, then the gauge invariance of
Gij translates into the requirement
KlαGij,l + K
l
α ,iGjl + K
l
α ,jGil = 0 . (2.46)
Thus, the field space metric is a gauge invariant quantity if it satisfies
Killing’s equation. Furthermore, we assume that when using adapted
coordinates it becomes block diagonal and the line element reads
ds2 = Gij dϕidϕj
= GAB dIAdIB + Gαβ dεαdεβ ,
(2.47)
where Gαβ is the fiber metric on G and GAB denotes the metric on the




Being gauge invariant the metric Gij and thus the quantities Gαβ and
GAB depend only on the base space coordinate IA in a trivialization.
Consequently, the determinant of the field space metric factorizes as
Dϕ det
1




2 Gαβ . (2.49)
Both metrics do not depend on εα and thus, the integral over gauge
parameters factorizes. However, not only GAB but also Gαβ still depends
on IA meaning that the volume of the gauge orbit inside the bundle









2 Gαβ e−S˜[I] , (2.50)
with the classical action functional S˜[I] in adapted coordinates. We have
omitted the integral over the gauge group and only retain an integral
over physical configurations. This defines – at least formally – a measure
on the physical configuration space.
Unfortunately, finding a trivialization of field space F is typically very
difficult. This problem can be circumvented by introducing a family of
gauge-fixing conditions
Fα[ϕ] = 0 . (2.51)
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In general these functionals also depend on other parameters such as
the base point ϕ¯ when using RNC, which we will not display here. Fur-
thermore, we require that Fα selects only one point from each orbit. For
a gauge transformed field ϕε this requirement implies that
Fα[ϕε] = Fα[ϕ] (2.52)
holds if and only if εα = 0. For infinitesimal gauge transformations we







is invertible, i.e. det δFδε 6= 0. Geometrically, F : F → G is a submersion
of a surface S “isomorphic” to the orbit space, S ' F/G in F. At the
same time, the gauge-fixing procedure defines (locally) a trivialization.
Selecting a single point from each orbit, we can choose Fα as the fiber
coordinate. Thus, the trivialization becomes ϕi 7→ (IA(ϕ), Fα(ϕ)), where
the IA parametrize S and are implicitly defined by (2.51), too. The






















In the second line we changed the integration over Fα to an integra-
tion over the group parameters εα. The resulting Jacobian is the fa-
mous Fadeev-Popov determinant det δFδε and καβ denotes an arbitrary
non-degenerate tensor. The gauge fixing parameter α implements the
shape of the gauge fixing procedure. The choice α→ 0 is called Landau-
DeWitt gauge and α→ 1 Feynman gauge. Substituting this identity into
















In order to rewrite the partition function as an integral over ϕ, we only
have to change back coordinates (IA, εα) 7→ ϕi. Omitting det 12 κ as a
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2 Gij. Besides the gauge-fixing
term modifying the classical action the functional measure now contains
the Fadeev-Popov determinant det δFδε . This determinant can be repre-
sented by a suitable Gaußian integral over ghost fields (c.f. App. A).
Up to now, the entire construction is covariant in the sense that neither
does (2.50) depend on the coordinates on F/G, nor does (2.56) depend on
the coordinates of F. However, in order to maintain covariance when
passing to the effective action we must couple sources to geometrically
meaningful objects. We will proceed in the same way as in the previous
section and use geodesics to connect points ϕ to a base point ϕ¯ and
couple sources to vectors tangent to these geodesics. In the realm of
gauge theories the field space connection Γkij plays special role, for field
space now admits the structure of a principle fiber bundle (F→ F/G,G).
As proposed in [98, 99] a ghost-free and gauge invariant effective ac-
tion can be obtained by constructing geodesics which are completely in
the base space F/G. Let us denote by hA vectors tangent to geodesics
lying in F/G. The starting point will be (2.50), where we couple source








−S˜[hˆ; I¯]+ δΓ[h; I¯]
δhA (hˆ
A−hA) , (2.57)
where hˆA is the vector tangent to the geodesic connecting I¯A to IA and
det
1
2 GAB[hˆ, I¯] is the volume element of F/G in RNC coordinates. The
effective action Γ[h; I¯] is constructed entirely on F/G and consequently
it must be a gauge invariant functionial. However, very often it seems
more convenient choosing (2.56) as a starting point, since it does not
rely on a parametrization of F/G. The geometric effective action (gEA)















6This construction deals with highly non-local objects and may lead to difficulties in
recovering the beta functions obtained by the standard Fadeev-Popov procedure.
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The gEA is based on geodesics connecting the base point ϕ¯ to ϕ. As
before the fluctuating fields hˆi[ϕ¯, ϕ] and hi[ϕ¯, ϕ] are elements of tangent
space located at ϕ¯. In this definition of the gEA there are ghosts due to
the Fadeev-Popov determinant.
Up to now, we did not specify the connection Γkij underlying the
geodesics used for the construction of the gEA. There is particular con-
venient choice proposed by Vilkovisky, which is adapted to the fiber
bundle structure. We begin with defining operators Pij projecting tan-
gent vectors hi onto a space orthogonal to Kiα,
Pij = δ
i
j − KiαGαβKβ j , (2.59)









α = 0. In general the orthogonal projectors Pij are
non-local operators, since they contain the inverse of Gαβ, which usually
is a differential operator. Using these projectors it is possible to define a






The Vilkovisky-DeWitt (VDW) connection is now defined by the condi-
tion
D˜kG⊥ij = 0 . (2.61)












denotes the Christoffel connection induced by the field space
metric Gij. In addition (2.62) includes a gauge bundle homomorphism









β;l − Kαi Kkα;j − Kαj Kkα;i . (2.63)
Here round brackets denote symmetrization and the semicolon denotes
covariant derivatives with respect to the Christoffel connection Kkα ;i =








K jα. The gauge group indices α are raised and lowered with
the fiber metric Gαβ: Kα i = GαβKiβ. The connection part (2.63) is a non-
local term, for it makes use of the inverse fiber metric Gαβ.
The most important property of the gEA is that it is a manifestly gauge








= 0 , (2.65)
where we switched to an arbitrary coordinate chart ϕi. This is a special
feature of the geometric treatment. In standard QFT approaches includ-
ing a gauge-fixing the effective action does not show manifest gauge
invariance. However, gauge invariance is replaced by the BRST sym-
metry. Moreover, it can be shown that Γ[ϕ; ϕ¯] is independent of the
gauge-fixing condition Fα[ϕ] = 0 under consideration. The dependence
on the gauge-fixing is traded for a dependence on the base point ϕ¯. As
for non-gauge theories, the dependence on the base point ϕ¯ is controlled
by Nielsen identities (2.33), which receive additional contributions due
to the different measure, though.
Finally, let us give another definition of a gauge invariant effective
action. We restrict ourselves to a single coordinate chart containing the
base point ϕ¯. Any other point ϕ in that chart can be decomposed linearly
ϕi = ϕ¯i + hi . (2.66)
The fluctuation field hi can be thought of as an increment of the field,
rather than a tangent vector. Taking the fluctuation field hi as variable














The bEA is defined in a single coordinate patch of F and is not manifestly
covariant. However, if field space F is flat or coordinates are chosen in
such a way that F is covered up to measure zero sets, the bEA contains
all relevant information.
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We now show that this construction yields a gauge invariant func-
tional. Let us therefore assume that under the split (2.66) the generators
Kiα decompose into






with constants Ciα j. Thus, the gauge transformation (2.36) can either
be implemented as quantum gauge transformations acting only on the
fluctuation field h,
δQhi = Kiα[ϕ]δε
α , δQ ϕ¯i = 0 , (2.69)
or as background gauge transformation
δB ϕ¯
i = Kiα[ϕ¯]δε
α , δBhi = Ciα jh
jδεα . (2.70)
Under the background gauge transformation the background field ϕ¯i
transforms as a gauge field, but the fluctuation field hi transforms homo-
geneously. The classical action is invariant under both transformations
δQS[ϕ¯ + h] = δBS[ϕ¯ + h] = 0, but the gauge-fixing explicit breaks the
quantum gauge transformations δQFα[h; ϕ¯] 6= 0. The important trick is
to choose the gauge-fixing in such a way that it breaks quantum gauge
invariance, but retains gauge invariance under background gauge trans-
formations
δB FακαβFβ = 0 . (2.71)
This implies an effective action that is invariant under background gauge
transformations as well
δBΓ[h; ϕ¯] = 0 , (2.72)
and in particular, after setting h = 0, a gauge invariant background
effective action
δBΓ[ϕ¯] = 0 . (2.73)
This construction is known as background field method.
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2.4 Loop Expansion
A PI definition for the EA (2.21) is usually impossible to solve exactly.
Thus, we have to rely on approximations capable of capturing the rel-
evant features of the theory. In this section we review the loop expan-
sion of the EA for a scalar field. The generalization to higher-spin or
fermionic fields is straightforward. As a first step in the construction we
restore Planck’s constant h¯ inside the PI (2.21) and shift and rescale the











Here, we use the abbreviation Γ(n)[ϕ] ≡ δnΓ[ϕ]δnϕ . The Planck constant h¯
serves as a small parameter such that solutions of (2.74) can be con-
structed in the limit h¯ → 0. In the argument of the exponential function


























ddx1 . . . ddxn S(n)[ϕ]η(x1) . . . η(xn) . (2.76)
Simultaneously, the EA is expanded in powers of h¯
Γ[ϕ] = S[ϕ] + ∑
L≥1
h¯LΓL[ϕ] . (2.77)
The functionals ΓL[ϕ] are quantum corrections to the classical action
S[ϕ]. Inserting the two expansions into (2.74) and expanding in pow-
ers of h¯ yields on the l.h.s.
e−Γ1[ϕ](1− h¯Γ2[ϕ]) (2.78)
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The integrals appearing on the r.h.s. are all Gaußian integrals and thus,





















For Gaußian measures the expectation values of odd powers of the field




G = 0. Thus, all terms containing half integer
powers of h¯ do not contribute to the r.h.s. of the expansion. At lowest




Tr log S(2)[ϕ] . (2.82)

















and integration is understood. There is a pictorial way of visualizing
the two loop result in terms of graphs or diagrams. For this purpose we
7See App. A for more details.
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denote propagators by lines and stipulate that closed lines correspond
to integrations. Finally, the EA at two loop reads
Γ[ϕ] = S[ϕ] +
h¯
2












In general, it can be shown that the number of loops L coincides with the
number of powers of h¯. Furthermore, all diagrams are one-particle irre-
ducible (1PI), meaning that no diagram decomposes into two diagrams
when cutting one internal line. It is for this reason that the EA is called
1PI generating functional.
The traces appearing inside the loop expansion may contain diver-
gences and thus, have to be regularized. For this purpose one uses a
parameter ε which has to be sent to zero, ε → 0. In general, regulariza-
tion also implies the introduction of a scale µ, at which the regularization
and thereafter renormalization is performed. Let us illustrate two com-
monly used methods. In the first method one imposes an UV cutoff Λ on
all internal momentum integrations. The regularization parameter be-
comes ε = µΛ . The second method is dimensional regularization, where
the dimension d is analytically continued to d = dcrit− ε with upper crit-
ical dimension dcrit. In both cases divergences appear as poles 1/ε or as
logarithms log ε and are removed during renormalization. This requires
that all quantities appearing in the microscopic action S[ϕ] implicitly de-
pend on the expansion parameters ε and h¯ and can also be expanded in
h¯. We thus introduce a further expansion consisting of a renormalized
tree-level action SR and counterterms to subtract the divergences
S[ϕ] = SR[ϕ] + δS[ϕ] = SR[ϕ] + ∑
L≥1
h¯LδSL[ϕ] . (2.85)
The counterterms δSL[ϕ] have to cancel the divergences of ΓL[ϕ] order
by order in h¯. Substituting (2.85) into the loop expansion (2.84) yields
the renormalized effective action
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Or in a pictorial way





Tr log S(2)R [ϕ]
)
+ h¯2










where L ≡ δSL[ϕ]. The tree-level counterterms δS1[ϕ] remove superfi-
cial divergences of the diagrams at every order h¯, while the (n− 1)-loop
counterdiagrams remove subdivergencies appearing in n-loop diagrams
at the order h¯n. This pattern is crucial for the perturbative renormaliz-
ability of a theory. Any regularization introduces the scale µ at which
divergences are subtracted and couplings are renormalized. Therefore,
the renormalized effective action manifestly depends on the renormal-
ization scale µ.
Any theory can be renormalized in the sense that at any order in h¯
divergences can be subtracted and the limit ε → 0 can safely be per-
formed. However, this procedure in general entails an inclusion of
infinitely many couplings into the microscopic action that need to be
renormalized. Eventually, the theory loses its predictive power, since
every coupling needs to be determined by an experiment. In the spe-
cial case, where only finitely many parameters are necessary to absorb
divergences at any order in h¯, the theory is called perturbatively renor-
malizable. In the more general case the perturbative expansion leads
to an effective field theory. At any finite order in h¯ we obtain a per-
fectly well-defined approximation of effective action. However, there is
a range of validity. The loop expansion of the EA is effectively an energy
expansion. If E is the energy scale of the process under consideration









where L is the number of loops and the additional quantity ∆ depends
on the topology of the diagram as well as the details of the underlying
theory. Thus, at low energies, E2  M2, eq. (2.77) is a valid expansion.
3 The Renormalization Group
A profound prediction made by quantum field theory is that the strength
of the fundamental forces of nature depends on the energy scale µ. This
is the energy or length scale at which divergences are subtracted to ren-
der the theory finite. The process of absorbing divergences into unob-
servable bare couplings is called renormalization. After renormalization
all physical couplings depend on the scale µ and exhibit a nontrivial
“running” with µ. While in the early days of quantum field theory
renormalization was perceived as a shortcoming, it is now recognized
as a nontrivial part of the theory. The physical nature of this scale-
dependence became particularly evident with Kadanoff’s and Wilson’s
exact renormalization group. In this chapter we review the general phi-
losophy of the renormalization group (RG) and explicitly derive one of
its implementations: the RG flow equation for the effective average ac-
tion Γk [18, 19]. This exposition mainly follows [15, 100, 101].
3.1 Renormalization group flows in theory space
and universality
As a matter of fact any observation of a physical system is performed
at a certain scale. Therefore it should not be surprising that a theory
describing a physical process manifestly depends on the scale at which
the process takes place. This scale can either be a length scale ` or an
energy scale µ, which are related by ` ∝ µ−1 when working in natural
units (h¯ = c = 1). All physical effects that appear on scales smaller
than ` (or energies higher than µ) are either (implicitly) included into
the effective description or are irrelevant. This entails that all observable
quantities depend on ` which evokes the question of the structure of this
dependence. This is where the renormalization group (RG) comes into
the game for it controls how all parameters of the theory are modified
under a change of scale. The resulting equations governing the scale
dependence are called RG or flow equations. However, only our de-
scription of the system is adjusted while the underlying physics remains
unmodified. A change of scale is a mere change of our viewpoint on
the system. In this sense the RG can rather be regarded as some kind
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of “manifestation of consistency”: when changing our point of view on
a system, all observable quantities entering its description have to be
adjusted in such a way that the underlying physics remains unmodi-
fied. Therefore, the RG approach is more a philosophy since there are
many implementations of the RG rather than the RG. Remarkably, the
RG operates on the theory itself rather than being a part of it.
Let us begin with a very simple example of scale-dependent physics
from our macroscopic world: the length of a coastline. Its length can be
measure by selecting a length-scale `, e.g. some rigid rods, and counting
the number of times the rod fits the coast line. By selecting the length-
scale ` we “regularized” the theory and it is insensitive for effects on
smaller scales. The measured length is then L = n(`)`, where we im-
plicitly assigned to L the engineering dimension [L] = 1 and n(`) is the
dimensionless parameter. If the microscopic length L∗ exists and is inde-
pendent of the unphysical renormalization scale `, we expect a scaling
relation according to n(`) = L∗` as ` → 0 by simple dimensional anal-
ysis. Surprisingly, for real coastlines we observe a scaling of the form
n(`) ∝ 1
`1+η
with a non-zero “anomalous dimension” η. In the case of
Great Britain we have η ≈ 0.36 [102]. Apparently, the coastline of Great
Britain is not a one dimensional object, but rather has fractal dimen-
sion d = 1.36. Its shape is formed randomly and is non-trivial on every
length scale giving rise to scaling relations different from naive dimen-
sional analysis. Only mathematically regular shapes such as e.g. a circle
display the expected scaling behavior n(`) ∝ 1` . As we will see later
the emergence of such critical exponents can be understood within the
RG approach. Although very different in nature, this example illustrates
very well the notion of scale dependent physical quantities.
Nature comes with another remarkable property: universality. By uni-
versality we mean the phenomenon that systems which are very differ-
ent on a microscopic scale can give rise to one and the same properties on
large scales. Typically, systems with infinitely many degrees of freedom
display universal behavior. A prominent example is the central limit
theorem in standard probability theory. Let us think of infinitely many
identically distributed random variables (xi)i∈Z with probability distribu-
tions p(xi). They can be thought of as arranged on a one-dimensional




→ N (0, σ2) , as n→ ∞ . (3.1)
The theorem simply asserts that the arithmetic average of the random
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variables is distributed around the expectation value 〈x〉 according to a
Gaußian normal distribution N (0, σ2). Remarkably, this result is inde-
pendent of the probability distribution of each single variable. Follow-
ing [103], we outline how this result can be understood with renormal-
ization group techniques. The lattice spacing gives rise to a length scale
of the system. Let us change this scale by averaging over two neighbor-




(x2i + x2i+1) . (3.2)
The averaged variables ζi have the new distance 2a. Thus, the blocking
procedure doubled the length scale a′ = 2a. The probability distribution







2ζi − x)p(x) ≡ (Rp)(ζi) . (3.3)
Here, it can be seen that the change of scale implicitly defines an opera-
tor R acting on the probability distributions p. The information of small
scale effects are literally integrated out and are contained in the new
distribution valid on the larger scale. The blocking (3.2) can be repeated














with ζ(0)i = xi. The random variables ζ
(n)
i are located at lattice sites
with distance 2na. Similarly, the probability distribution for ζ(n)i after n
blockings can recursively be determined
p(n)(ζi) = (Rp(n−1))(ζi) ≡ (Rn p)(ζi) . (3.5)
This sequence of distributions (p(n))n=0,1,... converges to a fixed point
satisfying p∗ = Rp∗. It can be shown by a simple computation that the







which is the Gaußian distribution as asserted by the central limit theo-
rem. The operator R represents a renormalization group step and eq.
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(3.3) defines a dynamical system on the space of functions {p(x)}, giv-
ing a first glimpse of a Wilsonian RG flow. This simple example illus-
trates the basic idea behind the renormalization group of integrating
out microscopic information to obtain an effective description of a given
system.
Let us now turn to quantum field theory. In the previous chapter
we introduced quantum field theory in a measure theoretic framework:
quantum fields (ϕi)i∈I are regarded as a family of random variables and
the partition function Z defines a (probability) measure dµ(ϕ) on the set
of field configurations (i.e. field space) F. In the following we discuss the
RG on the level of the effective action Γµ[ϕ]. Let us assume that Γµ[ϕ]
is given and manifestly depends on the RG scale µ. For our discussion
it is not important by what means the effective action was obtained.
A RG transformation corresponds to a change of scale defining a map




∣∣A : ϕ 7→ R, A[ϕε] = A[ϕ]} , (3.7)
which is the set of all scalar functionals A[ϕ] compatible with symme-
tries. In this definition ϕε denotes the gauge transformed field, c.f. (2.36).
Theory space is the natural arena where RG computations take place.
The set of RG transformations form a (semi-) group justifying its name.
The missing ingredient are the functional renormalization group equa-








, . . .
]
, (3.8)
where we introduced RG time t = log µµ0 and abbreviated ∂t ≡ µ ∂∂µ .
Geometrically, the FRGE is a dynamical system defined on theory space
and the integral curves are the RG trajectories, see Fig. 3.1.
It is instructive to study the flow of the vertex functions. When the
n-point function Γµ has the engineering dimension ∆n, i.e. [Γ(n)] = ∆n,
we can define the dimensionless vertex function as γ(n)µ = µ−∆nΓ
(n)
µ .




µ = −∆n γ(n)µ + quantum corrections . (3.9)





Figure 3.1: Theory space T defined as the set of all action functionals
compatible with symmetries. RG flows are trajectories in
T connecting the same physics observed at different length
scales. Arrows are pointing into the direction of lower scales
µ. Fixed points Γ∗[ϕ] are µ-stationary solutions and can be
used to consistently define the limits µ→ 0 or µ→ ∞. Here,
the fixed point Γ1 ∗[ϕ] has two UV-repulsive directions, while
Γ2 ∗[ϕ] has one UV-attractive and one UV-repulsive direction.
More specifically if a coupling g˜ has the engineering dimension ∆ then
the corresponding dimensionless coupling g = µ−∆ g˜ changes as
∂tg = −∆ g + quantum corrections . (3.10)
Thus, quantum effects modify the classical scaling properties of the the-
ory. Only for very regular or trivial examples scaling is determined only
by its engineering dimensions ∆n.
The dynamics of the trajectories are dominated by fixed points of the
flows (3.9), which are µ-stationary points satisfying ∂tΓ∗ = 0. The set
of points that are dragged into such a fixed point as µ → ∞ (µ →
0) constitute the UV (IR) critical surface SUV (SIR). Thus, all theories
lying on the UV critical surface have the same UV limit and are said
to be in the same universality class. Every fixed point defines its own
universality class.
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Practically, the effective action can be expanded into an operator ex-




Here ∆i is the negative of the engineering dimension of the operator
Oi[ϕ], i.e. [Oi] = −∆i. The gi(µ) denote the dimensionless, scale de-
pendent running couplings of the theory. Substituting this expansion
into (3.9) and subsequently projecting both sides of the flow onto the
subspace spanned by the operators Oi yields a coupled system of beta
functions
∂tgi = βi (g) . (3.12)
Imposing fixed point condition ∂tgi = 0 ∀i implies that fixed points g∗
are zeros of the beta functions βi (g∗) = 0. We can study perturbations
of the fixed point g∗ by linearizing the RG flow in the vicinity of the
fixed point gi(µ) = g∗ + εhi(µ). Substituting this expansion into (3.12)
yields a differential equation for the perturbation
∂thi = Mijh
j +O (ε2) . (3.13)





. In general the
matrix M is not symmetric and can only be brought into block diagonal
rather than diagonal form. Denoting the eigenvectors of M by h(m) and
their corresponding eigenvalues by −θm, i.e.
Mijh
j
(m) = −θmhi(m) , (3.14)
the perturbations in the direction of an eigenvector exhibit the scale de-
pendence







with critical exponents θm. Perturbations with Re θm > 0 are dragged
into the fixed point as µ→ ∞ and are called UV relevant perturbations.
UV irrelevant directions are those with Re θm < 0 and are repelled from
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the fixed point g∗. Directions with Re θm = 0 are called marginal per-
turbations and the stability of these directions cannot be discussed at
the linear level. IR (ir)relevant perturbations are analogously defined
for µ → 0. The set of all relevant perturbations span the tangent space
of SUV at g∗. Thus, the dimension of SUV is given by the number of
UV relevant perturbations. Moreover, the scaling relation (3.15) reveals
that a RG trajectory starting close to a fixed point, but not located in-
side the UV critical surface is attracted to SUV when lowering µ. This is
illustrated in Fig. 3.2.
SUV
T
Figure 3.2: The UV critical surface SUV of a fixed point g∗ (blue dot).
Arrows on the RG trajectory point from high to low energies.
The trajectory emanating from the fixed point lies entirely in
SUV. The upper trajectory starts above the fixed point and is
attracted to SUV as µ decreases. The vertical line represents a
direction orthogonal to SUV.
A fixed point is called Gaußian fixed point (GFP) if all critical expo-
nents agree with the corresponding engineering dimensions. Theories
defined at the GFP are called free theories. Usually the GFP is located
at the origin of theory space gi∗ = 0. In general a fixed point has criti-
cal exponents different from the canonical ones and the corresponding
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values are non-zero, g∗ 6= 0. These fixed points are called non-Gaußian
fixed points (NGFP). The fixed point theory Γ∗[ϕ] is scale invariant and
(presumably) constitutes a conformal field theory.1
The requirements on a physically meaningful QFT can be translated
into the language of the RG as follows: Defining a theory means select-
ing a RG trajectory in theory space. A theory is finite if the RG trajectory
connects two inner points, i.e. all dimensionless running couplings {gα}
remain finite in both the UV limit µ→ ∞ and IR limit µ→ 0.
The UV limit µ → ∞ can be taken if the RG trajectory is situated
within the critical surfaces SUV of a fixed point. Moreover, if the UV
critical surface is finite dimensional, dimSUV < ∞, the position of the
RG trajectory in the manifold SUV can be pinned by finitely many pa-
rameters. Thus, there is a dimSUV-parameter family of admissible RG
trajectories. The RG trajectory realized by nature can be determined by
measuring a finite number of parameters. Therefore, the lower the di-
mension of SUV, the more predictive the theory. A theory meeting all
these requirements is called asymptotically safe [7]. For the special case
when the UV fixed point is a GFP it is called asymptotically free.
Up to now we have not explained the origin of the flow equation (3.8).
Let us briefly summarize how these may arise: In perturbation theory
the effective action is obtained by expanding in a small coupling g and
the beta functions can be computed systematically order by order in
g. Typically, at every order divergent loop diagrams arise that need to
be regularized. Regularization entails the introduction of a renormal-
ization scale µ and together with a regularization parameter ε. Thus,
small scale effects are removed either explicitly (UV-cutoff, lattice) or
implicitly (dimensional regularization). The remaining dependence on
ε can be removed by a proper redefinition of all parameters including
fields. When expressing everything in terms of renormalized quantities
the renormalized effective action ΓR µ is well-defined and finite, but man-
ifestly depends on the RG scale µ. However, physical quantities should
not depend on the form of the regularization and renormalization pro-
cedure. The RG flow of the renormalized effective action is determined
by the self-consistency requirement that the theory is independent of the
RG scale µ. Practically, this condition yields a system of beta functions
such as (3.12). In perturbation theory a theory is called renormalizable,
if divergences at any order can be absorbed by a redefinition of finitely
many relevant or marginal couplings. However, the flow is known only
in the vicinity of the GFP g∗ = 0. If the GFP is UV attractive the theory
1There are counter examples where scale invariance does not imply conformal invari-
ance.
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is asymptotically free like QCD. Perturbative renormalizability by itself
is not a physical requirement as can be seen from the example of QED
or ϕ4-theory. Here, the coupling g diverges at a finite UV scale ΛLandau
known as Landau pole.
Let us now turn to a non-perturbative definition of the RG flow. In
the realm of Wilson’s non-perturbative RG [104] all fluctuations of the
field are organized according to a UV scale Λ that is introduced directly
on the level of the path integral. The partition function is defined as an





dϕp e−SΛ[ϕ] . (3.16)
The microscopic action SΛ[ϕ] governs the interaction at the UV scale Λ.
Lowering the scale Λ′ < Λ amounts to integrating out the momentum
shell Λ′2 < p2 < Λ2. The self-consistency condition




dϕp e−SΛ[ϕ] , (3.17)
relates the microscopic action SΛ′ at the scale Λ′ to the microscopic action
at the scale Λ. This relation constitutes a renormalization group step
and is completely analogous to the blocking (3.3). Successively lowering
or increasing the microscopic scale Λ yields a map Λ 7→ SΛ[ϕ] and
thus a RG trajectory. We can immediately see that performing the path
integral is equivalent to a specific RG trajectory in theory space. For a
fundamental theory valid on all scales we require the limit Λ→ ∞ to be
well-defined and finite. As we have seen before fixed points of the RG
flow allow to take this limit in a well-defined way.
A different approach is the RG flow of the effective average action,
where a scale dependent IR regulator is introduced inside the path inte-
gral. This regulator suppresses modes smaller than the IR scale, p2 < k2.
The resulting effective action Γk[ϕ] contains the effects of quantum fluc-
tuations of the UV modes and effectively describes the physics at the
scale k. Both perturbative and non-perturbative RG equations imple-
ment the same idea: average out small scale degrees of freedom. Thus,
all effects stemming from smaller scales or higher energies are effectively
included in the scale dependence of Γk[ϕ].
The non-perturbative flow equations are usually complicated non-
linear integro-differential equations and difficult to solve. A strategy for
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obtaining non-perturbative approximative solutions of these equations
relies on the usage of truncations consisting of an operator expansion of
the effective average action according to (3.11) and projecting the flow
onto the subspace spanned by the truncation. In perturbation theory the
subspace accessible for the RG trajectory is generated order by order,
while in the realm of truncations it is selected by hand. For a truncation
to comprise the same amount of information as an n-loop computation,
all operators that need to be renormalized have to be included. This will
be explained in detail in Chap. 4.
3.2 Flow equation of the Effective Average Action
A particular implementation of the RG is the flow equation of the effec-
tive average action (EAA) Γk. Here we will first review the construction
for the case of a single component scalar field theory in d-dimensional
Euclidean spacetime, before turning to gauge theories in the subsequent
chapters. We aim for an effective action Γk[ϕ] that is defined at an IR
scale k with all small scale degrees of freedom integrated out. Thus,
we begin with defining a generating functional Zk[J], where IR modes,
i.e. (p2 < k2), are suppressed and only UV modes (p2 > k2) are inte-
grated over. In practice the suppression is realized by including a scale
dependent mass term into the measure





















ipx. (We abuse of notation and use the same symbol
for the field and its Fourier transform.) The regulator function Rk(p2)
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realizes the suppression of the IR modes. It satisfies








(3) Rk(p2)→ ∞, for k→ Λ , Λ→ ∞ .
(3.21)
Here, Λ denotes a large UV scale possibly Λ = ∞. The first and the sec-
ond condition simply ensure that IR modes are suppressed and only UV
modes contribute to the path integral. Additionally, the second require-
ment implements the boundary condition Zk → Z as k → 0, such that
at k = 0 all fluctuations are integrated out and we retrieve the standard
partition function. The last condition makes sure that in the deep UV no
modes are propagating. The precise meaning of this condition becomes
clear later.
The regulator Rk can be parametrized in a very convenient way by
introducing the dimensionless shape function R(0)(z) as2
Rk(p2) = k2R(0)(p2/k2) . (3.22)
The requirements (3.21) are automatically satisfied if the shape function
R(0)(x) monotonically interpolates between the boundary conditions3
R(0)(0) = 1 , R(0)(x)→ 0 as x → ∞ . (3.23)
Among many others, two broadly used choices are the optimized and
the exponential regulator defined by
R(0)(x) = (1− x)θ(1− x) , optimised ,
R(0)(x) =
x
ex − 1 , exponential .
(3.24)
Note that the interpolation does not need to be smooth or continuous.
2Sometimes it is convenient to include the field renormalization constant into the def-
inition Rk(p2) = Zkk2R(0)(p2/k2). However, we will omit this constant, since the
derivation of the flow equation is unaffected by this factor.
3The shape function R(0)(x) not necessarily needs to be finite at x = 0. In some
applications it is even advantageous to have R(0)(x) → ∞ as x → 0. Thus, in
order to be consistent with (3.21) it is sufficient to require the shape function be a
monotonically decreasing function with limit R(0)(x)→ 0 as x → ∞.
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Next, we will study the scale-dependence of the generating functional
Wk[J]. For this purpose we define renormalization group time t := log kk0
for some arbitrary reference scale k0 and the t-derivative ∂t ≡ k ddk . Tak-















Tr Gk ∂tRk − ∆Sk[ϕcl] .
(3.25)
Let us explain all manipulations step by step. Firstly, we used DeWitt’s
condensed notation, where Latin indices represent spacetime indices
and an integration over repeated indices is understood. Furthermore,
we omitted the explicit k-dependence of the regulator and used the ab-
breviation Rij ≡ Rk(−∂2)δ(x − y). In the first step of (3.25) we defined
the J-dependent expectation value









= 〈ϕ(x)〉J . (3.27)
In the second step in (3.25) we used the fact that the regulator does not




= 〈ϕ(x)ϕ(y)〉J − 〈ϕ(x)〉J 〈ϕ(y)〉J . (3.28)
In order to construct the EAA we assume that the implicit relation
(3.27) can be solved for the source field J giving the inverse J[ϕcl]. Finally,
the EAA is defined as the modified Legendre transformation
Γk[ϕcl] =
∫
Jϕcl −Wk[J]− ∆Sk[ϕcl] . (3.29)
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Taking a derivative of (3.29) with respect to the classical field ϕcl yields
the modified quantum equation of motion
δΓk[ϕcl]
δϕcl(x)
= J(x)− Rk(−∂2)ϕcl(x) . (3.30)
Notably, eq. (3.30) reduces to the standard equation of motion at k = 0.
When taking another ϕcl-derivative of (3.30) and using (3.28) we find the








Combining (3.25) and (3.31) one derives the flow equation governing the










J − ∂t∆Sk[ϕ] ,
(3.32)
where we omitted the subscript cl at the fields. Combining this result






Γ(2)k [ϕ] + Rk
)−1
∂tRk . (3.33)
The flow equation (3.33) constitutes a central result, since it builds the
basis for all RG computations performed in this thesis.





Here, internal line corresponds to the modified propagator (3.32) and
the crossed circle represents a regulator insertion.
Since the flow equation (3.33) provides the foundation for investiga-
tions carried out within this work, we highlight its most important prop-
erties
• No approximation was used during the derivation. Thus, the flow
equation (3.33) is (formally) an exact relation containing the same
amount of information as the underlying path integral.
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• There is an alternative derivation of the flow equation based on
the defining equation for the effective action (2.21). Let us add





−S[ϕ]−∆Sk [ϕ−ϕcl]+ δΓk [ϕcl ]
δϕicl
(ϕi−ϕicl) . (3.35)





(ϕi − ϕicl)(ϕj − ϕjcl)
〉














where we have used the definition of the propagator (3.31) and
defined the expectation value
〈A[ϕ]〉 = eΓk [ϕcl]
∫
Dϕ A[ϕ]e
−S[ϕ]−∆Sk [ϕ−ϕcl]+ δΓk [ϕcl ]
δϕicl
(ϕi−ϕicl) . (3.37)





• The flow equation (3.33) possesses a one-loop structure. Notably,
for k 6= 0 it is finite in the IR due to the regulator appearing inside
the propagator as a mass term. At the same time the functional
trace is finite in the UV due to the term ∂tRk. According to the
defining properties (3.21) ∂tRk(q2) is peaked at p2 ≈ k2 and van-
ishes for momenta with p2  k2 implementing the Wilsonian idea
of integrating out momentum shells. A typical shape of Rk and
∂tRk is shown in Fig. 3.2.
• Any solution of the flow equation satisfies the boundary conditions
lim
k→0
Γk = Γ and lim
k→∞
Γk = S due to the requirements (1) and (3) in
(3.21). The second boundary condition follows from shifting and















Figure 3.3: Typical regulator Rk (black curve) and its t-derivative ∂tRk
(red curve). The regulator has support only for p2 . k2
suppressing IR modes. While ∂tRk appearing in the trace
is peaked at p2 ≈ k2 and vanishes for p2  k2 so that high-
energy modes do not contribute to the trace. Due to the in-
terplay of these features the RG flow of Γk is driven by fluc-
tuations with momenta p2 ≈ k2. In this way the construction
implements the Wilsonian idea of integrating out momentum
shells.
where we used that the cutoff action is a homogeneous functional
in the field argument. Now we expand the integrand in the expan-




ddx η2(x) as k → ∞. Thus, for large values of k
eq. (3.38) has the expansion












The Gaußian integral is trivial and we find
lim
k→∞
Γk[ϕcl] = S[ϕcl] + const . (3.40)
Thus, the effective average action integrates out degrees of freedom
when lowering the scale k. It thereby interpolates between the
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microscopic action S[ϕ] and the full effective action. Note however,
there is no need to specify the microscopic action S[ϕ] a priori.
• As outlined in the previous section the arena where the FRG takes
place is theory space T. The flow equation (3.33) can be thought
of as a dynamical system, where the rhs defines a vector field on
T. The RG trajectories are integral curves of (3.33) probing the
topology of theory space T. Fixed points of the flow play an im-
portant role for they define universality classes and build the basis
for asymptotically safety quantum field theories.
• Each regulator corresponds to a certain renormalization scheme
identifying the FRG as a massive RG scheme. See Chap. 4 for a
detailed discussion.
• We derived the flow equation for a simple one component scalar
field, but the generalization to more general fields is straightfor-
ward. This includes also gauge theories. The most general form of











This formulation takes into account a possible dependence on back-
ground field Φ¯. Here, Φ denotes a multiplet of fields of various
spins and the supertrace STr implicitly contains a sum over all
fields, internal indices and functional traces as well. Traces over
fermionic fields come with a minus sign.
• The flow of the n-point functions Γ(n)k can be computed by taking
derivatives with respect to the fluctuation fields Φi. This gives rise
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k = · · · .
(3.42)
Above we have tacitly assumed that t-derivatives and functional
derivatives commute. The flow of the n-point function depends on
Γ(2)k , . . . , Γ
(n+2)
k .
• In perturbation theory the effective action is constructed from the
microscopic action S[ϕ] order by order in the perturbative pa-
rameter. The scale dependence arises during renormalization and
beta functions follow from consistency equations. Having the flow
equation (3.33) at the hand it is more convenient to rely on the phi-





we can project the flow onto a subspace of T. This subspace is





. Even if the exact RG trajectory selected by nature
contains terms not captured by the approximation (3.43), it is con-
ceivable that all relevant features such as fixed points are preserved
by the projection, if (3.43) is sufficiently general.

4 Mapping the FRGE to
Perturbation Theory
This chapter is based on the publication:
A. Codello, M. Demmel and O. Zanusso, “Scheme dependence and
universality in the functional renormalization group,” Phys. Rev. D 90
(2014) 2, 027701 arXiv:1310.7625 [hep-th].
In this chapter we establish that the functional renormalization group
flow equation admits a perturbative solution and show explicitly the
scheme transformation that relates it to the standard schemes of pertur-
bation theory. Subsequently, we define a universal scheme within the
functional renormalization group comprising the same amount of infor-
mation as a two-loop computation.
4.1 Perturbative solution of the functional
renormalization group
One way to obtain solutions of (3.33) is a perturbative expansion in pow-







Γ(2)k [ϕ] + Rk
)−1
∂tRk , (4.1)
The loop expansion (2.77) is now applied to the effective average action
Γk[ϕ] = SB[ϕ] + ∑
L≥1
h¯LΓL, k[ϕ] . (4.2)
The functional SB is the bare action and ΓL, k[ϕ] are the quantum correc-
tions, which now depend on k. In this chapter we will refer to k as the
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IR scale. Substituting the expansion into (4.1) yields
S˙B[ϕ] + h¯Γ˙1, k[ϕ] + · · · = h¯2 Tr
(
S(2)B [ϕ] + Rk + h¯Γ
(2)

















where dots denote t-derivatives. We introduced the modified propagator
GB, k ≡
(
S(2)B [ϕ] + Rk
)−1
. (4.4)
Equating powers of h¯ on both sides of (4.3) yields a hierarchy of flow
equations for the quantum corrections ΓL,k. At zero-th order we find
S˙B[ϕ] = 0 , (4.5)
which simply reflects the fact that the bare action is k-independent.














In the second line we used that the bare action is k-independent and
the t-derivative only acts on the regulator appearing inside the modi-
fied propagator (4.4). This flow equation can simply be integrated in k,
since the r.h.s. is a total t-derivative. The procedure, however, requires
regularization because commuting the operators ∂t and Tr spoils the UV
finiteness of the result,
Tr ∂t = ∂t Trreg . (4.7)
Any known regularization technique can be applied to (4.7), e.g. UV






S(2)B [ϕ] + Rk
)
, (4.8)
which coincides with the famous one loop coefficient (2.82). The only
difference is the modified propagator, due to the regulator Rk. This il-
lustrates how the IR suppression of the FRGE works in the language of
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perturbation theory. Momenta flowing inside loops receive a k depen-
dent mass-term Rk and thus, their propagation is suppressed. Due to
the presence of the regulator, only the IR gets modified while the UV is
unchanged. This in particular implies that UV divergences remain unaf-
fected by Rk. We omitted a constant of integration in (4.8) which needs
to be determined by imposing suitable boundary conditions. However,
the exact form of the boundary conditions depends on the regularization
and renormalization scheme under consideration.
Now, equating terms quadratic in h¯ in (4.3) yields
Γ˙2, k[ϕ] = −12 Tr
(











In the second line we have used the important relation for propagators
∂tGB,k = −GB, kR˙kGB, k . (4.10)
Eq. (4.9) illustrates that the flow of Γ2,k is driven by the lower order term
























In order to increase readability we switched to a super condensed nota-
tion and omitted the dependence on any argument. Repeated numbers
correspond to summation and integration. We made use of symmetry
properties of the propagator and the vertices multiple times. Using the
product rule backwards and symmetry properties of the propagators
allows to write this relation as total t-derivative,














Now, the k integration can be performed and we obtain
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In this pictorial representation lines denote modified propagators while
vertices denote S(n)B . Let us emphasise that the only difference to stan-
dard perturbation theory (2.84) is the presence of the regulator Rk in-
side the modified propagator. In particular this implies that for k = 0
eq. (4.14) reduces to (2.84).
In the remainder of this chapter the traces in (4.14) are regularized by
analytically continuing d to the value d = dc − ε, where dc is the up-
per critical dimension and ε > 0 but small: divergences appear as poles
of the form 1/εL [106]. The divergences have to be canceled by a suit-
able renormalization technique. We thus introduce a further expansion
consisting of a renormalized tree-level action SR and counterterms to
subtract the divergences
SB[ϕ] = SR[ϕ] + δS[ϕ] = SR[ϕ] + ∑
L≥1
h¯LδSL[ϕ] . (4.15)
The counterterms δSL[ϕ] have to cancel the divergences of ΓL, k[ϕ] order
by order in h¯. Substituting (4.15) into the loop expansion (4.14) yields































Or in a pictorial way







S(2)R [ϕ] + Rk
))
+ h¯2










where i ≡ δSi[ϕ] and so on. The tree-level counterterms δS1[ϕ] remove
the superficial divergences of the diagrams at every order h¯, while the
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(L − 1)-loop counterdiagrams remove subdivergencies appearing in L-
loop diagrams at the order h¯L. This pattern is crucial for the perturbative
renormalizability of a theory.
In the following we are using the renormalization prescription of the
modified minimal subtraction (MS) method according to which only the
divergent part of any diagram is subtracted [106]
δSL ≡ −ΓdivL, k = −ΓdivL, k=0 . (4.18)
The subtraction is performed at a renormalization scale µ that is intro-
duced during regularization1. The crucial assumption of (4.18) is that
the divergences are not dressed by the scale k. In other words, the diver-
gent part of Γk[ϕ] is the same as the unmodified theory. To understand
this we first observe that according to (4.10) any k-derivative acting on
a modified propagator Gk leads to a regulator insertion ∂tRk. Using this













+ . . .
 .
(4.19)
where the dots indicate a sum over all possible diagrams with one
regulator insertion. The first term on the r.h.s. is evaluated at k = 0





. The second term contains only subdivergences, since
one internal loop is regularized due to the cutoff insertion. Topologically,
it is a regulated one loop diagram with divergent (n− 1)-loop diagram
nested inside. Thus, it can immediately be seen that the superficial di-
vergence of a modified n-loop diagram is k-independent and agrees with
standard perturbation theory. The superficial divergence is removed by
the counterterm δSL=n which implies that δSL=n is k-independent. All
the remaining diagrams can potentially introduce k-dressed subdiver-
gences. However, during renormalization the counterterm δSL=n is al-
ways accompanied by counterdiagrams. Structurally, counterdiagrams
1We keep the scale µ general for now, but it could be set to any scale if available. In [88]
it is set to the renormalized mass mR.
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are (n− 1)-loop diagrams, where one vertex or propagator is replaced by
the corresponding (n− 1)-counterterm. But these counterdiagrams are
k-dependent since the propagators inside are modified as well. As the
counterdiagrams are tailored to cancel all subdivergences of the n-loop
diagrams, it follows that all k-dressed subdivergences are removed.
This reasoning is independent of the regularization procedure and
especially of the form of the regulator. In the next section we illustrate
this procedure for ϕ4-theory.
4.2 Scalar ϕ4-theory in d = 4− ε dimensions
An instructive example illustrating how the FRGE is solved perturba-
tively is provided by the scalar ϕ4 model in proximity of the critical
dimension d = 4− ε. The regularization parameter is ε which is taken



















When the field is rescaled according to ϕ 7→ ϕ/√g, the coupling g fac-
torizes in front of the action. Thus, the loop expansion in h¯ is an expan-
sion in powers of the coupling g [88]. All parameters appearing inside




− 1 , [m] = 1 , [g] = 4− d . (4.21)
For d 6= 4 the coupling g acquires a mass dimension which introduces
the renormalization scale µ. All quantities inside the action depend im-
plicitly on the regularization parameter ε and the expansion parameter
h¯. Being unphysical they can be adjusted to absorb divergences at any
order in h¯. Following standard perturbation theory the renormalized
physical quantities are defined as [88]
ϕ = Z1/2 ϕR , m2 = Z−1Zm m2R , g = Z
−2Zg µε gR , (4.22)
with dimensionless renormalized coupling gR and renormalization con-
stants Z,Zm and Zg. All renormalized parameters are finite and inde-
pendent of the regularization parameter ε. This dependence is traded
for a dependence on the newly introduced renormalization scale µ. It
sets the scale at which the finite renormalized theory is defined. We
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could have used any other scale appearing in the theory, such as mR or
k, but it is instructive to keep it general for the time being. Subsequently,
we expand the renormalization constants in a power series in h¯ [87, 88]
Z = 1+ δZ = 1+ h¯ δZ(1) + h¯2 δZ(2) + . . . ,
Zm = 1+ δZm = 1+ h¯ δZ
(1)
m + h¯2 δZ
(2)
m + . . . ,
Zg = 1+ δZg = 1+ h¯ δZ
(1)
g + h¯2 δZ
(2)
g + . . . .
(4.23)
Substituting (4.22) and (4.23) into the bare action (4.20) and expanding





































The counterterm action contains the same local field operators as the
bare action.








Γ(n)k (xi1 . . . xin) ϕ(xi1) · · · ϕ(xin) . (4.26)
All computations will be performed in momentum space. In momentum
space the vertex functions are defined as
(2pi)dδ(p1 + · · ·+ pn)Γ˜(n)(p1, . . . , pn) =
∫
x1...xn
Γ(n)(x1, . . . , xn) ei∑
n





≡ ∫ . . . ∫ dxi1 . . . dxin is used.
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The delta function takes into account momentum conservation. After
expanding in h¯ the two-point function reads
Γ˜(2)k (p) = p















and the four-point function























In momentum space the propagator is given by
Gk(q) =
1
q2 + m2R + Rk(q)
, (4.30)
and vertices are given by the renormalized coupling g = µ4−dgR +O (h¯).
In order to renormalize the two-point function Γ˜(2)k and the four-point
function Γ˜(4)k it is sufficient to compute only the divergent part of the
diagrams in (4.28) and (4.29). Then the counterterms are chosen to ab-
sorb divergences according to (4.18). For the explicit computation of the
diagrams it is convenient to choose Litim’s regulator [107] given by
Rk(q2) = (k2 − q2)θ(k2 − q2) . (4.31)
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The lengthy but straightforward computation is performed in detail in





































The two-loop computation for ϕ4-theory illustrates the general prop-
erty that the counterterms δSL are k-independent, since the highest di-
vergence of the Lth loop, which diverges as 1/εL, is never dressed by
the FRG scale k. This property is due to the nature of the graphs and
holds for any admissible cutoff choice. Subdivergences and finite parts,
instead, do depend on k. However, counterdiagrams appearing from
second loop order on are tailored to cancel against subdivergences, c.f.
App. C.
We complete the discussion by computing the beta functions for Z,
Zm and Zg. Combining the counterterms in (4.32) we can read off the
renormalization constants




























where we have omitted the expansion parameter h¯. The beta function of





gB = 0 . (4.34)
Combining relations (4.34), (4.22) and (4.33) yields the beta function for
the renormalized coupling and the anomalous dimension
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The above results, together with the diagrammatic expansion arising
from (4.16), show that the FRGE method reproduces perturbation theory.
In particular, the beta functions (4.35) coincide with the ones obtained
from the MS scheme at two loops [88].
At this stage the following remarks are in order. The scale k of the FRG
plays a crucial role in reconstructing the loop expansion (4.16) and un-
veils the presence of divergences that required renormalization through
(4.7). However, the property (4.18) allows to subtract the divergences,
and therefore to renormalize, using solely the reference scale µ of the
MS scheme, while k plays no role. This implies that the renormalized
coupling gR defined in (4.24) is actually the renormalized coupling of
the MS scheme. Therefore we shall refer to it as λMS = gR, while its
beta function will be βMS = β(λMS). Generally, the couplings of the FRG







where g˜i are the k-dependent couplings, Oi(ϕ) are the corresponding
operators and the index i ranges over all possible operators compatible
with the symmetries of the system. The FRG beta functions of the cou-
plings gi are defined as their t derivatives and computed by inserting
(4.36) in (3.33). We define λFRG as the coefficient of the ϕ4/4! operator
or, alternatively, the local part of the four-point function of the model.
Using the perturbative technique described above we have access to an
expression for λFRG as a function of λMS through the finite parts of the
loop expansion. The relevant result at one loop is contained in the finite
part of (C.19) as
















This computation can be performed for any coupling gi and any loop
order (in particular beyond the one loop method developed in [108]).
Specializing (4.37) to the case k = µ we derive a perturbative scheme-
change relation between the couplings of the MS and FRG schemes
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The transformation (4.38) is a function of the dimensionless ratio of the
renormalized mass with the RG scale because of dimensional reasons,
and its form depends on the FRG scheme through the choice we made
for the IR cutoff (4.31). A similar result was obtained in [109], where an
equivalent relation between the MS scheme and the Wilsonian blocking
RG is computed. Presumably, the result (4.38) may reduce to what is
obtained in [109] if a specific sharp cutoff Rk is chosen in place of (4.31)
to mimic the effects of blocking. The method outlined in this section,
however, is very general and the computation can be repeated for any
cutoff choice and for any perturbative regularization method at will and
at any loop order.
It is instructive to compute the beta function of the FRG scheme from
the one of the MS scheme. Taking a µ-derivative of (4.37)
βFRG = βMS − 2
m2R
µ2




16pi2 (µ2 + m2)3
.
(4.40)
At this order the mass can belong to either scheme. In the second line






the MS-coupling λMS is expressed in terms of the FRG-coupling λFRG
by inverting relation (4.38). The result (4.40) is in agreement with the
computations performed in the FRG approach. Furthermore βFRG un-
derlines the fact that the beta functions of the FRG approach are not
universal in the customary sense of QFT. This is due to the fact that the
FRG method is a mass-dependent scheme. The dependence manifests
through the nontrivial coupling of mass and scale in (4.38). Nevertheless
it is possible to explicitly map the results obtained within the MS and
FRG scheme order by order in perturbation theory.
4.3 A two-loop truncation
The universality of FRG results is discussed in [110–112] and is treated
extensively in [113]. We shall now discuss the construction of a new
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scheme, first outlined by Papenbrock and Wetterich in [114], that obtains
universal results within the FRG method. It will reveal that it is possible
to choose truncations of the EAA in such a way that they are comprising
the same amount of information as a two-loop computation.
We will study the flow of the four-point function in momentum space
that can be obtained by taking four functional derivatives of the flow






















≡ Γ˜(n)k (p1, . . . , pn). As we have in-
dicated in the second line, the flow of the four-point function is a func-
tional of the two-point function Γ˜(2)k , the four-point function Γ˜
(4)
k itself
and of the six-point function Γ˜(6)k . A truncation of the EAA comprising
the same amount of information as the two-loop EA must contain all the
operators that are generated at one loop and that contribute to the flow
of the local part of the four-point function. This becomes clear when
realizing that a two-loop diagram can be seen as a one-loop skeleton










+ g2ϕ2 + g4ϕ4 + ϕ2 f1(∆)ϕ2








We introduced the field renormalization constant Z, three couplings g2,
g4, g6 and two form factors f1 and f2 which contain an amount of in-
formation equivalent to infinitely many couplings. The notation for the
second form factor f2 is understood as follows: each Laplacian ∆j = −∂2xj
acts only on the corresponding insertion ϕ2j = ϕ
2(xj) and subsequently
the limit x1 = x2 = x3 = x has to be taken. The form factors fi resemble
closely those of the nonlocal heat-kernel expansion [115] and satisfy the
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boundary conditions f1(0) = 0 and f2(0, 0, 0) = 0 to have unambigu-
ous definitions of g4 and g6. All couplings and form factors implicitly
encode the scale dependence k which is driven by the flow (3.33). From
(4.42) it immediately becomes clear that the beta function of the coupling






k (pi = 0) . (4.43)
As a consequence of the vanishing external momenta the vertices con-
tributing to the flow of g4 acquire the momentum structure
Γ˜(4)k (p,−p, 0, 0) , Γ˜(6)k (p,−p, 0, 0, 0, 0) . (4.44)







d4x ϕ4 f2(∆)ϕ2 . (4.45)
Then the vertices appearing on the r.h.s. of (4.41) become
Γ˜(2)k (p,−p) = Zp2 + 2g2 ,













where ∑P denotes a sum over permutations of all external momenta.
































with propagator Gˆk(q) =
(




Zq2 + 2g2 + Rk
)−1. From
(4.47) it can be seen that the beta function of g4 depends not only on g4
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itself but also on all the other couplings g2, g6 and the structure func-
tions f1 and f2. Next, we introduce dimensionless and renormalized
quantities according to
g2 = Zk2 g˜2 , η = −∂t log Z ,
g4 = Z2 g˜4 , f1(q2) = Z2 f˜1(q2/k2) ,
g6 = Z3 k−2 g˜6 , f2(q2) = Z3k−2 f˜2(q2/k2) .
(4.48)
In the following we assume the coupling g˜4 to be small and refer to it
as the perturbative coupling. Expressed in renormalized quantities the
beta function for g˜4 takes the form
∂t g˜4 = β g˜4
(
η, g˜2, g˜4, g˜6, f˜1, f˜2
)
. (4.49)
Here we do not attempt to solve the full coupled system of beta func-
tions. The simplest way to compute the flow of g˜4 is to set all other
couplings to zero, i.e. to their Gaußian fixed point. Instead, we will con-
struct a beta function β g˜4(g˜4) that depends only on g˜4 by setting the other
couplings to their generalized Gaußian fixed point (gGFP) which is de-
fined as follows: Let us collectively denote all the other dimensionless
couplings by u˜ =
(
g˜2, g˜6, f˜1, f˜2
)
. The beta function of the i-th coupling
takes the form
∂tu˜i + δiu˜i = βu˜i(u˜i; g˜4) , (4.50)
where δi denotes the engineering dimension of the corresponding di-
mensionful coupling ui. The gGFP is obtained by setting the couplings
ui on the r.h.s. to zero and imposing the fixed point condition ∂tui = 0.
Thus, we find for the gGFP
u˜i ∗(g˜4) = δ−1i βu˜i(0; g˜4) , (4.51)
which is a function of the perturbative coupling g˜4. When setting all
couplings to their gGFP the beta function depends only on g˜4
β g˜4(g˜4) ≡ β g˜4
(
η∗(g˜4), g˜2 ∗(g˜4), g˜4, g˜6 ∗(g˜4), f˜1 ∗(g˜4), f˜2 ∗(g˜4)
)
. (4.52)
Inserting (4.48) in (4.47) we compute the new beta function ∂t g˜4,
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, Rq = Z−1Rk(q2) . (4.54)
In (4.53) we already expanded in the perturbative coupling g˜4 assumed
to be small. Thus, the coupling g˜2 ∗ disappeared from the propagator
since we anticipate that g˜2 ∗ = O (g˜4). Moreover we used that the anoma-
lous dimension has to be η = O (g˜24) and thus, ∂t and Z commute at this
order giving the relation
∂tRk(q2) = ∂t(ZRq) = Z∂tRq +O (g˜4) . (4.55)
The beta functions of the couplings u˜i can be extracted from the flows
of the vertex functions as
2Zk2 (∂t g˜2 + (2− η)g˜2) = ∂tΓ˜(2)k (0, 0) ,
16Z2
(






k (q,−q, 0, 0)− ∂tΓ˜(4)k ({0}) ,
720Z3












k (q,−q, {0})− ∂tΓ˜(6)k ({0}) .
(4.56)
Now, we determine the flow of the vertex functions appearing in (4.56).
In order to compute the g˜4 dependent gGFP we set to zero all non-
perturbative couplings in the diagrams driving the flow. This amounts













3Note that this approximation does not include a mass-term in order to keep univer-
sality. This action corresponds to a bare action in perturbation theory.
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Then the flow of the vertices is given by the diagrams
∂tΓ˜
(2)























Here the dashed diagrams are computed from the action S[ϕ] contain-
ing only the perturbative coupling g˜4. Arrows indicate the flow of the
external momentum. With these diagrams the gGFPs are given by




f˜1 ∗(q2/k2) = −72g˜24 I(q2) ,





f˜2 ∗(q2/k2) = 864g˜34 k
2 J(q2) .
(4.59)
The functions I and J are computed in App. C, eq. (C.47) and eq. (C.53),

























eq2/k2 − 1 (4.61)
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to evaluate the momentum integrals yields the beta function











The details of this computation can be found in App. C.
The only missing piece is the anomalous dimension η∗ evaluated at
the gGFP. From (4.46) and the definition of the anomalous dimension
(4.48), it can be seen that it can be extracted from the p2-part of the flow
of the two-point function [116],




The flow of the two-point function reads
∂tΓ˜
(2)











For the truncation (4.42) the four-point function Γ˜(4)k (p,−p, q,−q) re-
quired by the flow of Γ˜(2)k takes the form






(q− p)2) , (4.65)
taking into account the proper symmetry factors. Extracting the p2 part
















where we already replaced the structure function by its value at the
gGFP. Primes denote derivatives with respect to the argument f˜ ′1 ∗(x) ≡
d f˜1 ∗(x)
dx . Substituting the fixed point value of f˜1 ∗ (4.59) and performing
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+O (λ3) . (4.69)
The beta function (4.69) is identical to the perturbative beta function
(4.35) and constitutes the main result of this section. The equality of
(4.69) and (4.35) demonstrates that the beta functions from perturbation
theory can be reproduced by the FRGE when choosing a suitable trun-
cation. This requires the inclusion of structure functions encoding an
infinite number of coupling constants, however.4
Before closing the section we have to remark that the coupling λ, how-
ever, is not λMS. In fact, with the techniques developed in Sect. 4.2, we
can compute at one loop




with γ the Euler-Mascheroni constant. Equation (4.70) differs from (4.38)
because of the cutoff (4.61) and the absence of a bare mass5, and pre-
serves the universality of (4.35).
4In [117] it is shown that in order to recover the Polyakov effective action for a mini-
mally coupled scalar field a structure function needs to be included.
5The gGFP mass (4.59) is a correction of order λ that would affect (4.70) starting from
the order λ3
MS
. The beta functions (4.35) and (4.69) will then differ from the order λ4
on, in agreement with the fact that three loop results are not universal.
5 RG flows of Quantum Einstein
Gravity
This chapter is based on the publications:
M. Demmel, F. Saueressig and O. Zanusso, RG flows of Quantum Einstein
Gravity in the linear-geometric approximation, Annals Phys. 359 (2015) 141,
arXiv:1412.7207 [hep-th].
In this section we construct a Wetterich-type functional renormaliza-
tion group equation for the gravitational effective average action [10],
whose flow is solely driven by gauge invariant fields. The resulting
FRGE is independent of the choice of gauge-fixing, because it invokes
a precise cancellation among the un-physical polarization of the metric
fluctuations hµν and the ghost fields. This leads to significant simplifica-
tions of (3.41) as compared to the past implementations that appeared in
the literature, since the flow does not receive contributions from either
ghost or gauge degrees of freedom, nor from the auxiliary fields that
usually appear in connection with the transverse-traceless decomposi-
tion of hµν.
5.1 The flow equation for metric gravity
The ultimate goal of Quantum Einstein Gravity is to give a meaning to
a path integral over “all” metrics gµν suitably weighted by a classical
action S[gµν]. Let us first define more precisely what is meant by “all”
metrics. In any chart (U,ψ) for the spacetime manifold M the metric
field is a map
g
∣∣
U : U →M , x 7→ gµν(x), (5.1)
whereM denotes the set of real positive definite symmetric matrices,
M≡
{
A ∈ GL(d)∣∣ AT = A, A postitive definite } . (5.2)
From a geometric point of view the metric fields are sections of a fiber
bundle with typical fiber M and base space M. Thus, the field space
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F becomes the space of sections which can be regarded as the topolog-
ical product F = ∏x∈MM. Additionally, the field space F can be en-
dowed with the structure of an (infinite dimensional) Riemannian man-
ifold [118–120]. A generic field ϕi ≡ gµν(x) then becomes the local
coordinate representation of a point in F.
Moreover, gravity is a gauge theory as it is invariant under spacetime
diffeomorphisms. The diffeomorphism group G = Diff(M) constitutes
the gauge group. An infinitesimal gauge transformation of the metric
field is given by (2.42)
δGgµν(x) =
∫
ddx′ Kµν λ(x, x′)δελ(x′) , (5.3)
with the components of the vector field (2.43)
Kµν λ(x, x′) =
(
∂λgµν + gνλ∂µ + gµλ∂ν
)
δ(x− x′) . (5.4)






, with typical fiber G. Physically inequivalent
field configurations are given by the base space F/G.
In a path integral approach the basic variable of integration is the
fluctuation field hµν(x). It can either be interpreted geometrically as a
tangent vector located at the base point g¯µν or as a mere coordinate incre-
ment, gµν = g¯µν + hµν, when restricting the path integral to a coordinate
patch containing the base point g¯ ∈ U ⊆ F.
In Chap. 3 the RG flow for the effective average action of a scalar field
is derived by adding a regulator term ∆Sk[ϕ] to the classical action S[ϕ].
Here, we repeat this derivation for the gravitational effective average
action Γk[hµν, g¯µν] in two different ways. Firstly, we derive the RG flow
of the bEA (2.67) employing a gauge-fixing procedure. Subsequently, a
flow of the gEA (2.58) solely based on gauge invariant fields is derived.
Remarkably, when using the DeWitt gauge fixing condition for the bEA
and a proper geometrically motivated approximation of the gEA, we
arrive at the same flow equation for Γk[hµν, g¯µν].
RG flow of the background field effective action
In this section we first review the standard construction of the RG flow
for QEG [10]. The construction of the gravitational FRGE is based on
the background field method. In this setting, one splits the quantum
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metric γµν into a fixed (though arbitrary) background metric g¯µν and
corresponding fluctuations hˆµν
γµν = g¯µν + hˆµν. (5.5)
The background field formalism then allows to implement the gauge
transformation
δγµν = Lvγµν ≡ vα ∂αγµν + γαν∂µvα + γµα∂νvα , (5.6)
in two different ways. The gauge transformations generalizing (5.6)
which need to be gauge-fixed are the quantum gauge transformations
δQhˆµν = Lvγµν , δQ g¯µν = 0 , (5.7)
which are constructed in such a way that the background metric is left
invariant and only the fluctuations transform. However, a very impor-
tant feature of the background field method is that it is always possible
to explicitly maintain invariance under the so-called background gauge
transformations
δBhˆµν = Lvhˆµν , δB g¯µν = Lv g¯µν , (5.8)
where the background metric is subject to a background coordinate
transformation analogous to (5.6) and every other field, in particular
hˆµν, transforms as a tensor of its corresponding rank.










with S˜[hˆ, C, C¯; g¯] = S[g¯ + hˆ] + Sgf[hˆ; g¯] + Sgh[hˆ, C, C¯; g¯]. In the path inte-







g¯ g¯µν Fµ Fν , (5.10)
which implements a suitable gauge-fixing condition Fµ, and the corre-
sponding ghost term







LC(g¯ + hˆ) , (5.11)
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which is obtained from the exponentiation of the Faddeev-Popov deter-
minant. The path-integral has also been supplemented by source-terms







tµν hˆµν + σ¯µCµ + σµ C¯µ
]
, (5.12)
with which it is possible to construct general expectation values for the
corresponding fields. The key ingredient for constructing the flow equa-
tion for the effective average action is the IR regulator ∆kS[hˆ, C, C¯; g¯]
which suppresses fluctuations with momenta smaller than k2 by a k-
dependent mass term. In order to explicitly maintain the background
symmetry (5.8) at any stage, it is customary to implement the separa-
tion of high- and low-momentum modes in terms of the eigenvalues of
a given covariant operator , which is constructed from the background
metric and which encodes the propagation of the fluctuation fields. In
the simplest case (known as Type I cutoff) one chooses the operator to be
the background Laplacian  = −D¯2, where the covariant derivative D¯µ
is constructed using the Christoffel connection of the background met-
ric. As we will show later on, other choices including endomorphisms
are admissible as well. Generically we choose the IR regulator to be









g¯ φˆRk() φˆ , (5.13)
where Rk is matrix valued in field space.
Introducing the k-dependent generating functional for the connected
Green’s functions, Wk = logZBGk , the vacuum expectation values of the


















and will collectively be denoted by Φi ≡ (hµν, ζµ, ζ¯µ). For completeness,
we introduce gµν as the classical analogue of (5.5)
gµν = g¯µν + hµν . (5.15)
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The effective average action Γk[Φi, Φ¯i] is then defined as the Legendre-








tµνhµν + σ¯µζµ + σµ ζ¯µ
]−Wk − ∆kS[hµν, ζµ, ζ¯µ; g¯].
(5.16)
Following step by step the original derivation [10], one finds that the
scale-dependence of the gravitational effective average action is encoded











Here t ≡ ln k/k0 is the “renormalization group time” and inside (5.17),
Γ(2)k denotes the second functional derivative of Γk with respect to the
fluctuation fields








Eqs. (3.41) and (5.18) conclude our mini-review on the covariant flow
equation for Quantum Einstein Gravity [10].
Geometric flow for QEG
In the previous subsection the sum over physically inequivalent configu-
rations is constructed by performing the gauge-fixing (5.10) and adding
the ghost action (5.11). In contrast to this gauge-fixing procedure, the
geometric approach introduces coordinates on F, which are adapted to
the fiber bundle structure. Locally, such a trivialization of the bundle is






where the fields IA label points in base space F/G and εα label points in
the fiber G. Since the action S[g] is diffeomorphism invariant, the trans-
formation entails that in adapted coordinates it must be independent of
εα: S[g] = S˜[I] [121]. In order to simplify the flow equation we will
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dispense with covariance and drop the volume element in (2.50). As a




D Iˆ e−S˜[ Iˆ;g¯]−∆kS[ Iˆ;g¯]−Ssources , (5.20)
where g¯ pi7→ I¯ denotes the base point of the geodesics used to construct
the coordinate chart. In contrast to the metric construction Zgeok does not
include the gauge-fixing and ghost actions. Moreover, the IR-regulator
is introduced for the gauge-invariant fields IˆA only. As a consequence
the integration over the fibers becomes trivial and gives rise to an overall
multiplicative factor.
Introducing the expectation values IA ≡ 〈 IˆA〉 and subsequently fol-
lowing the derivation of the previous subsection step by step one obtains











While this equation has the same structural form as (5.17) the crucial dif-
ference is the form of the Hessian Γ(2)k . While the Hessian of the previous




the Γ(2)k appearing in
the geometric flow equation contains the gauge-invariant fields IA only








The flow equation (5.21) is the central result of this subsection. Just
like its metric twin, it is an exact equation in the sense that it contains
the same information as the path integral (5.20). No approximation has
been made in its derivation. Obviously, eq. (5.21) is independent of
the choice of gauge-fixing and does not depend on ghost-fields. As its
major advantage it is invariant under both background and quantum gauge
transformations.
Analogous to the metric flow equation, the solutions of (5.20) inter-
polate between the classical action S[g] for k → ∞ and the standard
(off-shell) effective action Γ = Γk=0 in the IR. Naturally, all approxima-
tion schemes, as, e.g., the derivative expansion or the vertex expansion
can also be applied to (5.20). In Sects. 5.2 and 5.3 we will carry out a first
set of checks, verifying that the geometric flow equation and the metric
FRGE lead to similar results.
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Approximate gauge invariant coordinates
While the geometrical flow equation (5.21) is conceptually nice, its prac-






relating the field gµν to the coordinates IA and εα on the base space and
fiber of the gauge bundle.
Here we will advocate to construct “approximately gauge-invariant
fields” via a specific choice of a coordinate chart on the configuration
space. Our starting point is the observation that gauge transformations
act on gµν by
δG gµν =Dµ εν + Dν εµ
=Dµ εTν + Dν ε
T
µ + 2DµDνε .
(5.24)
Here, we have performed the decomposition of the coordinate transfor-
mation εµ = εTµ + Dµε into its transverse and longitudinal components
with respect to gµν in the second line. From geometric point of view a
gauge transformation (5.24) is an element of tangent space δGgµν ∈ Tg F.
It is tangent to the fiber G and the generators Kλ µν(x, y) span the verti-
cal subspace Vg ⊂ Tg F. While Vg is defined canonically by the gauge
generators, this is not true for its vector space complement. We can use
(5.24) to decompose an arbitrary tangent vector hµν ∈ Tg F into gauge
dependent and gauge invariant field components. Practically, this can
be done by applying the York-decomposition [122],
hµν = hTµν + Dµξν + Dνξµ + 2DµDνξ +
1
d gµν χ , (5.25)
where the component fields are subject to the constraints
DµhTµν = 0, g
µνhTµν = 0, Dµξ
µ = 0, gµνhµν = h. (5.26)
Moreover, we have defined the conformal field χ = h− 2D2σ. Compar-
ing the relation (5.25) with a gauge transformation (5.24) establishes that
the component fields transform as
hTµν 7→ hTµν , ξµ 7→ ξµ + εTµ , σ 7→ σ+ ε , χ 7→ χ . (5.27)
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This reveals that (5.25) indeed provides a vector space decomposition
Tg F = Vg ⊕ Hg into the vertical subspace Vg and the horizontal sub-
space Hg, in which the component fields hTµν and χ are horizontal vec-
tors. This vector space decomposition can be performed at every point g
and thus defines a connection on the fiber bundle F. In order to obtain a
local trivialization we need to map the tangent space to the field space.
This can be done by employing geodesic normal coordinate charts cen-
tered at an arbitrary base point g¯µν. Nearby points g are connected to
g¯µν with geodesics defining the map Tg¯ F → U ⊆ F. Then the gauge
invariant field components are hTµν and χ, while ξµ and σ label points in










In general, the relation between arbitrary coordinates and geodesic nor-
mal coordinates is given by











where Γ¯µν αβρσ (x, y, z) denotes the connection defined by the horizontal
distribution evaluated at the base point g¯. However, the explicit con-
struction of the connection coefficients is beyond the scope of this thesis
and we will resort to the linear order. This will be referred to as the
linear geometric approximation. Thus, at this level of approximation the
trivialization (5.23) is given by
gµν = g¯µν + hTµν +
1





At this stage, the following remarks are in order: A correct single-
metric computation (which, by definition, evaluates (5.17) at hµν = 0)
requires the knowledge of Γ(2)k involving two derivatives with respect to
h. According to (2.28), for a single field truncation the Hessian Γ(2)k can
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Therefore, in the linear approximation (5.30) the connection term is ne-
glected. Consequently, also higher vertex functions are affected by this
approximation.
There is a close relation to the path integral defined in [123], which
is based on the same decomposition in tangent space. In [123] the path
integral is defined as an integral over hµν leading to Jacobians when
changing coordinates. Instead, we avoid these Jacobians by defining the
path integral directly in terms of gauge invariant fields.
The flow equation in Landau-DeWitt gauge
The flow equation (5.21) in combination with the linearized geometric
approximation (5.30) can also be obtained from the standard gauge-
fixed covariant flow equation for QEG (3.41), provided that the integra-
tion variables in the path integral are given by the component fields of
the TT-decomposition and that one evaluates (3.41) at zero-order in the
fluctuation field [124]. The first requirement avoids introducing Jacobi-
determinants from the field redefinition while the second approxima-
tion leads to the explicit cancellation between the traces containing the
gauge- and ghost degrees of freedom.
In order to arrive at (5.21) one starts from an ansatz for the effective
average action where the gauge-fixing and ghost terms retain their clas-
sical form
Γk[h, ζ¯, ζ; g¯] = Γ
grav
k [h; g¯] + Sgf[h; g¯] + Sgh[h, ζ¯, ζ; g¯]. (5.32)
For the disentanglement of the physical and gauge degrees of freedom
we resort to the so-called minimal TT-decomposition [62], which refrains
from splitting the vector field into its transverse and longitudinal parts
hµν = hTµν + D¯µρν + D¯νρµ − 2d g¯µν D¯αρα + 1d g¯µν h . (5.33)
The vector field ρν is related to the component fields appearing in (5.30)
by
ρµ = ξµ + D¯µσ . (5.34)
and thus captures the gauge degrees of freedom at the linear level. The
gauge fixing condition is then chosen to be geometrical Landau-De Witt
gauge [29, 30, 123]
Fµ = D¯νh¯µν − 1d D¯µh = F νµ [g¯] ρν , (5.35)
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with










Thus, for this particular gauge choice Fµ is independent of hTµν and h and












g¯ ρµ Gµν ρν . (5.37)
with G = F 2. Setting the background ghosts to zero, the part of the





g¯ ζ¯µMµν ζν . (5.38)
with










Thus, for this particular gauge-fixing the ghost operator (at zeroth order
in the fluctuation field) agrees with the gauge fixing operator, F =M.
Using the TT-decomposition and this Landau-DeWitt gauge-fixing the




Y¯ 1αG + H
)
, (5.40)
where I denotes the partial Hessian with respect to the component fields







Mixed terms are represented by the matrices Y and Y¯ and the matrix H
represents the part of Γgravk [h¯; g¯] quadratic in ρµ.
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In the next step, we impose the Landau-De Witt gauge, taking the






























Resolving the super trace and spelling out the operator I yields the flow
equation





















The first line is the rhs of the geometric flow equation in the linear
geometric approximation. The dynamics of the gravitational sector is
governed by the Hessian Γ(2)ABk , while the contributions of the gauge-
degrees of freedom are determined by the kernel G of Sgf. The special
gauge choice G = F 2 with F = M implies moreover, that the traces






+MRghk +Rghk M , (5.44)











∂tRghk = 0 . (5.45)
It can easily be checked that if Rghk is a regulator then also RGk fulfills
all properties required of an admissible regulator function. This is the
“mode-by-mode” cancellation between gauge-degrees of freedom and
ghost modes used in [29].
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For the particular choice of regulator (5.44), eq. (5.43) reduces to (5.21)
subject to the approximation (5.30). Thus the geometric flow equation
evaluated in the linear geometric approximation may also be obtained as
a particular truncation of the gauge-fixed FRGE (3.41) with very specific
choices for the gauge-fixing function and regulators. At this stage we
stress that the geometric flow equation (5.21) is, in principle, an exact
flow equation for Quantum Einstein Gravity having the same informa-
tion content as the standard FRGE but at the same time being manifestly
invariant under background and quantum gauge-transformations. The
RG flows obtained from this flow equation, subject to the linear geo-
metric approximation, will be analyzed in the remaining sections of this
chapter.
5.2 The Einstein-Hilbert truncation
As a first illustration of the RG flows implied by (5.21), we work out
the single-metric Einstein-Hilbert truncation [10, 22, 23] in the linear-
geometric approximation. The corresponding ansatz for the effective
average action,






g {2Λk − R} , (5.46)
contains the scale-dependent Newton’s constant Gk and cosmological
constant Λk. Note that in the geometrical formalism Γk is not supple-
mented by a gauge-fixing and ghost action and contains Γgravk [g] only.
Substituting the ansatz (5.46) into (5.21) and setting the fluctuation












− R¯ ∂t (16piGk)−1
}
. (5.47)
Thus the scale-dependence of Newton’s constant and the cosmological
constant is encoded in the coefficients multiplying the volume term and
the interaction term linear in the background Ricci scalar R¯. In order to
distinguish between these terms, it suffices to carry out the computation
for the background metric being the one of the d-dimensional sphere,
so that the background curvature tensors satisfy (B.16). While the same
result can also be obtained without making a specific choice for g¯µν [62],
this choice tremendously simplifies the computation and will be adopted
throughout the rest of the paper.
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The beta functions for Gk and Λk are obtained by evaluating the r.h.s.
of the flow equation up to linear order in the background curvature. The
first step expands the ansatz (5.46) to second order in the fluctuation
fields
Γgrav[g(h; g¯)] = Γgrav[g¯] +O(h¯) + Γquadk [h, g¯] +O(h¯3) . (5.48)
In the linear-geometric approximation (5.30), where we project on the







tion parts, the quadratic term in this expansion is [22]








hTµν [∆− 2Λk + cT R¯] hTµν
− (d−2)(d−1)2 χ
[







2 − 3d + 4
d(d− 1) , cS ≡
d− 4
2(d− 1) . (5.50)
Thus the Hessian (5.22) obtained from (5.49) is diagonal in field space.
The next step is the construction of the regulator Rk. For definiteness,
we choose the coarse-graining operator  = ∆ and implement a Type I
regulator scheme [31]. In this case Rk is determined by the replacement
rule ∆ 7→ Pk ≡ ∆ + Rk with Rk a scalar cutoff function suppressing
low-energy fluctuations by a mass-term. This implicit definition fixes
Rk = 132piGk diag
[
Rk 1 , − (d−2)(d−1)2 Rk
]
. (5.51)












Pk − 2Λk + cT R¯
)−1(





Pk − dd−1Λk + cSR¯
)−1(
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Here η ≡ ∂t ln Gk denotes the anomalous dimension of Newton’s con-
stant.
The evaluation of the traces up to linear order in the background cur-
vature is readily done by applying the trace technology of App. B. Ex-
panding the trace arguments in R¯, the functions W(∆) entering into eq.
(B.20) are of the form
Wm(z; w) ≡ (Pk + w)−m (∂t Rk − η Rk) . (5.54)
This motivates defining
Qmn (w) ≡ Qn [Wm(z; w) ] . (5.55)
Applying the expansion (B.20) and retaining the terms contained in the














































with the coefficients b(s)n given in (B.19).
The beta functions capturing the scale-dependence of Gk and Λk are
then obtained by substituting (5.47) and (5.56) into (5.52) and equating
the coefficients multiplying different powers of the scalar curvature. The
result is most conveniently expressed in terms of the dimensionless cou-
pling constants
λk ≡ Λk k−2 , gk ≡ Gk kd−2 , (5.57)
and reads
∂tgk = βg(g,λ) , ∂tλk = βλ(g,λ) , (5.58)
with
βg = (d− 2+ η)g
βλ =(η − 2)λ+ g
(4pi)d/2−1
[
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The explicit expression for the anomalous dimension of Newton’s con-
stant is given by
η =
gB1(λ)






































In these expressions, the dependence of the beta functions on the regu-

















(y + $(y) + w)m
,
(5.62)
where $(y) denotes the dimensionless profile function of the cutoff, Rk =
k2$(zk−2). These threshold functions are related to the Q-functionals
(5.55) by
Qmn (w) = k
2(n−m)+2 [2Φmn (w/k2)− η Φ˜mn (w/k2)] . (5.63)
The beta functions (5.59) together with the expression for the anomalous
dimension of Newton’s constant (5.60) constitute the main result of this
section.
For the remainder of this section we then study the properties of the
flow implied by (5.58). For this purpose we set d = 4 and chose the
optimized regulator [125]
$(z) = (1− z)θ(1− z) . (5.64)
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For this choice of regulator, the integrals appearing in the threshold












The most important feature of an RG flow are its fixed points (FPs) g∗




0. Given a FP, the dynamics of the RG flow in its vicinity is captured by
the linearized system












The critical exponents θi, defined as minus the eigenvalues of M, are
a characteristic feature of the FP, identifying its universality class. In
particular they encode whether a perturbation of the FP theory is UV
relevant (Re(θ) > 0), irrelevant (Re(θ) < 0), or marginal (Re(θ) = 0).
Inspecting the beta functions (5.59), one finds that the system pos-
sesses a so-called Gaussian Fixed Point (GFP)
GFP : g∗ = 0 , λ∗ = 0 . (5.68)
This point corresponds to a non-interacting theory and the critical ex-
ponents of the fixed point match the mass dimension of the coupling
constants. In addition, the beta functions possess a non-Gaussian Fixed
Point (NGFP) with g∗ > 0,λ∗ > 0. The position and characteristic prop-
erties of this fixed point obtained from applying the linear-geometric
approximation to the Einstein-Hilbert truncation are summarized in the
first line of Table 5.1. For comparison we also include the characteristic
properties of the NGFP found in previous literature studies supplement-
ing the Einstein-Hilbert action by gauge-fixing and ghost terms. Notably,
the geometric flow recovers all the characteristic properties found pre-
viously, including the complex pair of critical exponents θ1,2 = θ′ ± iθ′′.
Moreover, the universal combination g∗λ∗ essentially agrees with the
value found in the full, gauge-fixed case. We take these findings as a
strong indication that the properties of the NGFP are largely governed
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g∗ λ∗ g∗λ∗ θ′ θ′′
0.781 0.203 0.16 2.929 2.965 linear geometric flow
0.272 0.348 0.12 1.547 3.835 TT-decomposition
0.403 0.330 0.13 1.941 3.147 harmonic gauge
1.178 0.25 0.29 1.667 4.308 optimized flow
0.893 0.164 0.146 2.03 2.69 geometrical background flow
1.692 0.144 0.244 1.34 2.61 geometrical dynamical flow
2.665 0.415 1.11 1.471 9.304 CREH (pot)
4.650 0.279 1.30 4.0 6.184 CREH (kin)
Table 5.1: Characteristic features of the NGFP appearing in Einstein-
Hilbert truncation. The results based on the linear geo-
metric approximation introduced in this work are given in
the first line. The lower lines show characteristics of the
NGFP obtained from the gauge-fixed Einstein-Hilbert trunca-
tion [10, 22, 23, 25, 126] and the conformally reduced Einstein-
Hilbert (CREH) truncation [44] for comparison.
by the transverse-traceless and trace-sectors of the flow equation while
the gauge-fixing and ghost contributions play a minor role only.
In addition to studying the characteristic features of the NGFP ap-
pearing in the linearized geometric approximation, we also construct
the phase diagram obtained from integrating the flow (5.58). The flow
is shown in Fig. 5.1. For gk > 0 it is governed by the interplay between
the NGFP, governing the UV-behavior of the theory, and GFP controlling
its IR-regime. The phase diagram qualitatively displays all the features
encountered in previous RG studies based on the Einstein-Hilbert trun-
cation [23]. The qualitative match of the fixed point characteristics and
phase diagrams provides a strong indication that our new flow equa-
tion based on gauge-invariant fields (5.21) indeed captures all essential
features of the gravitational RG flow even in the case where the linear
geometric approximation (5.30) is invoked. In particular, the results are
significantly closer to the gauge-fixed computations than the one taking
into account the contribution of the conformal factor only (CREH).
5.3 The f (R) truncation
After having completed the analysis of the RG flows obtained from the
Einstein-Hilbert truncation in the linear-geometric approximation, we
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Figure 5.1: The flow of the dimensionless cosmological constant λk and
Newton’s coupling gk. The arrows point towards the IR, i.e.
decreasing values of k. The phase diagram is in complete
agreement with the those previously obtained from the met-
ric Einstein-Hilbert truncation [10, 22, 23, 25, 126]
shall now derive the partial differential equation (PDE) governing the
RG flow of f (R)-gravity. The essentially new ingredient in the derivation
is the inclusion of non-trivial endomorphisms in the regulator.
The f (R)-truncation approximates the effective average action by




g fk(R) . (5.69)





only and does not include gauge-fixing and ghost-terms.
This ansatz generalizes the truncation (5.46) by including infinitely many
scale-dependent couplings and thus captures significantly more infor-
mation about Asymptotic Safety, for instance concerning the predictive
power of the construction.
The construction of the PDE governing the scale-dependence of fk(R)
parallels the computation of the beta functions for the Einstein-Hilbert
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truncation. Substituting the ansatz (5.69) into the geometric flow equa-






g¯ ∂t fk(R¯) . (5.70)
This implies in particular that it suffices to project the exact RG flow
on the subspace spanned functions of the scalar background curvature
R¯ . Therefore, we will restrict ourselves to maximally symmetric back-
grounds. In this case the curvature of the background is completely










g¯µν R¯ , D¯µR¯ = 0 .
(5.71)
Two very important examples are the d-sphere Sd ∼= O(d + 1)/O(d)
with positive scalar curvature R¯ > 0 and the hyperbolic space Hd ∼=
SO(1, d)/SO(d) with negative scalar curvature R¯ < 0. Therefore, f (R)-
type truncations are suitable for studying spaces with different topolo-
gies. For the remainder of this section we focus on the d-sphere with
positive curvature R¯.
As before, we expand the ansatz (5.69) to second order in the fluctua-
tion fields.
Γgrav[g(h; g¯)] = Γgrav[g¯] +O(h¯) + Γquadk [h, g¯] +O(h3) . (5.72)



















where the prime denotes a derivation with respect to the scalar curva-
ture, i.e. f ′k(R) =
∂ fk(R)
∂R . Above we have used that on maximally sym-
metric backgrounds the scalar curvature is covariantly constant implying
D¯µ fk(R¯) = 0. When projecting onto the horizontal subspace (5.30),
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Here we omitted the k- and R¯-dependences of fk(R¯) for notational clar-
ity. In the second line we introduced the abbreviation ∆n ≡ ∆ − nR¯d−1 .
This expansion agrees with [30, 31].
The next step consists in constructing the regulator Rk. Here we gen-
eralize the computation of the last section by allowing for a non-trivial
spin-dependent endomorphism E(s) in the coarse-graining operator:
 ≡ −D¯2 + E(s) . (5.76)
For practical reasons, we assume that E(s) is covariantly constant with
respect to D¯µ. Including E(s) brings the advantage that one can shift the
value k0 where all fluctuation fields are integrated out. In particular the
choice
E(0) = E(2) + 2d−1 R¯ (5.77)
entails that the fluctuations in the scalar (s = 0) sector and transverse-
traceless (s = 2) sector coming with the lowest eigenvalues are in-
tegrated out at the same value k0. Regulators that obey the relation
(5.77) thus satisfy the condition of equal lowest eigenvalues (ELE). Sub-
sequently, we define the regulator Rk by the replacement rule
 7→ Pk() ≡ + Rk() , (5.78)
where Rk() is the regulator function satisfying (3.21). This implicit
definition entails the regulator
Rk = diag
[





























5.3 The f (R) truncation 89








with the transverse-traceless and scalar trace given by





























In the scalar trace we have used the abbreviation P(n)k ≡ Pk − nR¯d−1 − E0.
For vanishing endomorphisms these traces coincide with the transverse-
traceless and scalar sectors of the flow equations in the f (R)-truncation
derived in [30, 31]. The crucial difference to these works is the inclu-
sion of an arbitrary endomorphism in the regulator (Type II cutoff) and
the absence of the auxiliary sector, capturing the Jacobians from the
transverse-traceless decomposition of the metric fields.
Polynomial f (R) gravity
Before investigating the full flow of the function fk(R) we restrict our-
selves to the subspace of polynomial expansions in d = 4 spacetime
dimensions. This allows for the usage of local heat-kernel expansions as
we will see in the following. The operator traces (5.82) depend on the










Here W˜ denotes the inverse Laplace transform of W and we have used
that the endomorphism E(s) is covariantly constant in order to extract it
from the operator trace. The factor TE(s) ≡ e−σE(s) represents the trans-
lation operator on Laplace space. It acts on functions by a shift of their
argument Ta f (x) = f (x + a). Combining this feature with the early-
time expansion of the heat-kernel on the sphere (B.18), the trace can be
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The coefficients b(s)n in this expansion can be obtained by summing the
eigenvalues of the Laplace-operator on the sphere and are listed in Table
B.2 of Appendix B. For d = 4 the index of the Q-functionals is integer.
In this case the Qm are related to the function W via eq. (B.15).
The last missing ingredient in writing down the PDE governing the
scale-dependence of fk(R) is the specification of the regulator Rk. Fol-
lowing the previous section, we will again adopt the optimized cutoff
(5.64). This choice has the advantage that only a finite number of terms
in the expansion (5.84) actually contribute to the RG flow [29–31]. This
can be seen as follows. For the specific choice of regulator, the arguments




2 + B(z + E(s)) + C
]
θ(k2 − Es − z) . (5.85)
The coefficients A, B and C depend on the scalar curvature and are
independent of z. For negative index, the Q-functionals are given by
derivatives of this function, evaluated at z = 0. Owed to the polynomial
form, only the first two derivatives are contributing to the flow; deriva-
tives acting on θ(k2 − E(s) − z) produce (derivatives of) δ-distributions,
δ(m)(k2 − E(s)), which are outside the truncation subspace. Thus the




, n ≥ −2, only.
At this stage, we have all ingredients to explicitly compute the two
traces (5.82). In order to write the result in a compact form, we specify
the endomorphisms as
E(2) = αR¯ , E(0) = βR¯ . (5.86)
On a maximally symmetric background there is no loss of generality for






c1 f ′ + c2 k2 f ′′ + c3 f˙ ′ + c4 k2 f˙ ′′







c˜1 f ′ + c˜2 f˙ ′
(3k2 − (3α+ 1)R¯) f ′ + 3 f .
(5.87)
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The coefficients are conveniently expressed in terms of the dimension-
less curvature r ≡ R¯k−2 and read




c2 = 18− 54βr + 3240β
2−91
60 r
2 − 3240β3−273β+29180 r3 ,





2 − 45360β3−22680β2+3654β−18590720 r3 ,
c4 = 94 − 9 β r + 3240β
2−91
240 r







c˜1 = 15− (30α+ 5) r + 1080α2+360α−172 r2,
c˜2 = 52 − 30α+54 r + 1080α
2+360α−1
144 r
2 − 45360α3+22680α2−126α−31118144 r3 .
(5.89)
The PDE governing the scale-dependence of fk(R) is then obtained
by substituting eqs. (5.70) and (5.87) into (5.52). It is most conveniently
expressed in terms of the dimensionless quantities





In terms of these, the flow becomes
32pi2
(
ϕ˙+ 4ϕ− 2rϕ′) = (c˜1 + 2c˜2) ϕ′ + c˜2 (ϕ˙′ − 2rϕ′′)
(3− (3α+ 1)r) ϕ′ + 3 ϕ
+
d1 ϕ′ + d2 ϕ′′ + c3 ϕ˙′ + c4 (ϕ˙′′ − 2rϕ′′′)
(3− (3β+ 1)r)2 ϕ′′ + (3− (3β+ 2)r) ϕ′ + 2ϕ ,
(5.91)
with d1 = c1 + 2c3 and d2 = c2 − 2rc3. Again, it is implicitly understood
that ϕ ≡ ϕk(r) and primes denote derivatives with respect to r while
the dots are derivatives with respect to the renormalization group time
t = ln(k). The polynomials ci and c˜i are given in eqs. (5.88) and (5.89),
respectively. Since the flow equation has been derived on a spherical
background with R¯ > 0, it is valid for r ≥ 0. Eq. (5.91) governs the
scale-dependence of the dimensionless function ϕk(r) and constitutes
the central result of this section.
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Properties of the RG flow
We now proceed with analyzing the properties of the PDE (5.91) by
projecting the PDE onto the subspace spanned by polynomials of the
curvature scalar and explore the resulting fixed point structure. In this
way, we identify the NGFP generalizing the Einstein-Hilbert analysis (cf.
Tab. 5.1). The properties of the NGFP depend on the endomorphisms
introduced in the regularization procedure. This dependence is studied
in detail and minimized following the principle of minimum sensitivity
(PMS), “optimizing” the value of the critical exponents found within a
given truncation.
In order to get a more profound picture of the fixed point structure
entailed by the PDE (5.91), we resort to a polynomial ansatz for ϕk(r),











Here gm are the k-dependent running couplings and βgm ≡ ∂tgm denotes
their beta functions. Substituting (5.92) into (5.91) and expanding the
result in powers of r up to order N yields a system of N + 1 algebraic
equations which can be solved for the beta functions
βgm = βgm({gj}, α, β) . (5.93)
The beta functions depend on the couplings gm and, owed to the inclu-
sion of the endomorphisms in the regulators, have a parametric depen-
dence on α, β. At a fixed point of the RG flow g∗m, the beta functions
(5.93) vanish. Owing to the parametric dependence on α, β the position
of such a fixed point g∗m(α, β) and its stability coefficients θm(α, β) (de-
fined as minus the eigenvalues of the stability matrix (5.67)) depend on
the endomorphisms.
We now extend our analysis of the NGFP identified in Sect. 5.2 to
the polynomial truncations (5.92). This extension has to be carried out
with care, since new, unphysical fixed points appear, when increasing
the order N of the expansion. Thus, it is necessary to identify the correct
NGFP at low order (N = 1) and increase the dimension of the truncation
step by step. By comparing the values of the fixed points at the order N
with those determined at the previous order N− 1, it is possible to trace
the NGFP through the system (5.92).
In order to make contact with previous works and the Einstein-Hilbert
truncation of Sect. 5.2, we first study the system (5.93) for vanishing
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2 0.0105 −0.0225 0.0025
3 0.0105 −0.0242 0.0022 −0.0086
4 0.0102 −0.0246 0.0020 −0.0095 −0.0085
5 0.0102 −0.0247 0.0020 −0.0083 −0.0083 −0.0053
6 0.0102 −0.0247 0.0020 −0.0083 −0.0082 −0.0053 −0.0002
1 0.0110 −0.0248
2 0.0116 −0.0235 0.0026
3 0.0112 −0.0237 0.0024 −0.0145
4 0.0111 −0.0238 0.0024 −0.0146 −0.0073
5 0.0111 −0.0237 0.0024 −0.0141 −0.0068 −0.0046
6 0.0111 −0.0237 0.0024 −0.0141 −0.0070 −0.0048 0.0013
1 0.0170 −0.0250
2 0.0117 −0.0237 0.0026
3 0.0110 −0.0238 0.0023 −0.0121
4 0.0108 −0.0240 0.0023 −0.0125 −0.0077
5 0.0108 −0.0240 0.0023 −0.0119 −0.0074 −0.0046
6 0.0108 −0.0240 0.0023 −0.0119 −0.0078 −0.0047 0.0016
Table 5.2: Position of the NGFP in the polynomial expansion for the
equation with α = 0 and β = 0 (upper box), the equal low-
est eigenvalue condition with β = 1/6, α = −1/2 (middle
box), and for the choice of endomorphisms (5.95) favored by
the principle of minimum sensitivity (lower box).
endomorphisms (α = β = 0). The position of the NGFP for the orders
N = 1 to N = 6 are summarized in the first block of Tab. 5.2. Notably,
the NGFP exists for all values N and its position converges rapidly when
increasing the size of the truncation N. The critical exponents of the
NGFP obtained by evaluating (5.67) are given in the first block Tab. 5.3.
Again we observe a rapid convergence of the critical exponents with
increasing value N.
Moreover, extending the system beyond N > 2 does not give rise to
further relevant deformations, characterized by Reθ > 0: the number
of relevant deformations stabilizes at three. This is a strong indication
that classical power counting still constitutes a good ordering principle
for the relevance of operators at the NGFP. Operators which are power-
counting irrelevant at the classical level do not correspond to relevant
deformations at the NGFP. All these findings are in complete agreement
with earlier studies based on non-geometric flow equations [30, 31]. It
is quite remarkable, however, that for N = 2 the critical exponent θ2 is
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N θ0 θ1 θ2 θ3 θ4 θ5 θ7
1 2.93± 2.97i
2 2.69± 4.61i 8.72
3 3.24± 3.10i 1.79 −8.09
4 3.43± 3.14i 1.53 −6.45± 2.92i
5 3.41± 3.33i 1.55 −4.03± 8.12i −5.03
6 3.08± 3.17i 1.52 −2.78± 11.21i −4.86 −10.84
1 3.06± 3.73i
2 3.01± 6.87i 4.86
3 3.42± 4.07i 1.71 −10.08
4 3.68± 4.22i 1.66 −9.60± 3.13i
5 3.59± 4.30i 1.68 −6.36± 14.43i −5.70
6 3.51± 4.25i 1.80 −3.76± 16.33i −5.61 −13.73
1 3.00± 3.42i
2 2.47± 5.93i 4.74
3 3.35± 3.73i 1.67 −9.42
4 3.59± 3.83i 1.61 −7.50± 4.10i
5 3.54± 3.96i 1.63 −4.58± 10.95i −5.78
6 3.40± 3.90i 1.61 −2.40± 11.85i −5.67 −12.14
Table 5.3: Stability coefficients associated with the NGFP identified in
Tab. 5.2 with α = 0 and β = 0 (upper box), the equal lowest
eigenvalue condition with β = 1/6, α = −1/2 (middle box),
and for the choice of endomorphisms (5.95) favored by the
principle of minimum sensitivity (lower box).
much closer to the values found for N > 2, indicating that the geometric
flows studied here are less sensitive to such outliers.
Based on the confidence obtained from the flow equation with α =
β = 0, we now carry out a systematic analysis on the influence of the
endomorphisms. Since α and β have been introduced via the cutoff func-
tions, the variation of these parameters corresponds to a change in the
regularization procedure. Naturally, potential observables should not
depend too strongly on the regularization scheme. Therefore the depen-
dence of the beta functions on α and β may be exploited to optimize
the value of the critical exponents obtained within a given truncation by
minimizing their dependence on α and β. This logic follows the princi-
ple of minimal sensitivity (PMS).
In practice, we implement this PMS as follows. First we choose the set
of observables whose regulator-dependence should be minimized. We
pick the real part of the relevant stability coefficients, Reθ1 and θ2 as well
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Figure 5.2: Stability coefficients Re θ1, θ2 and τ∗ as a function of the
endomorphisms α and β along the line of equal lowest eigen-
values α = β− 23 .
as the “universal product” [22]





Subsequently, we expand ϕk(r) to the order N = 3 and compute these
quantities as functions of α and β. In the first analysis we confine our-
selves to a one dimensional subspace of regulators obeying the condition
of equal lowest eigenvalues (5.77) by setting α = β − 23 . The values of
Re θ1, θ2 and τ∗ along this line are displayed in Fig. 5.2. While Re θ1 and
τ∗ show a monotonic behavior, θ2(β) shows a minimum at
β ≈ 0.332683 , α ≈ −0.333984 . (5.95)
The value of τ∗ decreases mildly with growing β. The range of val-
ues 0.175 ≥ τ∗ ≥ 0.2 found in the linear-geometric case is similar to
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those values for τ∗ found within previous non-geometric studies [22,31],
adding further confidence to the linear-geometric approximation.
Now that we have identified a preferred choice for the endomor-
phisms, we repeat our fixed point study for the distinguished choice
(5.95). The position of the NGFP g∗m and its critical exponents θm are
shown in the lower boxes of Tab. 5.2 and Tab. 5.3, respectively. Compar-
ing the upper and lower parts of the tables establishes that the NGFP
and its properties display a weak dependence on the endomorphisms
only: the optimized values differ very little from the α = β = 0 case.
Thus the polynomial f (R)-computation shows a strong robustness with
respect to varying the regulator functions. The PMS choice (5.95) signif-
icantly reduces the deviation of the outlier θ2 found for N = 2 (reported
to be 8.4 ≤ θ2 ≤ 28.8 in [27]), however. The value favored by the PMS
condition is only one fifth of the one found in non-geometric computa-
tions [30, 31].
This analysis indicates that the Type I regularization procedure cor-
responding to vanishing endomorphisms (α = β = 0), is actually not
favored by PMS: including a non-trivial endomorphism reduces the de-
pendence of observables on the regulator and improves the convergence
properties of the polynomial truncations.
To sum up, both the Einstein-Hilbert truncation (5.46) as well as the
polynomial f (R)-truncation (5.69) confirm that the flow equation (5.21)
driven by physical fields only is capable of capturing all essential prop-
erties of the gravitational RG flow. Most importantly, it reproduces the
NGFP and the number of relevant directions of QEG [10, 23].
6 Fixed Functions: a primer
In Chap. 5 we derived a partial differential equation (PDE) governing
the scale dependence of the function fk(R). In this setting fixed points
generalize to fixed functions which are solutions of an ordinary differ-
ential equation (ODE) obtained by setting to zero all t-derivatives in the
PDE. Typically, fixed functions are required to be globally well-defined
and regular in the domain of definition.
In this chapter we begin with classifying the different types of singu-
larities occurring in solutions of ODEs. Subsequently, we illustrate the
techniques used in Chap. 7 by applying them to a simple, completely
tractable example. It is shown how the space of solutions is reduced by
requiring regular solutions.
Classification of singular points
Here we classify the singular points of a solution of an ODE following
[127]. Therefore, let us consider a n-th order ODE,
y(n)(x) = F(y(n−1), . . . , y, x) , (6.1)
for the scalar function y(x). The r.h.s. is assumed to be sufficiently regu-
lar, but it may contain singular points. Locally, the existence of a solution
of (6.1) is ensured by the existence and uniqueness theorem. Given the
initial data y(x0) = y0, . . . y(n−1)(x0) = yn−1 the general solution is char-
acterized by n independent initial values y0, . . . , yn−1 and is defined in
a neighborhood of x0. However, the general solution not necessarily ex-
tends to the whole domain of definition, even if the ODE is well defined
everywhere. Instead it may terminates at a singular point xsing.
We classify two different types of singularities: A singular point xsing
is called movable singularity if it depends on the initial data. Otherwise
it is a fixed singularity. Here we illustrate three different types of ODEs
admitting singular points:
a) Fixed poles
Fixed singularities located at the poles xi occur whenever the r.h.s.
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of an ODE exhibits a pole structure of the form
y(n)(x) =
N(y(n−1), . . . , y, x)
(x− x0) . . . (x− xk) . (6.2)
b) Differential constraint
Movable singularities can arise, if there is an additional differential
constraint in the denominator
y(n)(x) =
N(y(n−1), . . . , y, x)
(x− x0) . . . (x− xk)D(y(n−1), . . . , y, x)
. (6.3)
The r.h.s. of the ODE becomes singular whenever a solution y(x)
satisfies D(y(n−1), . . . , y, x) = 0 in the limit x → xsing.
c) Landau singularities
Landau singularities cannot immediately be read off from the r.h.s.
of the ODE: they are of a purely dynamical origin. Famous exam-






For α ≥ 2 there exists a finite scale x = ΛLandau where y diverges,
even though the r.h.s. is smooth for all x > 0.
Especially fixed singularities are useful to reduce the set of solutions. A
solution is regular at a fixed singularity if, despite of the pole, the r.h.s.
of the ODE remains finite. This means that when the r.h.s. is expanded
in a Laurent series at the pole xsing
y(n)(x) =






the principal part e(y(n−1)(xsing), . . . , y(xsing), xsing) = 0 has to vanish.
Technically, seeking for a regular solution translates into adding a fur-
ther constraint to the boundary value problem.
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Toy model
In this section we demonstrate how the presence of a fixed singularity
reduces the space of solutions. For this purpose, we apply the techniques
used in Chap. 7 to a simple toy model. Let us consider the second order
ODE
y′′(x) = − y(x)
x− 1 , y(0) = y0 , y
′(0) = y1 , (6.6)
on the interval x ∈ [0,∞[. Locally, at x = 0, the equation admits a
two-parameter family of solutions which we parameterize by (y0, y1).
Inspecting the r.h.s. of eq. (6.6) one easily sees that the denominator
has a root at xsing = 1 which constitutes a fixed singularity. A solution
with generic initial conditions (y0, y1) imposed at x = 0 will have a
diverging second derivative at xsing. A necessary condition for regularity




= 0 , (6.7)
i.e. , a globally well-defined solution y(x) has at least a simple root at
xsing. Thus it is expected that not all solutions can be extended to global
solutions which are well-defined on the entire positive half-axis. The
fixed singularity provides a non-trivial boundary condition which puts
additional constraints on the parameters (y0, y1) characterizing the local
solutions. We now discuss various techniques which allow to analyze
this constraint.
The exact analytic solution
The linear ODE (6.6) is still simple enough so that its general solution












Evaluating the solution in the limit x → 1−, the term containing I1 van-
ishes while the K1 term remains finite. Thus the condition (6.7) implies
c2 = 0. Indeed one can explicitly verify that only solutions with c2 = 0
remain real on x ∈ [0,∞[: if c2 6= 0 the K1-term introduces a non-zero
imaginary part if x > 1. This property is illustrated in the left diagram of
Fig. 6.1. The regularity property (6.7) is thus a sufficient condition for the
existence of a global real-valued solution in the positive real half-axis.
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Figure 6.1: Illustration of a one-parameter family of solutions (6.8) given
by c1 = 1 and various values of c2 (left diagram). The so-
lution c2 = 0 can be extended beyond the fixed singularity
xsing = 1. For c2 6= 0 the solutions terminate at the fixed
singularity. The right diagram shows the values (y0, y1) sat-
isfying the condition (6.7). The bold blue line is obtained
from the exact solution, the red squares indicate the results
from the numerical shooting method, and the green line ap-
proximates the exact solution by a polynomial with N = 12.
Expanding (6.8) in a Taylor-series at x = 0 up to linear order gives the
relation between the integration constants ci to the parameters (y0, y1)
y0 = c1 I1(2) + c2 K1(2) , y1 = −c1 (I1(2) + I2(2))− c2 (K1(2)− K2(2)) .
(6.9)
Imposing the condition for a regular, global solution, c2 = 0 and elimi-
nating c1 from the system (6.9) shows that the global solutions are given







≈ −1.433 y0 . (6.10)
This line is displayed as the bold blue line in the right panel of Fig. 6.1.
Thus the requirement of global existence together with the presence of
a fixed singularity reduces the number of free parameters by one.
Polynomial expansion at x = 0
Concerning the ODE describing fixed functions in quantum gravity, it is
not likely that exact, analytic solutions can be found. Thus other tech-
niques to derive the condition for a global solution (6.10) are required.
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yn xn . (6.11)
Substituting this ansatz into (6.6) and matching the coefficients multi-
plying powers of x up to xN−2 yields N − 1 equations relating the coef-
ficients yn:
y2 = 12 y0










This system can be used in two ways. Firstly, it can be complemented








yn = 0 . (6.13)
Combining eqs. (6.12) and (6.13) then shows that this completion scheme
only leads to the trivial solution yn = 0, ∀ n ∈ 0, . . . , N.
Alternatively, one can follow the strategy of fixing free coefficients
by demanding the global existence of the solution. For this case, it is






n(n− 1) yn−2 , n ≥ 2 (6.14)
from which the yn can be determined as functions of the parameters
y0, y1 in a recursive manner. Fixing N = 12 and evaluating the regu-
larity condition (6.7) for the polynomial (6.11) then yields the regularity
condition
y1 = −1004933203701216922 y0 ≈ −1.433 y0 . (6.15)
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This condition is illustrated by the thin green line in the right panel of
Fig. 6.1 and is essentially identical to (6.10). Notably, fixing all boundary
conditions at x = 0 (first strategy) or demanding the existence of a glob-
ally well-defined solution (second strategy) does not necessarily lead to
the same result.
Numerical shooting method
The numerical shooting method approximates the space of initial con-
ditions spanned by y0, y1 by a lattice with a suitable lattice spacing. For
illustrative purposes we use ∆yi = 0.1, corresponding to 4941 pairs of
initial conditions on the (y0, y1)-plane shown in Fig. 6.1. At these lat-
tice points, the ODE (6.6) is then solved numerically on the interval
x ∈ [0, xsing − ε] employing a standard ODE-solver. Practically, we chose
ε = 10−3.
The numerical solutions provide a map
(y0, y1) 7→ e(x; y0, y1)|x=xsing−ε . (6.16)
The regularity condition (6.7) corresponds to e(xsing − ε, y0, y1) = 0 and
defines a submersion on the space of initial conditions (y0, y1). Tech-
nically, this condition is implemented by looking for sign changes in
e(y0, y1) along the strips of constant y0. The resulting (interpolated)
values for y1 indicating a zero of (6.16) are given by the red squares dis-
played in the right panel of Fig. 6.1. Fitting a linear function to the data
points yields
y1 ≈ −1.434 y0 . (6.17)
This matches the exact result (6.10) with three digit precision. Thus
all three methods, exact solutions, polynomial approximations and the
numerical shooting method are suitable to quantitatively analyze the
constraints implied by the existence of a global solution on the free pa-
rameters of the ODE.
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7.1 Fixed functions in three dimensional f (R): A
case study
As a case study we consider a somewhat simpler system, the flow of
fk(R) in conformally reduced gravity in d = 3 spacetime dimensions.
In the context of the FRGE, conformally reduced flow equations have
been studied previously in [44–48]. There it has been established that
restricting the quantum fluctuations to the conformal sector suffices to
maintain the key features of the Asymptotic Safety scenario, namely the
NGFP of the theory’s RG flow.1 Moreover, working in d = 3 consider-
ably simplifies the spectral sum of the Laplacians, so that traces of the
form Tr[e−s∆] can be evaluated exactly. As it turns out, the “toy model”
emerging from this setting has all the key features of the PDE govern-
ing the scale-dependence of fk(R) in full QEG (third order derivatives,
non-linearity, fixed and movable singularities), while still being simple
enough that the combination of analytic and numerical methods allows
the explicit construction of the corresponding fixed functions and their
1We expect that the conformal approximation in d = 3 works even better than in d = 4
dimensions, since f (R)-gravity in the former case contains a single on-shell scalar
degree of freedom, which is readily captured by this approximation.
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relevant deformations. In this sense, our analysis may be seen as an
illustrative showcase, providing a comprehensive overview of mecha-
nisms and structures expected in the (physically more interesting) case
of f (R)-gravity in four dimensions.
Within the conformally reduced approximation, we derive an exact
partial differential equation governing the RG-scale dependence of the
function f (R). This equation is shown to possess two isolated and
one continuous one-parameter family of scale-independent, regular so-
lutions which constitute the natural generalization of RG fixed points
to the realm of infinite-dimensional theory spaces. All solutions are
bounded from below and give rise to positive definite kinetic terms.
Moreover, they admit either one or two UV-relevant deformations, in-
dicating that the corresponding UV-critical hypersurfaces remain finite
dimensional despite the inclusion of an infinite number of coupling con-
stants. The impact of our findings on the gravitational Asymptotic Safety
program and its connection to new massive gravity is briefly discussed.
Evaluating the operator traces
In the conformally reduced setup fluctuations are projected onto the
conformal mode












Tr W (∆), (7.2)
where we have rewritten the trace in terms of the function W, which
reads Tr W = TrNA−1 and
N =∂t
[(




+ 2(d− 1) ((d− 2) f ′k − 4R¯ f ′′k ) Rk)] ,
(7.3a)
A = [4(d− 1)2 f ′′k P2k + 2(d− 1) ((d− 2) f ′k − 4R¯ f ′′k ) Pk




In this section all endomorphisms are set to zero E(2) = E(0) = 0. It
is easy to show that (7.2) coincides with the flow equation for f (R)-
gravity derived in [30] in the limit in which the physical scalar is the
only dynamical mode of the gravitational fluctuations.
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gkP2k + g˜kPk + wk
, (7.4)
with coefficients
gk = 16 f ′′k ,
g˜k = 4 f ′k − 16 f ′′k R¯,
wk = 4R¯2 f ′′k − 4R¯ f ′k + 3 fk .
(7.5)
The final step to evaluate the flow equation for the function fk(R) is to
perform the functional trace of the function W of the operator ∆ appear-
ing on the r.h.s. of (7.2). There are in principle different strategies to
approach this task. We briefly outline two of them that give different
results, but only because they ultimately correspond to different defini-
tions of how a functional trace should be computed.
The straightforward possibility is to compute the trace directly by
defining it as the spectral sum
Tr W(∆) =∑
n
W (λn) , (7.6)
where {λn} are the eigenvalues of the Laplace operator ∆ on the sphere.
This has been done in [79] applied to the case of four spacetime di-
mensions (four-sphere). However this procedure has its limitations. In
particular, if W is a distribution (instead of a smooth function), the final
result for the trace is a distribution as well and therefore it may lead to
a flow equation that has some behavior that is hard to interpret from a
physical point of view and may require further manipulation [79].
In this section, instead, we define the trace of any function (and dis-
tribution) of the Laplacian through the heat-kernel operator e−s∆. The




ds W˜(s)Tr e−s∆ (7.7)
via the inverse Laplace transform of the function itself defined by
W˜(s) = L−1 [W] (s) . (7.8)
2For a detailed discussion see App. B
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In contrast to the definition (7.6), it is important to realize that there is
no difficulty in principle to use the heat-kernel definition of the trace
when W is a distribution. In fact, any distribution can be seen as the
limit of a sequence of functions and therefore it is understood that the
inverse Laplace transform appearing in (7.7) is the limit of the inverse
Laplace transforms of the elements of the sequence. It will be evident in
the following that, in our applications, this limit tends to a well-defined
smooth function.
The heat-kernel operator e−s∆ occurring in the trace is a well-known
object in both mathematical and physical literature. Various techniques
have been developed to compute it, of which we cite only a few [64,
86, 115, 128]. A standard approach, aiming at computing the trace, is to
start with the asymptotic expansion (B.10) for the matrix elements of the
diagonal heat-kernel





where the an are known as DeWitt coefficients. If we restrict our at-
tention to a scalar theory on a sphere (Euclidean de Sitter space), the
asymptotic series (7.9) can be resummed up to non-analytic terms. This
is achieved by either using a covariant expansion of the DeWitt coeffi-
cients and performing the resummation [86], or by means of asymptotic
expansions of the Green function at coinciding points [129] from which
one can read off the expansion of the heat-kernel itself [86]. In d = 3 the
exact resummation of (7.9) is particularly simple [86]







6 Rs . (7.10)
We notice that the result (7.10) can also be obtained performing the spec-
tral sum (7.6) for the case W(z) = e−sz using the Euler-MacLaurin for-
mula for the summation of a series3. This observation implies that the
summation does not commute with the operation of inverse Laplace
transform, leading to a crucial difference between the definitions (7.6)
and (7.7). Whether one method is “better” than the other is debatable
since they are simply different definitions. However, the regularity prop-
erties inherent in definition (7.7) have the clear advantage of making the
functional trace (7.2) more regular as a function of the cutoff and there-
fore less scheme dependent.
3We are grateful to R. Percacci for pointing this out.
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Evaluating the trace in (7.2), using the inverse Laplace transform to-



















where Wˆ(x) ≡ W (x− R6 ). Moreover Qn denotes the general Mellin-









dz zn−1W(z) , (7.12)
where the second equality is true only for n ≥ 0. The proof of (7.11)
uses the fact that e−sα represents the translation operator in the Laplace
representation of the space of functions. In fact, it is easy to prove that
Qn [W(z + α)] =
∫ ∞
0
ds s−nW˜(s)e−sα , (7.13)
where the notation means that the Mellin-transform is performed with
respect to the argument z, instead of the full argument of W.
In our particular case we use the definition (7.12) for the case n = 32 to



















We stress that up to now the derivation did not rely on any specific
property of the profile function Rk.
Cutoff and threshold functions
Up to now, the profile function Rk of the cutoff-operator was kept un-
specified. It is convenient to choose it to be the so-called optimized
cutoff function, which is the distribution
Rk(z) =
(
k2 − z) θ (k2 − z) , z = ∆ , (7.15)
that was originally developed with the purpose of optimizing the con-
vergence of the RG-flow [125]. Owing to its technical simplicity, this
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choice allows many explicit exact computations in the context of func-
tional RG and, in particular, of integrals like (7.14). These integrals are
often called “threshold functions” since they possess a threshold-like
structure in the form of a non-trivial denominator. It is useful to com-
pute the scale derivative of Rk and the function Pk already at this stage
∂tRk(z) = 2k2θ
(
k2 − z) ,
Pk = z + Rk = k2θ
(
k2 − z)+ z θ (z− k2) . (7.16)
Due to the presence of the theta functions, the domain of integration
inside (7.14) reduces to [0, k2 − c], with c = −R/6. In the particular case
of the three-sphere R ≥ 0 and therefore the domain [0, k2 − c] is always
non-empty. Using W as defined in (7.4), we obtain
Q 3
2








u˜kz2 + v˜kz + w˜k
gkk4 + g˜kk2 + wk
, (7.17)
with coefficients given in (7.5) and
u˜k = −g˙k,
v˜k = −2g˙kc− ˙˜gk,
w˜k = g˙kk4 − g˙kc2 + 4k4gk + ˙˜gk(k2 − c) + 2k2 g˜k .
(7.18)
For the optimized cutoff (7.15) the z-integration can be carried out ana-
lytically. We denote the basic integrals with a notation similar to (7.12),
but take into account that the z-integration is now bounded to the upper
limit k2 − c










Concretely, these integrals are needed in the cases n = 32 and m = 0, 1, 2.
Flow equation
At this stage we have all the ingredients to write down the full flow





g¯ f˙k , (7.20)
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where the dot will always denote the derivative w.r.t. the RG time t =
log (k/k0). Combining our previous results for the functional trace (7.17)


































[z] + w˜kQ˜ 3
2
[1]
ukk4 + vkk2 + wk
.
(7.21)
Equating (7.20) and (7.21), making use of the explicit form of the inte-





α1 f ′k + α2 f
′′
k + α3 f˙
′








3 fk + 4
(
(k2 − R) f ′k + (−2k2 + R)2 f ′′k
)) (7.22)
with





α3 = 21(6k2 + R) , α4 =720k4 − 432k2R− 92R2 .
(7.23)
This is the desired partial differential equation governing the scale de-
pendence of fk.
For the purpose of analyzing the flow, we express R and fk(R) in terms
of dimensionless quantities. Therefore we introduce the dimensionless
analogs of R and fk(R)
R ≡ k2r , fk(R) ≡ k3ϕk(R/k2) . (7.24)
The derivatives of fk and ϕk are related by
f ′k = kϕ
′
k , f˙k = k
3 (ϕ˙k + 3ϕk − 2rϕ′k) ,










f˙ ′′k = k
−1 (ϕ˙′′k − ϕ′′k − 2rϕ′′′k ) .
(7.25)
We can now use (7.24) and (7.25) in (7.22) to write down the complete
flow equation in terms of dimensionless quantities








2 c1ϕ′k + c2ϕ
′′






3ϕk + 4(1− r)ϕ′k + 4 (2− r)2 ϕ′′k
,
(7.26)
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(6+ r) , c4 =
4
945
(6+ r) (30− 23r) .
(7.27)
Eq. (7.26) constitutes the central result of this section. It will be the
starting point for our search for fixed functions of our functional RG
system.
Constructing the fixed functions of the RG-flow
We now carry out a systematic search for fixed functions of the gravi-
tational RG-flow, which arise as regular, scale-independent solutions of
eq. (7.26). These solutions generalize the fixed points, found on finite
dimensional truncations of theory space, to the infinite-dimensional the-
ory space of f (R)-gravity.
General structure of the fixed function equation
Imposing k-independence of the solution, eq. (7.26) reduces to a non-
linear ordinary differential equation of third order




)3/2 c1 ϕ′ + c2 ϕ′′ − 2rc4ϕ′′′
4 (2− r)2 ϕ′′ + 4 (1− r) ϕ′ + 3ϕ , (7.28)
where, in a slight abuse of notation, ϕ ≡ ϕ(r). The non-linearity of this
equation makes it very difficult to find its solutions analytically. Thus we
resort to a combination of analytic and numerical methods to construct
its solutions.
In order that a solution constitutes a valid fixed function, we require
that it is regular on the entire positive real line r ∈ [0,∞[. In terms of
the dimensionful quantities, this condition reflects the requirement that
the fixed function exists for all values of k: keeping the dimensionful
curvature R of the background fixed, k ∈ [0,∞[ 7→ r = R/k2 ∈ ]∞, 0].
As we shall see in the following, this regularity condition puts severe
constraints on the initial data characterizing the solutions of (7.28).
We start our search by solving eq. (7.28) for ϕ′′′. Inserting c4 from eq.
(7.27), we obtain
ϕ′′′ =
945N (ϕ, ϕ′, ϕ′′, r)
8 (6+ r) (30− 23r) r , (7.29)




N lin − pi2 (1+ r/6)−3/2N quad
)
(7.30)
has been decomposed into parts linear and quadratic in ϕ and all its
derivatives
N lin ≡ c1ϕ′ + c2ϕ′′ ,
N quad ≡
(






The solutions of (7.29) are characterized by three initial conditions for
ϕ, ϕ′, ϕ′′ at an initial point rinit. This is most easily seen by expressing
the solution in a Taylor-series expansion around rinit. Substituting this
expansion into (7.28), the higher-derivative terms in this expansion are
fixed in terms of the three initial conditions entering the r.h.s.
Inspecting the r.h.s. of (7.29), we observe the appearance of “fixed
singularities”. The denominator vanishes at
r = 0 , r = ∞ , and r = rsing ≡ 3023 ≈ 1.30 . (7.32)
Expanding the solution at these singular points shows that the poles at
r = 0 and rsing are of first order while the pole at infinity is second order.
These fixed singularities motivate to divide the positive real line into two
regions
R0 : 0 ≤ r ≤ rsing , R∞ : rsing ≤ r < ∞ , (7.33)
and use the coordinate x ≡ r−1 on R∞. In addition to these fixed singu-
larities, the non-linear nature of (7.28) can give rise to solutions, termi-
nating in “movable singularities”. In this case, the solution terminates
at some r = rterm > 0 by developing a logarithmic singularity
ϕ(r) ∝ log |r− rterm| . (7.34)
This second type of singular behavior can easily be detected when con-
structing explicit solutions numerically. Based on this discussion of the
general structure, we now proceed by explicitly constructing the regular
solutions of (7.28) in the next subsections.
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The Gaußian fixed function
We start by constructing the “trivial” or Gaußian fixed function, which
generalizes the Gaußian fixed points (GFP) associated with the free or
Gaußian theory present on any theory space. This “trivial” solution of
the fixed function equation is obtained as follows. We first introduce a
coupling constant c, which controls the interactions of the theory. At the
level of the function ϕ(r) this coupling is introduced via the rescaling
ϕ[r(gµν)] 7→ 1c ϕ[r(gµν)]. (7.35)
Subsequently, we choose a fixed background g¯µν and express the metric
gµν through the metric fluctuation h¯µν around this background
gµν = g¯µν +
√
c h¯µν . (7.36)
Substituting this expression into the rescaled ϕ and expanding in h¯µν
the order quadratic in h¯µν, encoding the propagator of the theory, is
independent of c. Higher order terms, forming the interaction vertices,
are proportional to a positive power of
√
c. Thus, in the limit c → 0 the
action becomes quadratic in h¯µν, so that the corresponding path integral
is Gaußian.
When analyzing the limit c → 0 of the fixed function equation (7.28),
we exploit that its l.h.s. and r.h.s. are homogeneous of degree one and
zero under the rescaling (7.35), respectively. Hence, in the limit of van-
ishing c the r.h.s., which contains the trace-contribution of the Wetterich
equation, decouples and one obtains the fixed point equation
3ϕ− 2rϕ′ = 0 . (7.37)
This equation has the solution
ϕ∗(r) = 1c r
3/2, (7.38)
where c is a free integration constant that is also used to control the
strength of the interactions in the theory.
Owed to the decoupling of the quantum corrections, the result (7.38)
is easily generalized to space-times with dimension d. The numerical
coefficients in (7.37) just encode the canonical mass dimensions of the
space-time integral and Ricci-scalar, so that the general result can be
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obtained by substituting 3→ d in the first term. Thus the d-dimensional






where the expansion in the fluctuation field is understood to be given by
(7.36). For d = 4, this general result reduces to the Gaußian fixed point
solution found in [79]. Notably, the solutions (7.39) are distinguished
by the property that the dimensionful coupling constants multiplying
the Rd/2-term are powercounting marginal, i.e., of mass-dimension zero.
This is expected from the fact that, for the free theory at the Gaußian
fixed point, there are no quantum corrections that could lead to an
anomalous dimension of the operators. We stress that the limit c → 0 is
crucial for the action (7.39) to be quadratic in the fluctuations h¯µν. This
is analogous to the UV limit of QCD where the coupling constant con-
trolling the interaction strength vanishes logarithmically when the flow
approaches the GFP of the theory.
Non-Gaußian fixed functions
The remainder of this section is devoted to the search of non-trivial reg-
ular solutions of eq. (7.28). The analysis of the singularity structure
(7.32) showed that the fixed function equation possesses a double pole
at r = ∞, while the pole at r = 0 is of first order. We thus expect that
imposing the regularity condition at large r will fix two of the three ini-
tial conditions characterizing the solutions, while an analogous analysis
at small r may leave two parameters undetermined. Hence we will start
in the IR (r  1) and continue our analysis towards the UV (r  1).
Asymptotic solutions at large r
We start with fixing the asymptotic behavior of the fixed functions for
r → ∞. For this purpose, we make the ansatz
ϕ ' c rα (1+ u1 r−1 + . . .) , (7.40)
where the exponent α determines the asymptotic behavior of the solu-
tion, and the dots denote subleading terms. Substituting this ansatz into
(7.28), the asymptotic expansion for α > 3/2 yields




3/2 + . . . α > 3/2 . (7.41)
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Comparing powers of r, (7.41) establishes that for α > 3/2 the only solu-
tion of this equation is c = 0. This fixes the highest power of r that may
occur in (7.40) to α = 3/2. Setting α = 3/2, the expansion of the r.h.s.
of eq. (7.28) is non-trivial, since in this case the leading terms in the nu-
merator and denominator both vanish. As a consequence the coefficient





r3/2 + . . . α = 3/2 . (7.42)
Thus this case allows the construction of a non-trivial solution (c 6= 0)








+ . . .
)
as r → ∞ . (7.43)
Notably, the asymptotic behavior r3/2 reproduces the large R limit of the
one-loop effective action in three dimensions [86].
Next, we apply scaling techniques to study the asymptotic behavior of
solutions of eq. (7.26) and its one-loop approximation, which is obtained
by neglecting the k-dependence in the regulator and reads








2 ϕ′k + 4(2− r)ϕ′′k
3ϕk + 4(1− r)ϕ′k + 4 (2− r)2 ϕ′′k
.
(7.44)
Setting ϕ˙k = 0 yields the fixed point equation. We begin with rewriting
the fixed point equations in terms of the scaled variables
r˜ = rεβ , ϕ˜(r˜) = εαϕ(r˜ε−β) , for β > 0 . (7.45)
Working in the limit ε → 0, the asymptotic region r → ∞ is magnified
and shifted to an area where r˜ and ϕ˜(r˜) are both of order one.
Depending on the ratio of α and β one identifies different asymptotic
behaviors. In one case the quantum corrections decouple and the IR-
behavior is dominated by the classical l.h.s. of the equations, while in
another case the r.h.s. can become dominant. In both cases the equations
linearize giving rise to power-law solutions displayed in Tab. 7.1. Most
interestingly, there is also a regime where the classical and quantum
contributions balance, resulting in the asymptotics








3ϕ˜k − 4rϕ˜′k + 4r˜2 ϕ˜′′k
,











3ϕ˜k − 4rϕ˜′k + 4r˜2 ϕ˜′′k
,
(7.46)
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one-loop non-perturbative
classical ϕ∗(r) ∼ α1 r3/2 ϕ∗(r) ∼ α1 r3/2
balanced Eq. (7.47) Eq. (7.48)
quantum ϕ∗(r) ∼ α1 r5/4 + α3 ϕ∗(r) ∼ α1 r3/2 + α2 r113/92 + α3
Table 7.1: Asymptotic behavior of the fixed functions ϕ∗(r) of the one-
loop equation (7.44) and the non-perturbative equation (7.26)
in the limit r → ∞. For classical and quantum dominance the
equations linearize and admit power-law solutions.
which arise from the one-loop and non-perturbative PDEs, respectively.
Eqs. (7.46) encode the IR-behavior of our fixed functionals. Start-
ing from the one-loop approximation, the redefinition of the function




z (g(z) − 1), with r˜ = z, leads to
an equation of generalized homogeneous type, implying that the order
of the equation can actually be reduced by one. The transformation
x = g−1, y = zg−1g′, yields the reduced one-loop equation
x(y2 − y) yx = − 38 (1− x) + y3 − 2y2 + 14 y . (7.47)
The non-perturbative equation can also be recast into generalized ho-
mogeneous form. Performing a similar set of transformations as in the
one-loop case, reduces its order by one and yields
−x2yyxx =x2y2x + (a1 + 4y + a2xy)xyx + (1+ a2x)y2 + a2xy + a1y + a3 ,
(7.48)
where a1 = 163/92, a2 = 585/184, and a3 = 75/184. The balanced cases
(7.47) and (7.48) have no power-law solutions. Instead, a more general
asymptotic behavior has to be expected. We believe that the newly found
generalized homogeneous behavior is a rather generic feature appearing
in the IR-asymptotics of the fixed point equations. Since generalized
homogeneous equations are known to be effectively of one order less,
extra care is necessary when counting the free parameters of the solution
in the balanced case.
Numerical analysis
Together with the square-root appearing in the fixed function equation,
this asymptotic behavior motivates redefining
ϕ(r) = (1+ r/6)3/2 y(r) . (7.49)
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As it turns out, the prefactor in (7.49) captures the asymptotic behavior
of ϕ(r) for both small and large values of r. The profile function y(r)
then interpolates continuously between these two asymptotic regimes.
In order to proceed with the analysis, we adapt the differential equa-
tion for the profile function y(r) to the patch R∞ by changing variables
x = 1/r. The function v(x) ≡ y(1/x) then satisfies the non-linear third
order equation
v′′′ =
N˜ (v, v′, v′′, x)
240 x2 (1+ 6x)4 (x− xsing) . (7.50)
Here the prime denotes a derivative with respect to the argument x,
xsing = 1/rsing = 23/30, and the numerator is given by
N˜ =c˜0
(
18 (19− 558x) v− c˜0 c˜1 v′ + 2 x c˜20c˜2 v′′
)
− 3780pi2x (9v + c˜0v′) ((3− 78x) v− 2xc˜0c˜3v′ − 2xc˜20(1− 2x)2v′′) .
(7.51)
The coefficients c˜i are polynomials in x
c˜0 = 1+ 6x, c˜1 = 67− 1434x− 72360x2 + 103680x3,
c˜2 = 113+ 4302x− 6480x2, c˜3 = 21− 58x + 48x2.
(7.52)
As already anticipated, the denominator of (7.50) has a double zero at
x = 0. Insisting that the asymptotic behavior of the solution is given by
(7.49), this divergence fixes two of the three initial conditions character-
izing the solutions of the fixed function equation. For this purpose we
expand v(x) around x = 0
v(x) = c
(
1+ v1 x + v2 x2
)
+O(x3) . (7.53)
Substituting this ansatz into (7.50) and expanding the resulting equation
at x = 0 results in a Laurent series starting with x−2. Requiring that the
series coefficients of x−2 and x−1 vanish fixes the unknown coefficients











The parameter c remains undetermined at this stage. In the next subsec-
tion, this parameter will be constrained by demanding regularity of the
solutions at rsing and r = 0.
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Regularity at r = rsing
At this stage, we have restricted the set of candidate fixed functions
to a one-parameter family of functions v(x; c), depending on the initial
condition c implemented at x = 0. In the next step, we apply a numerical
shooting method to extend the asymptotic solutions (7.53) to the interval
x ∈ [0, xsing].
Owed to the first order pole in (7.50), we a priori expect that the solu-
tion for a generic value c will become singular at x = xsing. Expanding







an(c) (x− xsing)n , (7.55)
and substituting this ansatz into (7.50), the l.h.s. of the differential equa-
tion remains regular while the r.h.s. generically has a first order pole.
The cancellation of the residue then gives rise to an additional constraint
on the admissible fixed functions. The shooting method allows to phrase
this constraint in terms of the free parameter c, fixed at x = 0. Based on
these preliminary considerations, we expect that only a discrete set of
the candidate solutions is able to pass xsing without becoming singular,
thus limiting the allowed values of c to a discrete set.
In practice, we construct v(x; c) by numerically integrating (7.50) up
to xterm = xsing − ε.4 Varying c, this gives rise to a one-parameter family
of solutions v(x; c), defined on the interval x ∈ [0, xterm]. Substituting
these solutions into (7.51), we define
δ(c) ≡ lim
x→xsing
N˜ (v(x; c), v′(x; c), v′′(x; c); x) . (7.56)
The vanishing of the residue at x = xsing is implied by the zeros of δ(c).
In other words, solutions v(x; c), which are regular at xsing correspond
to critical values ccrit where δ(ccrit) = 0.
The function δ(c) constructed via this algorithm is shown in Fig. 7.1.
Here the sampling of δ(c) has been carried out in steps of ∆c = 10−4.
The figure displays three isolated zeros at
c1,crit = 3.90× 10−4 , c2,crit = 4.41× 10−2 , c3,crit = 0.255 , (7.57)
4For the numerical integration we apply standard algorithms such as the Runge-Kutta
method or the backward differentiation formula (BDF) method. The BDF method is
particularly convenient for stiff ODEs.
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Figure 7.1: The function δ(c), eq. (7.56). Zeros of δ(c) correspond to so-
lutions v(x; c) which pass through the singularity at r = rsing
and can be continued to the patch R0. For c > 0 there are
three isolated zeros located at c1,crit = 3.90× 10−4, c2,crit =
4.41× 10−2, and c3,crit = 0.255. In addition there is one con-
tinuous window when 0.648 ≤ c ≤ 2.668.
and a continuous window of zeros located in the interval
c−,crit ≤ c ≤ c+,crit , c−,crit = 0.648 , c+,crit = 2.668 . (7.58)
We also investigated the dependence of the critical values ci,crit on the
parameter ε and found that their position is stable, if ε is chosen suffi-
ciently small. When decreasing ε, the function δ(c) is becoming steeper
at the isolated critical points, while inside the window it is continuously
approaching zero.
While the existence of isolated solutions has already been anticipated
in the discussion above, the appearance of the continuous window (7.58)
is somewhat surprising. In this case, δ(c) = 0 acts as an attractor for an
entire interval of initial conditions. Since N˜ is built from v(x) and its
first and second derivatives, which balance at xsing the solutions v(x; c)
in this interval are physically different also when continued to R0, i.e.,
one does not “lose memory” by passing through this attractor.
At this stage, the following remarks are in order. We have also investi-
gated the behavior of δ(c) for negative c. In this regime (7.56) is positive
definite, implying that these solutions cannot be extended into the patch
R0. Moreover, by expanding (7.26) for small values c, which essentially
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corresponds to linearizing (7.50), the solutions v(x; c) can be found an-
alytically. Substituting the analytic expression into δ(c) one can show
that for c < c1,crit there is only the trivial zero c = 0. In this regime the
analytic and numerical studies match continuously, ensuring that there
is no accumulation of zeros for c 1.
Continuation to r = 0 and movable singularities
In the final step, the candidate fixed functions encoded in (7.57) and
(7.58) are continued to the UV-patch R0. There are two potential obsta-
cles, which may prevent the solutions to constitute valid fixed functions:
a) movable singularities at rterm > 0.
b) the first order pole of (7.29) at r = 0.
Following the strategy of the previous subsection, we investigate these
final conditions by numerically integrating (7.29) with initial conditions
at rsing, employing an algorithm that takes the stiffness of the ODE at
r = 0 into account. Practically, we perform the continuation of v(x; ccrit)
to R0 by first determining v(c; ccrit) and its first and second derivative at
xsing − ε. These values are then used as initial conditions for the profile
function y(r) at rsing − ε, taking the proper Jacobians into account. Typi-
cally, we work with ε = 10−7, and we have checked that our results are
insensitive to ε as long as it is sufficiently (but not too) small.
The only case in which we encounter a movable singularity is the
solution emanating from c3,crit. The corresponding numerical integration
is shown in Fig. 7.2. This solution develops a logarithmic singularity of
the form (7.34) at rterm = 1.26 and can therefore not be completed in a
regular solution extending down to r = 0. Notably, the other candidate
fixed functions (7.57) and in particular all solutions from the continuous
window (7.58) are free from this type of singularities.
Finally, we encounter the fixed singularity at r = 0. In analogy to the
singularity at rsing, we require that this pole in (7.28) is compensated by a
zero in the numerator (7.30). We then substitute our numerical solutions
intoN (ϕ, ϕ′, ϕ′′, r). For the isolated solutions c1,crit and c2,crit and the two
boundaries of the continuous window, the result is shown in the left and
the right panel of Fig. 7.3, respectively. At r = 0, N (ϕ, ϕ′, ϕ′′, r; ci,crit)
vanishes, establishing that the last condition is satisfied automatically
for all remaining fixed functions. In summary, we have established that
besides the Gaußian fixed function (7.38), the non-linear fixed function
equation (7.28) gives rise to two isolated and one continuous family of
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Figure 7.2: Numerical continuation of the candidate fixed function
c3,crit = 0.255 to the IR-patch R0. The solution terminates
in a movable singularity at rterm = 1.26 and cannot be contin-
ued to r = 0.
fixed functions which are regular on the entire positive real axis r ≥ 0.
They can conveniently be characterized by their asymptotics in the IR
(r  1):
c1,crit = 3.90× 10−4 , c2,crit = 4.41× 10−2 , (7.59)
and
c−,crit ≤ c ≤ c+,crit , c−,crit = 0.648 , c+,crit = 2.668 . (7.60)
The existence of these fixed functions is the central result of this section
and we will continue by studying their properties in the remainder of
this section.
Properties of the fixed functions
As the central result obtained so far, we established that the flow equa-
tion (7.26) of conformally reduced QEG in d = 3 possesses two isolated
and one continuum family of regular fixed functions. The characteristic
properties of these solutions will be discussed in this section.
Characteristics of the numerical solutions
We start by displaying the regular fixed functions ϕi,∗(r) arising from the
critical values ci,crit, eqs. (7.59) and (7.60), in Fig. 7.4. The corresponding
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Figure 7.3: The function N evaluated along the critical solutions c1,crit
(black curve) and c2,crit (red curve) and the boundaries of
the continuous window c−,crit (black curve) and c+,crit (red
curve) are shown in the left and right panel, respectively.
For presentational purposes, N (r; c1,crit) has been magnified
by a factor 103. The vanishing of the numerator at r = 0
ensures that the solutions are regular on the entire interval
0 ≤ r < rsing.
profile functions y(r) introduced in (7.49) are shown in the right dia-
grams. They interpolate continuously between the UV (r  1) and the
IR (r  1)-regime5, where they become constant. The crossover occurs
when the RG-scale is of the same order of magnitude as the background
curvature, i.e., r = R/k2 ≈ 1.
The fixed functions ϕi,∗(r) resulting from these profile functions are
shown in the left diagrams of Fig. 7.4. They are all bounded from below
and increase monotonically with increasing r. The asymptotic behavior
of the profile functions furthermore implies that the ϕi,∗(r) interpolate
continuously between
ϕ∗(r) ∼ u∗i,0 , r  1 (UV)
ϕ∗(r) ∼ 6−3/2ci,crit r3/2 , r  1 (IR) .
(7.61)
Here the IR-coefficients ci,crit are given in eqs. (7.59) and (7.60), while
the constants u∗i,0 determining the UV-asymptotics are listed in the first
line of Table 7.2. When comparing the four solutions, there is an obvi-
ous qualitative difference between ϕ1,∗(r) and the other fixed functions:
5In a slight abuse of language we will refer to the expansions of our fixed functions for
large and small values k as UV and IR. The corresponding fixed functional Γ∗ is of
course independent of k.
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Figure 7.4: All complete, regular fixed functions (7.59) and (7.60). The
upper panels show the isolated fixed functions character-
ized by c1,crit (black) and c2,crit (red). The lower panels dis-
play the boundary solutions of the continuous window c−,crit
(black) and c+,crit (red). For presentational purposes the c1,crit-
solution has been multiplied by a factor 100.
ϕ1,∗(r) is singled out by the fact that it is the only solution that remains
positive in the UV. Thus it is the only fixed function that remains positive
definite throughout.
At this stage it is illustrative to restore the dimensionful quantities and
investigate the asymptotic behavior of the conformal field theories asso-
ciated with the fixed functions in the IR. Substituting the IR-asymptotics
(7.61) into (7.24) and restoring the spacetime integral via (5.69), the ef-







g ci,crit R3/2 . (7.62)
The effective action resulting from our fixed functions is precisely given
by the power-counting marginal operator of the theory with the coupling
constant determined by ci,crit. Notably, it has the same form as the one-
loop effective action [86]. A similar structure for the IR-asymptotics
of Γ∗ has also been observed in four dimensions [79]. In this case it
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was, however, not possible to obtain the allowed values ci,crit since the
complete regular solutions of the differential equation describing the
fixed points have not been constructed.
We stress that none of the properties discussed here are put in “by
hand”. They all arise from solving the fixed function equation (7.28)
and thus have the status of predictions from the quantum theory.
Asymptotic expansions
Refs. [29–31, 34] studied the RG-flow of f (R)-gravity by implementing
a polynomial ansatz for the function f (R) and subsequently analyzing
the properties of the resulting NGFP.6 It is thus instructive to compare
the full numerical solutions shown in Fig. 7.4 and their polynomial ap-
proximation found by solving the fixed point equation recursively.
Polynomial expansion for small r
In order to capture the asymptotic behavior of the fixed functions in the






u∗n rn . (7.63)
Substituting this ansatz, the expansion of (7.28) at r = 0 gives rise to a
first order pole. Following the discussion of Section 7.1, this pole fixes
one of the three free parameters characterizing the fixed functions. The
remaining two constants of integration can then be taken as u∗0 and u∗1 .
By solving the expanded fixed function equation order by order in r, the
coefficients un for n ≥ 2 can then be found recursively as functions of
these free parameters, i.e., the coefficient u∗2 is fixed by a condition at
order r0, etc. It thereby turns out that the resulting system of equations
has a triangular structure: the first equation is linear in u∗2 and thus gives
a unique value for u∗2 in terms of u∗0 and u∗1 . The next order equation
is again linear in u∗3 , and uniquely determines u∗3 in terms of the lower
order couplings, and so on. This structure guarantees that the solutions
are characterized uniquely by u∗0 and u∗1 .
With the complete numerical solutions at our disposal, we can fit the
polynomials (7.63) (with N = 50) to the fixed functions ϕi,∗(r) restricted
to the UV-patch R0. The parameters u∗0 and u∗1 , which characterize the
6For a similar study in scalar-tensor theories see [130].
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c1,crit c2,crit c−,crit c+,crit
u∗0 1.185× 10−3 −2.635× 10−2 −5.099× 10−1 −2.056
u∗1 8.466× 10−5 6.917× 10−2 8.211× 10−1 2.996
u∗2,fit 8.593× 10−6 −5.697× 10−3 1.349 10.554
u∗2,rec 8.595× 10−6 −6.143× 10−3 −5.515× 10−2 −0.182
u∗3,fit −1.080× 10−6 −3.922× 10−3 −8.109 −56.701
u∗3,rec −1.098× 10−6 −8.828× 10−4 −5.389× 10−3 −1.450× 10−2
u∗4,fit 2.944× 10−7 9.770× 10−3 22.874 149.672
u∗4,rec 4.104× 10−7 3.246× 10−4 −1.549× 10−3 −3.549× 10−3
u∗5,fit −1.222× 10−8 −1.874× 10−2 −37.364 −230.235
u∗5,rec 2.474× 10−8 −1.566× 10−4 −6.187× 10−4 −1.2289× 10−3
Table 7.2: Series coefficients appearing in the expansion (7.63) of the
fixed functions ϕi,∗(r). The two free parameters u∗i,0 and u
∗
i,1
characterize the fixed functions in the UV-regime for r  1.
Together with the higher order momenta u∗n,fit they are ob-
tained by fitting the polynomial (7.63) to the numerical solu-
tions ϕi,∗(r), while the values u∗n,rec are determined recursively
by solving the system of linear equations arising from expand-
ing (7.28) up to order rn−2.
solutions, and the first four subsequent coefficients u∗i,fit are shown in Ta-
ble 7.2. Taking the parameters u∗i,0 and u
∗
i,1 (the first index labels the var-
ious solutions ci,crit) as initial conditions for the polynomially expanded
fixed function equation, we also determine the higher order expansion
coefficients recursively. These are summarized by the entries u∗i,rec of Ta-
ble 7.2. Comparing the expansions obtained in these two ways, we ob-
serve that the expansion coefficients of ϕ1,∗(r) show a reasonable agree-
ment, while the expansions of the other solutions already show some
level of disagreement at order u∗2 .
These observations can be formalized by studying the convergence






For the fixed function ϕ1,∗(r) the expansion coefficients un are easily
obtained up to order 200. The resulting first 200 terms in the series
(7.64) are then shown in the left diagram of Fig. 7.5. For n > 50 the
series converges rapidly. Fitting a Laurent series including a constant,
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Figure 7.5: Series coefficients (7.64), arising from the recursive solution
of the fixed function equation with initial conditions u∗1,0 and
u∗1,1. The series converges up to rcon = rsing. This is con-
firmed in the right panel which compares ϕ1,∗(r) obtained
numerically (black) and recursively (red).
r−1 and r−2 term, we obtain
rcon = 1.30707 ≈ rsing . (7.65)
Thus the polynomial expansion for ϕ1,∗(r) converges up to the singu-
larity rsing. This result is also demonstrated in the right panel of Fig.
7.5, which displays the direct comparison between the fixed function
obtained numerically (black) and the polynomial approximation (red).
Applying the quotient criterion to the other fixed functions quickly
reveals that their radius of convergence is actually zero. We exemplify
this result in Fig. 7.6, which compares the numerical solution ϕ2,∗(r) and
the corresponding polynomial approximation with initial values u∗2,0 and
u∗2,1. Increasing the order of the Taylor-expansion systematically actually
decreases the quality of the approximation. This behavior is prototypical
for the non-convergent nature of the series.
Physical coupling constants in the UV
The UV-behavior of the fixed functions is governed by the expansion
(7.63) around r = 0. Restoring all dimensionful quantities, the UV-
asymptotics of the average action Γ∗[g] resulting from the fixed functions











(−R + 2Λk) + u¯2R2 + . . .
]
, (7.66)
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Figure 7.6: Comparison between the fixed function ϕ2,∗(r) obtained nu-
merically (black) and its polynomial approximation (7.63)
truncated at order N = 5 (red), N = 10 (blue), and N = 15
(magenta). Notably the quality of the polynomial approxima-
tion decreases with increasing order of the approximation, in-
dicating that its radius of convergence (7.64) is actually zero.
where Λ, GN and u¯2 are the dimensionful cosmological constant, New-
ton’s constant and R2-coupling, respectively. They are related to their
dimensionless counterparts by
Λk = λkk2 , Gk = gkk−1 , u¯2 = u2k . (7.67)
A comparison between the polynomial expansion (7.63) and the Einstein-
Hilbert action allows to express the dimensionless physical couplings to
the expansion coefficients




, g∗ = − 116piu∗1
. (7.68)
Notably, the structure of (7.66) closely resembles the new massive
gravity [131, 132].7 In order to fully exploit this connection, it is use-
ful to trade the coupling u2 for the mass of the massive gravity mode.
This relation is found as follows. Substituting the fk(R) resulting from
the expansion (7.66) into (5.75) and afterwards taking the flat-space limit
















7For a treatment in the framework of the FRGE see [43].
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ci,crit λ∗ g∗ m2∗
c1,crit 3.90× 10−4 −7.00 −235 1.23
c2,crit 4.41× 10−2 0.19 −0.29 −8.6× 10−3
c−,crit 0.648 0.31 −2.4× 10−2 7.6× 10−2
c+,crit 2.668 0.34 −6.6× 10−3 3.5× 10−2
Table 7.3: Physical couplings arising from the polynomial expansion of
the fixed functions ϕi,∗(r) in the UV. The values are obtained
by substituting the coefficients u∗n,fit into the relations (7.68)
and (7.70).
Performing a Wick-rotation the zero in (7.69) yields the mass of the







k2 ≡ m2∗ k2 . (7.70)
The values of the physical dimensionless couplings (7.68) and (7.70)
arising from the polynomial expansion of our fixed functions in the UV
are collected in the third, fourth, and fifth column of Table 7.3. In addi-
tion their values across the continuous window of fixed functions (7.60)
are displayed in Fig. 7.7.
We find that the mass of the massive graviton is always positive while
Newton’s constant remains negative throughout. While the latter result
looks unphysical at first sight, one should keep in mind though that the
kinetic term of the conformal factor (the latter driving all the quantum
effects considered in this paper) actually comes with the “wrong sign”
for a kinetic term. This is precisely compensated by the negative value
of Newton’s constant, so that the fixed function produces a kinetic term
that is positive definite.
Linear perturbations and relevant operators
An additional characteristic of the fixed functions ϕ∗(r) are their UV-
relevant deformations, which will be studied in this subsection. For this
purpose, we return to the full, t-dependent partial differential equation
(7.26) and substitute the ansatz
ϕ(t, r) = ϕ∗(r) + ε e−θt v(r) . (7.71)
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Figure 7.7: Value of the dimensionless cosmological constant λ∗ (top
left), Newton’s constant g∗ (top right), and the massive gravi-
ton mass m2∗ (bottom center), arising from the UV-expansion
of the fixed functions ϕ∗(r) in the continuous window (7.60).
Here θ denotes the stability coefficient associated with the perturbation
v(r), ϕ∗(r) specifies the fixed function for which we study the defor-
mations, and ε is a bookkeeping parameter, indicating that the defor-
mations under consideration are actually infinitesimal. By definition,
UV-relevant deformations approach ϕ∗(r) as t → ∞ and are thus char-
acterized by θ > 0.
Substituting the ansatz (7.71) into (7.26) and expanding in ε, the fixed
function equation (7.28) is recovered for ε = 0. The information about
relevant deformations is encoded in the linear third order differential
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c1,crit c2,crit c−,crit c+,crit
θ1 4.896 − − −
θ2 0.287 0.058 0.006 0.002
Table 7.4: The positive critical exponents associated with the UV-relevant
deformations of the fixed functions shown in Fig. 7.4.
equation for v(r) obtained at order ε:




)3/2 c1v′ + c2v′′ − θc3v′ − c4 (θv′′ + 2rv′′′)
3 ϕ∗ + 4 (1− r) ϕ′∗ + 4 (2− r)2 ϕ′′∗
− (3ϕ∗ − 2rϕ
′∗)
(
3v + 4(1− r)v′ + 4(2− r)2v′′)
3 ϕ∗ + 4 (1− r) ϕ′∗ + 4 (2− r)2 ϕ′′∗
.
(7.72)
Here the coefficients ci are given in (7.27) and we used that ϕ∗ satis-
fies the fixed function equation (7.28) in order to simplify the resulting
formula. Eq. (7.72) depends explicitly on the fixed function ϕ∗ and para-
metrically on the stability coefficient θ. Analogous to the study of fixed
functions, relevant deformations v(r) are given by solutions of (7.72)
which are regular on the entire interval r ∈ [0,∞[. We expect that this
regularity condition puts a constraint on the admissible values θ, so that
there is only a finite number of relevant deformations.
When searching for the values θ which give rise to regular solutions
we proceed in complete analogy to Section 7.1. Following the strategy
for the scalar case outlined in [133], we first study the asymptotic behav-
ior of (7.72) for large r. In this limit, we identify the three fundamental
solutions of the linear differential equation, which scale as
v(r) ∼ r0 , v(r) ∼ r113/92 , and v(r) ∼ r(3−θ)/2 , (7.73)
respectively. The last solution is the asymptotic behavior expected from
scaling arguments [133]. We thus fix the asymptotic behavior of the
deformations according to v(r) ∼ r(3−θ)/2 and set the coefficients for the
other asymptotic solutions to zero.
After fixing the asymptotics of our solutions we integrate (7.72) nu-
merically and single out the parameters θ for which the solution remains
regular at x = xsing. Restricting ourselves to the case of relevant defor-
mations with θ > 0 the result is summarized in Table 7.4. We find that
the fixed function ϕ1,∗(r) admits two relevant deformations while for the
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other fixed functions there is only one admissible value θ > 0. Thus the
regularity condition indeed restricts the allowed values of θ to a discrete
and finite number. This central result constitutes strong evidence, that
the UV-critical surface of the corresponding fixed functionals is actually
finite dimensional, despite the inclusion of an infinite dimensional set of
coupling constants in our truncation ansatz.
At this stage, the following remark is in order. The ansatz (7.71) is re-
stricted to real stability coefficients. In order to encode complex stability
coefficients, eq. (7.71) needs to be generalized to complex deformations
v(r) = vRe(r) + ivIm(r) according to
ϕ(t, r) = ϕ∗(r) + 12 ε
(
e−(θ
′+iθ′′)t v(r) + c.c.
)
. (7.74)
Substituting this generalized ansatz into (7.26) results in a coupled sys-
tem of third order differential equations which depend on the real and
imaginary part of v(r) and two parameters θ′ and θ′′. We investigated
this system numerically, but were not able to find any regular deforma-
tions with complex critical exponents θ′ + iθ′′.
Comparing the FRGE to perturbative renormalization
It is illustrative to compare the functional RG approach to Asymptotic
Safety with the standard perturbative renormalization of quantum field
theory. In both cases the structure underlying renormalizability is a fixed
point of the RG flow, which controls the UV-behavior of the theory. In
a perturbatively renormalizable theory the underlying fixed point is the
Gaußian fixed point, located at the origin of theory space. An Asymp-
totically Safe theory is defined by the presence of a non-Gaußian fixed
point. The position of the fixed point in theory space is given by the
non-trivial zero of the theory’s β-functions. Truncating the full effective
average action with an ansatz that includes a scale-dependent function,
allows to fix infinitely many “coordinates” of the fixed point, as op-
posed to earlier attempts were only finitely many couplings where con-
sidered. This information is stored in the complete and regular solutions
of the non-linear ordinary differential equation (7.28). The fine tuning
of parameters was implemented in Sect. 7.1 in order to ensure that the
corresponding solution is regular. This regularity reflects the existence
condition for a suitable NGFP in the infinite-dimensional theory space
spanned by the functional RG ansatz.
Once a suitable NGFP is found, the next question concerns the num-
ber of relevant parameters of the theory. In the perturbative case the
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relevant operators are those that are powercounting renormalizable, i.e.
those with coupling constants of positive or zero mass dimension. These
couplings are unconstrained by the theory and have to be fixed by exper-
imental data (e.g. at some infrared scale), while all the remaining cou-
plings can then be expressed in terms the former. The case of Asymp-
totic Safety follows the same logic. Relevant operators flow into the
NGFP at high energies. In terms of the functional RG relevant directions
can be found as infinitesimal deformations of the fixed function that van-
ish in the UV-limit. As in the perturbative case the number of relevant
operators gives the number of initial conditions for the RG flow, that
have to be fixed by experimental data and therefore be finite. Asymp-
totic Safety then ensures that all other couplings coordinatizing the the-
ory space can be expressed in terms of these relevant ones (see [29, 35]
for examples in the case of gravity). In order to fix the latter one should
integrate down the RG-flow from the fixed point in the UV to some IR
scale where the predictions can be compared with, e.g. classical general
relativity.
A crucial requirement for the predictivity of any fixed point is that it
comes with a finite number of relevant operators. In the perturbative
case this requirement is met since there are only finitely many local op-
erators with positive or zero mass-dimension. Currently, the best way
of testing the finiteness of the UV-critical hypersurface in the Asymp-
totic Safety scenario is the inclusion of an infinite number of coupling
constants in the truncation ansatz. Indeed, the results of the stability
analysis performed in Sect. 7.1 show that, in our model, only a finite
number of relevant operators is present and thus provide further evi-
dence for Asymptotic Safety in quantum gravity.
7.2 Fixed functions in three dimensional gravity
In this section we study the RG flow of f (R)-gravity in a conformally re-
duced setting in three spacetime dimensions. Building on the exact heat
kernel for maximally symmetric spaces, we obtain a partial differential
equation which captures the scale-dependence of f (R) for positive and
negative scalar curvature. The effects of different background topolo-
gies are studied in detail and it is shown that the background affects the
gravitational RG flow in a way that is not visible in finite-dimensional
truncations. Thus, while featuring local background independence, the
functional renormalization group equation is sensitive to the topologi-
cal properties of the background. Moreover, the coarse-graining proce-
dure involves a non-vanishing endomorphism. The detailed analytical
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and numerical analysis of the partial differential equation reveals two
globally well-defined fixed functionals with at most a finite number of
relevant deformations. Their properties are remarkably similar to two
of the fixed points identified within the R2-truncation of full Quantum
Einstein Gravity. As a byproduct, we obtain a nice illustration of how
the functional renormalization group realizes the “integrating out” of
fluctuation modes on the three-sphere.
The FRGE on homogeneous spaces
We begin by summarizing the main steps entering the derivation of the
ordinary differential equation (ODE) governing the scale dependence
of three-dimensional f (R) gravity in the conformally reduced approx-
imation [76, 77]. This setup provides an important toy model which
allows to understand the core features underlying the construction of
fixed functionals on an infinite-dimensional truncation space, while, at
the same time, being simple enough that these features are not swamped
by the technical complexity of the complete four-dimensional analy-
sis [30, 41, 79–81].
As in Chap. 7.1 we constrain the fluctuating field hµν to the conformal
mode χ,





and neglect connection terms appearing at quadratic order in hµν. In this
approximation only the scalar trace T(0) contributes to the flow in (5.81).
Thus, the flow equation for f (R)-gravity in d = 3 reads∫
d3x
√






Tr W[] . (7.76)
(Remember the definition of the coarse-graining operator:  ≡ −D¯2 +
E(0).) We have expressed the scalar trace T(0) in terms of the function








+ g˜k (Pk − z)
)
gkP2k + g˜kPk + wk
, (7.77)
with coefficients
gk = 16 f ′′k ,
g˜k = 4 f ′k − 16 (R¯ + 2 E) f ′′k ,
wk = 4 (R¯ + 2 E)
2 f ′′k − 4 (R¯ + E) f ′k + 3 fk .
(7.78)
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Since only the scalar trace contributes to the flow we can drop the spin
index on the endomorphism E(0) ≡ E. For E = 0, eq. (7.77) coincides
with the flow equation (7.4) derived in Sect. 7.1. It will be the starting
point for evaluating the operator trace using the heat kernel methods
reviewed in the next section.
Exact heat kernels on maximally symmetric spaces
A convenient tool for evaluating the operator traces appearing on the
r.h.s. of the FRGE is the heat kernel. For the maximally symmetric
spaces relevant for constructing the flow equation of f (R)-gravity, the
exact form of the heat kernel is known and we will summarize the rel-
evant properties in this section. Our exposition mainly follows [134] for
spherical backgrounds while the details of the heat kernel on H3 can be
found in [135].
The heat kernel on S3
In general, the heat kernel arises as the solution of the heat equation on
a manifold M
(∂s + ∆x)K(s; x, x′) = 0 (7.79)
satisfying the boundary condition lims→0 K(s; x, x′) = δ(x, x′). The heat
kernel K possesses an “early time expansion” (B.9) for small values s




an(x, x′) sn . (7.80)
Here σ is the geodesic distance between the points x and x′ and Θ(x, x′)
denotes the van Vleck-Morette determinant. For general M the off-
diagonal heat kernel coefficients an(x, x′) can be obtained recursively
[64]. Since the operator trace (7.76) contains Laplace-type operators only,
it suffices to consider the diagonal part of (7.80) where K(s; x, x′) is eval-
uated at the coincidence point





The DeWitt coefficients an can be computed by various techniques and
we refer to [64, 86, 115, 128] for further details and references.
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In the special case where M is the three-sphere S3 the normalizable
eigenmodes of the scalar Laplacian can be constructed explicitly. Their




, Dl = (l + 1)2 , l = 0, 1, . . . . (7.82)
Moreover, the exact form of K(s; x, x′) can either be obtained by direct
harmonic analysis or by group theoretic considerations. In case of S3 it
is important that the space is compact. This entails that the heat ker-
nel actually consists of two contributions. First, there is the “local heat
kernel” which reproduces the early time expansion (7.81) evaluated on
S3 [86]
K(s) = (4pis)−3/2 e
1
6 Rs , (7.83)
where R > 0 is the Ricci scalar encoding the curvature of S3. In addition
to this “local” part there are also contributions from multiple returning
paths. These encode the effect that the particle circles the sphere n times
before returning to its starting point after the diffusion time s. Combin-
ing the “local” and this “topological” contribution yields the exact heat














which we give at coinciding points x = x′. In principle, this formula
can be generalized to the off-diagonal heat kernel, but for our purpose it
suffices to consider the case of coinciding points x = x′. At his stage, it is












6 (1−n2)Rs . (7.85)
The resummed heat kernel gives easy access to the asymptotic behavior
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where we used that the volume and curvature of S3 are related by (B.17).




This confirms the expectation that for long diffusion time the return
probability of a diffusing particle on a compact space is uniform and
given by the inverse volume of the space. The inclusion of the multi-
ple returning paths is therefore crucial for recovering this limit. While
the analytic parts of the local heat kernel (7.83) and (7.84) give rise to
the same early time expansion (7.81) their asymptotic behavior for long
diffusion times are manifestly different. This lets us expect that a well-
defined flow equation for f (R)-gravity, valid for all values of the back-
ground curvature, has to take the topological effect encoded in the mul-
tiple returning paths into account.
Based on the exact heat kernel, it is straightforward to generalize eqs.
(7.84) or (7.85) to the case where the Laplace-type operator includes a


















2 R s . (7.88)
Here E = R/6 is special, since for this particular choice the first expo-
nential becomes unity and the s-dependent terms are contained in the
infinite sum only. This will actually turn out to be convenient for evalu-
ating the operator trace in (7.76).
The heat kernel on H3
The analogue of S3 with negative scalar curvature is the hyperbolic
three-space H3. Similarly to S3, H3 is a maximally symmetric space
with R < 0. The crucial difference between the two spaces is that H3 is
non-compact. The spectrum of the Laplacian on H3 then consists of two
parts. First there is a discrete spectrum with eigenvalues λl ≤ 0. The cor-
responding eigenfunctions are not normalizable, however, so that they
do not give rise to a contribution to the heat kernel. The second part
consists of a continuous spectrum ρ ∈ [λc , ∞] which starts at
λc = −R6 > 0 , (7.89)
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and whose eigenfunctions are normalizable. Following the analysis of
the spectral function [135] for the case of H3, the heat kernel encoding




6 R s , R < 0 . (7.90)
For fixed curvature R this expression formally reproduces the early time
expansion of the heat kernel on the sphere, while for long diffusion
times KH3(s) vanishes exponentially due to the non-compactness of H3.
Notably, the result (7.90) coincides with the analytic continuation of the
local heat kernel on S3, eq. (7.83), to negative curvature [134]. Owing
to the non-compactness of H3 there is no contribution from multiple re-
turning paths. This feature reflects the different topologies of H3 and S3.
In practice this implies that the analytic continuation of a flow equation
based on the exact heat kernel (7.85) to negative curvature R does not
correctly account for the topology of H3 and may thus lead to misleading
conclusions.
Again it is straightforward to generalize (7.90) to also include a con-
stant endomorphism E. The heat kernel of the operator  introduced in
(5.76) then reads






6 R−E) s . (7.91)
Similar to the spherical case, this formula simplifies considerably when
setting E = R/6.
At this stage we make the following observation. The local parts of
the heat kernel on H3, eq. (7.90), and S3, eq. (7.83) are formally identical.
Thus the corresponding short-time expansion agrees in both cases, im-
plying that any finite-dimensional polynomial f (R)-computation will be
insensitive to the choice of background. This feature demonstrates the
“local” background invariance of the flow equation. The global topo-
logical properties of the background become visible, however, when one
studies RG flows of functions like f (R). In this case the flow equation
is sensitive to the global or topological properties of the background.
In the sequel we will show that these topological properties are in fact
essential for obtaining solutions of the flow equation that give rise to
globally defined fixed functions.
Evaluating the operator traces
The exact heat kernel results reviewed in the previous section allow the
conversion of the operator equation (7.76) into a partial differential equa-
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tion encoding the scale dependence of fk(R) in a rather straightforward
way. We start by deriving the flow in the domain R > 0 using an S3-
background before constructing the flow valid for R < 0 based on an
H3-background. Since the derivation is somewhat technical the main
results are summarized in Tab. 7.5.
The flow equation on S3
Given the exact heat kernel (7.88), the operator trace in (7.76) can be
evaluated using heat kernel techniques outlined in App. B. These use





ds W˜(s)Tr e−s , (7.92)
with
W˜(s) = L−1 [W] (s) . (7.93)
being the inverse Laplace transform of W. We then introduce the general




ds s−n W˜(s) . (7.94)






dz zn−1 W(z) , (7.95)
which is easily verified by expressing W(z) through its Laplace trans-
form and using the integral representation of Γ(n) in order to perform
the z-integration. The special case n = 0 is obtained by comparing the
definition (7.94) to the definition of the Laplace transform, yielding
Q0[W] = W(0) . (7.96)
These formulas can be generalized by utilizing that e−sα is the Laplace




ds s−n W˜(s) e−sα , (7.97)
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where we have defined the abbreviation Wα(z) ≡W(z + α).
Substituting the heat kernel (7.88) into (7.92) and then expressing the
s-integral in terms of the Mellin transform (7.97) yields






















n2 − 1) R + E) .
(7.98)
Here we have used the property (7.96) and expressed the volume of S3
in terms of the curvature scalar via eq. (7.86) in the second step.
At this stage it is illuminating to study (7.98) for E = 0. Rewriting
n = l + 1 the trace becomes
Tr W(∆) = ∑
l≥0







Dl W(λl) , (7.99)
where {λl} are the eigenvalues of the Laplace operator ∆ and Dl the
corresponding degeneracies (see eq. (7.82)). Thus the evaluation of the
operator trace agrees with the definition of the trace as a spectral sum
over the normalizable eigenstates. Note that the inclusion of the “non-local”
contribution of the multiple returning paths in the heat kernel has been
crucial for recovering this result.
We now use the result (7.98) to construct an explicit partial differential
equation encoding the scale dependence of fk(R). For this purpose we
first specify the up to now general regulator function Rk to the Litim
cutoff [125]8
Rk(z) = (k2 − z) θ(k2 − z) . (7.100)







n2 θ(k2 − z)
(
g˙k(z + k2) + ˙˜gk
)
(k2 − z) + 4gkk4 + 2g˜kk2





8While this choice of regulator leads to a non-analytic step-function behavior on the
r.h.s. of the flow equation, it has the key advantage that the infinite sum over eigen-
values is reduced to a finite number of terms if z is finite. Clearly, it would be
desirable to construct a similar flow equation utilizing an analytic cutoff as, e.g, the
exponential cutoff employed in [137]. In this case one has to deal with infinite sums
which results in a flow equation that is hard to track numerically, however.
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Here the dots denote a derivative with respect to t, the functions gk, g˜k





n2 − 1) R + E . (7.102)
The flow (7.101) shows explicitly the effect of integrating out fluctuations
of the background geometry. In fact, every time the square of the RG
scale k2 equates a new eigenvalue zˆ the corresponding eigenfluctuation
of the background geometry is removed from the trace. The “integrat-
ing out” of the fluctuations proceeds stepwise, since the spectrum of the
coarse-graining operator is discrete, as manifested by the overall sum-
mation over the eigenvalues l. Further, each integration enters with a
relative weight factor that, modulo the multiplicity of the eigenvalues
(l + 1)2, corresponds to the rational function on the right hand side of
(7.101).
When analyzing the flow implied by (7.101) it is convenient to express
R and fk(R) in terms of the dimensionless quantities
R ≡ k2r , E ≡ k2e , fk(R) ≡ k3ϕk(R/k2) . (7.103)
The derivatives of fk and ϕk are related by
f ′k = kϕ
′
k , f˙k = k
3 (ϕ˙k + 3ϕk − 2rϕ′k) ,










f˙ ′′k = k
−1 (ϕ˙′′k − ϕ′′k − 2rϕ′′′k ) .
(7.104)
In terms of these quantities (7.101) becomes

















c1 = 4 (3− ζ) , c2 =16 (3+ ζ2)− 8r (3+ ζ)− 32e (1+ ζ) ,






n2 − 1) r + e . (7.107)
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Eq. (7.105) describes the RG flow of f (R)-gravity in the domain of posi-
tive scalar curvature and constitutes the main result of this subsection.
At this stage, it is illustrative to discuss the domain of validity en-
tailed by (7.105). When looking for fixed functions of an RG flow, it
is common folklore that the corresponding function ϕ∗(r) should “exist
for all values of r”. At this point, it is important to clarify the precise
meaning of this statement. Inspecting the r.h.s. of eq. (7.105), the most
prominent feature is the appearance of the θ-function which leads to a
step-function behavior of the equation. Every time k2 crosses an eigen-
value of  there is a new contribution. For concreteness, we specify the
endomorphism to the two cases of interest e = 0 and e = r/6. For
r → 0, which corresponds to k → ∞ for fixed background curvature,
all eigenvalues contribute to the sum. Lowering k, (thereby increasing r)
the fluctuations are integrated out successively, so that the correspond-
ing eigenvalues no longer contribute to the sum. In the IR k→ 0, r → ∞
only the lowest eigenmode remains in the sum. Thus for e = 0 the r.h.s.
is non-trivial on the entire interval r ∈ [0,∞], while, at the same time,
the constant mode is not integrated out as the flow reaches r → ∞. For
e = r/6 this picture is slightly modified. In the UV, k → ∞, both r and
e vanish so that again all eigenmodes contribute to the flow. Including
the endomorphism changes the IR part, however: the lowest eigenmode
with n = 1 is integrated out at r = 6. For r > 6 all fluctuations have
been integrated out and the r.h.s. of (7.105) becomes trivial. From this
perspective, it makes sense to require that the fixed function ϕ∗(r) is
well-defined on the r-interval where one actually integrates out fluctua-
tions. This is the viewpoint which we will adopt in the remainder of the
section.
The flow equation on S3 in terms of polylogarithms
While providing an intuitive picture in terms of integrating out fluctu-
ations and providing a good starting point for the numerical search for
fixed functions, the connection of the flow equation (7.105) to the local
and non-local parts of the heat kernel is not visible. In this section we
clarify this relation by undoing the Poisson resummation which allowed
to derive (7.105). Arguably, it is this equation that should be used in
the polynomial expansion of the flow equation at r = 0, since in this
case, the relation to the early-time expansion of the heat kernel becomes
manifest.
At first we start by recasting the PDE (7.105) in a form where the
7.2 Fixed functions in three dimensional gravity 141
n-dependence becomes manifest
















The sum now runs over all values n ∈ Z, ζ˜ ≡ 1 + 16 r − e, and the






ϕ′ + 2ζ˜ ϕ˙′ + 83 ζ˜
(
3ζ˜ − 4r)(ϕ˙′′ − 2rϕ′′′)
− 43
(
6ζ˜2 − 5rζ˜ + 8(2r− 3ζ˜))ϕ′′ ,
b2 = − 19 r
(
3ϕ˙′k − 16rϕ˙′′k + 3ϕ′ + 10rϕ′′ + 32r2ϕ′′′
)
,
b3 = 29 r
2 (ϕ′′k + 2rϕ′′′k − ϕ˙′′k ) .
(7.109)
We now perform the Poisson resummation of the infinite sums. The
functions fm entering the l.h.s. of the resummation formula (B.26) have
the form fm = θ
(
ζ˜ − r6 n2
)
(n2)m for m = 1, 2, 3. Comparing this struc-
ture with the general formula (B.26), it turns out to be convenient to set
the free parameters to x = 0, a = 1. Defining b ≡
√
6ζ˜/r the Fourier




dx (x2)m θ(1− x2) e−ibkx . (7.110)
The integrals are readily evaluated by noticing that
f˜0(k) = 2k−1 sin(bk) , (7.111)
which then serves as a generating function for the other values of m by
applying the recursion relation f˜m(k) =
(−∂2k)m f˜0(k). Upon Poisson
resummation, the flow equation (7.108) then reads








b1 f˜1(2pin)+b2 f˜2(2pin)+b3 f˜3(2pin)
3ϕk+4(1−r−e)ϕ′k+4(2−r−2e)2ϕ′′k
. (7.112)
At this stage, it is illustrative to split the sum into its n = 0-part and
remainder. Realizing that n only appears in even powers, the sum can





142 7 Fixed Functions in QEG
The remaining sums sm ≡ ∑∞n=1 f˜m(2pin) can be expressed in terms of



















i ln(1− q2) + 3bpiLi2 + 15i2b2pi2 Li3 − 15b3pi3 Li4 − 45i2b4pi4 Li5
+ 452b5pi5 Li6 +
45i




Here c.c. denotes the complex conjugate so that the sm are real. In terms
of this notation we arrive at the final form of the resummed flow equa-
tion
ϕ˙k + 3ϕk − 2rϕ′k = ζ˜
3/2
2pi2
b1 + b2 b2 + b3 b4






b1 s1 + b2 s2 + b3 s3
3ϕk + 4(1− r− e)ϕ′k + 4 (2− r− 2e)2 ϕ′′k
.
(7.115)
At this stage some remarks on the structure of (7.115) are in order.
The first line of the r.h.s. actually encodes the contributions of the local
heat kernel and has an analytic expansion at r = 0. For e = 0 this result
agrees with the flow equation constructed in Sect. 7.1. This “local part”
is dressed up by the non-local contributions originating from the com-
pact topology of the background three-sphere collected in the second
line. Here r appears in a non-analytic way and q2 has an essential sin-
gularity at r = 0. One can also check explicitly that the resummed flow
equation reproduces the step-function behavior found in (7.105) through
the branch cuts of the (poly-)logarithmic functions. While expressing the
sums in terms of polylogarithms may be beneficial for a deeper under-
standing of structural aspects, the numerical analysis of the infinite sums
is more tractable, so that we stick to the flow equation (7.105).
The flow equation on H3
We now construct the extension of the flow equation on S3 to the do-
main r < 0 using the hyperbolic three-space H3 as background mani-
fold. Since the derivation of (7.76) holds for any maximally symmetric
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background, the function W(z) carries over to the negative curvature
case.
Following the strategy of the last subsection, we use the exact heat
kernel on H3, eq. (7.91), for evaluating the operator trace. Following the
steps (7.92) to (7.97) one finds the analog of eq. (7.97) valid on H3





g Q3/2 [W (z + zˆ0)] . (7.116)
Here zˆ0 ≡ zˆ|n=0 = E− R/6 denotes the restriction of (7.102) to n = 0.
Substituting the explicit form of W(z) and specifying Rk to the optimized
cutoff, the integrals contained in the Q-functionals can be reduced to the













)(m+2)/2 , k2 − zˆ0 > 0 ,
0 , k2 − zˆ0 ≤ 0 .
(7.117)
Substituting these integrals into (7.116) and plugging the resulting ex-




70gkk4 + 35g˜kk2 + 2g˙k(5k4 − 3zˆ0k2 − 2zˆ20) + 7 ˙˜gk(k2 − zˆ0)
gk k4 + g˜k k2 + wk
,
(7.118)
with the functions gk, g˜k and wk defined in eq. (7.78). The final result for
the flow equation is obtained by writing (7.118) in terms of the dimen-
sionless quantities (7.103)















cˆ1 = 815 (6− ζ0) , cˆ2 =− 1663
(
49r + 7rζ0 + 12(ζ20 + 5ζ0 − 6)
)
,
cˆ3 = 815 (1− ζ0) , cˆ4 =− 64315 (1− ζ0) (14r + 15ζ0 − 15) ,
(7.120)
and
ζ0 ≡ e− 16r . (7.121)
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background Laplacian Lowest Eigenvalue Domain flow equation
S3  = −D
2 0 r ∈ [0,∞] (7.105) = −D2 + R/6 R/6 r ∈ [0, 6]
H3  = −D
2 −R/6 r ∈ [−6, 0] (7.119) = −D2 + R/6 0 r ∈ [−∞, 0]
Table 7.5: Summary of the PDEs capturing the RG flow of f (R)-gravity
in the domains R > 0 and R < 0 based on two choices of the
operator (5.76).
Eq. (7.105) describes the RG flow of f (R)-gravity in the domain of neg-
ative scalar curvature. As a consequence of (7.117), the equation is only
defined in the domain where 1− ζ0 > 0. Outside this domain (where
the square-root would become imaginary) the r.h.s. is identically zero.9
For the two cases where e = 0 and e = r/6 this entails, that the quantum
corrections are restricted to the intervals r ∈ [−6, 0] and r ∈ [−∞, 0], re-
spectively. In both cases the flow equation integrates out the whole spec-
trum of fluctuations on H3, so that both choices of the endomorphism
provide a good description of the RG flow in the realm of negative scalar
curvature.
We close the section with the following remarks. The most striking dif-
ference between the flow equation for f (R)-gravity for R > 0 and R < 0
is that the latter case does not contain an infinite sum over multiple
returning paths. This difference originates from the different topologi-
cal structure of the compact S3 and non-compact H3 background. This
implies that the “analytic continuation” of the flow equation to R < 0
based on the exact heat kernel (including multiple returning paths) will
not capture the flow on H3 correctly. The corresponding equation arises
from the analytic continuation of the flow obtained with the local heat
kernel on S3.
Flow equation for f (R)-gravity: analytical properties
Upon completing the derivation of the PDE governing the k-dependence
of fk(R), we now investigate the fixed functions entailed by this set of
equations. We limit our investigation to the case e = r/6 where the flow
equation integrates out all fluctuation modes.
9We also confirmed this property by evaluating the functional trace via a combination
of Fourier transforms and a Schrödinger-type regulated heat kernel.
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Fixed function equation and its fixed singularities
By definition, fixed functionals are given by the globally well-defined,
k-stationary solutions of the PDEs summarized in Tab. 7.5. Specializing
eqs. (7.105) and (7.119) to the case e = r/6 and setting all k-derivatives











) bˆ1 n2+bˆ2 n4+bˆ3 n6




27ϕ+6(6−7r)ϕ′+16(3−2r)2ϕ′′ , r ∈ [−∞, 0].
(7.122)
The coefficients bˆi are readily obtained from (7.109)
bˆ1 = 6ϕ′ + 43 (18− 11r) ϕ′′ − 163 r (3− 4r) ϕ′′′ ,
bˆ2 = − 19 r
(
3ϕ′ + 10rϕ′′ + 32r2ϕ′′′
)
,
bˆ3 = 29 r
2 (ϕ′′ + 2rϕ′′′) . (7.123)
When analyzing the properties of the ODE, it is convenient to cast eq.
(7.122) into “normal form” by solving for the highest derivative. This
shows that the ODE is a third order equation for ϕ(r).
A priori, we thus expect that locally there is a three-parameter family
of solutions. However, we have seen in Chap. 6 that fixed singularities
within the domain of definition reduce the space of solutions. We now
apply this reasoning to the pole structure of the fixed point equation
(7.122). The number of fixed poles can be read off as the number of
zeros of the coefficient of ϕ′′′ appearing in eq. (7.122). Technically, the
zeros are determined by truncating the infinite sum to a finite sum and
plotting the coefficient of ϕ′′′ as a function of r, c.f. Fig. 7.8. Numerically,
we observe zeros at r0 = 0, r2 = 6 and r1 ≈ 1.123. Moreover, the
flow derived on the H3 background reveals that there are no poles at
negative r. Hence, the number of fixed poles matches the number of
initial conditions. The index counting (1.5) then suggests that the set of
globally defined regular solutions is discrete.
Practically, the restrictions from the poles rsing are implemented as
follows. Firstly, we expand ϕ(r) in a power series and substitute this
series in the Laurent expansion of the flow equation (7.122) around rsing.
This allows to determine the series coefficients an, n ≥ 2 in terms of the
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Figure 7.8: The coefficient of ϕ′′′ in eq. (7.122). Every zero corresponds
to a fixed pole, so that one finds three fixed singularities at
r0 = 0, r1 = 1.123 and r2 = 6, respectively. The kinks visible
in the right diagram arise from the stepfunction behavior of
the trace when crossing an eigenvalue of .
free parameters a0, a1








Thus each pole reduces the dimension of the space of solutions by one.
Applying this reasoning to rsing = 0 limits the possible values that the
coefficients (a0, a1) of regular solutions might take. An explicit compu-
tation of the coefficients up to a10(a0, a1) shows that they admit a pole
structure of the form
an(a0, a1) ∝
1
(c1 − a0)α1 . . . (ck − a0)αk , (7.125)
leading to singular lines in the (a0, a1)-plane. Those lines are parallel to




, n ≥ 2 . (7.126)
Those singular lines are densely distributed so that the complete left
halfplane can be excluded from analysis. This means that we can already
exclude a negative cosmological constant.
7.2 Fixed functions in three dimensional gravity 147
Smooth approximation of the spectral sum
For a numerical analysis we cannot use eq. (7.122) as it is given there.
Therefore, we are seeking an approximation of eq. (7.122) that allows us
to perform a numerical integration.
Due to the presence of the θ-function, for r > 0 the spectral sum
contains only a finite number of terms and takes the form of a staircase-
function, c.f. Fig. 7.9. For any term in the series to contribute, the ar-
gument of the θ-function has to be greater than zero. This gives an








=: Nr . (7.127)
Again, it can be seen that only for r = 0 infinitely many terms are con-
tributing. Regarding the n-dependence, the spectral sum contains only a















Mj+1 , B1 = −12 , (7.128)
with Bernoulli numbers Bn. Substituting M 7→ Nr =
√
6/r yields a
smooth approximation bounding the staircase-function from above. A
smooth approximation that bounds the sum from below is obtained by


















This procedure is visualized in Fig. 7.9 for the special case ∑Nrk=1 n
4. Ap-
plying this approximation to eq. (7.122) yields












27ϕ+6(6−7r)ϕ′+16(3−2r)2ϕ′′ , r ∈ [−∞, 0] .
(7.130)
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n4 (black line). The curves obtained from
the replacement (7.128), truncating the sum at Nr and
Nr − 1 are given by the blue (top) and magenta (bottom)
curve, respectively. The average of the two approximations









r3 − 14r2 − 126r + 288) ,
c˜3 = −4r
(−17r3 − 35r2 − 308r + 480) . (7.131)
The singularities, i.e. the zeros of the polynomial c˜3, are located at
rsing ∈ {0, 60/61, 6, 24}. The value rsing = 24 is outside the ODE’s do-
main of validity and thus does not give rise to a boundary condition for
a globally well-defined solution. Thus the approximation did not change
the index of the flow equation.
Another smooth approximation is obtained by keeping only the local
part of the heat kernel, i.e. eq. (7.83), when performing the functional
trace. The result coincides with the fixed point equation on H3 (second
line in eq. (7.122)) analytically continued to r > 0. We expect that this
provides a good approximation for small values r  1 and we will refer
to this as the local approximation in the sequel.
Before using these equations in the numerical analysis, we first esti-
mate the quality of the approximations. Therefore, we set ϕ, ϕ′ and ϕ′′
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on the r.h.s. to some fixed but arbitrary values
ϕ(3) = F
(
ϕ = ϕ0, ϕ′ = ϕ1, ϕ′′ = ϕ2, r
) ≡ F(r) , (7.132)
where ϕ0 = ϕ1 = ϕ2 = const. This allows to study the r-dependence
of the r.h.s. of the fixed point equation. In Fig. 7.10 we compare the
resulting F(r) for three different approximations of the flow equation.
The first version approximates the spectral sum in (7.105) by truncating
the infinite sum at a finite value Nmax (black line). Note that accord-
ing to (7.127) there exists a rmin such that the resulting flow equation is
exact for r > rmin. For this reason it is regarded as a reference for the
other two approximations in this domain. This result is compared to
the smooth approximation (7.130) (red line) and the local approximation
(7.112) (blue line). It can be seen that for r ∈ (0, 3/2] all three approx-
imations qualitatively agree very well, while for r ∈ (3/2, 6] both the
smooth and the local approximation differ significantly. The smooth ap-
proximation is capable of reproducing the pole at r = 6, while the local
approximation misses this crucial feature and is thus not suitable for de-
scribing the large r behavior. Choosing different values for the constants
ϕ0, ϕ1 and ϕ2 leads to very different diagrams, but the qualitative fea-
tures remain the same. Therefore, we conclude that the observations are
independent of the choice of the constants. This analysis suggests to use
a piecewise definition of the fixed point equation for the numerical anal-
ysis. On (0, 3/2] the smooth approximation can safely be used, while on
(3/2, 6] one should work with the exact equation. This is the strategy
that will be employed in the numerical analysis of the next section.
Flow equation for f (R)-gravity: numerical analysis
We continue our analysis of the ODE (7.122) by constructing explicit so-
lutions with the help of numerical techniques. In this way we are able to
identify two globally well-defined fixed functions whose deformations
are studied in Sect. 7.2.
Numerical construction of fixed functions
We start with a numerical search for globally well-defined solutions of
the fixed function equation (7.122). Since all fixed singularities are lo-
cated at r ≥ 0, we first investigate the positive curvature domain and
subsequently extend potential fixed functions to the domain of negative
curvature.
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Figure 7.10: Numerical value of the function F, eq. (7.132), found by
employing a finite truncation of the spectral sum in (7.122)
(black line), the smooth approximation (7.130) (red line) and
the local approximation (blue line). For r ∈ (0, 3/2] all
three approximations qualitatively agree very well, while
for r ∈ (3/2, 6] both the smooth and the local approxima-
tion differ significantly from the finite truncation which is
exact in this regime.
In order to make eq. (7.122) amenable to a numerical treatment, we
implement the following approximations. First, we split the domain of
definition r ∈ [0, 6] into a “UV-interval” [0, 3/2) and an “IR-interval”
[3/2, 6]. On the UV-interval we then employ the smooth approximation
eq. (7.130) which captures all essential features of the infinite sum. On
the IR-interval the spectral sum reduces to the term with n = 1 and
we use the exact equation (7.122). Implementing the IR-asymptotics cor-
rectly thereby turns out to be crucial for the existence of fixed functions.
As was pointed out above, the fixed function equation is of third order.
Locally, it thus gives rise to a three-parameter family of solutions. Glob-
ally, this set of solutions is restricted by boundary conditions imposed at
the three fixed singularities ri,sing = { 0 , 60/61 , 6 }. The precise form of
these boundary conditions is obtained by expanding the fixed function
equation in a Laurent series at the singularities and demanding that the
principle part of the series, containing the residues ei, vanishes. For the
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three fixed singularities this implies the vanishing of the combinations
e0 = 105pi2ϕ
(
16ϕ′′ + 4ϕ′ + 3ϕ
)− 160ϕ′′ + 28ϕ′ , (7.133)
e1 = 45pi2
(
61ϕ− 40ϕ′) (2352ϕ′′ − 732ϕ′ + 3721ϕ) (7.134)
− 2015880ϕ′′ − 939949ϕ′ ,
e2 = −9pi2
(
ϕ− 4ϕ′) (48ϕ′′ − 8ϕ′ + ϕ)− 48ϕ′′ + 2ϕ′ , (7.135)
evaluated at r = ri,sing. Here the residue e2 at r2,sing is obtained from the
exact equation (7.122), while the residues at r0,sing and r1,sing are extracted
from the smooth approximation eq. (7.130).
The construction of the numerical solutions starts at the first order
pole at r0,sing = 0 which corresponds to the deep UV. We impose that





an rn , (7.136)
with hitherto undetermined coefficients an. Substituting this series into
(7.133) fixes a2 as a function of a0, a1. The coefficients an, n ≥ 3 are ob-
tained recursively from the equations read off from the positive powers
of r in the expansion of (7.130). Thus the vanishing of the residue e0
reduces the number of regular solutions to a two-parameter family ϕ(r)
whose initial conditions are conveniently parameterized by a0, a1.
In terms of constructing numerical solutions, it is impossible to im-
pose initial conditions directly at a fixed singularity. In order to bypass
this obstacle, we use the analytic expansion (7.136) to map the initial
conditions encoded in the pair (a0, a1) to initial data at r = ε,
ϕinit(ε) = ϕ(ε; a0, a1) , ϕ′init(ε) = ϕ′(ε; a0, a1) , ϕ′′init(ε) = ϕ′′(ε; a0, a1) ,
(7.137)
where the r.h.s. is obtained by evaluating the analytic expansion to a
sufficiently high order. For practical purposes we chose ε = 10−4 and
checked that the results are stable with respect to changing the order of
the expansion and as long as ε is not too small.
The initial data (7.137) serves as input for a numerical shooting method
extending the two-parameter family of solutions to the entire interval
[0, r1,sing − ε1]. Notably, for most values (a0, a1) the solutions do not ex-
tend up to the second fixed singularity, but terminate in a movable sin-
gularity at rterm < r1,sing. The solutions that reach r1,sing− ε1 are matched
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Figure 7.11: The (a0, a1)-plane of solutions regular at r = 0. Every
point of the green area corresponds to a pair (a0, a1), for
which e1(a0, a1) is positive while red points correspond to
solutions, for which e1(a0, a1) is negative. The black line
parametrizes those pairs (a0, a1), for which (7.134) vanishes
(within numerical precision). Accordingly, the black line
corresponds to solutions which are regular at r0,sing and
r1,sing.
to an analytic expansion of ϕ(r) at r1,sing, from which we obtain numeri-
cal values for ϕ(r1,sing), ϕ′(r1,sing), and ϕ′′(r1,sing), as functions of (a0, a1).
Inserting these values into the condition (7.134) then defines an implicit
function e1(a0, a1). Regular solutions fulfill e1(a0, a1) = 0. The shooting
method now varies a0 and a1 and seeks for values (a0, a1) which satisfy
this condition. The result is shown in Fig. 7.11. The result illustrates
that the regular solutions passing r1,sing constitutes a one dimensional
manifold (black line), which we refer to as regular line. This line can
conveniently be parameterized by one single parameter which we take
to be a0. Note that the appearance of the line, fixing one of the free
parameters, is in complete agreement with the singularity counting the-
orem advocated in the introduction.
The next step repeats the procedure above and applies the shooting
method with the goal of extending the one-parameter family of regular
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Figure 7.12: The left panel shows the maximal interval of existence
[0, rmax) of the regular solutions ϕ(r; a0, a1) as a function of
a0. The regularity condition e2(a0) given in eq. (7.135) is
shown in the right panel. The latter displays two zeros cor-
responding to two isolated fixed functions.
solutions shown in Fig. 7.11 to the entire domain of definition [0, 6]. The
initial conditions for the second numerical integration are obtained by
evaluating the analytic expansion of ϕ(r) at r1,sing to leading order in ε
ϕinit(r1,sing + ε) =ϕ(r1,sing − ε; a0) ,
ϕ′init(r1,sing + ε) =ϕ′(r1,sing − ε; a0) ,
ϕ′′init(r1,sing + ε) =ϕ′′(r1,sing − ε; a0) .
(7.138)
Again we numerically integrate these initial conditions up to r2,sing − ε.
For large values a0 the solutions do not extend to the third pole and
terminate in movable singularities at rmax. This feature is illustrated in
the left part of Fig. 7.12 which shows rmax as a function of a0. For small
values a0 one, however, obtains numerical solutions which do extend to
r2,sing − ε. Inserting the value of these functions and its derivatives ob-
tained through the numerical integration into eq. (7.135) again defines
an implicit function e2(a0). In order to be completely regular on the do-
main [0, 6], these solutions then have to satisfy e2(a0) = 0. This function
is shown in the right panel of Fig. 7.12. This figure establishes that there
are two distinguished values for a0 where the last regularity condition
is satisfied. Thus we succeeded to construct two distinct fixed functions
which are regular on the domain [0, 6]. We will denote these solutions
by ϕ1 and ϕ2. The corresponding values of the points (a0, a1) are listed
in Tab. 7.6.
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Figure 7.13: The full numerical solutions ϕ1(r) (blue line) and ϕ2(r)
(magenta line). Both solutions are regular on the entire do-
main [−∞, 6] and satisfy all properties required from gen-
uine fixed functions.
In the final step, we extend the numerical solution also to negative
values of r using the exact equation (7.122) in this domain. Since there
are no fixed poles for r < 0 we can safely use eq. (7.122) to extend
to ϕ1 and ϕ2 to the domain [−∞, 0]. The full numerical solutions are
displayed in Fig. 7.13. Quite remarkably, both solutions have a regular
extension on the entire domain of negative values r. Thus they satisfy
all the requirements imposed on genuine fixed functions for f (r)-gravity
in three dimensions. This constitutes the main result of this section.
As pointed out before, when expanding around r = 0, all series co-
efficients can recursively be expressed as functions of a0 and a1, c.f.
eq. (7.124). Having (a0, a1) of the two fixed functions allows for com-
puting a series expansion of ϕ1 and ϕ2 to any desired order. Therefore,
it is possible to compute every coupling constant arising in an polyno-
mial expansion in r around r = 0. For comparison with earlier computa-
tions, it is illustrative to relate the first three expansion coefficients to the
(dimensionless) Newton’s constant g, the cosmological constant λ and
the inverse of the R2 coupling b, which typically parametrize the set of
coupling constants in the R2 truncation, by
g∗ = − (16pia∗1)−1 , λ∗ = −a∗0/(2a∗1) , b∗ = (a∗2)−1 . (7.139)
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Fixed function a∗0 a∗1 λ
∗ g∗ b∗ τ∗
ϕ1 0.3011 -0.6041 0.2492 0.0329 157.18 0.000270
ϕ2 0.3449 -0.7026 0.2454 0.0283 131.22 0.000197
Table 7.6: The numerical values and characteristic features of the two
distinct fixed functions.
The numerical values of these couplings are displayed in Tab. 7.6. No-
tably, both fixed point solutions give rise to a positive Newton’s con-
stant and cosmological constant in agreement with the expectations from
studying finite-dimensional RG flows. Since g∗ and λ∗ by themselves
display a rather strong dependence on the unphysical regulator, we also
give the value of the universal scaling variable [22]
τ∗ = λ∗ (g∗)2 . (7.140)
The values obtained for τ∗ and b∗ are actually similar to the ones ob-
tained in a R2 truncation [28], where τ∗ = 0.00067 was found for the
physical fixed point. This builds up further confidence in the validity
of our findings, since ϕ1(r) and ϕ2(r) share many of the characteristic
features of the NGFPs encountered in previous computations.
Identifying the relevant deformations
In the previous section we constructed two distinct regular fixed func-
tions ϕ1 and ϕ2. In order to further strengthen the connection of these
solutions with the ones obtained from finite-dimensional truncations, we
proceed by determining the number of relevant directions in the UV, i.e.










where the gi are the k-dependent coupling constants appearing in the
expansion and the βi denote the corresponding beta functions. This
expansion is then substituted into the local approximation of the full
flow equation obtained from restricting (7.115) to the first line and spe-
cializing to e = r/6. Expanding this equation up to a fixed order in
r yields a coupled system of equations that can be solved for the beta
functions. The fixed points then appear as algebraic solutions of this
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θ1 θ2 θ3 θ4 θ5 θ6 θ7
N = 1 2.95 0.96
N = 3 1.64± 0.48 i −0.12 −2.12
N = 5 2.45± 2.47 i −0.29 −2.52 −5.41 −8.56
N = 2 2.85 0.29± 0.66 i
N = 4 2.79 0.69± 2.34 i −2.13 −6.70
N = 6 3.74 0.31± 4.22 i −1.35 −5.35 −9.32± 5.59 i
Table 7.7: Stability coefficients θ obtained from the expansion (7.141) for
ϕ1 up to order N.
θ1 θ2 θ3 θ4 θ5 θ6 θ7
N = 1 2.96 0.97
N = 3 1.74± 0.63 i 0.11 −1.80
N = 5 2.88± 2.61 i −0.32 −1.69 −4.96 −7.68
N = 2 2.87 0.38± 0.72 i
N = 4 2.86 1.09± 2.44 i −1.67 −6.33
N = 6 3.83 1.30± 4.20 i −0.80 −4.62 −8.93± 6.03 i
Table 7.8: Stability coefficients θ obtained from the expansion (7.141) for
ϕ2 up to order N.
system of equations satisfying βi(g∗i ) = 0. Contrary to the usual polyno-
mial expansion where the system is closed by setting the highest order
coefficients gN+1 = gN+2 = 0, we specifically dial to the fixed functions
ϕ1 and ϕ2 by fixing the lowest coefficients (a∗0 , a∗1) to be the ones given in
Tab. 7.6 and subsequently determining the higher order coefficients a∗n
by solving the recursion relations arising from the local approximation
of the fixed function equation.
The information on the relevant deformations of the solution is en-








evaluated at the fixed point values. The stability coefficients θi are de-
fined as minus the eigenvalues of M, so that a θi with a positive real part
denotes a relevant deformation.
The information on the stability coefficients obtained this way is sum-
marized in Tab. 7.7 and Tab. 7.8 for ϕ1 and ϕ2, respectively. Notably,
determining the θi for N ≥ 6 becomes numerically challenging and, in
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particular, sensitive to the numerical accuracy to which a∗0 , a∗1 are known.
We find that the stability coefficients seem to organize themselves into
two subseries, depending on whether the expansion (7.141) terminates
with N even or odd. The data supports two or three relevant defor-
mations, depending on the particular value of N. The convergence of
the stability coefficients is much less obvious than in the corresponding
polynomial expansions of f (R)-gravity in four dimensions [29–33].
Since there is currently no data on the polynomial expansion of the
fixed point equation available in d = 3 dimensions, we can only spec-
ulate on the origin of this peculiar feature. Firstly, one needs to notice
that the data shown in Tables 7.7 and 7.8 has been obtained by closing
the finite-dimensional system of beta-functions in a way that is quite
different from the one applied in previous polynomial f (R)-truncations.
Instead of deriving the beta-functions and setting the two highest coef-
ficients in the polynomial ansatz to zero, the fixed function allows to fix
the lowest two coefficients and does not impose “boundary conditions”
at the other an’s. Since our present numerical methods determine a∗0 , a∗1
to a certain accuracy only, the corresponding numerical error may prop-
agate into the higher order coefficients, destabilizing the stability matrix
from which the stability coefficients are obtained. On more fundamental
grounds, one could also speculate that this feature can be traced back to
the omission of the transverse traceless fluctuation modes or is linked to
working in an odd-dimensional spacetime. Clarifying these questions is,
however, beyond the present work and we conclude with the observa-
tion that the stability analysis of the fixed functions ϕ1 and ϕ2 gives rise
to a finite dimensional critical surface, supporting the conjecture [41].
7.3 Fixed functions in four dimensional gravity
In this section, we study the fixed point underlying Quantum Einstein
Gravity at the functional level including an infinite number of scale-
dependent coupling constants. We show that this flow equation ad-
mits a unique, globally well-defined fixed functional describing the non-
Gaußian fixed point at the level of functions of the scalar curvature.
This solution is constructed explicitly via a numerical double-shooting
method. In the UV, this solution is in good agreement with results from
polynomial expansions including a finite number of coupling constants,
while it scales proportional to R2, dressed up with non-analytic terms,
in the IR. We demonstrate that its structure is mainly governed by the
conformal sector of the flow equation.
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Evaluating the operator traces
Starting point of this chapter is the flow equation (5.81). Here we set the
fluctuations around the background to the gauge invariant fields







consisting of a transverse-traceless tensor hTµν (spin 2) and the conformal
χ (spin 0) satisfying the constraints
D¯µhTµν = 0, g¯
µνhTµν = 0 . (7.144)








In d = 4 the explicit expressions for the traces are given by
T(2) = 6 Tr
[(







T(0) = 16 Tr
[(








Here t = ln k/k0 is the dimensionless “renormalization group time”,
the primes denote derivatives of fk(R¯) with respect to R¯ and Pk ≡
 + Rk() denotes the regularized kinetic term constructed from the
spin-dependent coarse-graining operator (s) = −D¯2 + E(s). In the
nomenclature of [31], the inclusion of non-trivial endomorphisms E(s)
in the regulator function gives rise to a type II regulator. On a spherical
background E(s) is proportional to R¯ and we set
E(2) ≡ αR¯ , E(0) ≡ βR¯ . (7.147)
The traces T(2) and T(0) are with respect to the transverse-traceless and
scalar fluctuations, respectively. The particular form of the flow equa-
tion (7.145) results from either a particular choice of the path integral
measure in combination with a special choice of regulator for the gauge
degrees of freedom or, alternatively, through a specific choice of vari-
ables on the configuration space of the gravitational path integral, c.f.
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Spin s Eigenvalue λl(d, s) Multiplicity Ml(d, s)
0 l(l+d−1)d(d−1) R¯
(2l+d−1)(l+d−2)!
l!(d−1)! l = 0, 1, . . .
2 l(l+d−1)−2d(d−1) R¯
(d−2)(d+1)(l−1)(d+l)(d+2l−1)(d+l−3)!
2(d−1)!(l+1)! l = 2, 3, . . .
Table 7.9: Eigenvalues and multiplicities of the Laplacian operator ∆ ≡
−D¯2 acting on fields with spin s on the d-sphere [136, 138].
Chap. 5. For vanishing endomorphism the traces coincide with earlier
constructions [29, 30].
The next step consists in evaluating the traces (7.146). In the case
where the flow equation is expanded in powers of the background cur-
vature R¯ one typically resorts to the local (or early-time) expansion of the
heat kernel which is truncated at the desired order in R¯. The resulting
expansion is a good approximation in the regime k2  R¯, but does not
give rise to the correct IR behavior, k2  R¯, since, by definition, it does
not include the non-analytic terms reflecting the compact nature of the
background. In order to obtain a flow equation with the correct asymp-
totic for both k2  R¯ and k2  R¯, we evaluate the functional traces as
the sum over the eigenvalues of the differential operators. The spectrum
λl(d, s) and multiplicities Ml(d, s) of the Laplacian on a spherical back-
ground are well known and summarized in Tab. 7.9. Introducing the


















Ml(4, 0)W(0) (λl(4, 0) + βR¯) ,
(7.148)
where ∆(s) ≡ −D¯2 denotes the standard Laplacian acting on fields with
spin s.
In order to evaluate the infinite sums explicitly, it is convenient to
switch to dimensionless quantities











2 −(s)) , (7.150)
160 7 Fixed Functions in QEG
where θ is the Heaviside step function. Substituting the traces (7.148)





ϕ˙+ 4ϕ− 2r ϕ′) = ∞∑
l=2
Ml(4, 2)
a˜1,l ϕ′ + a˜2,l (ϕ˙′ − 2rϕ′′)






a1,l ϕ′ + a2,l ϕ′′ + a3,l ϕ˙′ + a4,l (ϕ˙′′ − 2rϕ′′′)
2 ϕ+ (3− (3β+ 2)r) ϕ′ + ((3β+ 1)r− 3)2 ϕ′′ θ(0) .
(7.151)
Here the dots and primes denote derivatives with respect to t and r,
respectively and we omitted the arguments of ϕk(r) to ease readability.








(12− r(l(l + 3)− 2+ 12α− 2)) ,
(7.152)
while the coefficients in the scalar trace are given by
a1,l = 18 (36− r (l(l + 3) + 12β)) ,
a2,l = 132
(
432− 96r(3β+ 2) + r2 (l2(l + 3)2 − 144β2)) ,
a3,l = 18 (12− r (l(l + 3) + 12β)) ,
a4,l = 132
(
144− 96r(3β+ 1) + r2 (l2(l + 3)2 − 8l(l + 3)− 48β(3β+ 2))) .
(7.153)
The explicit form of the step functions is given by
θ(2) =θ
(









Eq. (7.151) provides a very explicit illustration of how the FRGE works:
the quantum fluctuations are organized with respect to the eigenfunc-
tions of the background Laplacian. Each eigenmode thereby gives a
specific contribution to the trace whose weight is determined through
the Hessian Γ(2)k . From the step functions (7.154) one explicitly sees that
lowering k (which, for fixed background curvature R¯, corresponds to
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increasing r) the eigenmodes are integrated out consecutively starting
from fluctuations with large values l: once k2 crosses the corresponding
eigenvalues the step-functions ensure that the contribution of the asso-
ciated spherical harmonic drops out from the r.h.s. of the flow equation
and does no longer contribute to the running of ϕk.
The structure of the step functions (7.154) also clarifies the role of the
endomorphisms E(s). The parameters α and β allow to adjust the value
k(s),term at which the last fluctuation mode of the corresponding trace
is integrated out. Substituting the l-value of the lowest eigenmode and








For r > r(s),term the corresponding trace vanishes identically. The condi-
tion that both the spin-two and scalar trace are completely integrated out
at the same value rterm can be implemented by requiring that the coarse-
graining operators (s) have equal lowest eigenvalues (ELE). Equating
r(2),term and r(0),term shows that the ELE condition is satisfied along the
line
α = β− 2
3
. (7.156)
In the following we will implement this condition throughout the dis-
cussion. This choice is motivated on physical grounds, since it implies
that all fluctuations are integrated out at one fixed value of k.
In principle the endomorphisms can also be used to integrate out
all fluctuation modes on a compact interval by making the selection
r(2),term = r(0),term < ∞. For r > r(0),term the r.h.s. of the flow, encod-
ing the quantum effects, becomes trivial and the flow equation reduces
to the classical scaling relation. This has been the strategy implemented
in Sect. 7.2, which constructed fixed functions on the compact interval
0 ≤ r ≤ r(0),term = 6. While this compactification simplifies the nu-
merical analysis, it will not be implemented here and we will consider
fixed functions which are well-defined on the entire positive half-axis
0 ≤ r < ∞.
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Smoothing the staircase
A feature that makes (7.151) particularly difficult to work with is that
the PDE possesses an infinite number of discontinuities. At the points
r2,l =
12
12α+ l(l + 3)− 2, l ≥ 2, r0,l =
12
12β+ l(l + 3)
, l ≥ 0,
(7.157)
where k2 crosses an eigenvalue of (s), the step functions (7.154) remove
the corresponding eigenmode and the r.h.s. of (7.151) changes discontin-
uously. This feature is particular to the use of the Litim regulator and
would be absent in the case of a smooth (e.g. exponential) regulator. In
order to arrive at a smooth PDE we follow the strategy of [79] and ap-
proximate this staircase-behavior by a smooth function. This is achieved
as follows. Firstly, we observe that, for r > 0, the sum over eigenvalues
is truncated to a finite sum. In order for a term to contribute to this
series, the corresponding argument of the theta-function has to be pos-
itive. This gives an r-dependent upper boundary Nr on the number of
terms in the finite sum





for the tensor modes and







for the scalar modes. Again, it can be seen that only for r = 0 infinitely
many terms are contributing. Regarding the l-dependence, the spectral
sum contains only a polynomial in l, as can be seen in eq. (7.153). For














Mj+1 , B1 = −12 , (7.160)
with Bernoulli numbers Bn. Substituting M 7→ N(i)(r) yields a smooth
approximation bounding the staircase-function from above. A smooth
approximation that bounds the sum from below is obtained by a sum
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from n = 1 to n = Nr − 1. In practice, we approximate the staircase by

















Applying the summation formula (7.161) to the r.h.s. of the flow equa-
tion (7.151) yields the desired smooth PDE govering the k-dependence
of ϕk(r)
ϕ˙+ 4ϕ− 2rϕ′ = c˜1ϕ
′ + c˜2(ϕ˙′ − 2rϕ′′)
3ϕ− ((3α+ 1)r− 3)ϕ′
+
c1ϕ′ + c2ϕ′′ + c3 ϕ˙′ + c4 (ϕ˙′′ − 2rϕ′′′)
2ϕ+ (3− (3β+ 2)r)ϕ′ + (3βr + r− 3)2ϕ′′ .
(7.162)
The coefficients ci and c˜i are polynomials in r and depend on the endo-
morphisms
c˜1 = − 5(6αr+r−6)((18α
2+9α−2)r2−18(8α+1)r+126)
6912pi2
c˜2 = − 5(6αr+r−6)((3α+2)r−3)((6α−1)r−6)6912pi2
(7.163)
and
c1 = − ((6β−1)r−6)(β(6β−1)r
2+(10−48β)r+42)
2304pi2
c2 = − ((6β−1)r−6)(β(54β
2−3β−1)r3+(270β2+42β−35)r2−39(18β+1)r+378)
4608pi2







The RG flow of the function ϕk(r) is governed by the PDE (7.162).
Within this type of functional truncations, fixed points are promoted to
fixed functions ϕ∗(r) given by globally well-defined, k-stationary solu-
tions of the PDE. Dropping all t-derivatives from (7.162) then yields a
third-order ODE for the fixed function ϕ∗(r)
4ϕ− 2rϕ′ = c˜1ϕ
′ − 2c˜2rϕ′′
3ϕ− (3αr + r− 3)ϕ′
+
c1ϕ′ + c2ϕ′′ − 2c4rϕ′′′
(3βr + r− 3)2ϕ′′ + (3− (3β+ 2)r)ϕ′ + 2ϕ
(7.165)
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with coefficients given in (7.163) and (7.164). Since there is no risk of
confusion we will omit the asterisk and denote the fixed function only
by ϕ(r).
One particular effect of the smoothing procedure applied in this sub-
section is that r.h.s. of the flow equation is non-zero on the entire interval
r ∈ [0,∞[ even if the endomorphisms are chosen in such a way that the
quantum fluctuations in the initial flow equation (7.151) are integrated
out on a finite r-interval. Thus, we insist that a “globally well-defined”
solution is required to be regular on the full interval r ∈ [0,∞[.
Conformally reduced flow equation
Based on the full flow equation (7.162), it is straightforward to write
down the “conformally reduced” approximation where the RG flow is
solely driven by fluctuations of the scalar mode. Eliminating the contri-
butions from the transverse-traceless fluctuations by setting c˜1 and c˜2 to
zero yields
ϕ˙+ 4ϕ− 2rϕ′ = c1ϕ
′ + c2ϕ′′ + c3 ϕ˙′ + c4 (ϕ˙′′ − 2rϕ′′′)
2ϕk + (3− (3β+ 2)r)ϕ′ + (3βr + r− 3)2ϕ′′ ,
(7.166)
with coefficients (7.164). Setting all t-derivatives equal to zero yields the
fixed point equation
4ϕ− 2rϕ′ = c1ϕ
′ + c2ϕ′′ − 2c4rϕ′′′
(3βr + r− 3)2ϕ′′ + (3− (3β+ 2)r)ϕ′ + 2ϕ (7.167)
which is the analogue of the ODE determining the fixed functions in the
full system (7.165). Comparing the ODEs of the conformally reduced
and full system one finds that they share all the characteristic features:
both settings give rise to a non-linear ODE of third order. Moreover,
the coefficient multiplying the highest derivative of ϕ is identical, indi-
cating that both equations possess the same fixed singularities. On this
basis, one may expect that both equations also share the same number
of globally well-defined solutions.
Analytical properties of the stationary flow equation
The ODE (7.162) encoding the fixed functions of QEG in the f (R)-ap-
proximation is a complicated non-linear third order differential equation
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making the construction of exact analytic solutions a difficult task. Nev-
ertheless some features of the ODE can be accessed by analytic methods.
We start with analyzing the fixed singularities before zooming into the
asymptotic IR behavior of solutions.
Singularity structure
Being of third order, the ODE (7.162) gives rise to a three-parameter
family of solutions which exist at least locally. The condition that such
a local solution can be extended to a global solution, existing for all
r ≥ 0, gives rise to constraints on these parameters. If the ODE contains
fixed singularities, global solutions have to fulfill regularity conditions
at these points in order to be able to pass through the singularity. This
constrains the space of solutions and generically one expects that each
fixed singularity reduces the number of free parameters by one. The
existence of isolated, globally defined solutions generally requires a total
number of three singularities. This condition is met, for example, if the
ODE has three fixed singularities in its domain of validity.
In order to determine its fixed singularities, the ODE (7.162) is cast into
normal form by solving for ϕ′′′(r). One then sees that the coefficient
c4 multiplying rϕ′′′(r) determines the fixed singularities of the ODE:
zeros of c4 constitute points where the ODE develops a pole. Due to
the factor r multiplying ϕ′′′(r), one pole is always real and located at
r = 0. This pole originates from switching to dimensionless quantities
and the fact that R is not dimensionless. The coefficient c4 is a fourth
order polynomial in r, giving rise to four additional roots. The set of
fixed singularities is given by








6β− 1 . (7.168)
The position of the roots rsing,i, i = 2, 3, 4, 5 depends on the endomor-
phism β and is shown in Fig. 7.14. Notably, rsing,2 diverges at β = − 59
and the double pole rsing,4,5 is shifted to infinity if β = 16 , so that these are
distinguished choices for the endomorphism. The analysis in Fig. 7.14
shows that for β = 0 the ODE has two fixed singularities at finite, posi-
tive values r. By choosing the endomorphism in the interval 0 < β ≤ 16
the number of fixed singularities is increased to three. For β > 16 the
number of fixed singularities further increases to four. Thus the inclu-
sion of the endomorphism allows to control the singularity structure of
the ODE to a certain extent.
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Figure 7.14: Position of the roots ri,sing of the coefficient c4, eq. (7.164), as
a function of the endomorphism β. At the dashed vertical
lines one of the roots is located at infinity, implying that
the number of fixed singularities on the positive half-axis
changes at these values of β.
Based on the singularity counting argument (1.5) presented in Chap.
1, we then select β such that the number of fixed singularities matches
the order of the ODE. In anticipation of the numerical analysis, we will




, α = −1
2
. (7.169)
In this case, the coefficient c4 reduces to a third order polynomial which
considerably simplifies the numerical analysis of the ODE computations.
Asymptotic IR behavior of the solutions
The second property which can be accessed analytically is the scaling
of the solutions ϕ(r) in the IR limit r → ∞. In order to zoom into this
asymptotic region, we rescale r and ϕ by a constant scale parameter ε,
r = ε−ar˜ , ϕ(r) = ε−b ϕ˜(r˜) , a > 0 , (7.170)
and require that the new variables r˜ and ϕ˜ are strictly of the order one.
Since a > 0 the limit ε→ 0 corresponds to r → ∞. Retaining the leading
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2 r˜ ϕ˜′′ − ϕ˜′
r˜ ϕ˜′ + 6 ϕ˜
, (7.171)
where ϕ˜ = ϕ˜(r˜) and the primes denote derivatives with respect to the
argument. The l.h.s. is independent of the scale parameter a, which can
be traced back to the fact that the l.h.s. of eq. (7.165) is invariant under
rescalings of the form r 7→ λr, ϕ 7→ ϕ. Similarly, the r.h.s. is indepen-
dent of the scale parameter b reflecting that the r.h.s. of eq. (7.165), is
invariant with respect to the rescaling ϕ 7→ λϕ, r 7→ r. Notably, the
r.h.s. of (7.171) receives contributions from the transverse-traceless sec-
tor only. The choice β = 1/6 reduces the order of polynomials ci so that
the contribution of the scalar sector is sub-leading in the large-r limit.
Depending on the ratio of a and b, eq. (7.171) exhibits three different
scaling behaviors: classical scaling for b > 2a, quantum scaling for b <
2a and balanced scaling b = 2a. These cases will be discussed below.
a) classical scaling b > 2a
For b > 2a, the scaling behavior implied by eq. (7.171) is dominated by
its classical l.h.s.
4ϕ˜− 2r˜ϕ˜′ = 0 . (7.172)
This equation is solved by
ϕ˜(r˜) = Ar˜2 , (7.173)
with A being a free integration constant.
b) quantum scaling b < 2a
In this case the asymptotic behavior entailed in (7.171) is dominated
by the r.h.s. encoding the quantum fluctuations. Disregarding potential
singularities caused by the denominator, the scaling is governed by the
linear equation




2 + A2 , (7.175)
with A1 and A2 free integration constants. Notably, the existence of the
ϕ˜(r˜) = A1r˜
3
2 solution is not intrinsic to the special choice of endomor-
phisms used to derive (7.171) but appears for generic values α and β
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where the scalar sector also contributes to the asymptotic IR scaling.
c) balanced scaling b = 2a
In this case, the classical and quantum terms balance and eq. (7.171)
entails that
4ϕ˜− 2r˜ϕ˜′ = 5r˜
3
864pi2
2 r˜ ϕ˜′′ − ϕ˜′
r˜ ϕ˜′ + 6 ϕ˜
. (7.176)
Solving this non-linear equation exactly is beyond the scope of this work.
Instead we check if it admits a scaling solution of the form ϕ˜(r˜) = Ar˜a.
Inserting this scaling ansatz into eq. (7.176) yields
2(2− a)Ar˜a = 5a(2a− 3)
864pi2(a + 6)
r˜2 . (7.177)
For this equation to be satisfied, r˜ has to have the same power on both
sides implying classical scaling a = 2. For this choice the l.h.s. vanishes,
however, so that a = 2 does not constitute a consistent solution.
The structure of (7.176) suggests modifying the scaling ansatz includ-
ing a logarithmic term
ϕ˜(r˜) = Ar˜2 (1− η log(r˜)) . (7.178)
Inserting this modified ansatz into eq. (7.176) leads to a consistent scal-
ing equation. Expanding the result to linear order in η then fixes the





Also, in this case the appearance of a logarithmic contribution in the
scaling solution constitutes a generic feature and is not related to the
particular choice of endomorphisms.
The scaling solutions obtained in the cases a), b), and c) constitute the
three admissible asymptotic behaviors of potential solutions of the full
ODE in the IR. A priori it is unclear which phase is realized by a poten-
tial fixed function. Furthermore, the three scaling behaviors come from
a simple asymptotic (large-field) analysis, thus each might (or might
not) correspond to the first term of valid asymptotic series, i.e. a series
for which correction terms are successively smaller than the leading one
under a well-defined perturbative convergence condition. Nevertheless,
this scaling analysis provides important information on the IR dynamics
of potential fixed functions in QEG.
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Numerical construction of the fixed function
In this section, we use a numerical shooting method to construct solu-
tions of the ODE (7.165) which are regular at the fixed singularities. The
central result of this construction is the unique, isolated and globally
well-defined fixed function shown in Fig. 7.16.
Implementing regularity at the fixed singularities
Our starting point is the ODE (7.165) for the specific choice of endomor-
phisms (7.169). The analysis (7.168) shows that in this case, the ODE
possesses three fixed singularities located at finite values r:
r1,sing = 0 , r2,sing =
18
13
, r3,sing = 6 . (7.180)
Regularity of the solution at these points imposes non-trivial boundary
conditions on ϕ(ri) and its derivatives. Casting the ODE into normal
form by solving for ϕ′′′, and expanding the resulting r.h.s. at one of the
fixed singularities yields a Laurent expansion of the form
ϕ′′′(r) =
ei(ϕ′′(ri), ϕ′(ri), ϕ(ri), ri)
r− ri + regular terms , (7.181)
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ϕ− 3ϕ′) (18ϕ′′ − 6ϕ′ + ϕ) .
(7.182)
Here it is implicitly understood that ϕ(r) and its derivatives appear-
ing in ei are evaluated at ri,sing. Keeping ϕ′′′(r)|r=ri finite then requires
ei = 0. A globally well-defined solution has to satisfy the resulting
boundary condition (BC) at all three singular points (7.180). On this ba-
sis, we expect that the BCs fix all three free parameters characterizing
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the solutions of the ODE locally, so that the set of globally well-defined
solutions is discrete.
The next step consists in characterizing the solutions of the ODE by
free parameters. Imposing that ϕ(r) satisfies the regularity conditions
(7.182) ensures that the corresponding solution can be expanded in a
Taylor series at ri,sing since all its derivatives remain regular. In particular
a fixed function has an analytic expansion in the UV (r = 0), so that the
solution locally takes the form
ϕ1(r) = g0 + g1r + ∑
n=2
gn rn . (7.183)
Substituting this ansatz into the ODE and imposing regularity at r1,sing
by requiring e1 = 0 uniquely fixes the constants gn, n ≥ 2 in terms of
(g0, g1). In particular,
g2 =
7g1 (13g0 + 18g1) + 768pi2g0
(
2g20 − 5g0g1 − 3g21
)
13824pi2g0(g0 + g1)− 63(3g0 + 13g1) . (7.184)
Thus, implementing the regularity condition e1, we obtain a two-par-
ameter family of (local) solutions specified by (g0, g1).
In a similar fashion, one can perform an analytic expansion of ϕ(r) at
the other singular points
ϕ2(r) = b0 + b1(r− r2) + ∑
n=2
bn(r− r2)n , (7.185)
ϕ3(r) = c0 + c1(r− r3) + ∑
n=2
cn(r− r3)n . (7.186)
Combining the ODE with the corresponding regularity condition again
fixes the coefficients bn and cn with n ≥ 2 in terms of (b0, b1) and (c0, c1),
respectively. For the cn this solution is again unique, while the occur-
rence of (ϕ′′)2 in e2 makes the solution b2(b0, b1) double-valued. In the
following we will use the parameterization (g0, g1) to characterize poten-
tial global solutions, which then already satisfy regularity at r1,sing = 0.
Extending the local solutions away from r = 0
The next step consists in extending the two-parameter family of solu-
tions (7.183) to the interval r ∈ [0,∞[ implementing the boundary con-
ditions (7.182). In contrast to the example discussed in Chap. 6, we do
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not have an analytic solution of the ODE at our disposal. Moreover, the
polynomial expansion is difficult to implement to sufficiently high order
due to the complexity of the ODE. Therefore, we rely on the numerical
shooting method illustrated at the end of Chap. 6. Since we need to
implement the boundary conditions at r2,sing and r3,sing, we divide the
positive half-axis into three intervals
I1 ≡]0, r2[ , I2 ≡]r2, r3[ and I3 ≡]r3,∞[ . (7.187)
The shooting algorithm is applied twice: firstly, the solution is con-
structed on the interval I1. Solutions meeting the boundary condition
e2 = 0 are subsequently extended into the interval I2 where the con-
dition e3 = 0 is tested. Finally, solutions satisfying all three boundary
conditions are numerically extended onto I3. Owing to the non-linearity
of the ODE, a solution might also terminate in a movable singularity so
that it does not extend up to the fixed singularities marking the upper
boundaries of the integration intervals.
Practically, we implement this search strategy for fixed functions as
follows. Because of the fixed singularity at r1,sing = 0, the initial condi-
tions for the numerical integration need to be imposed at r = ε1 rather
than at r = 0. The initial values for ϕ(r)|r=ε1 and its derivatives in terms
of the free parameters (g0, g1) are obtained from the expansion (7.183),
yielding
ϕ(ε1) = ϕ1(ε1; g0, g1), ϕ′(ε1) = ϕ′1(ε1; g0, g1), ϕ
′′(ε1) = ϕ′′1 (ε1; g0, g1).
(7.188)
We proceed by discretizing the (g0, g1)-plane by a lattice and use the
initial conditions obtained at each lattice point to numerically integrate
the ODE from ε1 to r2,sing − ε2. This defines a two-parameter family of
solutions
ϕ(r; g0, g1) , r ∈ [ε1, r2,sing − ε2] . (7.189)
Evaluating the BC e2, eq. (7.182), based on these solutions provides a
map
(g0, g1) 7→ e2(r2 − ε2; g0, g1) . (7.190)
The values for e2 obtained in this way are shown in the top diagram
of Fig. 7.15. Here lattice points with e2 > 0 are marked green while
points with e2 < 0 are indicated in red. The regular points satisfying
e2 ≈ 0 are given by the black line. This set of regular points constitutes
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a one dimensional subspace that will be referred to as the regular line.
Every point on the regular line can be identified by g0, which is the only
remaining free parameter. Thus implementing regularity of the solution
at the fixed singularities r1,sing and r2,sing reduces the dimension of space
of local solutions by two.
In the next step, we cross the fixed singularity by utilizing that the
solutions regular at r = r2,sing admit the polynomial expansion (7.185).
The two coefficients b0 and b1 are determined by matching the expansion
with the numerical solution (7.189)
ϕ(r2 − ε2; g0) = ϕ2(r2 − ε2; b0, b1), ϕ′(r2 − ε2; g0) = ϕ′2(r2 − ε2; b0, b1) .
(7.191)
Here we explicitly indicated that the numerical solution depends on the
single remaining free parameter g0, stressing that we consider the regu-
lar line only. Given the map
g0 7→ (b0, b1) (7.192)
we evaluate the polynomial expansion at r2,sing + ε2 in order to obtain
the initial conditions for the numerical extension of the regular solutions
to the interval I2
ϕ(r2 + ε2) = ϕ2(r2 + ε2; g0) ,
ϕ′(r2 + ε2) = ϕ′2(r2 + ε2; g0) ,
ϕ′′(r2 + ε2) = ϕ′′2 (r2 + ε2; g0) .
(7.193)
The results obtained from the second numerical integration are shown
in the bottom diagrams of Fig. 7.15. Notably, only for a small window
of points on the regular line, 0.029 . g0 . 0.0315, the solutions can
be extended up to r3,sing − ε3. All other solutions terminate in a mov-
able singularity. Their corresponding end points are displayed in the
bottom-left diagram of Fig. 7.15. For the solutions reaching r3,sing − ε3
the numerical integration provides a map
g0 7→ e3(r3 − ε3; g0) . (7.194)
The values of e3(r3 − ε3; g0) are shown in the bottom-right diagram of
Fig. 7.15. The map has a pronounced minimum at g0 ≈ 0.0299. At this
minimum the BC e3 ≈ 0 is satisfied within the numerical accuracy of the
shooting algorithm. This indicates that there is a single, isolated solution
which is also regular at r3,sing.
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g0 g1 τ∗ b0 b1 c0 c1
full flow 0.0299 −0.0364 0.224 −0.0154 −0.0342 1.3266 0.7521
conform. reduced 0.0528 −0.0587 0.152 −0.0198 −0.0448 13.558 7.1777
polynomial exp. 0.0111 −0.0237 0.197 − − − −
Table 7.10: Numerical values of the first two coefficients appearing in
the polynomial expansions (7.183), (7.185), and (7.186) of the
fixed function ϕ∗ at the fixed singularities (7.180). The first
line shows the coefficients obtained from the full flow equa-
tion. The values from the conformally reduced ODE (7.167)
are derived in Appendix 7.3 and shown in the second line.
For completeness, we also give the expansion coefficients of
the polynomial f (R)-expansion obtained in [85] in the third
line. The universal product τ∗ ≡ g0/(32pig21) is qualitatively
similar in all three cases.
Finally, the isolated solution is extended to the interval I3. Follow-
ing the strategy employed when crossing the singularity at r2,sing, the
numerical solution is matched to the polynomial expansion (7.186)
ϕ(r3 − ε3; g0) = ϕ3(r3 − ε3; c0, c1) , ϕ′(r3 − ε3; g0) = ϕ′3(r3 − ε3; c0, c1) .
(7.195)
This determines the values of c0 and c1 for the regular solution. Fol-
lowing the strategy implemented in eq. (7.193), the parameters c0, c1 are
converted into initial conditions for a numerical integration on I3. The
solution ϕ∗(r) is then completed by carrying out this numerical integra-
tion and matching to the scaling regimes discussed in this chapter.10 The
numerical values of all expansion coefficients for the regular solution are
summarized in the first line of Tab. 7.10. The resulting isolated and glob-
ally well-defined fixed function ϕ∗(r) is shown in Fig. 7.16. This solu-
tion is the first proper fixed function obtained within four-dimensional
Quantum Einstein Gravity and constitutes the central result of this work.
We close this subsection with some technical comments on the imple-
mentation of the shooting algorithm. Notably, the position and width
of the plateau displayed in the bottom-left diagram of Fig. 7.15 has a
10Based on the values c0, c1, the solution on the interval I3 can also be obtained by
recursively solving the polynomial expansion (7.186). Carrying out the expansion
up to N = 10, one finds that this expansion agrees with the numerical solution
within its radius of convergence.
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mild dependence on the parameters entering the numerical integration.
It is conceivable that it reduces to a single point (spike) when imple-
menting a higher numerical precision. Owing to the fact that we are
using a polynomial expansion at the singular points to continue the so-
lutions through a fixed singularity the entire construction is very robust
under variations of the auxiliary parameters ε1, ε2 and ε3. Changes in
ε i induce small changes (within error-bars) of g0 that propagate into the
coefficients b0, b1 and c0, c1. These quantitative changes do not affect the
qualitative picture shown in Fig. 7.15, however.
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Figure 7.15: Summary of the results obtained from the numerical shoot-
ing algorithm. Solutions satisfying the boundary condition
e2, characterized by the two free parameters (g0, g1) are
shown in the top diagram. Points with e2(g0, g1) > 0 are
marked green while points with e2(g0, g1) < 0 are marked
red. The black line indicates the parameters which lead to
solutions which are regular at r1,sing and r2,sing. Along this
line g1 is determined as a function of g0. The extension of
these solutions to the interval I2 is depicted in the bottom
diagrams. Notably, most of the solution do not extend to
r3,sing but terminate in a movable singularity. The point of
termination rmax of the numerical solution as a function of
g0 is shown in the left panel. For the solutions extending to
r3,sing, the regularity condition e3(g0(g1)) is evaluated in the
right panel. The minimum shown by e3(g0) indicates that
there is one isolated solution which satisfies all three BCs,
ei = 0.
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Figure 7.16: The isolated, globally well-defined fixed function ϕ∗(r)
constructed from imposing the three regularity conditions
(7.182). The fixed function is bounded from below, comes
with a positive cosmological constant λ∗ and Newton’s con-
stant g∗, and displays a global minimum at rmin ≈ 2.5.
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Properties of the complete fixed function
The proper fixed function ϕ∗(r) satisfying all BCs (7.182) is shown in
Fig. 7.16. Here, we will summarize its main properties.
Asymptotic expansion in the UV
At r = 0, which corresponds to k → ∞ if the background curvature
is held fixed, the fixed function admits the analytic expansion (7.183).
The first two expansion coefficients are given in the first line of Tab.
7.10. In order to facilitate the comparison with results obtained in finite-
dimensional approximations, it is convenient to compute the correspond-
ing values of the dimensionless Newton’s constant g∗ ≡ −(16pig1)−1
and cosmological constant λ∗ ≡ −g0/(2g1) together with the universal
(gauge-independent) product τ∗ = g∗ λ∗
λ∗ = 0.411 , g∗ = 0.547 , τ∗ = 0.224 . (7.196)
These values are in good agreement with the results obtained from ex-
pansions of flow equations truncated at finite order RN [10,22,23,126]. In
particular τ∗ fits well to results obtained within “geometric” flow equa-
tions [25, 85]. We take this agreement as strong evidence that, despite
the different boundary conditions imposed on the flow equations, the
polynomial expansions and the fixed function ϕ∗(r) actually describe
the same universality class.
Consequences of the global minimum
The fixed function possesses a global minimum located at rmin ≈ 2.500.
At this minimum ϕ∗(rmin) < 0. This feature together with the resulting
non-monotonicity distinguishes our solution from earlier constructions
[79,81], where ϕ∗(r) turned out to be positive definite and monotonically
increasing.
As a consequence our solution passes the redundancy test [80], which
ensures that perturbations around the fixed function are actually physi-
cal rather than corresponding to field redefinitions. The redundancy test
requires that
E4(r) ≡ 2ϕ∗(r)− r ϕ′∗(r) (7.197)
has a zero for some value r. From Fig. 7.16 we then deduce
E4(0) = 2 g0 > 0 , E4(rmin) = 2 ϕ∗(rmin) < 0 . (7.198)
Since E4(r) is continuous this implies that E4(r) has a zero within the
interval r ∈ [0, rmin]. This provides a strong indication that linear pertur-
bations of the fixed function cannot be absorbed by a field redefinition
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and constitute genuine eigenperturbations of the fixed function.
Asymptotic behavior in the IR
Finally, it is interesting to investigate the asymptotic behavior of ϕ∗(r)
for r → ∞. In order to determine the scaling regime, we first approxi-
mate the large-r behavior through the ansatz
ϕ(r) = A r2
(
1+ u1 r−1 + u2 r−2
)
, (7.199)
neglecting further, sub-leading terms. The leading r2 behavior is mo-
tivated by the classical and balanced scaling asymptotics encountered
from the rescaled ODE (7.171). Fitting eq. (7.199) to the numerical solu-
tion obtained on the interval r ∈ [6, 9] yields the parameters
Afit = 0.07705± 0.00032 ,
ufit1 = − 2.07514± 0.05399 ,
ufit2 = − 6.36855± 0.25897 .
(7.200)
Fig. 7.17 shows that the ansatz indeed provides a good approximation
of the numerical solution in this regime.
At this stage it is also illuminating to substitute the ansatz (7.199) into
the ODE (7.165) and determine the coefficients A, u1 and u2 from a large-
r expansion. Surprisingly, the ansatz provides an asymptotic solution if
and only if the endomorphisms satisfy
43+ 300α+ 360α2 − 36β+ 108β2 = 0 . (7.201)
This condition is not satisfied for the choice (7.169) and becomes com-
patible with the ELE condition (7.156) for two specific values β± =
(18±√285)/78 only. Therefore we conclude that the asymptotic behav-
ior of ϕ∗(r) is described by the scaling solution obtained in the balanced
regime and involves also non-analytic terms not present in the ansatz
(7.199). This is actually in agreement with earlier works [80, 81, 139]
which also observed the presence of non-analytic terms in this asymp-
totic scaling regime.
Fixed functions of the conformally reduced flow
equation
Now we investigate the fixed functions entailed by the conformally re-
duced flow equation (7.167). We establish that the conformally reduced
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Figure 7.17: The numerical solution (red points) and the non-linear fit
of the ansatz (7.199). The values of the fit parameters are
given in eq. (7.200).
setting gives rise to one fixed function whose properties are qualitatively
very similar to the one constructed from the full flow equation. The main
advantage of the conformally reduced system is that it is structurally sig-
nificantly simpler, so that the structure and properties of the resulting
solution ϕ∗(r) can be corroborated using both analytical and numerical
methods. Following our choice of endomorphisms from the main part
of the paper, we will work with β = 16 throughout this section.
Fixed functions from the shooting method
We start by analyzing the singularity structure of (7.167). Since the po-
sitions of the fixed singularities are determined by the scalar trace, the
discussion of the full system (7.165) can be applied to (7.167) and the
fixed singularities are again given by (7.180). The boundary conditions
that fixed functions have to satisfy are determined by Laurent expanding
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ϕ′ − 12ϕ′′)− 512pi2 (ϕ− 3ϕ′) (18ϕ′′ − 6ϕ′ + ϕ) .
(7.202)
Any regular solution satisfying the BCs (7.202) can be expanded in a
Taylor series at ri,sing according to (7.183), (7.185) and (7.186). Substitut-
ing these expansions into (7.167) allows for determining all coefficients
gn, bn and cn with n ≥ 2 in terms of the first two coefficients (g0, g1),
(b0, b1) and (c0, c1), respectively.
In order to construct globally well-defined solutions of (7.167) we re-
peat the numerical shooting algorithm apply to the full system (7.165).
Beginning at r = 0 we have a two-parameter family of solutions char-
acterized by (g0, g1). To extend these solutions to [0,∞[, we again split
the positive half-axis into the intervals (7.187). The first shooting on I1 is
realized by numerically integrating from r = ε1 to r2,sing − ε2 using the
initial values (7.188). After discretizing the (g0, g1)-plane we perform for
every lattice point the integration and evaluate the BC e2 with it. This
provides a map
(g0, g1) 7→ e2(r2 − ε2; g0, g1) . (7.203)
The resulting values e2 are visualized in Fig. 7.20, where lattice points
with e2 > 0 are marked green while points with e2 < 0 are tagged
red. Regular points have to satisfy e2 ≈ 0. Clearly, there is a line of
points separating two regions of different signs (i.e. different colors in
the diagram) giving rise to a line of regular solutions. The points on this
line are again parametrized by g0.
Next, we repeat the shooting procedure on I2. Utilizing the polyno-
mial expansion at r2,sing, initial values for the numerical integration are
again determined by matching according to (7.191). Integrating from
r2,sing + ε2 to r3,sing − ε3 again reveals a window of g0-values where the
corresponding solutions extend up to r3,sing. This regular window is
qualitatively similar to the one displayed in Fig. 7.15 and located at
0.052 . g0 . 0.054. The unique value for g0 minimizing the last BC e3
is listed in Tab. 7.10 and the corresponding globally well-defined fixed
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Figure 7.18: Solutions regular at r = 0 are parametrized by g0 and g1.
Evaluating these solutions at the BC e2, eq. (7.202), yields the
data points depicted above. Points with e2 > 0 are marked
green while points with e2 < 0 are tagged red. There is a
line of points separating two regions of different signs (i.e.
different colors) giving rise to a line of regular solutions sat-
isfying e2 ≈ 0. The black line shows g1 as a function of g0 ob-
tained by imposing the bootstrap condition gN+1(g0, g1) = 0
for N = 17 and solving for g1. The two approaches show
very good agreement.
function ϕ∗(r) is displayed in Fig. 7.19. It shares all features of the re-
sult obtained from the full flow (7.165), including a minimum located
at rmin ≈ 2.153. This result underlines the importance of the conformal
mode for the existence of fixed functions.
Fixed functions from a bootstrapping method
We close this section by presenting an alternative bootstrapping strat-
egy relying on polynomial expansions only [140]. In the conformally
reduced setup all expansion coefficients gn, bn and cn are much smaller
in size enabling us to go to much higher orders in the Taylor expansions,
especially at r = 0. Thus, we start by truncating the Taylor series (7.183)
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Figure 7.19: The isolated, globally well-defined fixed function ϕ∗(r) of
the conformally reduced system constructed from imposing
the three BCs (7.202). The fixed function is bounded from
below, comes with a positive cosmological constant λ∗ and
Newton’s constant g∗, and displays a global minimum at
rmin ≈ 2.153.
to a finite polynomial of the order N




gn(g0, g1) rn . (7.204)
If the Taylor series (7.183) has a finite radius of convergence R1 and if
additionally r2,sing ≤ R1, then (7.204) can be substituted into the BC
e2. Again, this provides a map of the form (7.203). The condition
e2(g0, g1) = 0 relates g0 and g1 analytically. Unfortunately, this relation
grows quickly in complexity with increasing order N and thus, is of no
real practical use. However, if the finite Taylor polynomial (7.204) serves
as a good approximation at the order N, the next coefficient should be
very small, i.e. gN+1(g0, g1) ≈ 0. Thus, a much simpler condition that
can be imposed is given by
gN+1(g0, g1) = 0 , (7.205)
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Figure 7.20: The black line shows b1 as a function of b0 obtained by im-
posing the bootstrap condition (7.206), i.e. bM+1(b0, b1) = 0,
for M = 3. Due to the asymptotic nature of the polyno-
mial expansion (7.185) at r = r2,sing, it is impossible to go
to higher orders. The blue line is the result of the boot-
strap condition gN+1(g0, g1) = 0 for N = 17 transported to
r2,sing by using the Taylor expansion. The two lines inter-
sect at b0 ≈ −0.0185 and b1 ≈ −0.0379 corresponding to
g0 ≈ 0.0444 and g1 ≈ −0.0512. The bootstrapping strat-
egy confirms the numerical results and thus, the existence
of globally well-defined fixed functions for the conformally
reduced system.
which constitutes the central idea of the bootstrapping strategy (or “min-
imal procedure” in the terminology of [140]). Being a rational function
in g0 and g1, at every order new solutions of (7.205) emerge, which are
mostly complex or singular and thus, discarded as spurious.
Pushing the order up to N = 17, only one real and non-singular solu-
tion of g18 = 0 has been found and is displayed in Fig. 7.18 (black line).
Most remarkably, the analytic solution g0 7→ g1 is in perfect agreement
with the regular line obtained from the shooting algorithm. Moreover,
no information from the second pole has been incorporated yet. This
can be done by repeating the bootstrap strategy at r2,sing and imposing
bM+1(b0, b1) = 0 , (7.206)
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where M is the order to which the expansion (7.185) has been truncated.
Imposing (7.206) yields a line b0 7→ b1 in the (b0, b1)-plane (spurious
solutions are discarded), c.f. Fig. 7.20 (black line). In contrast to the
expansion at r = 0, no convergence of the line can be observed revealing
the asymptotic nature of the expansion at r2,sing. Thus, we keep the
order M low (M = 3 at most) and “transport” the previously obtained
regular line from r = 0 to r2,sing into the (b0, b1)-plane. This is done by
substituting the analytic solution g0 7→ g1 into the Taylor polynomial
(7.204) and simultaneously setting r = r2,sing. The transported line is
defined as
g0 7→ (ϕ1(r2,sing; g0, g1(g0), ϕ′1(r2,sing; g0, g1(g0)) ≡ (b0(g0), b1(g0)) ,
(7.207)
and shown (blue line) in Fig. 7.20. Inspecting Fig. 7.20 shows that the
transported line (blue line) and the solution of (7.206) (black line) inter-
sect at
b0 ≈ −0.0185 b1 ≈ −0.0379 , (7.208)
corresponding to
g0 ≈ 0.0444, g1 ≈ −0.0512 . (7.209)
Comparing with the values from the shooting method in Tab. 7.10 shows
a good qualitative agreement. In summary, the bootstrap strategy pro-
vides a further argument in favor of the existence of a globally well-
defined fixed function. However, due to the asymptotic nature of the ex-
pansion (7.185) a precise determination of the coefficients characterizing
the fixed function is impossible. Thus the shooting method employed
in the main part of this work constitutes the most reliable method for
constructing fixed functions in this setting.
8 Fixed Functions in gravity:
summary
Currently, one of the key conceptual challenges in the Asymptotic Safety
program is the leap from approximations for Γk containing a finite num-
ber of scale-dependent couplings to truncations containing an infinite
number of coupling constants. In the latter case, Γk contains scale-
dependent functions. Substituting such an ansatz into the exact func-
tional renormalization group equation leads to a (system of) partial dif-
ferential equations (PDE) which govern the scale-dependence of these
functions. The fixed points appearing in finite-dimensional approx-
imations of Γk are then promoted to fixed functions, namely global
k-stationary solutions of the PDE. (Since both fixed points and fixed
functions induce fixed functionals, we use the notion of fixed functions
in order to stress that we work in the realm of infinitely many scale-
dependent coupling constants.)
The simplest setting where these generalizations can be implemented





g fk(R) , (8.1)
where g denotes the (Euclidean) spacetime metric. This so-called f (R)-
truncation provides the simplest example for a truncation including a
scale-dependent function, since the PDE governing the k-dependence of
fk(R) can be derived by using a maximally symmetric background with
covariantly constant curvature.
Starting from the flow equation derived in [30], the existence of fixed
functions f∗(R) has been investigated by various groups in d = 3 [76–78]
and d = 4 [41, 79–82] spacetime dimensions. Quite unsettling, the ver-
ification of a suitable NGFP at the level of fixed functions turned out
to be extremely challenging: while the finite-dimensional computations
always produced a suitable UV fixed point regardless of the computa-
tional details and setting, up to now the fixed function completing the
four-dimensional NGFP in the ansatz (8.1) is still elusive. This deficit
acted as catalyst to readdress some of the fundamental questions in the
functional renormalization group approach to Quantum Einstein Grav-
ity (QEG).
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Substituting the ansatz (8.1) into the FRGE and projecting on the cor-
responding subspace leads to a non-linear PDE which is first order in
k and third order in the R-derivatives. Imposing the condition that the
fixed function is k-stationary, this equation reduces to a non-linear or-
dinary differential equation (ODE) of third order. Thus, locally, there is
a three-parameter family of solutions to this equation. It was then no-
ticed early-on that the condition for the solution to exist globally may
reduce the number of free parameters and may produce isolated fixed
functions if there is a balance between the order of the ODE and its
singularity structure [81]
degree of ODE− number of singularities = 0 . (8.2)
Thus any singularity reduces the number of free parameters by one.
While the number of fixed singularities can essentially be read off from
the ODE, determining the occurrence of movable singularities often re-
quires studying explicit solutions. Thus, so far, only fixed singulari-
ties played a role in restricting the number of free parameters in the
fixed function in the f (R)-truncation. As an important consequence of
(8.2) it was then understood that the initial flow equation contains too
many fixed singularities in order to admit global solutions [79,81]. Based
both on physical arguments and on the experience gathered during the
course of several f (R)-type analyses, we propose the following guiding
principles towards the construction of a suitable fixed function in four-
dimensional QEG, which will turn out to be a set of sufficient conditions
for the existence of said fixed function:
1) The background should admit only one topology.
The initial flow equation has been derived on a maximally symmetric,
compact background sphere Sd with positive scalar curvature. In Chap.
7.2 a detailed comparison of the flow equations for fk(R) in the three-
dimensional conformally reduced setting established that the topology
of background (non-compact with negative scalar curvature or com-
pact with positive scalar curvature) manifestly influences the singularity
structure of the PDE. Additionally, the flow equation on a hyperbolic
background with negative scalar curvature does not follow from the an-
alytic continuation of the flow equation on a sphere. We thus argue that
it is potentially inconsistent to include more than one topological sec-
tor in the flow equation avoiding topology changes in the background.
Hence, we restrict the construction to the domain R > 0 and do not
demand that the solutions admit an continuation to the R ≤ 0 region,
thereby avoiding that the fixed function has a suitable continuation into
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a domain with different topology.
2) The path-integral measure should not introduce spurious singular-
ities.
As it turns out, the measure in the gravitational path integral has a cru-
cial effect on the singularity structure of the ODE. Using a linear back-
ground field decomposition
gµν = g¯µν + hµν (8.3)
together with a standard measure for the metric fluctuations hµν and
evaluating the flow equation based on the transverse-traceless decom-
position of hµν generally introduces fixed singularities from the contri-
butions of the gauge degrees of freedom, ghost terms, and Jacobians
arising in the field decomposition. We believe that these singularities
have to be considered as spurious, since their number can be changed at
will by varying unphysical parameters. We will resort to the flow equa-
tion (5.81) derived in Chap. 5 in order to avoid the spurious poles of
the gauge-fixing sector and of the Jacobians of the field decompositions.
This framework can be motivated by geometrical considerations, since
it corresponds to a trivialization of the gauge-bundle in field space, and
is equivalent to a particular simultaneous choice of regulator function
Rk and of gauge-fixing, which allows for a precise cancellation between
the functional traces capturing the gauge-degrees of freedom and ghost
contributions.
3) The asymptotic behavior is captured only by the exact heat-kernel.
The rhs of the FRGE (3.41) is a trace involving a (generally complicated)
differential operator. In finite-dimensional truncations, this functional
trace is typically evaluated by applying the early-time expansion of the
corresponding heat-kernel. This is the natural approach if Γk is orga-
nized via a derivative expansion, for example in powers of the back-
ground curvatures. It turns out, however, that at the level of full func-
tional truncations the use of the early-time expansion and the evalua-
tion of the trace based on the exact heat-kernel on Sd leads to a different
asymptotic behavior when k2  R. This difference is caused by non-
analytic contributions to the heat-kernel, related to the effect that on Sd
the diffusing particle may return to its origin multiple times. This effect
is not captured by the (analytic) early-time expansion. These terms are,
however, essential for reproducing the correct late-time behavior of the
heat-kernel (and are yet another manifestation of the compactness of the
background manifold). Therefore, we base the evaluation of the operator
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trace (3.41) on the exact heat-kernel including non-analytic contributions
to correctly account for its asymptotic behavior.
4) Scalar and TT-fluctuations should be integrated out simultaneously.
The initial flow equation has been derived using the Laplacian of the
background sphere for the construction of a covariant regulator. In the
nomenclature of [31], this corresponds to a type I cutoff. Our flow equa-
tion generalizes this construction by allowing a non-zero endomorphism
in the regulator function, using a so-called type II cutoff. Besides making
the solutions of the ODE more stable, the freedom of the endomorphism
allows to satisfy both the singularity count (8.2) and the correct asymp-
totic behavior of the solution. Moreover, choosing different endomor-
phisms in the different sectors of the flow equation allows adjusting the
scale at which the lowest eigenmode of the fluctuation field is integrated
out. We thus need a physically motivated principle to fix this additional
freedom. We will impose the principle of equal lowest eigenvalues (5.77),
enforcing that the lowest energy mode in the transverse-traceless and
scalar sectors are integrated out at the same value of k. Since the order
of the highest derivative of fk(R) differs in the transverse-traceless and
scalar sector of ODE, this choice in particular ensures that the order of
the ODE does not change on the integration interval.
5) All quantum fluctuations need to be integrated out.
A crucial question related to the existence of globally well-defined solu-
tions is the integration range for which the solution ought to exist. The
ODE describing the fixed function is typically formulated in terms of the
dimensionless curvature r ≡ R¯/k2. For fixed (background) curvature R¯
the interval k ∈ [0,∞[ is then mapped to r ∈ [∞, 0], so it seems natu-
ral to demand that solutions are regular on the entire positive real axis.
This is in agreement with the intuition from scalar field theory in a flat
background and the requirement that the regulator Rk ∝ k2 vanishes for
k2 → 0, so that all quantum fluctuations are integrated out. Based on
this logic the domain of definition for the fixed function may be inferred
by imposing that
a) all quantum fluctuations are integrated out,
b) there are no residual regulator effects in the flow equation.
Depending on the particular choice of regulator, and in particular for
Type II cutoffs in combination with the Litim regulator [125], these re-
quirements may already be satisfied at a finite rmax. In particular this
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construction removes the regulator effects not via the “canonical mech-
anism” sending k → 0 but by the stepfunction containing the eigenval-
ues of the differential operator becoming zero once the last fluctuation
mode is integrated out. In such a case, after the last eigenfluctuation is
integrated out, the flow will be driven by the canonical scaling of the
function f (R). Based on this mechanism the r-interval, on which the
global solution is required to be regular, may be restricted to a finite in-
terval r ∈ [0, rmax], where rmax depends on the choice of endomorphism
included in the regulator and on the regulator itself. If the flow equation
is derived using a smooth regulator or the behavior of a smooth regula-
tor is mimicked by applying a smoothing procedure the contributions of
the quantum fluctuations are smeared over the entire half-axis r ∈ [0,∞].
Since we apply the smoothing procedure [79] in the construction of our
flow equation, we consequently require that a proper fixed function is
globally well-defined on this domain.
In this work, we establish that these guiding principles lead to a PDE
governing the scale-dependence of the ansatz (8.1) which gives rise to
an isolated, unique and globally well-defined fixed function in d = 4, thus rec-
onciling previous results based on finite-dimensional polynomial trun-
cations with a functional ansatz. Moreover, in a conformally reduced
setup in d = 3 spacetime dimensions two isolated and globally well-defined
fixed functions were found. In the latter case globally well-defined has
to be understood in the sense of principle 5), where all fluctuations are
integrated out on a compact interval.
While it could have been argued via the counting theorem that only a
finite number of solutions was present, it is in fact amazing to discover
that the solution resulting from the application of the above principles is
unique. Let us stress again, however, that our guiding principles consti-
tute a set of sufficient conditions for the existence of said fixed function.
At this stage it is unclear whether all principles are strictly necessary
for establishing a suitable fixed function. In particular, the list does not
incorporate the recent observation [82, 141] that the combination of a
flow equation with the equation for the modified split Ward identities
may lead to substantial simplifications of the PDEs prescribing the fixed
functions of the theory.

9 Conclusion and Outlook
The existence of a non-Gaußian fixed point (NGFP) of the renormaliza-
tion group (RG) flow on the gravitational theory space is a crucial in-
gredient for constructing a consistent and predictive quantum theory of
gravity along the lines of Weinberg’s Asymptotic Safety scenario. There
is good support of Asymptotic Safety from finite-dimensional projec-
tions of the RG flow [22–36]. However, extending the RG flow to in-
finitely many couplings – or functions – is still a challenge. In this thesis
the RG flow of f (R)-gravity in three and four-dimensional Quantum
Einstein Gravity (QEG) is studied. The main tool for this investigation
is the functional renormalization group equation (FRGE) (1.3) for the ef-
fective average action Γk [18, 19]. By now, the FRGE has demonstrated
its virtues in many branches of physics including gravity.
In Chap. 5 we proposed a novel RG equation for QEG of geomet-
ric type. The construction involves a reference background, over which
fluctuations of the metric are integrated out following the ideas of the
Wilsonian RG. The geometric setting eliminates redundant gauge config-
urations through an opportune choice of coordinates on the configura-
tion space: the coordinates are adapted to the fiber-bundle structure and
the gauge degrees of freedom are removed by restricting the integration
measure to the base space. Consequently, the flow equation is formu-
lated in terms of fluctuation fields, which are invariant with respect to
quantum gauge transformations and transform covariantly with respect
to background gauge transformations. The resulting flow is manifestly
invariant under both symmetries and all expectation values are gauge
invariant by construction. Both the original Wetterich-type flow equa-
tions for gravity [10, 22] and the geometric flow equation constructed
in this thesis are exact functional renormalization group equations for
QEG, which allow for the exploration of the theory’s RG flow away from
the Gaußian fixed point. The structure of the geometrical flow equation
is considerably simpler, however, since there are no contributions from
the gauge degrees of freedom, ghost fields and auxiliary fields encoding
the Jacobians of the transverse-traceless (TT) decomposition.
In order to be able to perform explicit computations, we chose a
generic background metric as the base point and decomposed the fluc-
tuations via a TT-decomposition with respect to this background. Re-
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garding the geometry of field space F, the TT-decomposition provides
a vector space decomposition Tg¯ F = Vg¯ ⊕Hg¯ into the vertical subspace
Vg¯ and the horizontal subspace Hg¯. Subsequently, we approximated the
exact geometric flow by truncating the map between the metric field
and gauge-invariant fields at the linear level. In this “linear geometric
approximation”, the gauge-invariant fields of the geometric construction
coincide with those of the TT decomposition. From a geometric view-
point, this approximation neglects the contributions coming from the
connection of the geometric formalism, that appears upon projecting the
redundant configuration space of the fields onto the space of physically
distinguished configurations. The flow obtained in this way is driven by
quantum fluctuations of the TT and scalar part of the fluctuation field
and, at the single-metric level, agrees with the functional renormaliza-
tion group equation [22] for a specific choice of regulator function and
gauge.
In this thesis we have performed a first set of non-trivial tests of the
Asymptotic Safety conjecture based on this equation. At the level of
the four-dimensional Einstein-Hilbert truncation the standard phase di-
agram of QEG [23] is recovered and the critical exponents associated
with the NGFP controlling the UV-behavior of the theory turn out quan-
titatively similar. In order to further strengthen the contact to earlier
works [29–31, 142], we studied a polynomial expansion of fk(R) which
incorporates higher powers of the Ricci scalar in the truncation ansatz.
As a novel feature, our construction of the beta functions includes non-
trivial endomorphisms in the regularization procedure. Systematically
increasing the order of the polynomial reliably identifies a unique NGFP.
Including an increasing number of power-counting irrelevant operators,
we establish that the fixed point comes with three relevant deformations.
Its position and critical exponents are in good agreement with earlier
studies based on the non-geometric constructions [29–31,142]. The finite
(non-increasing) number of relevant deformations in the geometric flow
equation is another signal underpinning the predictivity of Asymptotic
Safety. Moreover, the coherence with earlier findings also corroborates
the validity of our construction.
Notably, the properties of the NGFP show very little sensitivity to-
wards the change of the regularization procedure. The parametric de-
pendence of the beta functions on the endomorphisms allows to apply
the principle of minimal sensitivity to the stability coefficients of the
NGFP. This method allows to determine what set of parameters is nu-
merically preferred by minimizing the highest real critical exponent of
the NGFP, meaning that the system converges more rapidly to its critical
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point in a statistical mechanical sense [143]. Interestingly, this analysis
shows that a regulator that utilizes operators with non-zero endomor-
phisms (Type II cutoffs in the language of [31]) is preferred over a regu-
larization procedure based on Laplacian operators only (Type I cutoff).
One of the key advantages of the geometric flow equation becomes
apparent at the level of functional truncations such as f (R) gravity in-
cluding an infinite number of coupling constants. In this setting the RG
flow of the function fk(R) is governed by a partial differential equation
(PDE) and fixed points generalize to fixed functions which are, by defi-
nition, globally well defined k-independent solutions of this PDE. Then
the absence of gauge degrees of freedom, ghosts, and auxiliary fields im-
plies that the singularity structure of the PDE is completely determined
by the contributions of the (approximately) gauge-invariant fields.
In Chap. 7 the full scale-dependence of the function fk(R) is consid-
ered. Its RG flow is governed by a non-linear PDE, which is of first
order in the k-derivative and third order in the derivatives with respect
to the dimensionless curvature scalar r ≡ R/k2. Thus fixed functions
are governed by a non-linear third order ordinary differential equation
(ODE). Locally the ODE allows for a three-dimensional set of solutions,
characterized by the initial conditions. The requirement that the so-
lution should be globally well-defined then poses constraints on these
admissible parameters. Typically the domain of definition of the ODE
contains fixed singularities. Demanding regularity at these points fixes
the free parameters. One expects that fixed functions appear as isolated
solutions if there is a balance between the order of the ODE and its sin-
gularity structure [81]
order of ODE− number of singularities = 0 . (9.1)
Based on explicit analytic and numeric studies, we present a list of suf-
ficient conditions in Chap. 8. These conditions lead to an ODE that
satisfies the singularity count and gives rise to isolated fixed functions:
the background topology needs to be fixed, since it directly influences
the singularity structure of the ODE. Singularities that originate from
the contributions of the gauge degrees of freedom, ghost terms, and Ja-
cobians are considered as spurious. Thus, the path-integral measure
should be chosen in such a way that it does not introduce spurious
singularities. Remaining unphysical singularities can be removed by
adjusting non-zero endomorphisms in a type II regulator. For the con-
struction of fixed functions the correct asymptotic behavior of the ODE
is crucial. Thus, the operator traces need to be evaluated by means of
the exact heat-kernel rather than an early-time expansion. We further
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fixed the asymptotic behavior by imposing the principle of equal lowest
eigenvalues which states that fluctuations of the TT mode and the scalar
mode are integrated out at the same scale. The last condition in Chap. 8
entails a precise definition of the domain of definition of a globally well-
defined fixed function. We argue that it is determined by imposing that
all quantum fluctuations are integrated out and no residual regulator ef-
fects are present in the flow equation. Depending on the regulator these
requirements might be satisfied on a compact interval.
As the main result of this thesis, we established that these guiding
principles give rise to an isolated, unique and globally well-defined fixed
function in d = 4. It resembles closely the NGFP based on a polynomial
expansion of fk(R) obtained in Chap. 5. We argue that both approxima-
tions correspond to the same fixed point. Moreover, we analyzed a con-
formally reduced version of the full flow equation where only the scalar
mode is kept. The resulting ODE shares many properties with the full
flow. In particular it is of the same order and exhibits the same fixed sin-
gularities as the full system. At the same time the conformally reduced
system is significantly simpler which allows investigating the existence
of fixed functions by employing complementary techniques. As a result
we established that the conformally reduced equation also exhibits one
globally well-defined isolated fixed function whose properties are qual-
itatively similar to the ones found in the full system. Furthermore, in
three dimensions the conformally reduced equation admits two isolated
and globally well-defined fixed functions. This establishes that the confor-
mally reduced approximation is a very useful setting when searching
for fixed functions of the gravitational flow equation.
At this stage, we have not yet analyzed the structure of admissible,
globally well-defined, infinitesimal deformations of the fixed function in
d = 4. The match between the fixed function and its finite-dimensional
sibling leads us to expect that the full functional also shares the stability
properties of the polynomial approximation. Presupposing that all rel-
evant eigenvalues can be extended to global deformations, this implies
that there should be three relevant deformations. This expectation that
there is a finite number of relevant directions is also supported by the
general arguments [41]. As an important first check in this direction,
we explicitly verified that our solution passes the redundancy test [80],
indicating that the fixed function might indeed have non-trivial defor-
mations which cannot be absorbed by a field redefinition.
Let us again stress that carrying out the extension of the fixed points
seen in finite-dimensional truncations to the level of fixed functions is an
important step in the Asymptotic Safety program: our investigation has
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demonstrated that functional approximations are much more sensitive
to structural details of the theory, as, e.g., the functional measure used
to construct the flow equations. These details have a crucial influence
on the singularity structure of the ODE describing the fixed function
and may provide important insights on conceptual properties required
to achieve Asymptotic Safety. In this context, we find it encouraging
that the geometrically motivated flow equation actually admits an inter-
esting fixed function solution. As a future task it would be interesting
to go beyond the linear approximation employed in this thesis. This
results in a modification of the Hessian and could, if combined with
a clever regularization, yield an ODE of second order. In particular it
would be interesting to investigate if a flow equation based on the ex-
ponential parametrization of the metric fluctuations recently advocated
in [144–147] also gives rise to fixed functions at the level of the f (R)-
approximation.
The investigation of functional truncations is still at the beginning,
but represents a very promising line of research with many applications.
For cosmological applications such as Starobinsky inflation the scaling
behavior of f (R) plays a crucial role [148]. Scaling solutions in scalar-
tensor or dilaton gravity have gained a lot of interest recently [145, 149,
150]. Another interesting direction are bi-metric truncations, where the
flow equation is accompanied with non-trivial split Ward identities. It
is far from clear how to reconcile fixed functions with these additional
constraint [82]. In this light, it would be very interesting to investigate
to what extent the construction principles formulated in this thesis are
strictly necessary for the existence of a satisfactory fixed function.
Another question addressed in this thesis is the link between the FRGE
and other approaches to quantum field theory such as perturbation the-
ory. Motivated by the desire of bridging a gap between the two powerful
approaches to quantum field theory, we established that the FRGE ad-
mits a perturbative solution and showed explicitly that this solution can
be related to the standard schemes of perturbation theory. We identified
the FRGE as a massive renormalization scheme and provided a trans-
formation between the FRGE and the MS-scheme in scalar field theory.
It holds in the overlapping region of validity of the FRGE and perturba-
tion theory which correspond to the vicinity of a Gaußian fixed point.
Moreover, we considered a truncation of the space of couplings com-
prising the same amount of information as a two-loop computation. In
particular, this scheme is able to restore universality of the beta function
despite the fact that it is a massive renormalization scheme. This how-
ever requires the inclusion of non-trivial structure functions underlining
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the importance of functional truncations not only for asymptotically safe
quantum gravity but also in the realm of scalar field theory and other
gauge theories.
A Gaußian Measures
Gaußian integrals are very important in physics and in particular in
quantum field theory. In this appendix we review the theory of Gaußian
measures. This exposition mainly follows [88, 93]. The most simple case













This can straightforwardly be generalized to the case of N bosonic real
valued variables. Let A be any symmetric matrix with eigenvalues λi.





2 ϕAϕ , (A.2)
where we have introduced the abbreviations Dϕ ≡ ∏Ni=1 dϕi and ϕAϕ ≡
Aijϕiϕj using the summation rule. Changing to an eigenbasis ϕ 7→ Rϕ













The normalized Gaußian measure is now defined as
dµG(ϕ) =







Each matrix A defines a Gaußian measure. This becomes particularly
visible when computing the moments
〈ϕ1 · · · ϕn〉G =

1 for n = 0 ,
0 for n odd ,
∑
i1<i2<···<in−1<in
A−1i1i2 · · · A−1in−1in for n even .
(A.6)
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The last line is known as Wick’s theorem and can be proved by intro-





2 ϕAϕ+Jϕ , (A.7)
with Jϕ ≡ Jiϕi. After completing the square and shifting the variable as
ϕ 7→ ϕ− JA−1 we find
ZG(J) = ZG e
1
2 JA
−1 J . (A.8)
Another Gaußian integral can be defined using 2N complex conju-
gated variables ϕi and ϕ¯i. The integral reads
ZG =
∫
Dϕ¯Dϕ e−ϕ¯Aϕ , (A.9)
where A is any complex matrix with non-vanishing determinant. This
integral can easily be computed by transformation ϕ 7→ A−1ϕ and sub-




































The corresponding generating functional is analogously defined
ZG( J¯, J) =
∫
Dϕ¯Dϕ e−ϕ¯Aϕ+ J¯ϕ+ϕ¯J
= ZG(0, 0) e J¯A
−1 J .
(A.12)
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In order to study fermionic systems it is necessary to take care of
the anticommuting character of fermions. This can elegantly be done
by introducing a Grassmann algebra generalizing ordinary numbers. A
Grassmann algebra over R or C is defined by a set of generators {θi}
satisfying the anticommuting condition
{θi, θj} ≡ θiθj + θjθi = 0 , ∀i, j . (A.13)
Anticommuting numbers will be referred to as a-numbers, while ordi-
nary commuting numbers are called c-numbers1. The anticommuting
nature of a-numbers implies θ2 = 0 and (θ1θ2)η = η(θ1θ2) meaning that
(θ1θ2) is a c-number. As a consequence any function of c-numbers can
be at most linear in θ
f (θ) = f0 + f1θ . (A.14)
If f1 is a c-number then f (θ) is a Grassmannian and accordingly, if f1 is
an a-number then f (θ) is a c-number. A function of n a-type variables
can be Taylor expanded
f (θ1, . . . , θN) = f0 + fiθi + fijθiθj + · · ·+ fi1 ...iNθi1 · · · θiN , (A.15)
with totally antisymmetric coefficients fi1...in . Remarkably, the expansion
is truncated and contains only the first N terms. Differentiation can be













= δij . (A.16)
Finally, also integration can be defined for Grassmann variables. We
demand that the integral
∫
dθ is a linear operator that is invariant under
translations, i.e.
∫
dθ f (θ) =
∫
dθ f (θ + η). Substituting (A.14) into these
conditions fixes
∫
dθ = 0. Adding a normalization condition gives an
integral for a-numbers known as Berezin integration∫
dθi = 0 ,
∫
dθiθj = δij , (A.17)
1Although being referred to as numbers, a-type and c-type numbers do not need to
be real valued numbers. In general they can belong to any field over which the
Grassmann algebra is constructed. Here, they are either elements of R or C.
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dη J lη , (A.19)
since l is a c-number. The normalization of the
∫
dη η fixed the Jacobian
J = l−1. This can be generalized to N a-numbers∫
Dθ f (θ) =
∫
Dη det L−1 f (Lη) , (A.20)
where L is an invertible c-type matrix and θ transforms as θi = Lijηj.
As usual we have abbreviated Dθ ≡ ∏Ni=1 dθi. Note that for the Berezin
integral the Jacobian contains the inverse L−1 rather than L.
Furthermore, for multiple integrals we obtain the relation∫
Dθ θi1 · · · θiN = ε i1...iN
∫
Dθ θ1 · · · θN = (−1)N(N−1)/2ε i1...iN , (A.21)
where ε i1 ...iN is the totally antisymmetric Levi-Civita symbol. The numer-
ical factor (−1)N(N−1)/2 arises when inverting the order of θ1 · · · θN =
(−1)N(N−1)/2θN · · · θ1. In particular, the integral projects the highest co-
efficient in (A.15), ∫
Dθ f (θ1, . . . , θN) = N! fN...1 . (A.22)
We can now define Gaußian integral for a-numbers over a pair of N
conjugated Grassmann variables θ¯ and θ,
ZG =
∫
DθDθ¯ eθ¯i Aijθj , (A.23)
for an antisymmetric matrix A. The product measure is defined as
DθDθ¯ ≡ ∏Ni=1 dθidθ¯i. When performing the integral only the Nth-co-















Ai1 j1 . . . AiN jN ε i1...iN ε j1...jN
∫
DθDθ¯ θ¯NθN · · · θ¯1θ1
=1
= det A .
(A.24)
In the last step we have used the definition of the determinant det A =
Ai1 j1 ...AiN jN εi1...iN ε j1...jN
N! . Observe that the determinant now appears in the







Instead of N pairs of conjugated a-numbers, it is also possible to con-



















ε i1 j1i2 j3...iN jN Ai1 j1 · · · AiN jN
∫




Let us explain step by step all manipulations. In the third line we
changed the order of the θ’s according to θi1 · · · θiN = ε i1 ...iNθ1 · · · θN .
Inversion of the order of the a-numbers gives an additional sign factor,
θ1 · · · θN = (−1)N(N−1)/2θN · · · θ1. In the last step we simply recognized
the definition of the Pfaffian of an antisymmetric matrix A. Since the re-
lation of the Pfaffian and the determinant of a matrix is Pf2(A) = det A,
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= det1/2 A ,
(A.27)
where the determinant appears in the numerator in contrast to the cor-
responding Gaußian over c-numbers.
Up to now, we considered only finitely many variables. However, in
the realm of quantum field theory there is at least one random variable
at each spacetime point, which means that it is necessary to deal with
infinitely many or even uncountably many variables. Unlike in finite
dimensions, the infinite product of Lebesgue measures ∏x dϕx does not
give rise to a well defined measure on the product space ∏xR. Fortu-
nately, Gaußian measures can be defined for infinitely many variables.
Typically, the matrix A becomes a differential operator A = −∂2 + m2








ddxddy ϕ(x)A(x,y)ϕ(y) . (A.28)
Following [93], we define the Gaußian measure by its moments
∫
dµG(ϕ) ϕ(x1) . . . ϕ(xn) =

1 for n = 0 ,
0 for n odd ,
∑
i1<i2<···<in
Gxi1 xi2 · · ·Gxin−1 xin for n even ,
(A.29)
where G is the inverse of the operator A,∫
dd x˜ A(x, x˜)G(x˜, y) = δ(x, y) . (A.30)
The normalized measure can (formally) be written as




ddxddy ϕ(x)A(x,y)ϕ(y) . (A.31)
The generalization to higher spin fields is straightforward using the for-
mulae derived in this appendix.
B Heat Kernel Techniques
In the first part of this Appendix we review the heat kernel constituting
a fundamental object in mathematics and theoretical physics. In this
exposition we follow [151]. In the second part we specialize to the heat
kernel on symmetric spaces in d = 3 and d = 4.
Heat kernel fundamentals
We first define differential operators acting on fields taking values in the
vector space V . Here, we consider fields as sections of a vector bundle
over the d-dimensional spacetime manifold M with typical fiber V . Let
us consider a general minimal Laplace operator defined as
∆ = −gµν(x)DµDν + E(x) . (B.1)
Here, the covariant derivative Dµ = ∇µ + Aµ contains both Riemannian
and gauge connection parts and E is a bundle homomorphism. The
heat kernel K(s; x, y) is defined as the solution of the partial differential
equation with boundary condition
(∂s + ∆x)K(s; x, y) = 0 , K(0; x, y) = δ(x, y)1 , (B.2)
where δ(x, y) denotes the Dirac delta function and 1 denotes the identity
on the fiber V . The heat kernel can be interpreted as a diffusion process
on the manifild M with diffusion time s. The formal solution of (B.2) is
given by
K(s; x, y) = e−s∆xδ(x, y) . (B.3)





g K(s; x, x) ≡ Tr e−s∆ . (B.4)
This object has extensively been studied in the mathematical and phys-
ical literature [86, 151]. If the Laplacian operator ∆ has the spectrum
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The details of the spectral measure in this representation depends on the
Laplacian and the underlying manifold M.
The heat kernel can be used to defined a function of a Laplace operator




ds W˜(s) e−s∆ , (B.6)
where W˜(s) denotes the inverse Laplace transform of the function W(z).





ds W˜(s) Tr e−s∆ . (B.7)




For non-smooth functions W these two representations might not be
equivalent. We discuss these subtleties later on for the standard Lapla-
cian on the three-sphere.
Heat kernel expansions
The heat kernel can be expanded in an asymptotic series for small s.
This expansion is called early-time expansion and is given by [89, 151]







an(x, y) sn , as s→ 0+ .
(B.9)
1Here we use the operator notation 〈x|e−s∆|y〉 = e−s∆δ(x, y).
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Here σ(x, y) is the geodesic distance between the points x and y and
Θ(x, y) denotes the van Vleck-Morette determinant. At coincident points
x and y the expansion of the diagonal heat kernel K becomes




an(x) sn . (B.10)
Tracing eq. (B.10) yields the early-time expansion for the trace of the heat
kernel





B2n(∆) sn , as s→ 0+ . (B.11)
The coefficients Bn(∆) are the famous heat kernel coefficients. According
to dimensional arguments odd heat kernel are equal zero, B2n+1 = 0.
Observe that this expansion depends on the dimension d solely through
the prefactor (4pis)−d/2. Each coefficient can be expanded in curvature











































Here, Ωµν = [Dµ, Dν] denotes the field strength of the gauge connection.
The asymptotic expansion (B.11) can be used to express the function
Tr W(∆) according to










ds s−n W˜(s) (B.14)
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dz zn−1 W(z) , n > 0 ,
Q−n[W] = (−1)n W(n)(0) , m ≥ 0 ,
(B.15)
with W(n)(z) denoting the n–th derivative of W with respect to the ar-
gument.
The heat kernel on the d-sphere Sd
The explicit computation of the gravitational beta functions requires the
evaluation of the functional traces appearing on the r.h.s. of the flow
equation (5.21). These calculations are conveniently done by applying
results for the heat kernel on a d-sphere and we collect the relevant
formulas in this appendix.
Heat-kernel on Sd: early time expansion
Throughout this paper we chose the background metric g¯µν to be the
one of the d-dimensional sphere. This implies that the curvature tensors










g¯µν R¯ , (B.16)
and are covariantly constant. Moreover, the volume of the d-sphere is














Owing to the fact that the background curvatures are covariantly the










b(s)n σn R¯n . (B.18)
The subscript (s) on the traces indicates whether ∆ acts on symmetric
transverse traceless tensors (s = 2), transverse vectors (s = 1), or scalars
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Spin s Eigenvalue λl(d, s) Multiplicity Ml(d, s)
0 l(l+d−1)d(d−1) R
(2l+d−1)(l+d−2)!
l!(d−1)! l = 0, 1, . . .
2 l(l+d−1)−2d(d−1) R
(d−2)(d+1)(l−1)(d+l)(d+2l−1)(d+l−3)!
2(d−1)!(l+1)! l = 2, 3, . . .
Table B.1: Eigenvalues λl(d, s) and multiplicities Ml(d, s) of the Lapla-
cian operator ∆ ≡ −D2 acting on fields with spin s on the
d-sphere [136, 138].
(s = 0). The expansion coefficients b(s)n depend on the spin of the field.
Following ref. [22] they can be obtained from the early-time expansion
of tensor fields without differential constraints. The first two coefficients
obtained in this way are







(d− 2)(d + 1)
2
, b(2)1 =
(d + 1)(d + 2)(d− 5+ 3δd,2)
12(d− 1) .
(B.19)











n R¯n , (B.20)
Based on these formulas, the derivation of the beta functions (5.59) is
rather straightforward.
Heat-kernel on S4: the asymptotic series
The derivation of the PDE governing the scale-dependence of fk(R) in
Chap. 5.3 requires knowing the expansion coefficients b(s)n for s = 0, 2
to higher order in n. The coefficients can be found by relating the heat
kernel to the sum over eigenvalues λl(d, s) of the operator ∆ weighted




Ml(d, s) e−σλl(d,s) . (B.21)
For general d, λl(d, s) and Ml(d, s) have been computed in [136,138] and
are listed in Tab. B.1. We stress that for d even, (B.21) only constitutes an
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asymptotic series [86]. The first two terms in the expansion are universal
while the coefficients multiplying higher powers of R may depend on
the resummation scheme. We fix this freedom by demanding that (B.21)
reproduces the early-time expansion (B.18) evaluated on the d-sphere.
In order to reproduce the early-time expansion (B.18) of the heat ker-






















Here B2k denotes the Bernoulli numbers. For d = 4 we find that the










(x− 1)(x + 4)(2x + 3)e− 112 (x(x+3)−2)Rσ ,
(B.23)
with boundaries a = 0, b = ∞ (s = 0) and a = 2, b = ∞ (s = 2). The
integral parts in (B.22) are then given by
∫ ∞
0




























where we have reinstalled the volume integral via the relation (B.17).
In contrast to the scalar case, where the integral part determines the
first two heat kernel coefficients, the integral for s = 2 contributes to
all orders in R¯. The sums in (B.22) start contributing at order R¯2 in the
expansion and the corresponding coefficients can be computed by eval-
uating them on a term by term basis truncating the infinite sufficiently
high order. This procedure yields the heat kernel coefficients b(s)n listed
in Tab. B.2. These coefficients form the basis for constructing the PDE
governing the scale-dependence of fk(R) in Sect. 5.3.





















2 5 − 56 − 1432 31154432 1091306368 − 31712317184
Table B.2: Heat-kernel coefficients appearing in the early-time expansion
of (B.18) on the four-sphere.
Poisson resummation
In order for evaluating the functional traces in Chap. 7.2, we made use
of the Poisson resummation formula. The basic ingredient for this re-
summation is the identity for the Dirac delta-distribution
∑
n∈Z
δ(y− na) = 1
a ∑n∈Z
e2piiny/a , a ∈ R+ . (B.25)
Multiplying with an arbitrary function f (x + y) and integrating over
y ∈ R gives the Poisson resummation formula
∑
n∈Z
f (x + na) =
1
a ∑n∈Z
f˜ (2pin/a) e2piinx/a (B.26)









dk f˜ (k) eikx . (B.27)
Non-smooth functions and the heat kernel
In this appendix we want to clarify some possible caveat that appears
when a functional trace such as
Tr W() (B.28)
involves a non-smooth function W (z). For the sake of the argument in
this appendix we will restrict our attention to the simple case in which
W(z) ≡ θ(k2 − z) , (B.29)
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that captures the stepwise discontinuity of the function (7.92) appear-
ing in the paper. We simplify the computation by requiring  ≡ ∆ to
be the three-sphere Laplacian [136] and concentrate only on the local
contributions to the heat kernel, so that
K (s; x, x) = (4pis)−3/2 e
1
6 Rs . (B.30)
The discussions of this section will extend trivially to the general case
where multiple returning paths are taken into account for the return
probability of the heat kernel [134, 135].
In the paper we extensively used the natural heat kernel definition






ds W˜(s)K (s; x, x) (B.31)
of the trace of a function W(x) of , where we introduced W˜(s) as
the inverse Laplace transform of W(x). When W(x) does not admit
an inverse Laplace transform, the procedure has to be understood as
over the limit of a sequence of smooth functions that tends to W(x)
uniformly. Such a sequence exists for the particular case (B.29), as well
as for all the functions used through the paper. We are thus free to
formally manipulate (B.31) using the properties of the inverse Laplace
transform, as well as the explicit form of the heat kernel (B.30). The
result is obtained by integrating over the argument s





g Q3/2 (W(z− R/6)) , (B.32)
where we used the definition of Mellin transform as introduced in the

















is obviously a direct result
of the discontinuity of W(z) and cures the result from the presence of




Let us now compute the trace (B.28) by means of two different local
expansions in R, which we will later resum. In the first case we expand
the local heat kernel (B.30)
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and use the expansion in (B.31) to obtain














Alternatively, it is possible to expand (B.32) directly inside the functional
argument and use the linearity of the Mellin transforms in their argu-
ment to obtain














where we denote by W(n)(z) the n-th derivative of W(z). Using the
explicit form (B.29), it is not hard to show that, for any k > 0
Q3/2(W(n)(z)) = (−1)n Q3/2−n(W(z)) , (B.37)
that implies the equivalence of (B.35) and (B.36) at almost all scales k,
though differences may arise when taking the k→ 0 limit corresponding
to the infrared.
We elaborate further resumming the two series (B.35) and (B.36) in the
case k > 0. The most convenient way to proceed is to compute
Q3/2−n(W(z)) =
k3−2n
2pi3/2(3− 2n)Γ ( 32 − n) , (B.38)
which can be obtained only by continuing the result in n from the range
n < 3/2. The series (B.35) and (B.36) can now be resummed to
















The resummation (B.39) displays the branch cut of the prefactor of (B.33),
but this time it is not cured by the presence of a step function. It is easy
to understand why by directly expanding (B.33) around R = 0. The
step function will contribute to the n-th order of the expansion with




for m < n, which are zero for
any k > 0. We therefore conclude that (B.33) and (B.39) admit the same
local expansion in R.
As a remark, if the same procedure is carried out in an even dimen-
sional sphere, the result (B.39) is not expected to display any branch-cut
212 B Heat Kernel Techniques
due to the fact that the corresponding prefactor would have an integer
power [149]. Apparently then the even dimensional case can be contin-
ued easily below any desired value. However, it should be clear from
the investigation above that any analytic continuation of the resummed
local expansion in any dimensionality has to be taken with care since it
would otherwise fail to correctly take care of branch cuts such as those
appearing in (B.33). The investigations of our paper need a computation
of (B.28) that is valid for any value of R and k, and the only viable op-
tion in this direction is the method (B.32) that lead to (B.33) and that we
applied through the paper.
C Loop Integrals
In this Appendix all diagrams appearing in Chap. 4 are explicitly com-
puted and explained in detail.
The Feynman diagrams in Chap. 4.2
In order to renormalize the two-point function Γ˜(2)k and the four-point
function Γ˜(4)k in Chap. 4 we need to compute all diagrams appearing
in (4.28) and (4.29). However, for the renormalization it is sufficient to
determine the divergent part of the diagrams. Then the counterterms
are chosen to absorb divergences according to (4.18). For the explicit
computation of the diagrams it is convenient to choose Litim’s regulator
[107] given by
Rk(q2) = (k2 − q2)θ(k2 − q2) . (C.1)
We begin with the one-loop renormalization of the vertex functions.




















where thick lines denote the unmodified standard propagator Gk=0(q) =(
q2 + m2R
)−1. The first diagram is the standard one-loop diagram in
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It is convenient to define Nd := 2(4pi)d/2Γ(d/2) . The next step is to expand









































1A simple trick can be applied to impose the MS-scheme instead of the MS-scheme:
One only has to replace Nd 7→ N4 in every diagram before setting d = 4− ε. Formally,
this can be achieved by rescaling h¯ 7→ h¯ N4Nd .
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The result is finite in d = 4 and the limit ε → 0 can safely be taken.





















) +O (ε) . (C.7)
The divergent part can easily be read off















Due to this subtraction the two-point function is now finite at one loop.









Gk(q)Gk(q + P) , (C.10)
where we abbreviated external momenta collectively with P = p1 + p2 =
−p3 − p4. Let us assume that all external momenta are small. Rewriting







Due to the regulator insertion, the second diagram is finite and diver-
gences are solely originating from the first unmodified diagram. This
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2+m2R)− sts+t P2 . (C.14)
We have completed the square in the exponent and shifted the momen-



















Assuming that all external momenta are small, implying P2 << 1, the
exponential function under the integral can be expanded up to linear
order in P2 and the resulting integral over the auxiliary variables can be










































When expanding in ε it is important to keep one factor of µ4−d unex-
panded in front of any four-point diagram ensuring the correct dimen-
sion of Γ˜(4)k , c.f. (4.29). The limit ε → 0 is subsequently performed,
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µ4−dg2R → g2R. From the result above it can be seen that the P2 term is
finite and the four-point function can be renormalized at zero external
momenta.
It remains to calculate the second diagram in (C.11). At zero external





































)2 g2R +O(ε) . (C.19)
The divergent part of the one loop four-point function is given by the





The divergent part and thus, also the counterterm of the four-point func-
tion is independent of the IR scale k. This is in agreement with (4.18) and
can be traced back to the relations (C.3) and (C.11).
Next, we compute the counterterms at the two loop level. The two-
loop diagrams appearing in (4.28) and (4.29) are more involved to eval-
uate, but fortunately it is not necessary to compute the entire diagram.
In order to renormalize the theory it is sufficient to extract the divergent
part of each diagram to determine the corresponding counterterm. We








Gk(q)Gk(l)Gk(q + p + l) . (C.21)
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There has to be a regulator insertion at any internal line, but by shift-
ing internal momenta we can bring all diagrams to the same form and
the symmetry factor 3 arises. The first diagram is simply the sunset
diagram with standard propagators G(q) = Gk=0(q) and can likewise
be calculated using Feynman-Schwinger parameter representations. We
will omit the tedious but straightforward computation and instead refer
to the literature, e.g. [88]. The divergent part reads



























At the order h¯2 in ϕ4-theory the p2-term of the two-point function also
needs to be renormalized giving rise to a non-trivial field renormaliza-
tion constant Z. The 1/ε2 is due to the superficial divergence of the
diagram, while the subleading 1/ε terms are originating from subdiver-
gences. It remains to compute the second integral in (C.22), which can
be divergent in the two-loop case. Divergences can occur in unregu-
lated subdiagrams, since only one of the two loops is regulated by an R˙k
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Above we have used that the divergent part of the subdiagram is inde-
pendent of the momenta q and p. After performing the remaining k′
integral in the second term in (C.22) the divergent part of (C.21) yields



























Here, it can explicitly be seen that the superficial divergence of the dia-
gram is independent of the IR scale k. The remaining two-loop diagram
factorises into two one-loop diagrams and thus, can be computed along
the lines of the previous diagrams,
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Notably, also at two-loop all k-dependence cancelled out.
Next, we turn to the two-loop four-point functions Γ˜(4)k , which we
renormalise at zero external momenta only. The only non-trivial two-
loop diagram is the first one in (4.29), since the others factorise and







G2k (l)Gk(q)Gk(q + l) . (C.30)












The divergent part of the unmodified diagram can easily be computed


































In ϕ4-theory the six-point function is finite. Thus, the entire diagram is
finite and does not contribute to (C.31).
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The remaining diagrams factorize into simple one loop computations.
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Taking into account symmetry factors the divergent part of the two-loop
contribution adds up to






















Now, we have computed all counterterms summarized in (4.32).
The generalized Gaußian fixed point
In Chap. 4.3 we study the RG flow of the truncation (4.42) of the EAA for
a scalar field theory. The beta functions of the couplings can be extracted
from the flow of the vertices (4.41) and (4.56). As outlined in Chap. 4.3
we compute the flow of the dimensionless coupling g˜4 by setting the
couplings g˜2, g˜6 and f˜1, f˜2 to their gGFP rather than solving the full
system. Substituting the diagrams (4.58) into the beta functions (4.56)
yields the defining equations for the gGFP.
We begin with the local couplings













The anomalous dimension can be neglected as a higher order correction
in the perturbative coupling g˜4. Setting the t-derivatives to zero yields
the gGFPs










The evaluation of the structure function is more subtle. We begin with
the first structure function whose beta function is given by






(GQ+q − GQ) G2Q∂tRQ .
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The difference
(GQ+q − GQ) on the r.h.s. is due to the fact that we have
to subtract the flow of f˜1(0) to meet the boundary condition f˜1(0) = 0,
c.f. with the definition in (4.56). Imposing the fixed point condition, i.e.
∂t f˜1(q) = 0, and neglecting the anomalous dimension η, the equation
can simply be integrated giving the gGFP structure function














(GQ+q − GQ) G2Q∂tRQ . (C.42)
To compute f˜1 ∗ we start with rewriting the y-integral as a k′-integral











Using the important relation for the propagator
∂tGq = −Gq ∂tRq Gq (C.44)
allows to rewrite G1 as total t-derivative
G1 = −36 ∂t
∫
Q
(GQ+q − GQ)GQ . (C.45)
When substituting into (C.43) the k′-integral can trivially be performed.
Together with the boundary condition Gq
∣∣
k=∞ = 0 ∀q we obtain for the
structure function
f˜1 ∗(q˜2) = −72g˜24 I(q2) , (C.46)










(GQ+q − GQ)GQ . (C.47)
It resembles closely the structure of a divergent one-loop diagram, but
due to the difference it remains finite.
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We can straightforwardly repeat this computation for the structure
function f˜2. Combining the diagrams in (4.58) with the beta functions
(4.56) yields



























In the first line we subtracted the flow of the local coupling to meet the
boundary condition f2(0) = 0. The relation (C.44) was used to take
out the k-derivative. Setting ∂t f˜2 ∗ = 0 and omitting the anomalous
dimension yields




The solution of this simple differential equation is given by
















After substituting eq. (C.49) and trivially integrating we arrive at the





2 J(q2) , (C.52)










We have determined all the gGFPs which are summarized in (4.59)
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Evaluation of the loop integrals in Chap. 4.3
In order to evaluate the integrals appearing in Chap. 4.3 we specialize to
the exponential regulator which is given by
Rk(q2) = q
2
eq2/k2 − 1 . (C.54)
Using this type of regulator allows to rewrite the propagator as a modi-












































dα1 . . . dαn
1
(1+ α1 + · · ·+ αn)d/2 .
(C.58)
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With (C.59) all local integrals in (4.59) and (4.53) are straightforwardly
evaluated.
More involved are the integrals containing the structure functions f˜1
and f˜2. The fixed points of the structure functions have to be evaluated
at non-zero external momentum giving rise to a more complicated inte-
gration. We begin with the first structure function f˜1 ∗ and rewrite the


















































pi2(n + 1)Γ(n + 3)
.
(C.60)
In the second line we completed the square and subsequently performed
the Q-integration. This result can now be substituted into (4.53). After






























(−1)n2−2n−3 (2n+2 − 1)
pi4(n + 1)(n + 2)
. (C.62)
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The integral in the anomalous dimension (4.66) can be computed analo-


























































)n+1 − ( 1γ+1 − 1)n+1)( q2k2)n+1
32pi2(n + 1)Γ(n + 3)
.
(C.65)
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The sums can again be brought to the form of logarithms and we are left
































Notably, when evaluating the integrals in (4.53), all logarithms cancel
and the resulting beta function is given by (4.62).
Derivation anomalous dimension in Chap. 4.3
In Chap. 4.3 we have seen that the anomalous dimension can be ex-
tracted from the p2-part of the flow of the two-point function, c.f. (4.63).
Practically, we need to expand the structure function f˜1 ∗ in powers of
the external momentum p according to
f˜1 ∗
(
(q± p)2) = f˜1 ∗ (q2)± pµ ∂qµ f˜1 ∗ (q2)+ 12 pµpν ∂2∂qµ∂qν f˜1 ∗ (q2)+ . . . .
(C.70)
Owing to the fact that f˜1 ∗ is a function of q2 leads to
f˜1 ∗
(
(q± p)2) = f˜1 ∗ ± 2pµqµ f˜ ′1 ∗ + 12 pµpν (4qµqν f˜ ′′1 ∗ + 2δµν f˜ ′1 ∗)+ . . . ,
(C.71)
where primes denote derivatives with respect to its argument f˜ ′1 ∗ ≡
f˜ ′1 ∗(x). Due to symmetry arguments the term linear in q vanishes under
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= indicates that this relation is only valid under integral.
With this replacement we find for the expansion of the structure function
f˜1 ∗
(
(q± p)2) ∫= f˜1 ∗ (q2)+(12 f˜ ′′1 ∗ (q2) q2 + f˜ ′1 ∗ (q2)
)
p2 + . . . . (C.73)
Reading off the p2 gives the anomalous dimension (4.66).
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