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1. Introduction
In [2] we produced and studied (orbit) representations of the Cuntz–Krieger algebra OA f associated to the transition
Markov matrix A f , arising from Markov interval maps f . We recovered Bratteli and Jorgensen representations [1] in the
particular case of a full matrix, using β-transformations f (x) = βx (mod 1). Besides, we have studied some non-Markov
cases in [3], where we obtained, e.g., representations of the irrational rotation algebra.
This paper is the ﬁrst part of a project where we would like to yield interval maps from (isomorphism classes of) Cuntz–
Krieger algebras, through orbits of interval maps. Thus the scope here is ﬁrst to identify the 0–1 matrices A that can be
realized as transition matrices of interval maps, and moreover a condition on the matrix and partition of the interval such
that the interval maps are actually expansive. The existence of such interval maps will be a consequence of Perron–Frobenius
theory for aperiodic matrices. Finally, if we have two interval maps with the same transition matrix A, then the topological
conjugation gives rise to the unitary equivalence between the two families of the Cuntz–Krieger algebra OA representations
as produced in [2].
Our approach to build interval maps from Markov matrices is close to the homological techniques introduced in [6,
7] for the dynamical systems study of m-modal maps, see also [9] for mod 1 maps. For a different construction see for
example [10].
A more detailed description of this paper is as follows. The transition matrices A f produced from Markov interval maps
as in [2], see Deﬁnition 1 below, are all aperiodic matrices A, i.e. there exists a positive integer n such that all the entries
of An are strictly positive. Moreover those transition matrices have the extra property that in every row there are no zeros
between 1’s (i.e. interval type matrices, see Deﬁnition 2 below). This class of matrices is very rich and contains of course
all the full matrices considered in [1]. Proposition 4 shows that given a matrix A and a partition P of the interval of
the same size, then there are precisely 2n (not necessary expansive) piecewise linear maps reproducing A as transition
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∑
μi = 1 provides a partition
Γ = {0, c1, . . . , cn−1,1} of the interval I = [0,1] with ck = ∑kj=1 μ j , and uses the Perron–Frobenius eigenvalue λ as the
slope for every subinterval Ii = [ci−1, ci]. These allow us to explicitly construct an (expansive) piecewise linear map f(Γ,A)
on the interval I = [0,1] such that f ′|Ii = λ and A f(Γ,A) = A, see Proposition 6.
Condition (8) provides us the criterion for a partition Γ and matrix A to produce an expansive interval map f , with
A f = A.
In Proposition 8 we show that given a matrix A and an expansive (piecewise linear) interval map whose transition matrix
is the original matrix A, then we can locally perturb the points of the interval and construct another expansive interval map
(with different slopes) with the same underlying transition matrix. When we vary the deformation we therefore obtain
uncountably many maps all with the same transition matrix.
In Section 4 we ﬁrst review the deﬁnition of Cuntz–Krieger algebra and its representations yielded in [2] from a single
interval map. Next, given two Markov maps f and g , restricted to their invariant Cantor sets, with the same transition
matrix A, then of course the maps are topologically conjugated by a homeomorphism h: g ◦ h = h ◦ f . Then in Theorem 12
we show that two orbit representations π f ,x and πg,y of the Cuntz–Krieger algebra OA are unitarily equivalent if and only
if h(y) lives in the orbit of x.
2. Symbolic dynamics for interval maps
We consider a class M(I) of interval maps in the following deﬁnition, for which we were able in [2] to construct
representations of concrete C∗-algebras on Hilbert spaces associated to generalized orbits and pursue their study.
Deﬁnition 1. Let I ⊂ R be an interval. A map f is in the class M(I) if it satisﬁes the properties (P1), (P2), (P3′), (P4),
presented below, and is in the class PL(I) if it satisﬁes the properties (P1), (P2), (P3), (P4):
(P1) [Existence of a ﬁnite partition in the domain of f ] There is a partition C = {I1, . . . , In} of closed intervals with
#(Ii ∩ I j) 1 for i = j, dom( f ) =⋃nj=1 I j ⊂ I and im( f ) = I .
(P2) [Markov property] For every i = 1, . . . ,n the set f (Ii) ∩ (⋃nj=1 I j) is a non-empty union of intervals from C .
(P3) [Piecewise linear and expansive map] f |I j ∈ C1(I j), | f ′|I j (x)| = d j > 1, for every x ∈ I j , j = 1, . . . ,n.
(P3′) [Expansive map] f |I j ∈ C1(I j), monotone and | f ′|I j (x)| > b > 1, for every x ∈ I j, j = 1, . . . ,n, and some b.
(P4) [Aperiodicity] For every interval I j with j = 1, . . . ,n there is a natural number q such that dom( f ) ⊂ f q(I j).
Clearly PL(I) ⊂ M(I). The minimal partition C satisfying the Deﬁnition 1 is denoted by C f . Let ∂[a,b] = {a,b} denote
the boundary of the interval [a,b]. The elements from the set ⋃nj=1 ∂ I j are called the singular points of f . A singular point c
for f is a point in a forward orbit of a critical point, of a non-differentiable point or of a lateral limit of a discontinuity
point. We assume that f is multivalued on every discontinuity point c. Dynamically it makes sense to consider the lateral
limits for c since the images f (c−) and f (c+) are well deﬁned, in spite of f (c−) = f (c+). If the singular point c is not a
discontinuity point for f no problem arises and f (c−) = f (c+) = f (c). We remark that the Markov property (P2) allows
us to encode the transitions between the intervals in the so-called (Markov) transition n × n matrix A f = (aij) deﬁned as
follows:
aij =
{
1 if f (Ii) ⊃ I j,
0 otherwise.
(1)
A map f ∈ M(I) and the associated minimal partition C f = {I1, . . . , In} uniquely determine:
(1) The f -invariant set Ω f := {x ∈ I: f k(x) ∈ dom( f ) for all k = 0,1, . . .}.
(2) The collection of closed intervals {E1, . . . , En−1}, so that I \⋃nj=1 I j =⋃n−1j=1 E j .
(3) The transition matrix A f = (aij)i, j=1,...,n .
For the proof of (1) see [5], (2) is straightforward and (3) is a consequence of the Markov property (P2) as in Deﬁnition 1.
Thus Ω f is the set of points that remain in dom( f ) under iteration of f , and is usually called a cookie-cutter set, see [5].
The open set E := I \ Ω f =⋃∞k=0 f −k(⋃n−1j=1 E j) is usually called the escape set. Every point in E will eventually fall, under
iteration of f , into the interior of some interval E j (where f is not deﬁned) and the iteration process ends. In a different
formulation we may say that x ∈ E if and only if there is k ∈ N so that f k(x) /∈ dom( f ). Note that some interval E j may
be degenerate, that is, it may be a singular set: consider two consecutive intervals from the partition C f , I j = [a, c] and
I j+1 = [˜c,b]. If c = c˜ then E j = {c}, otherwise E j = [c, c˜].
Let f ∈ M(I) and let {1,2, . . . ,n} be the alphabet indexing the elements of C f . The address map ad : ⋃nj=1 I j →{1,2, . . . ,n} is given as follows ad(x) = i if x ∈ Ii . Again, we must clarify an aspect regarding singular points. Let I j = [a, c]
and I j+1 = [c,b]. Then the deﬁnition of address map assumes that ad(c−) = j and ad(c+) = j + 1. The itinerary map
it f :⋃nj=1 I j → {1,2, . . . ,n}N0 is deﬁned as it f (x) = ad(x)ad( f (x))ad( f 2(x)) · · · .
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⋃n
j=1 I j), which is invariant under the shift map σ : {1,2,
. . . ,n}N0 → {1,2, . . . ,n}N0 deﬁned as σ(i1i2 · · ·) = (i2i3 · · ·). We will use σ meaning in fact σ|ΣA f . We obviously have
it f ◦ f = σ ◦ it f . A sequence in {1,2, . . . ,n}N0 is called admissible, with respect to f if it occurs as an itinerary of some
point x in Ω f , i.e., if it belongs to ΣA f . An admissible word is a ﬁnite sub-sequence of some admissible sequence. The set of
admissible words of size k is denoted by Lk = Lk( f ). Let L( f ) =⋃∞k=0 Lk( f ). Since f is expansive, from [8], we know that
(Ω f , f ) is topological conjugated to (ΣA f , σ ) (via it f ).
As in [2] we will consider the equivalence relation R f deﬁned by
R f =
{
(x, y): f n(x) = f m(y) for some n,m ∈ N0
}
, (2)
restricted to Ω f . The relation R f is a countable equivalence relation in the sense that the equivalence class R f (x) of x ∈ Ω f
is a countable set. We denote x ∼ y whenever (x, y) ∈ R f . Each class R f (x) has a natural tree structure, considering the
points in R f (x) as the vertices of the tree and a directed edge connecting z to y, with y, z ∈ R f (x), whenever y = f (z).
3. Piecewise linear interval maps for interval type matrices
Let A = (aij)ni, j=1 be an n × n matrix with entries in {0,1} and no zero rows or columns. We assume that A is an
aperiodic matrix. In future work we address the case in which A is not aperiodic matrix – the irreducible case and the
more delicate problem of the reducible case (in this two cases we must weaken the property (P4) in Deﬁnition 1).
Deﬁnition 2. An n × n matrix with entries in {0,1} is said to be of interval type if in every row, the entries equal to 1 are
all consecutive.
We remark that the Markov transition matrix of an interval map f ∈ M(I) is of interval type. In what follows we
parameterize a family of piecewise interval maps, which are associated to a given interval type matrix A. For that purpose
we provide the minimal amount of information to build a partition on which the maps shall be constructed.
Deﬁnition 3. Let Γ = {c0, c−1 , c+1 , . . . , c−n−1, c+n−1, cn} be an ordered set of 2n real numbers so that
c0 < c
−
1  c
+
1 < c
−
2  · · · < c−n−1  c+n−1 < cn. (3)
Given Γ as above, we deﬁne the collection of closed intervals CΓ = {I1, . . . , In}, with
I1 =
[
c0, c
−
1
]
, . . . , I j =
[
c+j−1, c
−
j
]
, . . . , In =
[
c+n−1, cn
]
.
We also consider the collection of closed intervals {E1, . . . , En−1}, each one deﬁned by
E1 =
[
c−1 , c
+
1
]
, . . . , En−1 =
[
c−n−1, c
+
n−1
]
,
in such a way that I := [c0, cn] = (⋃nj=1 I j) ∪ (⋃n−1j=1 E j). Note that if c−j = c+j , for some j, then we have E j = {c j}.
Let A = (aij) be an aperiodic n×n matrix of interval type. For each i = 1, . . . ,n, we would like to construct a linear map
f i : Ii → I:
f i(x) = εidix+ bi, with εi ∈ {±1}, bi ∈R and di > 0 (4)
so that f i(Ii)∩(⋃nk=1 Ik) is a non-empty union of intervals from CΓ , with f i(Ii)∩(⋃nk=1 Ik) ⊃ I j if and only if aij = 1, so that
the border points of Ii (elements of Γ ) are mapped to points in Γ , cf. Deﬁnition 1. Let e
+
i−1 := f i(c+i−1) and e−i := f i(c−i ),
for i = 1, . . . ,n. Since A is of interval type, the Markov condition (P2) enables us to write c±i in terms of the data (A,Γ ) as
follows: if i = 1 then
e+i−1 = min
{
c+j : ai, j = 1
}
and e−i = max
{
c−j : ai, j = 1
}
,
and if i = −1 then
e+i−1 = max
{
c+j : ai, j = 1
}
and e−i = min
{
c−j : ai, j = 1
}
,
for every i = 1, . . . ,n. Thus we are lead to the following linear systems in the unknowns d1, . . . ,dn, b1, . . . ,bn:{
ε1d1c0 + b1 = e0,
ε1d1c
− + b1 = e−, . . . ,
{
εidic
+
i−1 + bi = e+i ,
ε d c− + b = e−, . . . ,
{
εndnc
+
n−1 + bn = e+n−1,
ε d c− + b = e . (5)1 1 i i i i i n n n n n
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namely:
di =
e−i − e+i−1
εi(c
−
i − c+i−1)
and bi =
c−i e
−
i − c+i−1e+i−1
c−i − c+i−1
, i = 1, . . . ,n. (6)
Let f (x) := f i(x) if x ∈ Ii . If we want f to be expansive, see property (P3) in Deﬁnition 1, then we must guarantee di > 1
for every i. Hence∣∣e−i − e+i−1∣∣> c−i − c+i−1. (7)
From Markov property, and denoting by |Ii | = c−i − c+i−1, we conclude that
∑n
j=1 aij|I j | > |Ii|, for every i = 1, . . . ,n. This
condition can nicely be rewritten in order to explicitly show the dependence on the elements of Γ and on the matrix A:
n∑
j=1
aij
(
c−j − c+j−1
)
> c−i − c+i−1, with i = 1, . . . ,n. (8)
From the aperiodicity of the matrix A, we conclude that the map f satisﬁes property (P4). Therefore the triple (A,Γ, ε),
with A aperiodic and Γ satisfying condition (7), determines a unique expansive piecewise linear map f = f(A,Γ,ε) ∈
PL([minΓ,maxΓ ]), so that C f = CΓ and A f = A. We summarize our ﬁndings as follows:
Proposition 4. Let A be an aperiodic matrix of interval type. Let Γ be an ordered set of 2n real numbers satisfying condition (8) and
let ε ∈ {±1}n. Then there exists a unique map f = f(A,Γ,ε) ∈ PL([minΓ,maxΓ ]), so that C f = CΓ and A f = A.
Remark 5. Consequently, given A and Γ as above there are exactly 2n different maps in PL([minΓ,maxΓ ]), so that
C f = CΓ and A f = A (each one associated to a choice of orientation ε ∈ {±1}n).
We simply write f(A,Γ ) for the map determined by A, Γ and ε = (1, . . . ,1) as in Proposition 4.
The following result shows that for each aperiodic and interval type matrix A of size n × n, there always exists at least
one ordered set Γ of 2n real numbers satisfying condition (8). Namely, we show that f(A,Γ ) exists, and without holes.
Proposition 6. Let A be an aperiodic interval type 0–1matrix. Let λA be the Perron eigenvalue of A and μA = (v1, . . . , vn) the corre-
sponding Perron eigenvector normalized so that
∑n
i=1 vi = 1. Then Γ = {c0, c−1 , c+1 , . . . , c−n−1, c+n−1, cn} with c0 = 0, c±j =
∑ j
i=1 vi
and cn = 1, satisﬁes condition (8). Moreover, we have f(A,Γ ) ∈ PL([0,1]) so that f ′(A,Γ )(x) = λA .
Proof. By the Perron–Frobenius theorem the fact that A is aperiodic implies that λA > 1 and every vi > 0. Assume that
μA is normalized so that
∑n
i=1 vi = 1. Let Γ = {c0, c−1 , c+1 , . . . , c−n−1, c+n−1, cn}, with c0 = 0, c±j =
∑ j
i=1 vi and cn = 1. Our
deﬁnition for Γ implies v j = c−j − c+j−1 = |I j|, that is, μA = (|I1|, . . . , |In|). Moreover, since c−j = c+j , we have that
di =
e−i − e+i−1
εi(c
−
i − c+i−1)
=
∑n
j=1 aij|I j|
|Ii| ,
which gives
n∑
j=1
aij|I j| = di |Ii|.
From the eigenvalue equation AμA = λAμA we see that the last equation is equal to λA |Ii| (the i-th component of λAμA )
which means that di = λA > 1, for every i = 1, . . . ,n, proving the stated result. 
The family of interval maps fβ(x) = βx (mod 1) which are well studied in the literature and are sometimes called β-
transformations. On the other hand, when A = (aij) is the full n × n matrix aij = 1 for all i, j, then obviously that λ = n is
the Perron–Frobenius eigenvalue and v = (1/n, . . . ,1/n) the Perron–Frobenius eigenvector normalized as in Proposition 6.
Moreover, the associated Γ set without holes is thus c±i = i/n with i = 0, . . . ,n. Therefore, we obtain the following result as
an immediate consequence of Proposition 6.
Corollary 7. If A = (aij) is the full n× n matrix aij = 1, then f(A,Γ ) is the β-transformation with β = n.
The following shows that in fact there are uncountable many choices of interval maps f realizing the same matrix A.
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of 2n real numbers satisfying the condition (7). Let Γδ = {c0, . . . , c−k − δ, c+k , . . . , cn} be an ordered set of 2n real numbers obtained
by deforming Γ in the singular point c−k (we could use it instead c
+
k + δ with the same reasoning). Then Γ δ satisﬁes condition (7)
for every δ < δΓ for some given constant δΓ > 0 depending on Γ , and in that case f(A,Γδ) ∈ PL([0,1]) with Ek = [c−k − δ, c+k ] and|Ek| δ.
Proof. Let f = f(A,Γ ) ∈ PL(I) be a map such that C f = CΓ and A f = A. Let I˜r = ]˜c+r−1, c˜−r [ be a subinterval arising from
the set Γδ . We would like to deﬁne an expansive (piecewise linear) function f(A,Γδ) on I˜r , for r = 1, . . . ,k, . . . ,n such that
A f(A,Γδ ) = A. We have 3 cases to consider.
Firstly, if r = k, then the new function on I˜k is simply deﬁned by demanding that its images in the border points of I˜k
are equal to the images of the border points of Ik under the original function f . Hence the height remains the same but
the length is smaller, therefore f(A,Γδ) |˜Ik is expansive, and moreover f (Ir) = f(A,Γδ)(˜Ir).
Secondly, if r = k and e−r = c−k , then f(A,Γδ) is the same as the original one.
Thirdly, let r ∈ {1, . . . ,n} be such that e−r = c−k . Then
dr =
e−r − e+r−1
c−r − c+r−1
= c
−
k − e+r−1
c−r − c+r−1
,
and by hypothesis dr > 1. Now, we have to pay attention to the change c
−
k → c−k − δ under the obvious condition c+r−1 <
c−k − δ. We have to modify the image of the new function in c−k in order to ensure that the new slope d˜r is still greater
than 1 (and keeping the image of the point c+r−1). In this way
d˜r =
c−k − δ − e+r−1
c−r − c+r−1
> 1 ⇔ δ < (dr − 1)
(
c−r − c+r−1
)
.
If we run through all r for which e−r = c−k and denote by δΓ the smallest of them, then for δ < δΓ we have necessarily that
Γδ satisﬁes condition (7). 
Proposition 9. Let A be an aperiodic matrix (of interval type). Let Γ, Γ˜ be ordered sets of 2n real numbers satisfying the condition (7).
Let ε, ε˜ ∈ {±1}n, then the maps f = f(A,Γ,ε) and f˜ = f(A,Γ˜ ,˜ε) are topologically conjugated.
Proof. Each triple (A,Γ, ε) and (A, Γ˜ , ε˜) determines uniquely a map f = f(A,Γ,ε) ∈ PL([minΓ,maxΓ ]) or f˜ = f(A,Γ˜ ,˜ε) ∈
PL([min Γ˜ ,max Γ˜ ]), together with the partitions CΓ = {I1, . . . , In}, CΓ˜ = {˜I1, . . . , I˜n}, and the cantor sets Ω f , Ω f˜ . Both dis-
crete dynamical systems (Ω f , f ) and (Ω f˜ , f˜ ) are topologically conjugated to the subshift of ﬁnite type (ΣA, σ ). Therefore,
(Ω f , f ) and (Ω f˜ , f˜ ) are topologically conjugated. 
Example 10. Consider the matrix A =
(
0 1 0
0 0 1
1 1 1
)
. Then, we must choose an ordered set of real numbers, Γ = {c0, c−1 , c+1 , c−2 ,
c+2 , c3}, so that
c0 < c
−
1  c
+
1 < c
−
2  c
+
2 < c3.
Note that we have the identiﬁcation c+0 = c0 and c−3 = c3 since they are the border points. Let
μA =
(
1
β3
,
β
β3
,
β2
β3
)
be the normalized Perron eigenvector, where β is the Perron eigenvalue satisfying 1+ β + β2 − β3 = 0. Following Proposi-
tion 6 we consider Γ = {c0, c−1 , c+1 , c−2 , c+2 , c3}, where
c0 = 0, c±1 =
1
β3
, c±2 =
1+ β
β3
and c3 = 1.
In this case we have I1 = [c0, c−1 ], I2 = [c+1 , c−2 ], I3 = [c+2 , c3] and E1 = {c1}, E2 = {c2}. On each interval I j we deﬁne
an appropriate linear map f j(x) = ε jd jx + b j , assuming ε = (1,1,1). In this case, from the Markov property f1(I1) = I2,
f2(I2) = I3, f3(I3) = I1 ∪ I2 ∪ I3, we have
e+ = c+, e− = c−, e+ = c+, e− = c−, e+ = c+, e− = c−,0 1 1 2 1 2 2 3 2 0 3 3
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and consequently the solutions of Eqs. (5) are as follows:
d1 = d2 = d3 = β, b1 = b2 = 1
β3
and b3 = 1+ β
β2
.
The (expansive) interval map f(A,Γ ) is given by
f(A,Γ )(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
βx+ 1
β3
if x ∈ I1,
βx+ 1
β3
if x ∈ I2,
βx− 1+β
β2
if x ∈ I3.
(9)
Note that f(A,Γ ) can be written as f(A,Γ )(x) = βx+α (mod 1), with α = (β3)−1, and studied in [9,3], see also LHS of Fig. 1.
Now, suppose that we change c−2 → c2 − δ. The only index r for which e−r = c−2 is r = 1. Then
d˜1 = c
−
2 − δ − c+1
c−1 − c+0
> 1 ⇔ δ < (β − 1)|I1| = β − 1
β3
.
Consider for example δ = (2β3)−1. In this case
Γδ =
{
0,
1
β3
,
1
β3
,
1/2+ β
β3
,
1+ β
β3
,1
}
.
The partition CΓδ is formed by the open intervals I1 = [0, 1β3 ], I2 = [ 1β3 , 1/2+ββ3 ] and I3 = [ 1+ββ3 ,1], E1 = { 1β3 }, E2 =
[ 1/2+β
β3
,
1+β
β3
]. Therefore,
f(A,Γδ)(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(β − 1/2)x+ 1
β3
if x ∈ I1,
(
β2
β−1/2 )x+ 1− 1/2+β(β−1/2)β if x ∈ I2,
βx− 1+β
β2
if x ∈ I3,
(10)
see also RHS of Fig. 1 (note that β ≈ 1.83929).
Remark 11. If we want to construct non-piecewise linear maps reproducing a given matrix A, then the information needed
is far from being the ordered set Γ of 2n real numbers. In what follows we simply give a possible example. Let A be the
matrix, already considered in Example 10. We choose Γ = {0,1/8,1/4,1/2,1/2,1}. Then we have the partition I1 = [0,1/8],
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I2 = [1/4,1/2], I3 = [1/2,1]. On each interval I j we deﬁne an appropriate quadratic map f j(x). To satisfy the Markov
condition f1(I1) = I2, f2(I2) = I3, f2(I3) = I1 ∪ I2 ∪ I3, we have
f (x) =
⎧⎪⎨⎪⎩
(16− 8β1)x2 + β1x+ 1/4 if x ∈ [0+,1/8−].
8β2x2 + (2− 6β2)x+ β2 if x ∈ [1/4+,1/2−],
(2+ 2β3)x2 − (1+ 3β3)x+ β3 if x ∈ [1/2+,1−].
For some real parameters β1, β2 and β3. This gives an example of a family of maps in M([0,1]) \PL([0,1]), inducing A as
transition matrix in the partition CΓ (see Fig. 2 for two possible examples).
4. Orbit representations for a Cuntz–Krieger algebra
The Cuntz–Krieger algebra OA associated to a ﬁnite matrix A = (aij) is the C∗-algebra [4] generated by (non-zero) partial
isometries s1, . . . , sn satisfying: s∗i si =
∑
j ai j s j s
∗
j (i = 1, . . . ,n) and
∑
i si s
∗
i = 1, where 1 denotes the identity.
Following [2], let us take the equivalence class R f (x), see Eq. (2) above, and let Hx be the Hilbert space l2(R f (x)) with
the canonical orthonormal basis {|y〉: y ∈ R f (x)} in Dirac notation (if necessary we write H f ,x instead of Hx). For f ∈ M(I)
with C f = {I1, . . . , In} and each i = 1, . . . ,n let us deﬁne an operator Si on Hx as follows:
Si|y〉 = χ f (Ii)(y)
∣∣ f −1i (y)〉, for all y ∈ R f (x) (11)
where χB denotes the characteristic function on a set B and f i := f |Ii . Then every Si is extended by linearity and continuity
to Hx . In [2] we have shown that the map πx : OA → B(Hx) deﬁned by πx(si) = Si is a faithful irreducible representation
of OA , and moreover πx and πy are unitarily equivalent (i.e. there is a surjective isometry U : Hx → Hy so that Uπx(a) =
πy(a)U , for every a ∈ OA ) if and only if x ∼R y.
Now, recall that given f ∈ M(I) and g ∈ M( J ) with A f = Ag = A we have f |Ω f and g|Ωg are topologically conjugated.
In fact both are topologically conjugated to the symbolic space (ΣA, σ ).
Theorem 12. Let OA be the Cuntz–Krieger where A is an aperiodic interval type matrix. Let f , g ∈ M(I) with A f = Ag = A and let
x ∈ Ω f , y ∈ Ωg . Then π f ,x and πg,y are unitarily equivalent representations of OA if and only if there are z ∈ R f (x), w ∈ Rg(y) so
that z = h(w), where h is a homeomorphism satisfying g ◦ h = h ◦ f (h is a conjugation).
Proof. We have that f and g are topological conjugated on Ω f and Ωg respectively. Let h be the conjugation (which is
necessarily unique). Then, for x ∈ Ω f , h[R f (x)] = Rg(h−1(x)) and the operator U : H f ,x → Hg,h(x) , U |x〉 := |h(x)〉 is unitary,
with U∗|y〉 = |h−1(y)〉, y ∈ Ωg . Now, following the same reasoning in the proof of [2, Theorem 6], given x ∈ Ω f , y ∈ Ωg the
representations π f ,x , πg,y are unitarily equivalent if and only if the generalized orbits h[R f (x)] and Rg(y) are the same,
that is if h(x) and y belong to the same orbit (or h−1(x) and y belong to the same orbit). 
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