Abstract-Traditionally, supervised learning is performed with pairwise input-output labeled data. After the training procedure, the adaptive system weights are fixed and the system is tested with unlabeled data. Recently, exploiting the unlabeled data to improve classification performance has been proposed in the machine learning community. In this paper, we present an information theoretic approach based on density divergence minimization to obtain an extended training algorithm using unlabeled data during testing. The simulations for classification problems suggest that our method can improve the performance of adaptive system in the application phase.
Supervised learning, including system identification and regression, is performed with input-output labeled data using linear and nonlinear system topologies and optimal criteria based on statistics of the error between the desired samples and system output. The purpose of learning is to extract as much information as possible from the labeled training data to obtain optimal system weights so that they generalize in unlabeled data (typically by splitting the data set into training and testing sets). Once the system is trained, there is no further optimization carried out over the unlabeled data during the actual application (testing) phase [1] , [2] . This approach is considered natural to all since we do not have the labels for the testing data to further train the adaptive system. Due to the fact that labeled samples are much more expensive to collect when compared with unlabeled samples, researchers in machine learning are proposing ideas of learning from unlabeled data. The goal is to design classifiers that can utilize the information present in both the labeled as well as in unlabeled data. One method is transductive inference using support vector machines proposed by Vapnik et al. [3] , [4] .
Transduction goes from particular (past) samples to particular (future) samples without any attempt to generalize. Another prominent approach is active learning where the learner can 'ask' the expert for a label of a sample in contrast to normal (passive) machine learning where the learner is presented with a static set of examples used to construct a model [5] .
There are also some other methods in the literature such as the EM algorithm in a maximum likelihood framework [61, [7] ; Smoother function approximation of unlabeled data using the representer theorem in the context of regularization [8] . Recently, Erdogmus et al. introduced an information theoretic framework based on Kullback-Leibler divergence minimization for training adaptive systems in supervised learning settings using both labeled and unlabeled data [9] .
In this paper, we propose the Euclidean distance based probability density function (pdt) matching algorithm to extend adaptive system training even after supervised learning is completed. We use the information of the desired signal from the training data and the unlabeled novel testing data to adjust the classifier weights. One big advantage of this new information theoretic approach is the simplicity of computation. We also elucidate the circumstances under which our method can improve the performance of classification by using the unlabeled data in the proposed information theoretic framework.
The paper is organized as follows. First, we give the description of the problem. Then the Euclidean distance based probability density function matching algorithm is presented in section 3. Next, we discuss the conditions under which our method might improve the performance of classification. In order to test our algorithm, we apply our method to an artificial data set and a real biomedical data set in section 5. The observed output (desired response) d is called the label of the input signal u and n is corrupted noise. In function approximation, the labels are continuous-valued while in classification problem, the labels are discrete. The goal of supervised learning is to construct an adaptive system with input signal u, output y, and weights w to approximate the function f or classify the output into different categories.
The adaptive system could be a linear filter (y = wTu), a neural network, or any other topology. The process of supervised learning seeks to optimize the weights to extract relevant information from input-output sample pairs for a specific task. The optimization is carried out by minimization 0-7803-9048-2/05/$20.00 ©2005 IEEE or maximization of an optimality criterion. Typically the mean square error (MSE) [1] , [2] is used, however there are also alternative selections such as minimum error entropy [10] or the e-insensitive loss function [1 1]. The error signal is defined as the difference between the available desired output and the output produced by the adaptive system for a particular input (e = d -y).
In the training phase, the adaptive system weights are adjusted to obtain an approximation tof or classify the input data into different categories by minimizing the error. In the application (testing) phase, the weights are fixed and the trained system is tested on novel unlabeled input data {UN+ ** UK} The probability distributions of the input signal for training Our idea is to combine the unlabeled input data in the testing set and the information of the desired output for training in order to continue adjusting the system weights. We assume here that the a priori probability of each class during testing is the same as for training. We will discuss more details about this hypothesis in the next section. Based on this assumption, the Euclidean distance pdf matching algorithm is proposed to adapt the system weights in application phase as min (fdtrn (x) _ fytst(X))2 dx (3) (iid) samples {XI, . . ., XN }, the pdf can be approximated by
where (-o,a2 ) is typically a zero-mean Gaussian kernel with standard deviation a. One of the advantages of Parzen window with Gaussian kernel is that we can avoid the integral computation directly, since the integral of two Gaussian kernels generates another Gaussian kernel with different double standard deviation. For convenience, we derive the algorithm in one dimension, but this can be easily extended to multidimensional cases.
where
where fdtrn(x) is the pdf of desired signal during training phase, fytst(x) is the pdf of system output signal during testing phase and w is the weight vector of the adaptive system. The Euclidean distance pdf matching cost function minimizes the pdf divergence between the training desired signal and the testing output signal based on the Euclidean distance between the pdfs. In other words, we create a desired signal for the input data during testing by utilizing the pdf information of the desired signal encountered during training. This is also the reason why we must require the same a priori probability among training and testing. Instead of setting the problem in the input data space directly, the Euclidean distance pdf matching criterion utilizes the information at the system output, which avoids the curse of dimensionality. Next we derive a gradient descent algorithm for the cost function in (3).
We propose to compute the Euclidean distance pdf matching cost function directly from data samples, i.e. nonparametrically. This requires a smooth (i.e., continuous and differentiable) estimator for the two probability density functions fdtrn(x) and fytst(x). Parzen windowing is a suitable method, which is an asymptotically unbiased and consistent pdf estimator [12] . Given N independent and identically distributed J0 is not a function of w, d is the desired training phase signal, N is the number of training samples and y is the system output during testing phase with Ml samples. Only J1 and *J2 are functions of w through y = g(u, w). In order to adjust the weights in the testing phase, we take the derivative of J with respect to w to obtain the gradient descent update Wnew = W0Id -Ii7VJ(w) (7) where the gradient is evaluated from VJ(w) = VJ (w) + VLJ)(w) A batch method is used here to compute the weights update. An online approach is also possible with the introduction of stochastic information gradient [13] .
IV. DISCUSSION
Our methodology requires that the a priori probability of each class remains the same during the training and application phase, but it allows for slight differences between the pdf of training and testing. To examine further, we employ the Bayesian method to find out under what conditions performance can be improved.
Consider a classification problem with two classes, C1 and C0 with the a priori probability P(C1) and P(C1) respectively. The optimal discriminant function separating the two classes is given by
Since we use the probability of output data for training as a pseudo desired signal in testing phase in order to continue updating the classifier weights, we have to assume that priors do not change from the training to the testing set, i.e. P(Ci; training) = P(Ci; testing) for i = 1, 2. In the case that the likelihood functions P(u y = Ci) change from training to the testing set, obviously the optimal decision boundary obtained from training set will not be the optimal for testing set. Under this condition, our algorithm will adjust the decision boundary to a better position such that the correct classification probability increases. In the case that the likelihood functions do not change from the training to the testing set, then according to the Bayesian equation (9) the optimal decision boundary obtained from training phase will remain optimal, since the value of the a posterior probability remains the same. Then there is no need to apply our algorithm. We will illustrate these two cases in the next simulation section.
V. SIMULATION RESULTS
In this section, we will give the simulation results of Euclidean distance pdf matching algorithm applied to adaptive systems in a simple pattern classification problem as well as a real biomedical classification problem. In the simulation, we used the same neural network topology for training and testing. The objective of the experiment is to distinguish (classify) two classes of overlapping two-dimensional patterns labeled class I and class 2. Let Cl and C2 denote the set of events for which a random vector u belong to Class 1 and 2, respectively.
In the first simulation, we artificially generated two classes with conditional pdf for class 1, P(u C1), being a Gaussian distributed with zero mean and unit variance; the conditional pdf for class 2, P(u 0 C2), has mean vector [2, 2] and unit variance respectively. The two classes have equal a priori probabilities.
In order to illustrate the effectiveness of our algorithm, we simulated two cases. In the first case, the conditional distributions of the testing pattern I and 2 are the same as those of the training patterns. Ideally, the decision boundary will not change after we apply our algorithm since the decision boundary is optimal both for training and testing data sets. But due to the finite sample data effects, the likelihood functions will differ slightly for both simulations and the decision boundary will not be optimal during testing. In Fig. 1 , the dashed line is the decision boundary for training data set and the solid line is the one after we applied the algorithm for the unlabeled data set (this assignment will be kept for all other figures). The figure shows that the decision boundary resulted from training data moves slightly in the testing data after we applied our algorithm. The correct classification probability increases from 0.905 to 0.919 by using our algorithm. In this situation, our algorithm is able to improve generalization by counteracting overfitting.
In the second case, we generated another testing data set of slightly different likelihood functions compared with training data to mimic the normal variability between experimental conditions. For the testing data class I is a gaussian with fig. 2 and 3 . Fig. 2 plots the two decision boundaries with and without continuous training presented in the testing data set. We can see that the decision boundary shifts to a new position where the correct classification probability increases. Fig. 3 gives the correct classification probability curve as a function of iterations. The correct classification probability increases from 0.8 to 0.92 by applying our algorithm.
In the second simulation, we apply the Euclidean distance pdf matching algorithm to the classification of a biomedical data set. This data set was obtained from neural recordings in the surgical treatment of Parkinson's disease. Spike trains are collected from thalamic (Thal) and subthalamic nucleus (STN) cellular activity using deep brain stimulation. The objective of classification is to distinguish the two classes Thal and STN. As a preprocessor, a second order autoregressive (AR) model is applied to segments of the neural activity, where the details are fully given in [141. We created the testing data to comply with the hypothesis of equal a priori probabilities of each class as required by our method.
The classifier uses the weights of the AR model. Since Thal and STN signals are different across patients, the conditional probability functions for training and testing will differ. The simulation results are presented in fig. 4 to 7 with class 1 for STN and class 2 for Thal. Fig.4 shows the scatter plot of the two classes and the decision boundary obtained from a perceptron in the training set comprising the three patients. The total number of training set is 12198 samples and the correct classification probability after the conventional training is 0.7537. Then we tested our algorithm in each of the different patients and the results are given in fig. 5,6 that the hyperplanes in testing also rotat the training set position by our algorithm. correct classification probability with and v training in Table 1 . The simulation in the re suggests that the decision boundaries shift correct classification probabilities increase Euclidean distance pdf matching algorithm.
after applying the VI. CONCLUSION This paper proposed a new information theoretic approach for training adaptive system using unlabeled data even after supervised learning is completed. This so called the Euclidean distance pdf matching algorithm utilizes the information of desired signal and unlabeled input signal during the testing phase, which provides a straightforward method to adjust system weights for a better performance. The method requires constant a prior probability for each class during both training and testing, which may be unrealistic in many applications. The simulations on an artificial data set and on real biomedical data suggest that the Euclidean distance pdf matching algorithm can improve classification performance when the a priori hypothesis is met.
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