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In this paper, we develop an extended guided tabu search (EGTS) and a new heuristic packing algorithm
for the two-dimensional loading vehicle routing problem (2L-CVRP). The 2L-CVRP is a combination of
two well-known NP-hard problems, the capacitated vehicle routing problem, and the two-dimensional
bin packing problem. It is very difficult to get a good performance solution in practice for these
problems. We propose a meta-heuristic methodology EGTS which incorporates theories of tabu search
and extended guided local search (EGLS). It has been proved that tabu search is a very good approach for
the CVRP, and the guiding mechanism of the EGLS can help tabu search to escape effectively from local
optimum. Furthermore, we have modified a collection of packing heuristics by adding a new packing
heuristic to solve the loading constraints in 2L-CVRP, in order to improve the cost function significantly.
The effectiveness of the proposed algorithm is tested, and proven by extensive computational
experiments on benchmark instances.
& 2010 Elsevier Ltd. All rights reserved.1. Introduction
In the past few decades, the vehicle routing problem (VRP) has
been an important, and typical, combinatorial optimization
problem. To resolve the VRP, numerous methodologies based on
operations research and mathematical programming techniques
or heuristic-based algorithms have been proposed in extant
literature (see e.g. [1,2]). Toth and Vigo [3] provided an overview
of approaches developed for the VRP. Moreover, there are several
different variants of the VRP, due to additional constraints faced in
the real world. CVRP, which is limited on the capacity of the
vehicles, is one of them (see e.g., [4,5]). The customers need to get
their deliveries from several depots in multiple depot VRP (see e.g.
[6–8]). For VRP with time windows (see e.g., [9,10]), there is a
time window with start time and end time specified for each
customer. Stochastic VRP (see e.g., [11,12]), as another difficult
variant of VRP, requires traveling times and/or service times to be
random. If there is a constraint, like the delivery has to be on some
specific days, the variant is called periodic VRP (see e.g., [13,14]).
Another application in real world involves a situation where a
customer needs to be served simultaneously by several vehicles;
this is called split delivery VRP (see e.g. [15,16]). When the vehicle
must pick something up from the customer after all deliveries are
made, or the vehicle has to pick something up from some place
and deliver it to the customer, the problems are called VRP withll rights reserved.
x: +86 592 2580258.backhauls (see e.g., [17,18]) and VRP with pick-ups and deliveries
(see e.g., [19,20]), respectively.
The VRP with packing problem is another important combina-
tion optimization problem. As many transportation problems
have to deal with routing and packing in real-world, researchers
have recently presented some new frameworks to integrate these
two problems and proposed some effective methodologies to
solve these new problems. Ladany and Mehrez addressed the first
transportation problem with loading constraints: the delivery
traveling salesman with LIFO loading [21]. A framework to
integrate VRP with time windows and the container loading
problem was also proposed by Moura et al. [22]. In addition,
Malapert et al. [23] had also conducted a good study for another
integration problem: The delivery problem with two-dimensional
loading constraints.
In this paper, a new variant of the VRP, a two-dimensional
vehicle routing problem (2L-CVRP), addressed by Iori et al. [24], is
discussed. The 2L-CVRP is a combination of two important
NP-hard problems: the two-dimensional bin packing problem
(see e.g. [25,26]), and the capacitated vehicle routing problem
(CVRP). It is very difficult to get good solutions in practice. To the
best of our knowledge, only a few methodologies have been
proposed in existing literature, for the 2L-CVRP. An exact
approach (see [24]) was first used to solve the 2L-CVRP. This
approach was mainly based on the branch-and-cut algorithm, and
iteratively called in a branch-and-bound algorithm to check the
feasibility of the loadings. It was effective and showed a
satisfactory performance for the 2L-CVRP, but it is only able to
optimally solve small-scale instances, with up to 35 customers
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apparently reasonable. To solve larger instances in the 2L-CVRP, a
tabu search algorithm was proposed by Gendreau et al. [27]. In
their paper, they constructed larger instances with up to 255
customers and more than 700 items, and employed heuristics,
lower bounds, and a truncated branch-and-bound procedure to
solve the loading component of the 2L-CVRP. Zachariadis et al. [28]
presented a new meta-methodology guided tabu search (GTS)
based on incorporation of the rationale of tabu search [29,30] and
guided local search (GLS) by Voudouris [31], to solve the 2L-CVRP.
The GTS embedded ideas of the GLS and tabu search (TS), and has a
penalty on the maximal cost edges, which could guide TS to escape
from local optimum. In addition, loading aspects of the problem
were addressed with a collection of packing heuristics. Fuellerer
et al. [32] presented another successful approach to solve this
problem by an ant colony optimization (ACO) algorithm. In their
work, they handled the different loading constraints with the
above-mentioned approaches, including items rotation and rear
loading. Moreover, vehicle routing problem extensions considering
transportation of three-dimensional items have recently been
addressed by other researchers (see e.g., [33–36]).
The purpose of this paper is to propose a more effective and
efficient meta-heuristic algorithm to reduce the total transporta-
tion cost for the 2L-CVRP. We propose a meta-heuristic metho-
dology, and an extended guided tabu search (EGTS), which
incorporates the theories of tabu search and extended guided
local search (EGLS) by Mills et al. [37]. The guiding mechanism of
the EGLS can help tabu search induce diversification, and help the
search process cover a larger solution space, in order to escape
effectively from local optimum. The EGLS is an extension of GLS
and it can work better than GLS for some applications, such as
quadratic assignment problem [37]. Furthermore, to solve the
two-dimensional bin packing problem (2BPP), we modify a
collection of packing heuristics developed by Zachariadis et al.
[28] by adding a new packing heuristic to solve the loading
constraints in 2L-CVRP. Through extensive computational analysis
for 180 2L-CVRP benchmark instance sets presented in paper [33],
our proposed approach outperforms GTS and successfully obtains
even the best solutions in some instances.
The rest of this paper is organized as follows. A detailed
description of the 2L-CVRP is given in the next section. Afterward,
the proposed methodology and algorithms are introduced in detail
in Sections 3 and 4. The extensive computational results for the
benchmark instances from the literature are presented in Section 5.
Finally, Section 6 describes the conclusions of this research work.2. Problem description
According to Iori et al. [24], we are given a complete
undirected graph G¼(V,E), where V¼{0}
S
Vc is a set of n+1
vertices, corresponding to the central depot (vertex 0), and n
customers (Vc¼{1,2,y, n}), and E¼ feijji,j¼ 0,1, . . . ,nandia jg is
the set of edges. Associated to each edge eij there is a cost cij,
which is the transportation cost, i.e. cost of traveling from i to j.
Meanwhile, we are given K identical vehicles at the depot, each
having a weight capacity D and a rectangular loading surface of
width W and length L. Let the surface area of each vehicle be
A¼LW. In addition, each vehicle has only one open side for
loading and unloading items on the W edge and has width W.
Each customer iAVc has a set Ii¼{1,2, ..., mi} of mi rectangular
items to be loaded at the depot and the total weight of items of
customer i equals to di. Each item tAIi also has a specific width




denotes the total area of the items set Ii.The aim of 2L-CVRP is to assign customers i¼1,2, ..., n, to one of
the routes, Rk, k¼1,2, ..., K, such that the total transportation cost
is minimized, and there is a feasible loading of items on vehicles’
loading surfaces for each route. In the 2L-CVRP, the feasible
loading must satisfy the following constraints:(a) All items of a given customer must be loaded on the same
vehicle; in other words, split deliveries are not allowed;(b) Items have a fixed orientation and must be loaded with their
sides parallel to the sides of the loading surface;(c) Each route must choose the central depot as the starting and
the ending point;(d) All customers must be visited once and only once;
(e) The total weight of all items in a route Rk, k¼1,2,y,K, must
not exceed the capacity of the vehicle, D;
(f) All items of each customer must be completely loaded on the
surface of the vehicle;
(g) No two items can overlap in the same route.To the best of our knowledge, there are mainly two types of 2L-
CVRP: the sequential 2L-CVRP and the unrestricted 2L-CVRP. The
sequential 2L-CVRP must satisfy another constraint, besides the
aforementioned seven constraints (a)–(g), namely, the sequence
constraint: when a customer i is visited, all items of customer i
must be directly unloaded with movements parallel to the length
dimension of the loading surface of the vehicle, from the open
edge [28]. In practice, the sequence constraint is normal because
of the weight or fragility of items. In other words, other items in
the vehicle cannot be moved when items of one customer are
being unloaded. The unrestricted 2L-CVRP is not restricted by the
sequence constraint. Fig. 1 illustrates the two types of 2L-CVRP.
Suppose that there exists a route (0–1–2–3–0, 0 represents the
central depot) with 7 items demanded by three customers, in
Fig. 1(a). Loading I and Loading II are two different loading
solutions depicted in Figs. 1(b) and (c), respectively. As it can be
seen in Fig. 1(b), item I12 is blocked by I21. If the workers need to
unload items I12 parallel to the length dimension of the loading
surface, they must remove item I21 in advance. Therefore, Loading
I is unrestricted 2L-CVRP. In case of Loading II, i.e. Fig. 1(c), all
items can be unloaded straight away, with movement parallel to
the length dimension. So it is the sequential 2L-CVRP.3. Algorithms for two-dimension loading
This paper considers a collection of packing heuristics to solve
the loading constraints in 2L-CVRP. Originally, there are five
sequential packing heuristics, Hi (i¼1, 2, 3, 4, 5), developed by
Zachariadis et al. [28], where H1: bottom-left fill (W-axis), H2:
bottom-left fill (L-axis), H3: max touching perimeter heuristic, H4:
max touching perimeter no walls heuristic, and H5: min area
heuristic. Each of the packing heuristics adopts different position
selecting criterion when loading an item. H1 selects the leftmost
position at which W-axis is minimum, breaking ties by minimum
L-axis coordinate in all feasible available placement points as the
final placement position. In H2, the position selected is the one
with the minimum L-axis coordinate, breaking ties by minimum
W-axis coordinate. For H3, if an item fills to one position, one touch
perimeter value would be evaluated, which is the length sum of the
common edges of the filled item with the already inserted items,
and the edges of the loading surface of the vehicle. The position at
which the touch perimeter value is the maximum will be selected
as the final placement position in H3. Similarly, there is the touch
perimeter value in the H4 but it does not include the length of the
common edges of the filled item with the edges of the loading
surface of the vehicle. H5 calculates one area value for every
Fig. 1. The sequential and unrestricted 2L-CVRP.
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the top of the vehicle and the distance is w between the position
and the right of the vehicle, the area is equal to lw. The position
whose area value is the maximum in all available placement
positions will be selected as the final placement position in H5. As
in paper [28], we first use these five packing heuristics for deriving
the packing strategy. Then, we introduce a new packing heuristic,
H6. It is called lowest reference line best-fit heuristic (LBFH). More
details are introduced later in this section.
The idea of LBFH is to place all rectangles at one local
rectangular space. To make the best use of the local space and
reduce waste, we select one best fit item to fill it. From Fig. 2, we
define the lowest reference line (LR_Line), which is the lowest line
under which no rectangle can be placed. We also define two
available placement positions as the two endpoints of a line
segment of the lowest reference line. The placement area S is one
local rectangular space in Fig. 2(1), as well as in Fig. 2(2). The height
and the width of S is L–LR_Line and w, respectively, where w is the
distance between two available placement positions. After the
placement space determined, we need to select one of the two
available placement positions as the final position (denoted p). In
this paper, the max touch strategy is employed. Let h1 denote the
height of the wall adjacent to the left of S, and h2 denote the height
of the wall adjacent to the right of S (see Fig. 2(1) and (2)). If
h1Zh2, we set the left-bottom corner point of S as the final
placement position p; otherwise, p corresponds to the right-bottom
corner point of S. Afterwards, it is necessary to decide which item is
the best fit. We define four corner positions (A, B, C and p), marked
by small white circles in space S (see Fig. 2(1) and (2)). A placement
is good if it can decrease the number of corner positions. We define
the concept of fitness value to evaluate whether a placement is
good or not. The more is the number of corner positions that fit a
placement, the larger is the fitness value given to the
corresponding item, for this placement. Fitness values are
computed on the basis of the following rules:(1) If corner position A is fitted, the fitness value will be added
1.5.(2) If corner position B is fitted, the fitness value will be added 2.
(3) If corner position C is fitted, the fitness value will be added 1.
(4) If the width of the item is greater than w or the height is
greater than the L–LR_Line, its fitness value will be added
N, i.e. this item cannot be placed in space S.(5) Besides the above four conditions, the fitness value will be
added 0.There are six possible placements with regard to the corner
position p (see Fig. 2). For the first five placements, for instance, if
p is located at the left-bottom corner position of S, then the fitness
value in Fig. 2(1.1), (1.2), (1.3), (1.4) and (1.5) is 3.5, 3, 2, 1 and 0,
respectively. The sixth placement is the current item, which
cannot be placed in space S.
For details, the algorithm, based on lowest reference line best-fit
heuristic (LBFH), for checking loading in this paper, is shown in Fig. 3.4. Extended guided tabu search optimization
In this section, the existing framework and algorithms for the
2L-CVRP are presented, followed by the proposed extended
version of guided tabu search (EGTS) and a new approach to
construct an initial solution in EGTS.
4.1. Guided local search
Guided local search (see, [31]) is a meta-heuristic search
method, which sits on top of a local search algorithm, to change
its behavior. Guided local search changes the objective function
during a local optimum search, by building up penalties present
in an augmented function associated with the solution features in
that local optimum search. It uses these penalties to search the
local optimum.
To apply GLS to a given problem, it is important to define the
solution features, in order to distinguish between solutions with
different characteristics, so that poor characteristics can be
penalized by the GLS. Generally, the choice of solution features
Fig. 2. The fitness value of LBFH.
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defined solution features, fi, should have the following three
components: (a) an indicator function Ix(fi), indicating whether
the feature fi is present in the current solution x or not, (b) a costfunction C(fi), which is the cost of the feature present in the
solution and (c) a penalty value pi records the time of the feature fi
penalized in the local optimum search. How to select a poor
feature that should be penalized? GLS computes the utility of
LBFH(Rk, I)   
//Rk is the route being checked the loading, I is the item set demanded by the //customers in route Rk
1 bestFitness = -∞, bestItem = null;  //bestItem records item having best fitness
2 LR_Line = 0, h1 = h2 = L, w = W, p = (0,0); 
3 while (LR_Line < L)
4   update LR_Line and determine the rectangular placement space S;
5   update h1 and h2;
6   if h1≥h2 then
7     p is the left-bottom corner of S;
8   else   
9     p is the right-bottom corner of S;
10   end if 
11   bestFitness = -∞, bestItem = null;   
12   for each items Iit∈I
13      if fitness(Iit) > bestFitness  and satisfy the constrains of 2L-CVRP then
14        bestFitness = fitness(Iit) , bestItem = Iit;
15      end if 
16   end for 
17   if bestFitness = -∞ then
18     close the w × min(h1, h2) rectangular space; 
19   else
20     place the bestItem at the point p and remove bestItem from I;
21   end if
22 end while
23 if |I| = 0 then
24   return true; 
25 else  
26   return false;    
27 end if 
Fig. 3. The algorithm based on LBHF for checking loading.
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a local optimum solution x, GLS penalizes all features present in
the current solution, which have the maximum utility. The idea is
to penalize edges that have long distance or high cost. The utility





when poor features in current solution x are selected, GLS uses an
augmented cost function g(x) to change the objective cost
function and guide the local optimum search out of the local
optimum. The idea is to make the local optimum more costly than
the surrounding search space, where these poor features are not
present.4.2. Guided tabu search
Zachariadis et al. [28] have applied successfully the rationale of
GLS to the 2L-CVRP. They proposed a tabu search algorithm
controlled by a guiding mechanism that incorporates GLS and
periodically modifies the objective function of the 2L-CVRP, which
was named guided tabu search (GTS). GTS employed three types
of neighborhood structures, and stochastically selected one of
them for each iteration. Through the penalization term of GTS,
low quality features can be located and removed from the
candidate solution. For the 2L-CVRP, long distance edges of
the solution are considered as undesirable features of a candidate





where cij is the cost of the edge between customer i and j, avgij is
the average cost of all edges starting from vertices i and j in the
edges set E, and pij is the number of times that edge (i, j) has been
selected to be penalized. In addition, Zachariadis et al. [28] used
an augmented function to guide the behavior of the tabu search,
which increases the objective cost function by doubling the cost
of the edges penalized. When Zachariadis et al. [28] applied the
GTS to 2L-CVRP, they set guidefreq iterations as a period and only
one edge was penalized in each period since there was no positive
effect of penalizing multi-edges at one time, for minimizing the
objective function, in their intensive experiments.
4.3. Extended guided tabu search
In this paper, we propose an extended version of GTS (EGTS)
based on the idea of extended guided local search (EGLS) by Mills
et al. [37]. The EGLS utilizes random moves and an aspiration
criterion designed specifically for penalty based schemes to
extend GLS. According to the extended algorithm, the EGLS
improved the robustness of GLS over a range of parameter
settings, particularly in the case of the quadratic assignment
problem [37]. The aspiration criterion, as an important conception
used in the tabu search framework, are conditions under which a
move is allowed if it produces a new best solution, even when the
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Fig. 4. The percent improvement of EGTS over the GTS.
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new best solution, and it was successful. In this paper, we also
apply the aspiration criterion, as in the EGLS, to extend the GTS.
To show the effectiveness of the aspiration criterion in the EGTS
framework, we execute the proposed methodology for all 36 Class
1 instances of the benchmark (see Section 5.1), with and without
using the aspiration criterion. For all Class 1 instances, each
customer is associated with a single item of unit width and length.
Class 1 comprises pure CVRP instances, i.e. they are not related
with the packing algorithm. Therefore, the effectiveness of
optimization by EGTS can be fully and effectively demonstrated
through testing Class 1 instances, and comparing with the GTS.
Fig. 4 illustrates the percent improvement of EGTS over the GTS.
We find that the percent improvement of previous 16 small
instances is equal to 0%, i.e. no improvement, but only two
instances get negative improvement, two instances have no
improvement and in 15 instances it is greater than 0%, going up
to 4.45% for the next 20 large instances. According to Table 2, the
objective cost of Class 1 is improved by up to 0.7% on average,
except the 16 small instances.
4.4. Constructing the initial solution
Specifically, we employ a different approach with GTS, to
construct initial solutions in EGTS. GTS uses a greedy strategy to
do this work. First, all customers are sorted by decreasing total
area of their items and generate K routes. Next, customers are
assigned to one feasible route that minimizes the free surface, and
are inserted in the feasible route point leading to the minimum
cost increase. However, we cannot construct an initial solution for
parts of benchmark instances (see Section 5.1), using the GTS
method. Therefore, we propose a new constructing approach,
which is based on stochastic strategy. Similarly, all customers are
sorted and assigned to one route, as when using GTS. When a
customer i cannot be assigned to any route during the process of
constructing the initial solution, we change the sort of the
customer by selecting stochastically another customer assigned
to another route, to exchange the position with customer i. This
strategy constructs successfully a feasible initial solution for all
sequential and unrestricted instances.5. Computational results
This section presents the computational results based on a set
of benchmark instances used by Zachariadis et al [28]. The
benchmark instances and parameter configuration will be
discussed firstly. Then, the results of benchmark instances will
be presented. The EGTS algorithmic framework is coded in ANSI Cand compiled using Visual C++ 6.0. All experiments are executed
on a Core 2 Duo 2.0 GHz with 2 GB RAM under Windows XP.5.1. Benchmark instances
The benchmark instances used in this paper and other papers
[24,27,28,32], are available at /http://www.or.deis.unibo.it/re
search.htmlS. There are 36 instances in total and these instances
are divided into five classes, by the number and the size of items:Class 1: Each customer demands one item with unit
width and height. As aforementioned, Class 1
instances are corresponding to the CVRP.Class 2–5: For each customer i, a set Iiof items is created. Ii
is with a uniform distribution on a certain range
(see Table 1). Each item is stochastically
classified into one of three possible shapes:
vertical, homogeneous and horizontal with an
equal probability. Furthermore, the dimensions
of the items are uniformly created, in a given
range (see Table 1).It is tested on 324 instances in total (36 for Class 1, 144 for
sequential 2 L-CVRP and 144 for unrestricted 2L-CVRP, for Class
2–5) (Table 1).
Each of the five classes of instances has the same number of
customers, and the position and demand value of each customer
is also the same. Values L¼40 and W¼20 are the dimensions of
loading surface of each vehicle, for all instances. More details
about these benchmark instances can be found in paper [24].5.2. Parameter configuration
For the setting of length of tabu lists, we test 6 instances
(22, 23, 24, 25, 26 and 27) for Class 2–5 and each instance is
tested 10 times for the sequential 2L_CVRP. We set the iteration
times large enough, up to 15,000 and test each instance using
different length of tabu lists, from 15 to 30. Fig. 5 illustrates the
results of our experiments. The dotted lines mark the minimum
cost value of different tabu lists for each instance. It is found that
the cost value is close to the minimum cost value for all 6
instances when the length of tabu lists is equal to 24. In addition,
when we set the length of tabu lists to 24 for the unrestricted
2L_CVRP, we can also get good results. Therefore, we think that 24
is a reasonable value for the length of tabu lists.
For the iteration times, the same aforementioned 6 instances
are tested and that each instance is also tested 10 times for the
sequential 2L_CVRP. The length of tabu lists is set to 24 and we
test each instance using different iteration times, from 4000 to
15,000. Fig. 6 shows the test results of all instances. It is observed
that the cost values are very good when the iteration times is up
to 10,000 times, while the cost values have no improvement for
all 6 instances tested when the iteration times are increased
gradually, from 11,000 to 15,000 times. Moreover, excessive
computational time is required. Therefore, the iteration times are
set to 10,000 in the following experiments.
Lastly, we adopt the method used in Zachariadis et al. [28] to
find the good value guidefreq iterations and that the same value 20
is found.
To sum up, in this paper, we set one unique parameter
configuration for all experiments, i.e., the length of tabu lists is set
at 24, the iteration times of EGTS are 10,000 times as the
termination condition of tabu search, and the maximum itera-
tions to penalize poor features in the candidate solution is 20.
Table 1
The characteristics of items of Class 2–5 instances.
Class |Ii| Vertical Homogeneous Horizontal
Length Width Length Width Length Width
2 [1,2] [0.4L, 0.9L] [0.1W, 0.2W] [0.4L, 0.9L] [0.1W, 0.2W] [0.4L, 0.9L] [0.1W, 0.2W]
3 [1,3] [0.4L, 0.9L] [0.1W, 0.2W] [0.4L, 0.9L] [0.1W, 0.2W] [0.4L, 0.9L] [0.1W, 0.2W]
4 [1,4] [0.4L, 0.9L] [0.1W, 0.2W] [0.4L, 0.9L] [0.1W, 0.2W] [0.4L, 0.9L] [0.1W, 0.2W]
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Fig. 6. The testing of length of iteration times.
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To show the performance of the algorithmic framework
proposed in this paper, we test all 180 instances for both
sequential and unrestricted 2L-CVRP. The results obtained by
EGTS are reported in Tables 2–4 and we compare these results
with those from GTS [28]. Table 2 provides the results for Class 1.
While the comparison of GTS, EGTS (no LBFH) and EGTS+LBFH, for
Class 2–5, are offered in Table 3 for sequential 2L-CVRP and in
Table 4 for unrestricted 2L-CVRP. The cost represents the average
transportation cost of the final solution. The total time is the total
running time for Class 1, in Table 2, and it is the average running
time for Class 2-5, in Tables 3 and 4. In addition, %gap means
percent improvement of EGTS over GTS, on the objective. The
result in Table 2 shows the effectiveness of optimization by using
the aspiration criterion in our algorithmic framework. Reasons
have been analyzed in Section 4.3. According to Tables 3 and 4, it
is concluded that the effectiveness of the aspiration criterionstands verified again, through comparing the cost value of GTS and
EGTS (no LBFH), since the loading algorithms are identical in the
two approaches, and the cost value is improved by up to 0.58% for
sequential and 0.26 for unrestricted 2L-CVRP. Obviously, the
performance of the new heuristic loading algorithm LBFH is also
proved by comparing the cost value of EGTS (no LBFH) and
EGTS+LBFH. We find that percent improvement of EGTS+LBFH
over GTS is 1.28%, and EGTS+LBFH outperforms EGTS (no LBFH)
by 0.7 percent for sequential 2L-CVRP, and by 1.06% for the
unrestricted 2L-CVRP. It shows that the constraints of feasibility
are violated for some solutions if LBFH is not employed. In other
words, LBFH enhances the probability of a solution on loading
checking. Through the total time in Tables 2–4, the proposed
algorithmic framework obtains all the final solutions within
reasonable time. Specifically, EGTS+LBFH consumes less time
than EGTS (no LBFH) and this also shows that the LBFH enhances
the probability of solution on the loading checking. If a solution is
checked by LBFH, other heuristic algorithms are not executed.
Table 2
Result comparison of EGTS and GTS on Class 1.
Inst Class1
Cost Total time %gap Inst Cost Total time %gap
EGTS GTS EGTS GTS
1 278.73 278.73 1.56 0.00 19 524.61 524.61 21.5 0.00
2 334.96 334.96 1.31 0.00 20 241.97 244.54 55.44 1.05
3 358.40 358.40 2.89 0.00 21 687.80 687.60 62.15 -0.03
4 430.88 430.88 2.05 0.00 22 740.66 740.66 62.53 0.00
5 375.28 375.28 2.27 0.00 23 835.32 839.07 113.16 0.45
6 495.85 495.85 2.55 0.00 24 1034.56 1035.33 125.67 0.07
7 568.56 568.56 2.63 0.00 25 826.14 829.45 128.08 0.40
8 568.56 568.56 2.78 0.00 26 819.56 819.56 85.84 0.00
9 607.65 607.65 4.33 0.00 27 1091.40 1097.63 166.69 0.57
10 535.74 535.80 4.98 0.01 28 1040.70 1042.12 199.28 0.14
11 505.01 505.01 4.53 0.00 29 1163.38 1188.15 469.77 2.09
12 610.00 610.00 13.53 0.00 30 1040.73 1037.05 971.95 -0.35
13 2006.34 2006.34 6.78 0.00 31 1358.01 1421.20 2667.88 4.45
14 837.67 837.67 10.25 0.00 32 1324.82 1328.68 1974.83 0.29
15 837.67 837.67 6.86 0.00 33 1312.97 1328.19 1386.55 1.15
16 698.61 698.61 17.3 0.00 34 711.98 719.91 2710.53 1.10
17 861.79 863.27 14.22 0.17 35 875.07 877.04 2076.45 0.22
18 723.54 730.85 12.53 1.00 36 586.58 594.10 2405.84 1.27
avg. 0.39
Table 3
Results of Class 2–5 for sequential 2L-CVRP.
Inst Class2–5
Cost Total time %gap
EGTS+LBFH EGTS (no LBFH) GTS EGTS+LBFH EGTS (no LBFH) EGTS+LBFH EGTS (no LBFH)
1 303.40 303.96 304.22 3.16 3.18 0.27 0.08
2 345.23 345.23 346.71 1.33 2.36 0.43 0.43
3 387.89 390.51 393.35 5.04 5.19 1.39 0.72
4 443.25 444.21 444.62 2.40 3.29 0.31 0.09
5 387.60 394.30 396.36 4.58 5.16 2.21 0.52
6 502.25 502.32 505.05 3.53 4.20 0.55 0.54
7 715.54 715.78 723.84 8.33 8.75 1.15 1.11
8 716.36 718.69 715.72 8.28 11.11 -0.09 -0.41
9 621.23 623.58 622.20 4.29 6.08 0.16 -0.22
10 731.69 736.11 727.86 23.32 23.59 -0.53 -1.13
11 762.83 768.37 768.15 38.01 36.36 0.69 -0.03
12 622.35 627.80 628.62 7.86 10.43 1.18 0.13
13 2647.88 2661.99 2679.34 30.75 34.98 1.17 0.65
14 1075.04 1084.61 1092.78 49.01 46.43 1.76 0.75
15 1223.19 1232.70 1234.21 65.76 55.42 0.89 0.12
16 703.74 705.95 707.56 13.02 13.46 0.54 0.23
17 869.93 864.28 865.20 16.14 19.31 -0.55 0.11
18 1096.57 1097.19 1102.25 67.78 59.64 0.51 0.46
19 798.20 802.10 800.94 61.68 73.50 0.41 -0.14
20 559.17 560.22 576.58 232.49 219.75 3.02 2.84
21 1084.98 1095.65 1106.33 178.95 210.44 1.93 0.97
22 1113.64 1122.24 1128.61 152.26 215.87 1.62 0.56
23 1130.13 1144.08 1151.24 215.25 169.21 1.83 0.62
24 1177.28 1196.69 1206.62 132.73 202.43 2.43 0.82
25 1470.11 1472.60 1479.03 373.18 327.29 0.95 0.43
26 1431.32 1459.44 1475.96 498.95 442.88 3.02 1.12
27 1445.64 1454.94 1463.35 371.36 299.93 1.21 0.57
28 2808.10 2819.85 2835.30 979.81 622.67 0.96 0.54
29 2396.78 2427.02 2460.75 1150.37 956.46 2.60 1.37
30 1983.48 2002.16 2031.94 1699.03 1616.07 2.66 1.47
31 2497.25 2509.33 2554.37 4368.15 3062.79 2.24 1.76
32 2438.65 2466.35 2462.45 2445.84 3451.80 1.13 -0.16
33 2543.24 2560.80 2565.41 2053.70 5914.56 0.86 0.18
34 1276.27 1293.96 1303.49 3443.45 4338.63 2.09 0.73
35 1606.38 1630.80 1675.35 4560.83 3984.27 4.12 2.66
36 1850.50 1855.85 1864.73 3667.06 4084.67 0.76 0.48
avg. 1.28 0.58
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Table 4
Results of Class 2–5 for unrestricted 2L-CVRP.
Inst Class2–5
Cost Total time %gap
EGTS+LBFH EGTS (no LBFH) GTS EGTS+LBFH EGTS (no LBFH) EGTS+LBFH EGTS (no LBFH)
1 291.97 291.97 295.74 3.15 3.66 1.28 1.28
2 341.89 341.89 341.89 1.71 1.68 0.00 0.00
3 379.41 379.41 384.49 3.52 3.90 1.32 1.32
4 440.85 440.85 441.45 2.81 4.16 0.14 0.14
5 382.22 382.22 382.22 3.06 6.41 0.00 0.00
6 498.96 499.59 499.47 3.37 4.14 0.10 -0.03
7 699.29 699.38 703.49 7.66 8.14 0.60 0.58
8 701.77 704.66 705.59 9.87 11.27 0.54 0.13
9 614.67 616.48 615.65 4.76 8.19 0.16 -0.14
10 705.04 712.00 713.00 27.26 23.88 1.12 0.14
11 731.41 740.33 740.40 20.32 30.09 1.22 0.01
12 617.47 617.41 616.83 7.51 17.63 -0.10 -0.09
13 2581.41 2586.38 2599.40 23.50 28.27 0.69 0.50
14 1030.49 1034.94 1036.77 34.31 45.37 0.61 0.18
15 1194.71 1196.69 1197.83 55.38 74.95 0.26 0.10
16 702.46 703.48 702.29 11.90 15.96 -0.02 -0.17
17 862.62 862.77 864.26 16.27 18.97 0.19 0.17
18 1065.94 1075.17 1076.81 45.72 56.34 1.01 0.15
19 771.57 776.43 776.91 43.82 60.22 0.69 0.06
20 544.57 546.64 551.71 140.44 236.27 1.29 0.92
21 1038.82 1050.15 1050.43 133.25 172.50 1.11 0.03
22 1061.73 1075.45 1076.11 169.37 191.20 1.34 0.06
23 1065.70 1089.86 1091.18 128.01 137.43 2.34 0.12
24 1119.11 1127.52 1149.12 173.10 156.81 2.61 1.88
25 1397.98 1418.25 1418.87 365.42 507.14 1.47 0.04
26 1373.99 1401.94 1395.63 312.61 396.54 1.55 -0.45
27 1377.29 1394.61 1396.60 262.16 362.99 1.38 0.14
28 2673.04 2730.77 2737.01 769.64 737.26 2.34 0.23
29 2272.00 2309.29 2315.20 1023.55 1080.45 1.87 0.26
30 1862.15 1884.65 1889.84 1141.94 1236.27 1.47 0.27
31 2378.20 2417.09 2413.45 3388.66 2443.30 1.46 -0.15
32 2307.68 2346.69 2351.69 2503.34 2787.20 1.87 0.21
33 2422.95 2461.19 2455.79 2289.26 2137.38 1.34 -0.22
34 1213.33 1224.89 1233.46 5350.23 5288.50 1.63 0.69
35 1479.40 1486.83 1498.78 5956.63 5511.34 1.29 0.80
36 1762.02 1799.10 1801.41 5648.74 5782.95 2.19 0.13
avg. 1.06 0.26
Table A1
Results obtained by EGTS+LBFH for sequential and unrestricted 2L-CVRP.
Instance Class1 Sequential Unrestricted
Class2 Class3 Class4 Class5 Class2 Class3 Class4 Class5
1 278.73 317.62 313.30 296.75 285.93 304.79 299.70 296.75 280.60
2 334.96 347.73 356.24 342.00 334.96 334.96 355.65 342.00 334.96
3 358.40 403.93 413.63 375.60 358.40 387.70 402.98 368.56 358.40
4 430.88 440.94 446.61 454.55 430.89 438.52 446.61 447.37 430.89
5 375.28 388.72 389.42 397.00 375.28 381.85 387.89 383.88 375.28
6 495.85 503.29 504.68 505.18 495.85 498.16 497.17 504.78 495.75
7 568.56 765.52 709.72 713.82 673.11 725.46 706.99 703.49 661.22
8 568.56 730.87 752.42 727.42 654.74 718.20 748.83 718.18 621.86
9 607.65 611.49 640.63 625.13 607.65 607.65 622.16 621.23 607.65
10 535.74 740.00 663.40 803.35 720.03 697.98 648.70 779.91 693.57
11 505.01 748.96 779.34 861.34 661.68 717.63 721.95 841.05 645.01
12 610.00 629.82 614.59 630.40 614.59 629.42 611.99 618.23 610.23
13 2006.34 2771.19 2580.19 2731.91 2508.22 2691.59 2491.78 2713.67 2428.59
14 837.67 1145.94 1137.50 1014.48 1002.22 1116.43 1087.16 992.83 925.56
15 837.67 1120.62 1189.09 1288.84 1294.20 1098.88 1183.10 1254.22 1242.65
16 698.61 700.49 703.57 712.30 698.61 703.35 698.61 709.27 698.61
17 861.79 870.86 873.12 862.62 873.12 863.66 861.79 863.27 861.79
18 723.54 1083.41 1130.30 1191.67 980.91 1067.64 1105.96 1158.51 931.66
19 524.61 809.36 834.51 855.65 693.28 797.54 806.12 817.78 664.82
20 241.97 563.27 564.88 599.61 508.92 562.91 553.61 572.76 494.01
21 687.80 1121.46 1217.18 1056.46 944.83 1060.04 1183.91 1008.15 903.20
22 740.66 1125.28 1168.94 1156.96 1003.38 1083.60 1095.16 1106.76 961.41
23 835.32 1182.38 1184.20 1152.97 1000.97 1083.21 1107.26 1103.07 969.24
24 1034.56 1279.94 1160.30 1188.30 1080.57 1202.75 1115.35 1130.30 1028.04
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Table A1 (continued )
Instance Class1 Sequential Unrestricted
Class2 Class3 Class4 Class5 Class2 Class3 Class4 Class5
25 826.14 1528.65 1552.50 1546.82 1252.48 1481.26 1455.42 1471.46 1183.76
26 819.56 1352.20 1470.25 1572.23 1330.59 1346.82 1405.45 1487.09 1256.59
27 1091.40 1478.00 1516.72 1445.29 1342.53 1387.24 1465.53 1363.51 1292.88
28 1040.70 2878.69 2902.28 2908.24 2543.19 2795.61 2826.36 2641.09 2429.10
29 1163.38 2414.67 2315.53 2495.66 2361.27 2316.11 2199.64 2408.74 2163.51
30 1040.73 1988.16 2194.30 2076.98 1674.48 1877.46 2018.31 1933.08 1619.73
31 1358.01 2503.71 2571.66 2691.06 2222.56 2402.38 2448.65 2525.24 2136.52
32 1324.82 2516.20 2540.61 2521.39 2176.39 2444.31 2356.71 2386.27 2043.44
33 1312.97 2586.29 2650.00 2742.72 2193.94 2445.95 2562.49 2593.61 2089.73
34 711.98 1297.45 1322.60 1353.28 1131.73 1232.10 1298.68 1259.57 1062.97
35 875.07 1542.09 1625.66 1894.66 1363.11 1445.75 1520.70 1621.63 1329.50
36 586.58 1888.98 1988.94 1872.74 1651.33 1832.73 1906.69 1759.36 1549.28
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reported in Table A1 in Appendix A.6. Conclusion
In this paper, the 2L-CVRP, as a new variant of vehicle routing
problem, is studied. This is a very interesting problem in terms of
both theoretical complexity and practical applications. For this
problem, we propose a performance meta-heuristic algorithmic
framework with an extended guided tabu search (EGTS). On the one
hand, we improve the guiding mechanism of the tabu search in
guided tabu search (GTS) by using the idea of extended guided local
search (EGLS). To avoid missing a new best solution due to the
penalization, the aspiration criterion is employed. On the other hand,
we design a new heuristic loading algorithm which successfully
enhances the probability of satisfying the feasible constraints and
adopt a hybrid packing strategy to solve the checking of loading
feasibility. By testing on 180 benchmark instances, we have verified
the effectiveness of our proposed EGTS. In future, we can apply our
method proposed to study the three-dimensional loading vehicle
routing problem (3L_CVRP). In addition, maybe we will study a new
variant with one additional constraint: time window.Appendix A
See Table A1
References
[1] Laporte G. The vehicle routing problem: an overview of exact and
approximate algorithms. European Journal of Operational Research 1992;
59(3):345–58.
[2] Prins C. A simple and effective evolutionary algorithm for the vehicle routing
problem. Computers & Operations Research 2004;31(12):1985–2002.
[3] Toth P, Vigo D. An overview of vehicle routing problems. Philadelphia, PA:
Society for Industrial and Applied Mathematics; 2002.
[4] Vigo D. A heuristic algorithm for the asymmetric capacitated vehicle routing
problem. European Journal of Operational Research 1996;89(1):108–26.
[5] Longo H, Aragao MP, Uchoa E. Solving capacitated arc routing problems using
a transformation to the CVRP. Computers & Operations Research 2006;33(6):
1823–37.
[6] Renaud J, Laporte G, Boctor FF. A tabu search heuristic for the multi-depot
vehicle routing problem. Computers & Operations Research 1996;23(3):229–35.
[7] Chan Y, Carter WB, Burnes MD. A multiple-depot, multiple-vehicle, location-
routing problem with stochastically processed demands. Computers &
Operations Research 2001;28(8):803–26.
[8] Crevier B, Cordeau JF, Laporte G. The multi-depot vehicle routing problem
with inter-depot routes. European Journal of Operational Research 2007;
176(2):756–73.
[9] Kolen AWJ, Kaan AHGR, Trienekens HWJM. Vehicle routing with time
windows. Operations Research 1987;35(2):266–73.[10] Lim A, Zhang X. A two-stage heuristic with ejection pools and generalized
ejection chains for the vehicle routing problem with time windows. INFORMS
Journal on Computing 2007;19(3):443–57.
[11] Bertsimas DJ. A vehicle routing problem with stochastic demand. Operations
Research 1992;40(3):574–85.
[12] Tan KC, Cheong CY, Goh CK. Solving multiobjective vehicle routing problem
with stochastic demand via evolutionary computation. European Journal of
Operational Research 2007;177(2):813–39.
[13] Angelelli E, Speranza MG. The periodic vehicle routing problem with
intermediate facilities. European Journal of Operational Research 2002;
137(2):233–47.
[14] Francis P, Smilowitz K. The period vehicle routing problem with service
choice. Transportation Science 2006;40(4):439–54.
[15] Chen S, Golden B, Wasil E. The split delivery vehicle routing problem:
applications, algorithms, test problems, and computational results. Networks
2007;49(4):318–32.
[16] Archetti C, Savelsbergh MWP, Speranza MG. An optimization-based heuristic
for the split delivery vehicle routing problem. Transportation Science 2008;
42(1):22–31.
[17] Thangiah SR, Potvin JY, Sun T. Heuristic approaches to vehicle routing with
backhauls and time windows. Computers & Operations Research 1996;
23(11):1043–57.
[18] Wade AC, Salhi S. An investigation into a new class of vehicle routing problem
with backhauls. Omega 2002;30(6):479–87.
[19] Nagy G, Salhi S. Heuristic algorithms for single and multiple depot vehicle
routing problems with pickups and deliveries. European Journal of Opera-
tional Research 2005;162(1):126–41.
[20] Gribkovskaia I, Halskau O, Laporte G, Vlcek M. General solutions to the single
vehicle routing problem with pickups and deliveries. European Journal of
Operational Research 2007;180(2):568–84.
[21] Ladany S, Mehrez A. Optimal routing of a single vehicle with loading
and unloading constraints. Transportation Planning and Technology 1984;8:
301–6.
[22] Moura A, Oliveira JF. An integrated approach to the vehicle routing and
container loading problems. OR Spectrum 2009;31(4):775–800.
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