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Abstract
We consider the supercritical elliptic problem −∆u = λeu, λ > 0, in an exte-
rior domain Ω = RN \ D under zero Dirichlet condition, where D is smooth
and bounded in RN , N ≥ 3. We prove that, for λ small, this problem admits
infinitely many regular solutions.
Keywords: Nonlinear elliptic problem, supercritical problem, exterior
domains, Lyapunov-Schmidt reduction
1. Introduction and main results
Let D be a bounded, smooth domain in RN , N ≥ 3. In this paper we
consider the problem of finding classical solutions of
−∆u = λeu in RN \ D, (1.1)
u = 0 on ∂D, (1.2)
where λ > 0 is a parameter.
Ve´ron and Matano [14, Theorem 3.1] considered Eq. (1.1) in dimension 3
with D = B1(0), the unit ball, and a non-homogeneous boundary condition
u = φ on ∂B1(0). They proved that if φ is close enough to 2w− log(λ/2) where
w is a smooth solution of
∆S2w + e
2w − 1 = 0 (1.3)
Email addresses: jdavila@dim.uchile.cl (Juan Da´vila), llopez@dim.uchile.cl (Luis
F. Lo´pez)
NOTICE: this is the author’s version of a work that was accepted for publication. Changes
resulting from the publishing process, such as peer review, editing, corrections, structural
formatting, and other quality control mechanisms may not be reflected in this document.
Changes may have been made to this work since it was submitted for publication. A defini-
tive version was subsequently published in J. Differential Equ., 255 (2013), no. 4, 701–727,
http://dx.doi.org/10.1016/j.jde.2013.04.024
on the sphere S2, then there is a solution with the asymptotic behavior
u(x) = −2 log |x| − log(λ/2) + 2w(x/|x|) + o(1)
as |x| → +∞. This result is based on the understanding of the solutions of (1.3)
obtained in [3] (see also [1]).
In all dimensions N ≥ 3 and still with D = B1(0) we can also describe many
radial solutions of (1.1)–(1.2). To fix ideas, we denote by U the unique radial
solution of
−∆U = λ0eU in RN , (1.4)
U(0) = 0, (1.5)
where λ0 := 2(N − 2). This solution can be constructed by solving the initial
value problem (1.4) with U(0) = U ′(0) = 0, and can be proved to be defined for
all r > 0. For any α > 0 the function
Uα = U(αr) + 2 logα (1.6)
also satisfies (1.4). Note that for λ > 0, u = Uα − log( λλ0 ) satisfies
−∆u = λeu in RN .
The boundary condition (1.2) is fulfilled if 0 = U(α) + 2 logα− log( λλ0 ).
Regarding α > 0 as a parameter we find a family of solutions of (1.1)–(1.2)
of the form λα = λ0α
2eU(α) and uα(r) = Uα(r) − Uα(1). As α → 0 we see
that λα → 0, while λα → λ0 as α → +∞, which follows from the asymptotic
behavior of U(r) = −2 log(r) + o(1) as r → +∞. Let us point out that the
family of solutions (λα, uα) with α > 0 also describes all classical solutions of
the problem
−∆u = λeu in B1(0), u = 0 on ∂B1(0),
with λ > 0, which was studied in dimension 3 in [7] and later in all higher
dimensions in [8].
Still in the case D = B1(0) one can see that the set of classical solutions of
(1.1)–(1.2) is much richer than the family given by (λα, uα) with α > 0. To see
this it is convenient to work with Emden-Fowler change of variables
v(s) = u(r), r = es, (1.7)
which transform (1.1) into
v′′ + (N − 2)v′ = −λev+2s in R, (1.8)
and then define
v1 = λe
v+2s, v2 = v
′. (1.9)
This transforms (1.8) into the autonomous system(
v1
v2
)′
=
(
v1(v2 + 2)
−v1 − (N − 2)v2
)
. (1.10)
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This system has two stationary points: (0, 0) and (2(N−2),−2), the first being a
saddle point and the second an spiral or an asymptotically stable node depending
on the dimension.
The solution U of (1.4)–(1.5) corresponds to a heteroclinic orbit which con-
nects the equilibria (0, 0) and (2(N − 2),−2) in the phase plane (v1, v2). Take
any point P = (λ, β) in this orbit. Then for any P˜ = (λ, β˜) sufficiently close to
P the solution of (1.10) with initial condition P˜ at time s = 0 will be defined
for all positive s and will converge to (2(N − 2),−2) as s → +∞. Under the
previous change of variables this will be a solution of (1.1)–(1.2) associated to
the same parameter λ. Note that λ = λα for some α > 0. The previous discus-
sion shows that together with the special solution (λα, uα) there is a continuum
of other solutions of (1.1)–(1.2) with the same λα, and all share the behavior
u(r) = −2 log(r) − log( λ2(N−2)) + o(1) as r → +∞.
The purpose of this paper is to show that part of the family of solutions
described in the preceding paragraph in the radial setting still exists for general
exterior domains RN \ D. For the precise statement of our result, we need to
distinguish between the cases N ≥ 4 and N = 3.
Theorem 1. Assume N ≥ 4. Let α > 0 and ξ ∈ RN . Then for sufficiently
small λ > 0 there is a solution uλ to problem (1.1)–(1.2) such that
uλ → Uα(ξ)(1 − ϕ0(x)) as λ→ 0+,
uniformly on bounded subsets of RN \ D, where ϕ0 is the Newtonian potential
of the layer ∂D (see (3.3)), and has the asymptotic behavior
uλ(x) = −2 log |x| − log
(
λ
2(N − 2)
)
+O(|x|−β) as |x| → +∞,
where β is a positive number (see (3.9)).
The analysis of the radial case suggests looking for a solution uλ close to a
rescaled and translated form of Uα. It turns out that Uα(ξ +
√
λ/λ0x), where
ξ ∈ RN is fixed arbitrarily, is a good approximation. This leads us to construct
an inverse of the linearized operator −∆u+λ0eUα in RN \ (ξ+
√
λ/λ0D). This
set approaches RN as λ → 0+, so such an inverse is constructed as a small
perturbation of an inverse of this operator in entire space. This inverse indeed
exists for N ≥ 4 and adding a lower order correction to the initial approximation
yields the desired solution. In dimension 3, however, the linearized operator is
not surjective, having a range orthogonal to the generator of translations. Thus
for N = 3 we find a family of solutions provided ξ is adjusted properly. This
explains the next result.
Theorem 2. Let α > 0. Then there exist Λ, Z > 0 such that for 0 < λ < Λ
there are ξλ ∈ R3 with |ξλ| < Z and a solution uλ to problem (1.1)–(1.2) such
that
uλ(x) − Uα(ξλ)(1 − ϕ0(x))→ 0 as λ→ 0+,
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uniformly on bounded subsets of R3 \ D (see (3.3) for ϕ0). Moreover, uλ has
the behavior
uλ(x) = −2 log |x| − log
(
λ
2(N − 2)
)
+O(|x|−β) as |x| → +∞,
where β ∈ (0, 1/2).
In summary, the difference between the cases N = 3 and N ≥ 4 is that
in the former case, the solutions found constitute a one-parameter family only
dependent on α > 0, while in the latter case is an (N + 1)-dimensional family
depending on α > 0 and ξ.
Theorem 2 is similar to the one of Ve´ron andMatano [14, Theorem 3.1] where
we choose to work with the solution w = 0 of (1.3), but we obtain existence for
a general bounded smooth domain D.
Similar phenomenon to the one presented in this work for the exponential
nonlinearity was detected for a supercritical equation in exterior domains in
[4, 6] and for a supercritical Schro¨dinger equation in entire space, with a rapidly
decaying potential in [5].
2. Preliminaries
Let us make some additional comments on (1.4)–(1.5) and system (1.10). As
we mentioned, the solution U to (1.4)–(1.5) can be obtained using the Picard
fixed point theorem applied to the equivalent integral equation
u(r) = −λ
∫ r
0
∫ s
0
(
t
s
)N−1
eu(t) dt ds
on a maximal interval (0, T ). We can show that in fact T = +∞ by observing
that v, defined in (1.7), remains bounded in (−∞, logT ). Indeed, note that the
Lyapunov function
L(v) = (v
′ + 2)2
2
+ λev+2s − 2(N − 2)(v + 2s)
decreases.
2.1. Phase plane analysis
Recall that the system (1.10) has two stationary points (0, 0) and (λ0,−2),
where λ0 = 2(N − 2). If we linearize around the second point we have the
associated eigenvalues
µ± = −N − 2
2
± 1
2
√
(N − 2)(N − 10). (2.1)
If 3 ≤ N ≤ 9, (2.1) gives complex values and (λ0,−2) is a spiral point. IfN ≥ 10,
(2.1) gives negative eigenvalues and (λ0,−2) is an asymptotically stable node.
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We can get an expression of U and U ′ in terms of v1 and v2, namely
eU(r) =
v1(log r)
λ0
r−2, U ′(r) = r−1v2(log r), (2.2)
which implies that U(r) = −2 log(r) + o(1) as r → +∞. This behavior is
actually common to all the radial solutions of (1.4).
In dimensions 3 ≤ N ≤ 9 the behavior of U(r) is oscillatory around the
singular solution −2 log(r). Instead, if N ≥ 10 then U(r) < −2 log(r) for all
r > 0, since it can be shown that v1(s) < λ0 for all s ∈ R, as the next result
shows.
Claim 1. Suppose that N ≥ 10. Then
0 < v1(s) < λ0, −2 < v2(s) < 0, for all s ∈ R.
Proof. Associated to the eigenvalue µ+ in (2.1) we have the eigenvector ξ1 =
(µ−, 1). To prove the claim it is enough to show that the curve (v1(s), v2(s)), s ∈
R, is between the lines v2 = −2 and v1 = λ0 +2µ−+µ−v2 (i.e. the line passing
through the point (λ0,−2) in the direction ξ1).
First suppose, by contradiction, that there exists s0 ∈ R such that 0 <
v1(s0) < λ0 and v2(s0) = −2. Choose s0 as the smallest one with this property.
Recalling (1.9)–(1.10) and using the minimality condition of s0, we see that
v′1(s0) = 0 and v
′
2(s0) ≤ 0.
But, from (1.10), we have that v′2(s0) = −v1(s0) + 2(N − 2) > 0, which contra-
dicts the previous. So, if 0 < v1(s) < λ0 then v2(s) > −2.
On the other hand, suppose, by contradiction, that the curve (v1(s), v2(s))
crosses the line previously described. So that, there exists s0 ∈ R with
v1(s0) = µ−v2(s0) + λ0 + 2µ−, (2.3)
1
µ−
≤ v
′
2(s0)
v′1(s0)
. (2.4)
Of course here we are choosing the smallest point where the curves cross each
other. Last inequality and (1.10) yield
1
µ−
v1(v2 + 2) ≤ −v1 − (N − 2)v2.
Replacing v1 of (2.3) in the last inequality, we have
µ−v
2
2 + [µ
2
− + (N − 2)µ− + λ0 + 4µ−]v2 + 2[µ2− + (N − 2)µ− + λ0] + 4µ− ≥ 0.
Recalling that µ− satisfies
µ2− + (N − 2)µ− + λ0 = 0,
we deduce that
v22 + 4v2 + 4 ≤ 0.
This contradicts the previous claim. The proof is complete.
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2.2. Asymptotic behavior
Regarding the function U in (1.4)–(1.5), we’ll need a further analysis of its
asymptotic behavior. In this respect, we have the following result.
Claim 2. Let U be the only radial solution to (1.4)–(1.5) and v be as in (1.7).
Then:
i) if 3 ≤ N ≤ 9, v(s) = −2s+O(e−N−22 s) as s→ +∞;
ii) if N = 10, there exist a ∈ R and b < 0 such that
v(s) = −2s+ ae−4s + bse−4s + o(se−4s) as s→ +∞;
iii) if N > 10, there exist a ∈ R and b < 0 such that
v(s) = −2s+ aeµ−s + bseµ+s + o(seµ+s) as s→ +∞.
We shall prove the case of resonance ii), the other cases can be handled
similarly.
A preliminary analysis of the autonomous system (1.10) suggests to consider
w = v + 2s, s ∈ R,
which satisfies
w′′ + 8w′ + 16w = −16(ew − 1− w) in R. (2.5)
This implies that there exist constants a, b ∈ R such that
w = ae−4s + bse−4s + wp, (2.6)
where wp is a particular solution of the non-homogeneous equation (2.5) and
a, b are numbers depending on wp.
Following the variation of parameters method, we look for a solution of (2.5)
of the form wp = u1e
−4s + u2se
−4s, where
u′1 =
∣∣∣∣ 0 se−4s−16(ew − 1− w) e−4s − 4se−4s
∣∣∣∣∣∣∣∣ e−4s se−4s−4e−4s e−4s − 4se−4s
∣∣∣∣ = 16se
4s(ew − 1− w)
and
u′2 =
∣∣∣∣ e−4s 0−4e−4s −16(ew − 1− w)
∣∣∣∣∣∣∣∣ e−4s se−4s−4e−4s e−4s − 4se−4s
∣∣∣∣ = −16e
4s(ew − 1− w).
Considering the expected asymptotic behavior, we choose the particular solution
wp = −
∫ +∞
s
16te4t(ew − 1− w) dt e−4s +
∫ +∞
s
16e4t(ew − 1− w) dt se−4s
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Claim 1 and the asymptotic behavior, as s→ −∞, of w in (2.6) implies that
b ≤ 0. Moreover, b 6= 0. Indeed, arguing by contradiction, suppose b = 0, i.e.,
w = ae−4s + wp.
Multiplying by e4s and differentiating both sides we have
(we4s)′ = (wpe
4s)′. (2.7)
We can compute right hand side directly from the expression of wp to obtain
that, for all s ≤ 0,
(wpe
4s)′ =
∫ +∞
s
16e4t(ew − 1− w) dt ≥
∫ +∞
0
16e4t(ew − 1− w) dt > 0.
On the other hand,
(we4s)′ = w′e4s + 4we4s → 0 as s→ −∞
(this limit is zero due to the continuity of U and its derivative around the origin).
This contradiction implies b 6= 0, the proof of the claim is complete.
3. The Method
The construction that we describe next is motivated by [4] and [6]. Let us
consider the change of variables
u˜ = u
(√
λ0
λ
(x− ξ)
)
,
which transform (1.1)–(1.2) into the equivalent problem{
−∆u˜ = λ0eu˜ in RN \ Dλ,ξ,
u˜ = 0 on ∂Dλ,ξ,
(3.1)
where Dλ,ξ is the shrinking domain
Dλ,ξ = ξ +
√
λ
λ0
D.
The closer λ is taken from zero, the “closer” RN \Dλ,ξ is to RN , so it is natural
to seek for a solution u˜ in the form of a small perturbation of Uα in (1.6). We
need a correction so that the boundary condition is satisfied.
Let ϕλ be the solution of the problem
∆ϕλ = 0 in R
N \ Dλ,ξ,
ϕλ(x) = Uα(x) on ∂Dλ,ξ,
lim
|x|→+∞
ϕλ(x) = 0.
(3.2)
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In the same way, consider ϕ0 the function such that
∆ϕ0 = 0 in R
N \ D,
ϕ(x) = 1 on ∂D,
lim
|x|→+∞
ϕ0(x) = 0.
(3.3)
By the maximum principle,
ϕλ(x) = (Uα(ξ) +O(
√
λ))ϕ0
(√
λ0
λ
(x− ξ)
)
.
We also note that
f0 := lim
|x|→+∞
|x|N−2ϕ0(x) = 1
(N − 2)|SN−1|
∫
RN\D
|∇ϕ0|2 dx, (3.4)
which in particular implies
|ϕλ(x)| ≤ Cλ(N−2)/2|x− ξ|2−N for all x ∈ RN \ Dλ,ξ. (3.5)
The number
∫
RN\D
|∇ϕ0|2 dx is the Newtonian capacity of D.
Thus we look for a solution to problem (3.1) of the form
u˜ = Uα − ϕλ + φ,
which yields the following equation for φ{
∆φ+ λ0e
Uαφ =M(φ) + Eλ in R
N \ Dλ,ξ,
φ = 0 on ∂Dλ,ξ,
(3.6)
where
Eλ = λ0e
Uαϕλ, M(φ) = −λ0eUα(eφ−ϕλ − 1− φ+ ϕλ). (3.7)
Remark 1. We emphasize that, until here, this scheme applies to all dimensions
N ≥ 3. However, if N = 3, in order to solve (3.6) we need to choose a special
ξ, depending on λ. This will be done in Section 7.
For the time being let us consider N ≥ 4. In order to solve (3.6) it is
first necessary to construct a bounded right inverse of the linearization of (1.1)
around Uα in the whole of R
N , this construction is carried out in Section 4.
The method has previously been used by Mazzeo and Pacard (see [10]) where
solutions with prescribed singular set for subcritical problems are constructed
(see [12] and [13]). For small λ > 0 a similar solvability property is established
for the linearized operator around Uα in the exterior domain R
N \ Dλ,ξ. In
Section 5 we construct such a bounded right inverse, namely a solution for the
linear problem {
∆φ+ λ0e
Uαφ = h in RN \ Dλ,ξ,
φ = 0 on ∂Dλ,ξ,
(3.8)
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for norms on functions φ and h defined on RN \Dλ,ξ given as follows. For given
0 < σ < 2 and
0 < β <
{
1, 4 ≤ N ≤ 9,
min{µ−0 , 1} N ≥ 10,
(3.9)
where
µ−0 =
N − 2
2
− 1
2
√
(N − 2)(N − 10),
we consider the norms
‖φ‖∗,ξ = ‖φ‖L∞(B1(ξ)) + sup
|x−ξ|≥1
|x− ξ|β |φ(x)|, (3.10)
‖h‖∗∗,ξ = sup
|x−ξ|≤1
|x− ξ|σ|h(x)| + sup
|x−ξ|≥1
|x− ξ|2+β |h(x)|. (3.11)
In this context there is continuity, as the next result states.
Proposition 1. Assume N ≥ 4. Then given numbers α > 0 and Z > 0, there
exist positive constants C, Λ such that for any |ξ| ≤ Z and any 0 < λ < Λ the
following holds:
For any h with ‖h‖∗∗,ξ < +∞, there exists a solution of problem (3.8)
φ = Ψλ(h),
which defines a linear operator of h such that
‖φ‖∗,ξ ≤ C‖h‖∗∗,ξ.
In Section 6 we use this result and the contraction mapping principle to solve
(3.6).
4. The Operator ∆ + λ0e
Uα in RN
Let Uα be a radial solution of (1.4). In this section we study the linear
equation
∆φ + λ0e
Uαφ = h, in RN . (4.1)
The main result concerns with solvability of this equation and estimates for the
solution in the weighted L∞ norms given by (3.10) and (3.11). The main result
in this section is the following.
Proposition 2. Assume N ≥ 4. Then given α > 0 and Z > 0, there exists
C > 0 such that for any |ξ| ≤ Z the following holds: For any h with ‖h‖∗∗,ξ <
+∞, there exists a solution of (4.1)
φ = Ψ(h),
which defines a linear operator of h such that
‖φ‖∗,ξ ≤ C‖h‖∗∗,ξ. (4.2)
To prove this result we first consider ξ = 0. We denote the corresponding
norms by ‖‖∗ and ‖‖∗∗.
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4.1. A Right Inverse
In this subsection we consider N ≥ 4 as well as N = 3, pointing out the
main differences between both cases.
The linear operator in (4.1) is of regular singular type and it is well known
that it is Fredholm on weighted spaces provided the weight does not equal one
of indicial roots (see for instance [9, 10, 11]). We include the main points of the
argument and omit some technical computations.
Let us write h as
h(x) =
∞∑
k=0
hk(r)Θk(θ), r > 0, θ ∈ SN−1,
where Θk, k ≥ 0 are the eigenfunctions of the Laplace-Beltrami operator−∆SN−1
on the sphere SN−1, normalized so that they constitute an orthonormal system
in L2(SN−1). We take Θ0 to be a positive constant, associated to the eigenvalue
0 and Θi, 1 ≤ i ≤ N is an appropriate multiple of xi/|x| which has eigenvalue
λi = N − 1, 1 ≤ i ≤ N . In general, λk denotes the eigenvalue associated to
Θk, we repeat eigenvalues according to their multiplicity and we arrange them
in a non-decreasing sequence. We recall that the set of eigenvalues is given by
{i(N − 2 + i)}i≥0.
We look for a solution φ to (4.1) of the form
φ(x) =
∞∑
k=0
φk(r)Θk(θ), x = rθ.
Therefore, φ satisfies (4.1) if and only if
φ′′k +
N − 1
r
φ′k +
(
2(N − 2)eUα − λk
r2
)
φk = hk, (4.3)
for all r > 0, for all k ≥ 0.
To construct solutions of this ODE we need to consider two linearly inde-
pendent solutions z1,k, z2,k of the homogeneous equation
φ′′k +
N − 1
r
φ′k +
(
2(N − 2)eUα − λk
r2
)
φk = 0, r > 0. (4.4)
Once these generators are identified, the general solution of the equation can be
written through the variation of parameters formula as
φk(r) = z1,k(r)
∫
z2,khkr
N−1 dr − z2,k(r)
∫
z1,khkr
N−1 dr,
where the symbol
∫
designates arbitrary antiderivatives, which will be specify
later.
It is helpful to recall the reduction of order method: If one solution z1,k
to (4.4) is known, a second linearly independent solution can be found in any
interval where z1,k does not vanish as
z2,k(r) = z1,k(r)
∫
z1,k(r)
−2r1−N dr. (4.5)
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One can find the asymptotic behavior of any solution z of (4.4) as r → 0 and
as r → +∞ by examining the indicial roots of the associated Euler equations.
We recall (2.2) to get, as r→ +∞, the limiting equation of (4.4)
r2φ′′k + (N − 1)rφ′k + (2(N − 2)− λk)φk = 0, k ≥ 0. (4.6)
As r → 0 the limiting equation is given by
r2φ′′k + (N − 1)rφ′k − λkφk = 0.
In this way, the behavior will be ruled by z(r) ∼ r−µ, where µ satisfies
µ2 − (N − 2)µ− λk = 0. (4.7)
Equation (4.3) can be solved for each k separately:
Case k = 0. Since λ0 = 0, Eq. (4.3) is the radial form of the linear problem
(4.1). As r → +∞ the limiting equation is
r2φ′′0 + (N − 1)rφ′0 + 2(N − 2)φ0 = 0. (4.8)
The indicial roots of the associated Euler equations are
µ±0 =
N − 2
2
± 1
2
√
(N − 2)(N − 10). (4.9)
As r → 0+, the indicial roots are
µ1 = 0 and µ2 = N − 2. (4.10)
Since Eq. (1.4) is invariant under the transformation α 7→ U(αr) + 2 logα,
we see by differentiation in α (recall (1.9)) that the function
z1,0 = v2(log r) + 2
satisfies (4.4). By Claim 2 in Section 2, the asymptotic behavior of z1,0, as
r → +∞, depends on the dimension in the following way:
i) if 4 ≤ N ≤ 9, then z1,0 = O(r−N−22 ) as r → +∞ and z1,0(r) = O(1) as
r → 0+;
ii) if N = 10, there exists c > 0 such that z1,0 = cr
−4 log r(1+o(1)) as r → +∞
and z1,0(r) = O(1) as r → 0+;
iii) if N > 10, there exists c > 0 such that z1,0 = cr
−µ−
0 (1 + o(1)) as r → +∞
and z1,0(r) = O(1) as r → 0+.
Let’s construct a second solution to (4.4) for each dimension separately. If
4 ≤ N ≤ 9, define z2,0 for small r > 0 by
z2,0(r) = z1,0(r)
∫ r
r0
z−21,0s
1−N ds, (4.11)
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where r0 is small so that z1,0 > 0 in (0, r0) (which is possible because z1,0 ∼
1 near to 0). Then z2,0 is extended to (0,+∞) so that it is a solution to
the homogeneous equation (4.4) in this interval. By (4.9) and (4.10), z2,0 =
O(r−
N−2
2 ) as r → +∞ and z2,0 ∼ r2−N as r → 0+. We define
φ0(r) = z1,0(r)
∫ r
1
z2,0h0s
N−1 ds− z2,0(r)
∫ r
0
z1,0h0s
N−1 ds.
φ0 depends linearly on h0 and is a solution of (4.3). We omit a calculation to
verify that
‖φ0‖∗ ≤ C0‖h0‖∗∗.
If N ≥ 10, the strategy is the same as previously, but this time is more
convenient to rewrite the variation of parameters formula in the form
φ0(r) = −z1,0(r)
∫ r
0
z1,0(s)
−2s1−N
∫ s
0
z1,0(τ)h0(τ)τ
N−1 dτds, r > 0,
This formula is well defined because z1,0 > 0 (see Claim 1 in Section 2). Again,
a straightforward calculation shows that φ0 satisfies
‖φ0‖∗ ≤ C0‖h0‖∗∗.
Case k = 1, . . . , N . In this case as r → +∞ eq. (4.4) becomes
r2φ′′k + (N − 1)rφ′k + (N − 3)φk = 0. (4.12)
The indicial roots of the associated Euler equations are
µ+k = N − 3 and µ−k = 1. (4.13)
As r → 0+, the indicial roots are
µ1 = −1 and µ2 = N − 1. (4.14)
Similarly to the case k = 0 we have a solution to (4.4), namely z1,k(r) = −U ′α(r)
which is positive in all (0,+∞). Using (2.2) we find that
z1,k = −r−1v2(log r).
About the behavior of z1,k, by (2.2) we deduce that there exist constants
c∞, c0 > 0 such that z1,k = c∞r
−1(1 + o(1)) as r → +∞ and z1,k(r) =
c0r(1 + o(r)) as r → 0+. With it we can build a solution to (4.3)
φk(r) = −z1,k(r)
∫ r
0
z1,k(s)
−2s1−N
∫ s
0
z1,k(τ)hk(τ)τ
N−1 dτds. (4.15)
We omit a calculation to show that φk satisfies
‖φk‖∗ ≤ Ck‖hk‖∗∗.
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Case k > N . Define
Lkφ = φ
′′ +
N − 1
r
φ′ +
(
2(N − 2)eUα − λk
r2
)
φ = 0. (4.16)
This operator satisfies the maximum principle in any interval of the form (δ, 1/δ),
δ > 0. Indeed, the positive function z = −U ′α is a supersolution, because
Lkz =
N − 1− λk
r2
z < 0 in (0,+∞),
since {λk}k is an increasing sequence. To prove the solvability of (4.3) in the
appropriate space we observe that
ρ(r) = ±Ck‖hk‖∗∗
rσ−2 + rβ
,
(for some suitable large Ck) provides sub and supersolutions to Lkφ = hk.
Then the method of sub and supersolutions shows that φk, founded in this way,
satisfies
‖φk‖∗ ≤ Ck‖hk‖∗∗.
Remark 2 (Case N = 3).
i) Fourier mode k = 0: is handled exactly as in dimensions 4 ≤ N ≤ 9.
ii) Fourier modes k = 1, 2, 3: due to (4.13) some functions in a subspace of
solutions to the homogeneous equation (4.4) don’t have decay at infinity,
as we require. So, in order to solve the non-homogeneous equation (4.3),
we have to impose an orthogonality condition on hk, k = 1, 2, 3. If we look
at (4.15), we find out that such an orthogonality condition is∫ ∞
0
z1,k(τ)hk(τ)τ
2 dτ = 0, k = 1, 2, 3. (4.17)
If so, it follows easily from (4.15) that φk satisfies
‖φk‖∗ ≤ Ck‖hk‖∗∗.
iii) Fourier modes k > 3: the method previously used for higher dimensions
works also.
4.2. Continuity
The previous construction implies that given an integer m > 0, if ‖h‖∗∗ <
+∞ and hk = 0, for all k ≥ m then there exists a solution φ to (4.1) that
depends linearly with respect to h and
‖φ‖∗ ≤ Cm‖h‖∗∗,
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where Cm may depend only in m. We shall show that Cm can be chosen
independently of m using a blow-up argument that has been previously used by
[2, 4, 5, 6, 10].
Suppose, by contradiction, that there is a sequence of functions hj such that
‖hj‖∗∗ < +∞, each hj has only finitely many non-trivial Fourier modes and
that the solution φj 6= 0 satisfies
‖φj‖∗ ≥ Cj‖hj‖∗∗,
where Cj → +∞ as j → ∞ (no confusion should arise between φj , hj and
the associated Fourier modes). Replacing φj by φj/‖φj‖∗ we may assume that
‖φj‖∗ = 1 and ‖hj‖∗∗ → 0 as j → ∞. We may also assume that the Fourier
modes associated to λ0 = 0 and λ1 = ... = λN = N − 1 are zero.
Along a subsequence (which we write the same) we must have
sup
x>1
|x|β |φj(x)| ≥ 1
2
(4.18)
or
‖φj(x)‖L∞(B1(0)) ≥
1
2
. (4.19)
Assume first that (4.18) occurs and let xj ∈ RN with |xj | > 1 be such that
|xj |β |φj(xj)| > 1
4
.
Along a new sequence (denote by the same) xj → x0 or xj → +∞.
If xj → x0 then x0 ≥ 1 and by standard elliptic estimates φj → φ uni-
formly on compacts sets of RN . Thus φ is a solution to (4.1) with right hand
side equal to zero that also satisfies ‖φ‖∗ < +∞ and is such that the Fourier
modes φ0, ..., φN are zero. But the unique solution to this problem is φ = 0,
contradicting φ(x0) 6= 0.
If |xj | → +∞, consider φ˜j(y) = |xj |βφj(|xj |y). Then φ˜j satisfies
∆φ˜j + λ0e
Uα(|xj|y)|xj |2φ˜j = h˜j in RN ,
where h˜j = |xj |β+2hj(|xj |y). But since ‖φj‖∗ = 1 we have
|φ˜j(y)| ≤ |y|−β , |y| > 1|xj | . (4.20)
So φ˜j is uniformly bounded on compact sets of R
N \ {0}. Similarly, for |y| >
1/|xj|
|h˜j(y)| ≤ ‖hj‖∗|y|−β−2
and hence h˜j → 0 uniformly on compact sets of RN \ {0} as j →∞. By elliptic
estimates φ˜j → φ uniformly on compact sets of RN \ {0} and φ solves
∆φ+ λ0|y|−2φ = 0 in RN \ {0}.
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From (4.20) we deduce the bound
|φ(y)| ≤ |y|−β , |y| > 0. (4.21)
Expanding φ as
φ(x) =
∞∑
k=N+1
φk(r)Θk(θ),
where φk denotes the Fourier modes of φ (recall that we assumed at the begin-
ning that the first N + 1 of these modes were zero), we see that φk has to be a
solution to
φ′′k +
N − 1
r
φ′k +
2(N − 2)− λk
r2
φk = 0, ∀r > 0, ∀k > N + 1.
The solutions of this equation are linear combinations of r−µ
±
k , where
µ±k =
N − 2
2
± 1
2
√
(N − 2)(N − 10)− 4λk, k > N + 1.
It’s easy to check that µ−k < 0 and β < µ
+
k . Thus, φk cannot have a bound
of the form (4.21) unless it is identically zero. This is a contradiction because
φ˜j(xj/|xj |) ≥ 1/4 for all j.
The analysis of the case (4.19) is similar. By density, for any h with ‖h‖∗∗ <
+∞ a solution φ of (4.1) can be constructed and it satisfies ‖φ‖∗ ≤ C‖h‖∗∗.
This proves Proposition 2 in the case ξ = 0.
4.3. Proof of Proposition 2
Let η be a smooth cut-off function such that
η(x) = 0 for all |x− ξ| ≤ δ,
η(x) = 1 for all |x− ξ| ≥ 2δ,
where δ > 0 is small. We shall solve
∆φ2 + λ0e
Uα(1− η)φ2 = (1 − η)h in RN ,
lim
|x|→+∞
φ2(x) = 0.
Note that for δ > 0 sufficiently small but fixed the operator ∆+λ0e
Uα(1− η) is
coercive, hence there exists a solution to this problem and we have the estimates
|φ2(x)| ≤ C‖h‖∗∗,ξ for all |x− ξ| ≤ 1, (4.22)
|φ2(x)| ≤ C‖h‖∗∗,ξ(1 + |x|)2−N for all |x− ξ| ≥ 1. (4.23)
According to the above arguments, we can solve the equation
∆φ1 + λ0e
Uαφ1 = −λ0eUαηφ2 + ηh in RN , (4.24)
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provided the right hand side has finite ‖ ‖∗∗ norm. But, since ηφ2 = 0 for
|x− ξ| ≤ δ, (4.22) and (4.23) imply that
‖λ0eUαηφ2‖∗∗ ≤ C‖h‖∗∗,ξ.
Thus, there exists a solution φ1 to (4.24), such that
‖φ1‖∗ ≤ C‖h‖∗∗,ξ. (4.25)
Note that the norms ‖‖∗ and ‖‖∗,ξ are equivalent, as directly can be checked
from their definitions. Then there exists C > 0 (which might depends on Z)
such that
‖φ1‖∗,ξ ≤ C‖h‖∗∗,ξ. (4.26)
Define φ = φ1 + φ2, which is a solution to (4.1). Then from (4.22), (4.23) and
(4.26) we see that (4.2) holds, and the proof is complete.
5. Proof of Proposition 1
We shall use the operator constructed in the previous section in order to
prove Proposition 1. We fix Z > 0 large and work with |ξ| ≤ Z. The estimates
depend on ξ only through Z. We assume that 0 ∈ D. Let 0 < R0 < R1 be fixed
such that 2R0 < R1 and D ⊂ BR0 . Let ρ ∈ C∞(RN ), 0 ≤ ρ ≤ 1 be such that
ρ(x) = 0 for |x| ≤ 1, ρ(x) = 1 for |x| ≥ 2
and set
ηλ(x) = ρ
(
λ
1/2
0
R0λ1/2
(x− ξ)
)
, ζλ(x) = ρ
(
λ
1/2
0
R1λ1/2
(x− ξ)
)
.
We look for a solution to (3.8) of the form
φ = ηλϕ+ ψ.
We need then to solve the system of equations
∆ψ + (1− ζλ)λ0eUαψ
= −2∇ηλ∇ϕ− ϕ∆ηλ + (1 − ζλ)h in RN \ Dλ,ξ,
ψ = 0 on ∂Dλ,ξ, lim
|x|→+∞
ψ(x) = 0;
(5.1)
∆ϕ+ λ0e
Uαϕ = −λ0eUαζλψ + ζλh, in RN ; (5.2)
where ϕ, ψ are the unknowns.
Proposition 1 will be proved using a fixed point argument. We assume
‖h‖∗∗,ξ < +∞. Let
Eλ = B2
√
λ
λ0
R0
(ξ) \B√ λ
λ0
R0
(ξ)
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and consider the Banach space
X = {ϕ/ ϕ : RN −→ R is Lipschitz continuous in Eλ with ‖ϕ‖∗,ξ < +∞}
with the norm
‖ϕ‖X = ‖ϕ‖∗,ξ + λ1/2‖∇ϕ‖L∞(Eλ).
Given ϕ ∈ X we first note that (5.1) has a solution for suitable small λ because
‖(1 − ζλ)λ0eUα‖LN/2(RN\Dλ,ξ) → 0 as λ → 0+. Let ψ(ϕ) denote this solution,
which is clearly linear in ϕ. As we shall see, |ψ| ≤ C/|x|N−2 for large |x|,
which implies that the right hand side of (5.2) has a finite ‖ ‖∗∗,ξ. Then, by
Proposition 2, Eq. (5.2) has a solution ϕ such that ‖ϕ‖∗,ξ < +∞. Set F (ϕ) = ϕ.
For ϕ ∈ X we will fist prove the estimate
|ψ(x)| ≤ Cλ(N−2)/2(‖h‖∗∗,ξ + ‖ϕ‖X)|x − ξ|2−N , (5.3)
for all x ∈ RN \ Dλ,ξ. Indeed, let ψ˜(z) = ψ
(
ξ +
√
λ
λ0
z
)
, z ∈ RN \ D. Then
∆ψ˜ + λ(1 − ρ(z/R1))e
Uα ψ˜ = g in RN \ D,
ψ˜ = 0 on ∂D, lim
|x|→+∞
ψ˜(x) = 0,
(5.4)
where
g = −2 λ
1/2
R0λ
1/2
0
∇ρ
(
z
R0
)
∇ϕ
(
ξ +
√
λ
λ0
z
)
− 1
R20
∆ρ
(
z
R0
)
ϕ
(
ξ +
√
λ
λ0
z
)
+
λ
λ0
(
1− ρ
(
z
R1
))
h
(
ξ +
√
λ
λ0
z
)
.
Then the support of g is contained in the ball B2R1 and we can estimate for all
z ∈ RN \ D, |z| ≤ 2R1,
2
λ1/2
R0λ
1/2
0
∣∣∣∣∣∇ρ
(
z
R0
)
∇ϕ
(
ξ +
√
λ
λ0
z
)∣∣∣∣∣ ≤ C‖ϕ‖X (5.5)
1
R20
∣∣∣∣∣∆ρ
(
z
R0
)
ϕ
(
ξ +
√
λ
λ0
z
)∣∣∣∣∣ ≤ C‖ϕ‖X (5.6)
λ
λ0
∣∣∣∣∣
(
1− ρ
(
z
R1
))
h
(
ξ +
√
λ
λ0
z
)∣∣∣∣∣ ≤ Cλ1−σ/2‖h‖∗∗,ξ. (5.7)
Since 0 ∈ D and σ < 2, we see from (5.5)–(5.7) that
|g(z)| ≤ C(‖ϕ‖X + ‖h‖∗∗,ξ)χ2R1 .
This estimate and (5.4) yield
|ψ˜(z)| ≤ C(‖ϕ‖X + ‖h‖∗∗,ξ)|z|2−N for all z ∈ RN \ D
17
which implies (5.3).
Recall that ϕ ∈ X , ψ = ψ(ϕ) is the solution to (5.1) and we use the notation
ϕ = F (ϕ).
By Proposition 2 we have
‖ϕ‖∗,ξ ≤ C(‖λ0eUαζλψ‖∗∗,ξ + ‖ζλh‖∗∗,ξ). (5.8)
Using (5.3) we can estimate ‖λ0eUαζλψ‖∗∗,ξ. We have
sup|x−ξ|≤1|x− ξ|σeUαζλ|ψ|
≤ Cλ(N−2)/2(‖h‖∗∗,ξ + ‖ϕ‖X) sup√
λ/λ0R1≤|x−ξ|≤1
|x− ξ|2−N+σ
≤ Cλσ/2(‖h‖∗∗,ξ + ‖ϕ‖X).
(5.9)
On the other hand
sup
|x−ξ|≥1
|x−ξ|2+βeUαζλ|ψ|
≤ Cλ(N−2)/2(‖h‖∗∗,ξ + ‖ϕ‖X) sup
|x−ξ|≥1
|x− ξ|2−N+β
≤ Cλ(N−2)/2(‖h‖∗∗,ξ + ‖ϕ‖X).
(5.10)
We deduce from (5.9) and (5.10) that
‖λ0eUαζλψ‖∗∗,ξ ≤ Cλσ/2(‖h‖∗∗,ξ + ‖ϕ‖X). (5.11)
Therefore, from (5.8) and (5.11), we find that
‖ϕ‖∗,ξ ≤ C(λσ/2‖ϕ‖X + ‖h‖∗∗,ξ).
Using a scaling argument and elliptic estimates we can prove
sup
Eλ
|∇ϕ| ≤ Cλ−1/2‖ϕ‖∗,ξ
and hence
‖F (ϕ)‖X ≤ C(λσ/2‖ϕ‖X + ‖h‖∗∗,ξ).
Since F is affine, this estimate shows that F has a unique fix point ϕ in X for
λ > 0 suitable small, and the fix point satisfies
‖ϕ‖X ≤ C‖h‖∗∗,ξ.
6. Proof of Theorem 1
In this section we prove Theorem 1 by using a fixed point argument to solve
problem (3.6). In particular, we prove the following result:
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Proposition 3. Assume N ≥ 4. Then given α > 0 and Z > 0, there are
positive numbers Λ, C such that for any |ξ| < Z and any 0 < λ < Λ, there
exists φλ,ξ solution to problem (3.6) such that
‖φλ,ξ‖∗,ξ ≤ Cλσ/2 for all 0 < λ < Λ, |ξ| < Z. (6.1)
Proof. There is not loss of generality in assuming 0 ∈ D. Fix δ > 0 such that
Bδ(0) ⊂ D. We first estimate ‖Eλ‖∗∗,ξ and ‖M(φ)‖∗∗,ξ in (3.7). In particular
we have
‖Eλ‖∗∗,ξ ≤ Cλσ/2 (6.2)
‖M(φ)‖∗∗,ξ ≤ C(‖φ‖2∗,ξ + λσ/2)e‖φ‖∗,ξ . (6.3)
In fact, by (3.5)
sup
|x−ξ|≤1, x/∈Dλ,ξ
|x− ξ|σ|ϕλ(x)|λ0eUα ≤ Cλ(N−2)/2 sup
δ
√
λ/λ0≤|x−ξ|≤1
|x− ξ|σ+2−N
≤ Cλσ/2,
and
sup
|x−ξ|≥1
|x− ξ|2+β |ϕλ(x)|λ0eUα ≤ Cλ(N−2)/2 sup
|x−ξ|≥1
|x− ξ|β+2−N
≤ Cλ(N−2)/2,
which yields (6.2).
For (6.3), by the definition of M and the identity eǫ = 1+ ǫ+
∫ ǫ
0
et(ǫ− t) dt,
valid for all ǫ ∈ R, we have
|M(φ)| ≤ CeUα(φ2 + ϕ2λ)e|φ|+|ϕλ|.
Additionally,
sup
|x−ξ|≤1, x/∈Dλ,ξ
|x− ξ|σeUαφ2 ≤ C‖φ‖2∗,ξ
and
sup
|x−ξ|≤1, x/∈Dλ,ξ
|x− ξ|σeUαϕ2λ ≤ CλN−2 sup
δ
√
λ/λ0≤|x−ξ|≤1
|x− ξ|σ+4−2N
≤ Cλσ/2.
Note also that, by (3.5),
|ϕλ(x)| ≤ Cδ2−N for all x /∈ Dλ,ξ, λ > 0.
These inequalities yield
sup
|x−ξ|≤1, x/∈Dλ,ξ
|x− ξ|σ|M(φ)| ≤ C(‖φ‖2∗,ξ + λσ/2)e‖φ‖∗,ξ (6.4)
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On the other hand
sup
|x−ξ|≥1
|x− ξ|2+βeUαφ2 ≤ C‖φ‖2∗,ξ sup
|x−ξ|≥1
|x− ξ|−β
≤ C‖φ‖2∗,ξ
and
sup
|x−ξ|≥1
|x− ξ|2+βeUαϕ2λ ≤ CλN−2 sup
|x−ξ|≥1
|x− ξ|β+4−2N
≤ CλN−2.
Then
sup
|x−ξ|≥1
|x− ξ|2+β |M(φ)| ≤ C(‖φ‖2∗,ξ + λN−2)e‖φ‖∗,ξ . (6.5)
Combining (6.4) with (6.5) we obtain (6.3).
Now let us focus on the fixed point argument. We define for small ρ > 0
F = {φ : RN \ Dλ,ξ −→ R / ‖φ‖∗,ξ ≤ ρ}
and the operator φ = A(φ) where φ is the solution of Proposition 1 to{
∆φ+ λ0e
Uαφ =M(φ) + Eλ in R
N \ Dλ,ξ,
φ = 0 on ∂Dλ,ξ,
(6.6)
whereM and Eλ are given by (3.7). We prove that choosing ρ > 0 small enough,
A has a fixed point in F . From Proposition 1 we have the estimate
‖A(φ)‖∗,ξ ≤ C(‖M(φ)‖∗∗,ξ + ‖Eλ‖∗∗,ξ)
and, by (6.2) and (6.3),
‖A‖∗,ξ ≤ C(ρ2eρ + λσ/2eρ + λσ/2) ≤ ρ,
if ρ > 0 is fixed suitable small and then one consider λ → 0+. This proves
A(F) ⊂ F .
Now let us take φ1 and φ2 in F . Then
‖A(φ1)−A(φ2)‖∗,ξ ≤ C‖M(φ1)−M(φ2)‖∗∗,ξ. (6.7)
To estimate the right hand side, consider φ ∈ (φ1, φ2) ∪ (φ2, φ1) such that
M(φ1)−M(φ2) =M ′(φ)(φ1 − φ2).
Directly from the definition of M , we compute
M ′(φ) = −λ0eUα(eφ−ϕλ − 1).
Indeed, note that
|M ′(φ)| ≤ CeUα(|φ| + |ϕλ|)e|φ|+|ϕλ|.
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Therefore,
|M(φ1)−M(φ2)| ≤ CeUα(|φ|+ |ϕλ|)e|φ||φ1 − φ2|.
Similarly to (6.2) and (6.3),
sup
|x−ξ|≤1, x/∈Dλ,ξ
|x− ξ|σeUα |φ|e|φ||φ1 − φ2| ≤ Cρeρ‖φ1 − φ2‖∗,ξ
and
sup
|x−ξ|≤1, x/∈Dλ,ξ
|x− ξ|σeUα |ϕλ|e|φ||φ1 − φ2|
≤ Ceρλ(N−2)/2 sup
δ
√
λ/λ0≤|x−ξ|≤1
|x− ξ|σ+2−N‖φ1 − φ2‖∗,ξ
≤ Ceρλσ/2‖φ1 − φ2‖∗,ξ.
These inequalities yield
sup
|x−ξ|≤1, x/∈Dλ,ξ
|x− ξ|σ|M(φ1)−M(φ2)| ≤ C(ρ+ λσ/2)eρ‖φ1 − φ2‖∗,ξ. (6.8)
On the other hand
sup
|x−ξ|≥1
|x− ξ|2+βeUα |φ|e|φ||φ1 − φ2| ≤ Cρeρ‖φ1 − φ2‖∗,ξ
and
sup
|x−ξ|≥1
|x− ξ|2+βeUα |ϕλ|e|φ||φ1 − φ2|
≤ Cλ(N−2)/2eρ sup
|x−ξ|≥1
|x− ξ|2−N‖φ1 − φ2‖∗,ξ
= Cλ(N−2)/2eρ‖φ1 − φ2‖∗,ξ.
Then
sup
|x−ξ|≥1
|x− ξ|2+β |M(φ1)−M(φ2)| ≤ C(ρ+ λ(N−2)/2)eρ‖φ1 − φ2‖∗,ξ. (6.9)
Combining (6.8) with (6.9) we obtain
‖M(φ1)−M(φ2)‖∗∗,ξ ≤ C(ρ+ λσ/2)eρ‖φ1 − φ2‖∗,ξ. (6.10)
Gathering (6.7) and (6.10) we conclude that A is a contraction mapping in
F provided ρ > 0 is fixed suitable small, and hence it has unique fixed point in
this set. Moreover, from the previous steps we deduce the estimate
‖φλ,ξ‖∗,ξ ≤ Cλσ/2 for all 0 < λ < Λ,
which is the desired conclusion.
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7. The case N = 3
In this section, we show the modifications needed in Theorem 1 and its proof
for the low dimension case, so we consider without mentioning N = 3.
We use again the norms defined in (3.10)–(3.11), but this time β ∈ (0, 1/2).
As we pointed out in Remark 2, the problem
∆φ− λ0eUαφ = h in R3, ‖h‖∗∗,ξ < +∞,
may not be solvable for ‖φ‖∗,ξ < +∞, unless h satisfies the orthogonality con-
ditions ∫
R3
h
∂Uα
∂xi
dx = 0, i = 1, 2, 3, (7.1)
(note that these conditions are equivalent to those in (4.17)).
Therefore, problem (3.6) may not be solvable in the required space unless ξ
would be chosen in a very special way. So, in low dimension we consider instead
the projected problem
∆φ+ λ0e
Uαφ =M(φ) + Eλ +
3∑
i=1
ciΦi in R
3 \ Dλ,ξ,
φ = 0 on ∂Dλ,ξ,
(7.2)
where ci’s are constants, which are part of the unknown, and
Φi(x) = η(x)
∂Uα
∂xi
(x), i = 1, 2, 3.
η is a fixed radial cut-off function, i.e. η ∈ C∞(R3), η(x) = η(|x|), 0 ≤ η ≤ 1
and
η(x) = 1 for |x| ≤ 1, η(x) = 0 for |x| ≥ 2.
The only purpose of η is to make Φi “sufficiently” integrable in R
3.
We handle problem (7.2) using a similar scheme to problem (3.6). Through
an application of the Banach fixed point theorem in a suitable L∞ space, we
prove that (7.2) is solvable in the form φ = φ(λ, ξ), ci = ci(λ, ξ), where the
dependence on the parameters is continuous. We then obtain a solution of
problem (3.6) if
ci(λ, ξ) = 0 for all i = 1, 2, 3.
We will show that for each sufficiently small λ there is indeed a point ξ such
that this system of equations is satisfied.
Similarly to higher dimensions, the use of contraction mapping principle is
based on the construction of a bounded inverse for the linear problem
∆φ+ λ0e
Uαφ = h+
3∑
i=1
ciΦi in R
3 \ Dλ,ξ,
φ = 0 on ∂Dλ,ξ,
(7.3)
We have this analogous result to Proposition 1.
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Proposition 4. Let us consider numbers α > 0 and Z > 0. Then there exist
positive constants C, Λ such that for any |ξ| ≤ Z and any 0 < λ < Λ the
following holds: For any h with ‖h‖∗∗,ξ < +∞, there exists a solution of problem
(7.3)
(φ, c1, c2, c3) = Ψλ(h),
which defines a linear operator of h such that
‖φ‖∗,ξ + max
i=1,2,3
|ci| ≤ C‖h‖∗∗,ξ.
As we did in Section 4, we first consider the version of problem (7.3) in entire
space,
∆φ+ λ0e
Uαφ = h+
3∑
i=1
ciΦi in R
3. (7.4)
The corresponding result to Proposition 2 is the following.
Proposition 5. Let α > 0 and Z > 0. Then there exists a C > 0 such that for
any |ξ| ≤ Z the following holds: For any h with ‖h‖∗∗,ξ < +∞, there exists a
solution of (7.4)
(φ, c1, c2, c3) = Ψ(h),
which defines a linear operator of h such that
‖φ‖∗,ξ + max
i=1,2,3
|ci| ≤ C‖h‖∗∗,ξ. (7.5)
We observe that the numbers ci are explicit functions of h. Indeed, if φ
solves (7.4) with the bound (7.5) then two integrations by parts again Φi yield
ci = −
∫
R3
hΦi dx∫
R3
η
∣∣∣∂Uα∂xi ∣∣∣2 dx , i = 1, 2, 3. (7.6)
This expression allows us to estimate |ci| in terms of ‖h‖∗∗,ξ.
The scheme of the proof of Proposition 5 is analogous to the one used in
Proposition 2. We first consider ξ = 0 and write h in its Fourier modes. Then
we treat each Fourier mode of Eq. (7.4) separately. For Fourier modes k = 1, 2, 3,
we have to take care of choosing ci according to (7.6); in this way, orthogonality
conditions (7.1), and then (4.17), will be satisfied. The estimates for |ci|, i =
1, 2, 3, in (7.5) are obtained using (7.6). The blow-up method used to prove
the continuity of the operator, as well as the gluing argument are similar to
Section 4, we omit the details.
Likewise, we can prove Proposition 4 from Proposition 5 using a similar
scheme to Section 5.
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7.1. Proof of Theorem 2
Using a similar scheme to Section 6, from Proposition 4 we can prove the
existence of solutions to problem (7.2) in low dimension, we omit the details.
In particular, we have
Proposition 6. Let us consider α > 0 and Z > 0. Then there are posi-
tive numbers Λ, C such that for any |ξ| < Z and any 0 < λ < Λ there exist
φλ,ξ, c1(λ, ξ), c2(λ, ξ), c3(λ, ξ) solution to problem (7.2) such that
‖φλ,ξ‖∗,ξ + max
i=1,2,3
|ci(λ, ξ)| ≤ Cλγ for all 0 < λ < Λ, |ξ| < Z, (7.7)
where
γ = 1/2min{σ, 1}.
Next we make a remark on how to recognize when ci = 0 in Eq. (7.3).
Lemma 1. There is ǫ0 > 0 small such that if λ < ǫ0 and φ is a solution to
(7.3) such that ‖φ‖∗,ξ < +∞, ‖h‖∗∗,ξ < +∞, then ci = 0 for all i = 1, 2, 3 if
and only if∫
∂Dλ,ξ
∂φ
∂n
∂Uα
∂xi
dS(x) +
∫
R3\Dλ,ξ
h
∂Uα
∂xi
dx = 0 for all i = 1, 2, 3.
Proof. Since ∂xjUα satisfies the linear homogeneous equation in R
3, multiplying
(7.3) by this function and integrating by parts in BR(0)\Dλ,ξ, where R is large,
we obtain ∫
∂(BR(0)\Dλ,ξ)
(
∂φ
∂n
∂Uα
∂xj
− φ ∂
∂n
∂Uα
∂xj
)
dS(x)
=
∫
BR(0)\Dλ,ξ
(
h+
3∑
i=1
ciΦi
)
∂Uα
∂xj
dx.
(7.8)
Since ‖φ‖∗,ξ < +∞ we see that
|φ(x)| ≤ C|x|−β for all |x| ≥ R′.
A scaling argument and elliptic estimates show that
|∇φ(x)| ≤ C|x|−β−1 for all |x| ≥ R′,
where R′ > 0 is a large fixed number. Thus∣∣∣∣∂φ∂n ∂Uα∂xj − φ ∂∂n ∂Uα∂xj
∣∣∣∣ ≤ C|x|−β−2 for all |x| ≥ R′,
and hence
lim
R→+∞
∫
∂BR(0)
(
∂φ
∂n
∂Uα
∂xj
− φ ∂
∂n
∂Uα
∂xj
)
dS(x) = 0.
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Letting R→ +∞ in (7.8) yields
3∑
i=1
ci
∫
R3\Dλ,ξ
Φi
∂Uα
∂xj
dx = −
∫
R3\Dλ,ξ
h
∂Uα
∂xj
dx−
∫
∂Dλ,ξ
∂φ
∂n
∂Uα
∂xj
dS(x).
For λ > 0 sufficiently small the matrix with entries
∫
R3\Dλ,ξ
Φi
∂Uα
∂xj
dx is close
to
∫
R3
Φi
∂Uα
∂xj
dx which is invertible. The lemma follows.
Seeking ci = 0. Finally we show how to find a ξ = ξ(λ), λ > 0 small, such
that
ci(λ, ξ) = 0 for all i = 1, 2, 3,
and thereby prove Theorem 2.
Let us assume 0 ∈ D and σ ∈ (1, 2). We have found a solution φλ,ξ, c1(λ, ξ),
c2(λ, ξ), c3(λ, ξ) to (7.2). By the previous lemma, for all λ small c1 = c2 = c3 = 0
if and only if∫
R3\Dλ,ξ
(Eλ +M(φλ,ξ))
∂Uα
∂xi
dx+
∫
∂Dλ,ξ
∂φλ,ξ
∂n
∂Uα
∂xi
dS(x) = 0 (7.9)
for all i = 1, 2, 3.
Let us define
Gj(ξ) =
∫
R3\Dλ,ξ
(Eλ +M(φλ,ξ))
∂Uα
∂xi
dx+
∫
∂Dλ,ξ
∂φλ,ξ
∂n
∂Uα
∂xi
dS(x). (7.10)
Using local uniqueness, the fixed point characterization of φλ and elliptic esti-
mates, one can prove that the functions Gj are continuous; we omit the details.
Recalling the definition of f0 in (3.4), we claim that
Gj(ξ) = f0λ
1/2
∫
R3
|x− ξ|−1eUα ∂Uα
∂xj
dx+ o(λ1/2) (7.11)
uniformly on compacts sets of R3. Then, for λ small Gj(ξ) ∼ f0λ1/2 ∂Uα∂xj (ξ), so
we can expect that there exists ξ annulling the functions Gj , j = 1, 2, 3.
We first observe that∫
R3\Dλ,ξ
M(φλ,ξ)
∂Uα
∂xi
dx = O(λσ/2). (7.12)
Indeed, ∫
R3\Dλ,ξ
∣∣∣∣M(φλ,ξ)∂Uα∂xi
∣∣∣∣ dx = ∫
B1(ξ)\Dλ,ξ
· · · dx+
∫
R3\B1(ξ)
· · · dx;
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by (6.4) and (7.7),∫
B1(ξ)\Dλ,ξ
∣∣∣∣M(φλ,ξ)∂Uα∂xi
∣∣∣∣ dx ≤ C(‖φ‖2∗,ξ + λσ/2)e‖φ‖∗,ξ ∫
B1(ξ)\Dλ,ξ
|x− ξ|−σ dx
≤ C(λ + λσ/2)eλ1/2 .
Likewise, (6.5) and (7.7) yield∫
R3\B1(ξ)
∣∣∣∣M(φλ,ξ)∂Uα∂xi
∣∣∣∣ dx ≤ C(‖φ‖2∗,ξ + λ)e‖φ‖∗,ξ ∫
R3\B1(ξ)
|x− ξ|−3−β dx
≤ Cλeλ1/2 ,
These inequalities prove (7.12).
On the other hand, we need to estimate the boundary integral of (7.10). We
claim that ∣∣∣∣∂φλ,ξ∂n (x)
∣∣∣∣ = O(λ−1/2), uniformly for x ∈ ∂Dλ,ξ. (7.13)
In fact,
φ˜λ,ξ(y) = φλ,ξ
(
ξ +
√
λ
λ0
y
)
for all y ∈ R3 \ D.
By (7.7), we have
|φ˜λ,ξ(y)| ≤ Cλ1/2 for all |y| ≤
√
λ0
λ
.
Likewise, by (7.7) and the definition of the norm ‖‖∗,ξ, we see that φλ,ξ is
uniformly bounded. Furthermore, (7.2) implies that |∆φλ,ξ| ≤ C in RN \ Dλ,ξ,
thereby φ˜λ,ξ satisfies
|∆φ˜λ,ξ| ≤ Cλ.
By elliptic estimates
sup
∂D
|∇φ˜λ,ξ| ≤ Cλ1/2,
which proves (7.13). Using the last inequality we derive∫
∂Dλ,ξ
∂φλ,ξ
∂n
∂Uα
∂xi
dS(x) = O(λ).
This fact together (7.12) prove the claim made in (7.11).
Finally, let us consider the vector field
G(ξ) = (G1(ξ), G2(ξ), G3(ξ)).
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G is continuous and, thanks to (7.11),
G(ξ) · ξ < 0 for all |ξ| = R,
for any fixed small R > 0. Using this and degree theory we obtain the existence
of ξ such that c1 = c2 = c3 = 0. Which is the desired conclusion.
Acknowledgment. J.D. was supported by Fondecyt 1090167, CAPDE-Anillo
ACT-125 and Fondo Basal CMM. L.L. was supported by a doctoral grant of
CONICYT Chile.
References
[1] M.-F. Bidaut-Ve´ron and L. Ve´ron, Nonlinear elliptic equations on compact
Riemannian manifolds and asymptotics of Emden equations, Invent. Math.
106 (1991), no. 1, 489–539.
[2] L. Caffarelli, R. Hardt, and L. Simon, Minimal surfaces with isolated sin-
gularities, Manuscripta Math. 48 (1984), no. 1-3, 1–18.
[3] S.-Y. A. Chang and P. Yang, Prescribing Gaussian curvature on S2, Acta
Math. 159 (1987), no. 1, 215–259.
[4] J. Da´vila, M. del Pino, and M. Musso, The Supercritical
Lane–Emden–Fowler Equation in Exterior Domains, Commun. Par-
tial Differ. Equ. 32 (2007), no. 8, 1225–1243.
[5] J. Da´vila, M. del Pino, M. Musso, and J. Wei, Standing waves for super-
critical nonlinear Schro¨dinger equations, J. Differential Equ. 236 (2007),
no. 1, 164–198.
[6] , Fast and slow decay solutions for supercritical elliptic problems in
exterior domains, Calc. Var. Partial Differ. Equ. 32 (2008), no. 4, 453–480.
[7] I.M. Gel’fand, Some problems in the theory of quasilinear equations, Amer.
Math. Soc. Transl. Ser. 2 29 (1963), 295–381 (English. Russian original).
[8] D.D. Joseph and T.S. Lundgren, Quasilinear dirichlet problems driven by
positive sources, Arch. Rational Mech. Anal. 49 (1973), no. 4, 241–269.
[9] R. Mazzeo, Elliptic theory of differential edge operators, I, Comm. Partial
Differential Equations 16 (1991), no. 10, 1615–1664.
[10] R. Mazzeo and F. Pacard, A construction of singular solutions for a semi-
linear elliptic equation using asymptotic analysis, J. Differential Geom. 44
(1996), no. 2, 331–370.
[11] R. Mazzeo and N. Smale, Conformally flat metrics of constant positive
scalar curvature on subdomains of the sphere, J. Differential Geom. 34
(1991), no. 3, 581–621.
27
[12] F. Pacard, Existence and convergence of weak positive solutions of −∆u =
uα in bounded domains of Rn, n ≥ 3, C. R. Acad. Sci. Paris Se´r. I Math.
315 (1992), no. 7, 793–798.
[13] , Existence and convergence of positive weak solutions of −∆u =
un/(n−2) in bounded domains of Rn, n ≥ 3, Calc. Var. Partial Differential
Equations 1 (1993), no. 3, 243–265.
[14] L. Ve´ron, Conformal asymptotics of the isothermal gas spheres equation,
Nonlinear Diffusion Equations and Their Equilibrium States, 3, Progress in
Nonlinear Differential Equations and Their Applications, vol. 7, Birkha¨user
Boston, 1992, pp. 537–559.
28
