Wreath Products of Distributive Forest Algebras by Hahn, Michael et al.
ar
X
iv
:1
91
1.
03
49
3v
1 
 [c
s.F
L]
  8
 N
ov
 20
19
Wreath Products of Distributive Forest Algebras
Michael Hahn
Stanford University
mhahn2@stanford.edu
Andreas Krebs
University of Tübingen
mail@krebs-net.de
Howard Straubing
Boston College
howard.straubing@bc.edu
Abstract
It is an open problem whether definability in Propositional Dy-
namic Logic (PDL) on forests is decidable. Based on an algebraic
characterization by Bojańczyk, et. al., (2012) in terms of forest al-
gebras, Straubing (2013) described an approach to PDL based on a
k-fold iterated distributive law. A proof that all languages satisfy-
ing such a k-fold iterated distributive law are in PDL would settle
decidability of PDL. We solve this problem in the case k = 2: All
languages recognized by forest algebras satisfying a 2-fold iterated
distributive law are in PDL. Furthermore, we show that this class
is decidable. This provides a novel nontrivial decidable subclass of
PDL, and demonstrates the viability of the proposed approach to
deciding PDL in general.
1 Introduction
1.1 Motivation
Amuch-studied problem in the theory of automata is that of deter-
mining whether a given regular language L can be defined by a for-
mula of some logic–in other words, to give an effective character-
ization of the precise expressive power of the logic. For automata
over words, there is by now a large collection of such results, giv-
ing effective tests for definability in many temporal and predicate
logics.
For tree automata, the situation is quite different: the problems
of effectively deciding expressibility inCTL,CTL∗, first-order logic
with ancestor, and propositional dynamic logic (PDL) remain open
to this day.
In [6] Bojańczyk, et. al., proposed to attack this problemby adapt-
ing the algebraic tools that have proved so successful in the case of
word languages. They proved (working in the setting of languages
of finite unordered forests) that the languages definable in each
of the four logics cited above can be characterized as those rec-
ognized by iterated wreath products of forest algebras, where the
factors in the wreath product all belong to a particular decidable
variety of algebras. For example, languages in PDL, which are the
focus of the present paper, are exactly those recognized by wreath
products of forest algebras, each of which has an idempotent and
commutative horizontal monoid, and which satisfies a distributive
law. (See below for precise definitions).
Straubing, in [17] detailed a possible approach to PDL by not-
ing that forest algebras that divide an iterated wreath product of k
distributive algebras satisfy a kind of order k generalized distribu-
tive law (analogous to solvable groups, which satisfy an order k
commutative law, for some k > 0). Determining whether a given
forest algebra satisfies such a generalized distributive law for some
k is a decidable problem. So if one could prove that every such
generalized distributive forest algebra divides a wreath product of
distributive algebras, the question of definability in PDL would be
settled.
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Here, we solve this problem in the case k = 2. More precisely,
we show that every 2-distributive finite forest algebra divides a
wreath product of four distributive algebras, and that further, 2-
distributivity is itself a decidable property. Thus we have identi-
fied a decidable nontrivial subclass of PDL, and demonstrated the
viability of the proposed approach for deciding PDL in general.
PDL contains the logics CTL and CTL∗, the latter being the
bisimulation-invariant part of first-order logic on trees. The graded
equivalent of PDL, also known as Chain Logic, fully contains first-
order logic with ancestor. PDL and Chain Logic are the largest
among the tree logics that have been considered in [6] and related
work on finding effective characterizations. Indeed, PDL could be
seen as the ‘largest’ nontrivial bisimulation-invariant logic on fi-
nite trees: It seems that no nontrivial logic class has been found be-
tween PDL and the bisimulation-invariant Boolean Formula Value
problem,which is not definable in any of these logics [14, 17]. Strik-
ingly, for all of these logics, decidability is still open despite several
attempts, and a family of decidability results obtained for smaller
fragments of these logics (e.g., [2, 3, 5, 12]). Furthermore, all of
these logics were characterized in [6] in terms of iterated wreath
products of certain forest algebras that satisfy a distributive law.
While the representations of CTL and CTL∗ place restrictions on
these algebras, PDL is characterized by products of arbitrary dis-
tributive forest algebras.
1.2 Outline of the paper
In Section 2 we recall the basic definitions of forests and forest
algebras. In Section 3, we review the algebraic characterization of
Propositional Dynamic Logic (PDL) in terms of wreath products of
distributive forest algebras. In Section 4, we discuss 2-distributive
forest algebras, the main object of study in this paper. In Section 5,
we review a generalization of the classical Derived Category The-
orem to the setting of forest algebras, recently introduced by [18].
In Section 6, we prove the main result: Languages recognized by
2-distributive forest algebras are in PDL. We will discuss the two
contributions on which this result rests, namely a separation theo-
rem and a Local-Global theorem. We discuss the role of our results
in Section 8.
2 Background on Finite Forests and Forest
Algebras
Definition 1 (Forest Algebras). A tuple (H ,V ) is called a forest
algebra if the following conditions hold:
1. H is a monoid, whose operation is written +, with neutral
element 0H
2. V is a monoid, whose operation is written ·, with neutral
element 1V
3. There is an operationV × H → H , also written ·
4. This operation is an action: v · (v ′ · h) = (vv ′) · h
5. The action is faithful: If v · h = v ′ · h for all h ∈ H , then
v = v ′
6. There is a map I · : H → V such that Ihh
′
= h + h′.
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Note that, due to faithfulness, this map is uniquely deter-
mined. We will write h +v for Ih · v (that is, the product of
Ih and v as elements ofV ).
7. For each h ∈ H , there is v ∈ V such that h = v · 0H .
If (H ,V ), (H ′,V ′) are forest algebras, then a pairϕ = (ϕH ,ϕV ) of
mapsϕH : H → H
′,ϕV : V → V
′ is called amorphism if it respects
these structures. More formally, we require that (1) ϕH , ϕV are
monoid morphisms, (2)ϕV (v)ϕH (h) = ϕH (vh), (3) IϕH (h) = ϕV (Ih)
for all h ∈ H , v ∈ V .
We will often omit the · operator for the multiplication on V
and the action of V on H . But we will never omit the + operator
for the addition on H .
We will use F,G as variables for forest algebras. For a forest al-
gebra F = (H ,V ), the elements of H are called forest types, while
the elements of V are called context types. Given a forest algebra
F = (H ,V ), we will sometimes write HF, VF for H and V , respec-
tively.
Trees and Forests Let Σ be a finite set, referred to as alphabet.
By trees over Σ, we refer to finite (well-founded) trees, all of whose
nodes are labeled with symbols in Σ. We do not allow empty trees.
Contexts, Free Forest Algebra A context is a forest where (ex-
actly) one leaf is labeled with a variable instead of a symbol from
Σ.
Contexts form a monoid VΣ: We define v · v ′ to be the context
obtained by replacing the variable in v with the context v ′. The
result is again a context. This operation is associative. The iden-
tity element is the context consisting of only a variable. Forests
form a monoid HΣ, with union as the monoid operation +, and the
empty forest as the identity element. The monoid of contexts acts
on the monoid of forests, with insertion of forests into the hole of
a context as the operation. Taken together, the monoid of forests
and the monoid of contexts form a forest algebra, the free forest
algebra Σ∆ = (HΣ,VΣ).
Definition 2 (Recognition). A forest algebra (H ,V ) recognizes a
forest language L ⊆ HΣ (that is, a set of forests) if and only if
there is a forest algebra morphism ϕ : Σ∆ → (H ,V ) such that
L = ϕ−1(ϕ(L)).
Many notions from Universal Algebra carry over to forest alge-
bras. If a tuple (H ′,V ′) consists of subsets H ′ ⊆ H and V ′ ⊆ V ,
then it is a subalgebra of a forest algebra (H ,V ) if it is closed un-
der the forest algebra operations of (H ,V ). A pair of equivalence
relations on H and V is called a congruence of (H ,V ) if it respects
the forest algebra operations. The quotient (H ′,V ′) of (H ,V ) by a
congruence is formed by taking H ′ and V ′ to be the sets of equiv-
alence classes of the respective equivalence relations given by the
congruence. Since congruences respect forest algebra operations,
the action · and the operation I · are well-defined on the quotient.
Definition 3 (Division). Let (H ,V ), (H ′,V ′) be forest algebras.
Then (H ,V ) ≺ (H ′,V ′) if (H ,V ) is a quotient of a subalgebra of
(H ′,V ′).
IfF ≺ F′, then any language recognized byF is also recognized
byF′. This is shown in analogy to the parallel result for word lan-
guages and monoids [8].
Horizontal IdempotencyandCommutativity A forest algebra
(H ,V ) is horizontally commutative and idempotent if h+h = h and
h1 + h2 = h2 + h1 hold for all h,h1,h2 ∈ H . From now on, we will
assume that all forest algebras are horizontally commutative and
idempotent. This is no loss of generality, since all PDL languages
are recognized by horizontally commutative and idempotent forest
algebras [6].
Furthermore, we will consider treeswithout regard to order and
multiplicity of children. More formally, we can define trees induc-
tively as follows: The set of trees over Σ is the smallest set such that
(1) α[∅] is a tree whenever α ∈ Σ, and (2) whenever C is a finite set
of trees, and α ∈ Σ, then α[C] is also a tree. Note that this means
that the free forest algebra Σ∆ is also horizontally commutative
and idempotent.
3 PDL and Wreath Products of Forest Algebras
Having introduced the general algebraic background for studying
wreath products of forest algebras, we now discuss distributive for-
est algebras and the forest logic that we are focusing on, Proposi-
tional Dynamic Logic. We refer to [6] for the definition of Proposi-
tional Dynamic Logic as a temporal logic on trees and forests. For
our purposes, the algebraic characterization from [6] will be suffi-
cient. We will first introduce the forest algebra wreath product.
3.1 Wreath Products of Forest Algebras
In [6], Bojańczyk et al. introduced the following wreath product
operation on forest algebras:
Definition 4 ([6]). Let (H1,V1), (H2,V2) be forest algebras. Then
define the wreath product as
(H1,V1) ≀ (H2,V2) := (H1 × H2,V
H2
1 ×V2)
with the following operations: For (f ,v) ∈ VH21 ×V2 and (h1,h2) ∈
H1 × H2, let
(f ,v)(h1,h2) := (f (h2)h1,vh2)
For (f ,v), (f ′,v ′) ∈ VH21 ×V2, let
(f ,v)(f ′,v ′) := (f ′′,vv ′)
with f ′′(h) := (f (v ′h)) · (f ′(h)). For the operation on H1 ×H2, we
use the structure of the direct product.
[6] showed that (H1,V1) ≀ (H2,V2) is a forest algebra. Also, the
wreath product is associative up to isomorphism [6]: ((H1,V1) ≀
(H2,V2)) ≀ (H3,V3) ≡ (H1,V1) ≀ ((H2,V2) ≀ (H3,V3)). Therefore, it
makes sense to talk about iterated wreath products of classes of
forest algebras.
The wreath product has been applied to finite forest algebras in
previous work, but nothing in the definition precludes application
to infinite forest algebras (VH21 will then be uncountable). We will
make reference to wreath products of infinite forest algebras for
illustrative purposes, but our main result will not depend on this.
3.2 Distributive Forest Algebras and PDL
A forest algebra (H ,V ) is called distributive [6] if
v(h1 + h2) = vh1 +vh2 (1)
for all v ∈ V , h1,h2 ∈ H . Equivalently, (H ,V ) is distributive if, for
each morphism ϕ : Σ∆ → (H ,V ), for all contexts c , and for all
forests f1, f2, the following equality holds:
ϕ(c(f1 + f2)) = ϕ(c f1 + c f2) (2)
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Recall that, additionally, we require idempotency (h + h = h for
h ∈ H ) and commutativity (h1 + h2 = h2 + h1 for h1,h2 ∈ H ) for
all forest algebras in this paper.
There is a close connection between distributive forest algebras
and the sets of paths of forests. If ϕ : Σ∆ → F is a morphism to a
distributive algebra F, then, for any forest f , the value ϕ(f ) only
depends on the set of (not necessarily maximal) paths in the forest
f . If L is a regular language of words, then the language of forests
that have (not necessarily maximal) paths in L is recognized by a
finite distributive forest algebra. More generally, the class of for-
est languages recognized by such algebras is exactly the Boolean
algebra generated by languages of this form (Proposition 6).
Definition 5. If f is a forest, we write π (f ) for the set of its (not
necessarily maximal) paths, starting at the root. Thus, π (f ) is a
finite subset of Σ∗ closed under taking prefixes (wv ∈ X ⇒ w ∈ X ).
Proposition 6. [Theorem 5.3 from [6]] A language L ⊆ HΣ is
recognized by a finite distributive algebra if and only if it is a finite
Boolean combination of languages of the form
LI := { f ∈ HΣ : π (f ) ∩ I , ∅}
with I ⊆ Σ∗ regular word languages.
We can now state the algebraic characterization of Propositional
Dynamic Logic (PDL) by [6]:
Theorem 7 ([6]). A regular language L ⊂ HΣ is definable in PDL
if and only if there are finite distributive forest algebras F1, ...,Fk
such that F1 ≀ ... ≀Fk recognizes L.
By this result, the problem of deciding definability of a language
L in PDL can be reduced to the problem of determining whether
it is recognized by an iterated wreath product of finite distributive
algebras. This, in turn, is equivalent to the question whether the
syntactic forest algebra of L divides such a product.
4 2-Distributive Forest Algebras
We now define 2-distributive forest algebras, which will be the sub-
ject of ourmain result. In theDiscussion (Section 8), wewill discuss
how this notion and results in this section generalize to k > 2, and
how this notion relates to the general approach to settling decid-
ability of PDL. A forest algebra (H ,V ) is 2-distributive if, for any
alphabet Σ and for all morphisms ϕ : Σ∆ → (H ,V ), for all contexts
v ∈ VΣ, and for all forests f1, f2 ∈ HΣ with π (f1) = π (f2), the
following equality holds:
ϕ(v(f1 + f2)) = ϕ(v f1 +v f2)
That is, we take the same condition as for distributivity, but re-
quire this only in the case when π (f1) = π (f2). In this sense, we
are describing a 2-fold iterated distributive law. As before, we fur-
ther require horizontal idempotency (h + h = h for h ∈ H ) and
commutativity (h1 + h2 = h2 + h1 for h1,h2 ∈ H ).
Remark 8. By definition, the property of 2-distributivity is ex-
pressed by a collection of identities between explicit operations,
and thus 2-distributive forest algebras form a (Birkhoff) variety.
We will not explicitly make use of varieties here. However, it de-
serves mentioning that most classes of forest languages that have
been characterized using identities involve profinite identities in-
volving implicit operations [3], while defining 2-distributivity does
not involve such implicit operations.
We will now show that 2-distributive algebras are closely con-
nected to wreath products of distributive forest algebras. The fol-
lowing proposition is not hard to prove:
Proposition 9. IfF1,F2 are distributive forest algebras, thenF1≀F2
is 2-distributive.
Proof. Let F1 = (H1,V1), F2 = (H2,V2) be distributive forest al-
gebras (finite or infinite). Take any alphabet Σ and a morphism
ϕ : Σ∆ → F1 ≀F2. Let v ∈ VΣ, f1, f2 ∈ HΣ with π (f1) = π (f2). Note
that context types and forest types inF1 ≀F2 are tuples, whose right
elements are elements ofF2. As in the case of monoid wreath prod-
ucts, it is easy to see that the projection of elements of F1 ≀ F2 on
the second component is a morphism from F1 ≀ F2 to F2. That is,
π (2) ◦ ϕ : Σ∆ → F2. Since F2 is distributive and π (f1) = π (f2), we
know π (2)ϕ(f1) = π (2)ϕ(f2). Let’s call this element h0. Let us com-
pute ϕ(v(f1 + f2)). By definition of F1 ≀ F2, there is f ∈ V
H2
1 and
u ∈ V2, such that ϕ(v) = (f ,u). Similarly, ϕ(fi ) = (hi ,π (2)ϕ(fi ))
for some hi ∈ H1, for i = 1, 2. Thus,
ϕ(v(f1 + f2)) = (f ,u)((h
1
1,h
2
1) + (h
1
2,h
2
2))
= (f ,u)(h1 + h2, π
(2)ϕ(f1 + f2))
= (f (h0)(h1 + h2),uh0)
(3)
On the other hand,
ϕ(v f1 +v f2) = (f ,u)(h1,h0) + (f ,u)(h1,h0)
= (f (h0)h1,uh0) + (f (h0)h2,uh0)
= (f (h0)h1 + f (h0)h2,uh0)
(4)
Given that F1 is distributive, the last lines of (3) and (4) are the
same. 
This statement has a converse, which can be shown using the
Local-Global Theorem 19:
Theorem10. A forest algebraF (finite or infinite) is 2-distributive
if and only if it divides a wreath product of two (possibly infinite)
distributive forest algebras.
Proof Sketch. The ‘if’ direction is the previous proposition. For the
‘only if’ direction, the proof closely follows that of Theorem 16. Let
∼ be the congruence on Σ∆ induced by v[h + h′] = vh + vh′. The
quotient of Σ∆ by ∼ is an infinite distributive forest algebra, which
we denote Σ∆
D
. We can extend π to a morphism Σ∆ → Σ∆
D
. Let
ϕ : Σ∆ → F be any morphism. Consider Dϕ,π (Definition 13), an
infinite forest category. From the definition of 2-distributivity, one
can show that Dϕ,π is locally-distributive (Definition 18). Similar
to Theorem 19, one can then show that Dϕ,π divides an infinite
distributive forest algebra Σ′∆
D
where Σ′ is an extended alphabet.
The Derived Category Theorem 15 implies thatF divides Σ′∆
D
≀ Σ∆
D
.

Allowing infinite algebras is crucial here: Even if F is finite, we
cannot readily conclude that it divides a product of two finite dis-
tributive forest algebras. Nonetheless, this characterization is inter-
esting: It shows that 2-distributive algebras represent the second
level in the hierarchy of iterated wreath products of infinite dis-
tributive algebras. This hierarchy can be viewed as an infinitary
counterpart to PDL, as it allows products of infinite algebras.
Using this characterization, we can give a simple example:
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a
a
b c
a
a
b c
Figure 1. Illustration for Example 11
Example 11. Any distributive algebra is evidently also 2-distributive.
For a less trivial example, consider the language of forests satisfy-
ing the following conditions: (1) Each maximal path has the form
a∗b or ac , (2) each b-node has a c-sibling, (3) each c-node has a
b-sibling (see Figure 1). This language is not recognized by a dis-
tributive algebra. It is not hard to show that it is recognized by a
wreath product of two finite forest algebras, and thus, using Propo-
sition 9, by a 2-distributive forest algebra.
In Example 11, the recognizing algebra is not just 2-distributive
but also divides the wreath product of two finite distributive alge-
bras (the language is therefore in PDL). However, this is not the
case in general: Finite 2-distributive algebras need not divide a
wreath product of two finite distributive forest algebras. We will
show this in the example below. The main result of this paper will
imply that a wreath product of four finite distributive forest alge-
bras will still be enough in this case. This proves that all languages
recognized by finite 2-distributive forest algebras are definable in
PDL.
Example 12. Consider the following languages (see Figure 2 for
illustration):
L1 is the set of nonempty forests where (1) each maximal path
has the form a∗b or a∗c , (2) each b-node has a c-sibling, (3) each
c-node has a b-sibling (see Figure 2a).
L2 is the set of nonempty forests where (1) each maximal path
has the form a∗b or a+c , (2) each b-node has an a-sibling which
has a c-child, (3) each a-node with a c-child has a b-sibling (see
Figure 2b).
La3 is the set of (possibly empty) forests where each tree has the
form cd (f1 + f2), where cd denotes the context consisting of only
a node labeled d and a variable below it, with f1 ∈ Lb3 , f2 ∈ L1.
Lb3 is the set of (possibly empty) forests where each tree has the
form cd (f1 + f2), with f1 ∈ L
a
3 and f2 ∈ L2 .
Set L := La3 + L
b
3 (see Figure 2c).
It can be shown thatL is recognized by a wreath product of two
infinite distributive algebras and thus is 2-distributive by Proposi-
tion 10. However, L is not recognized by any wreath product of
two finite distributive algebras.
The proof is based on facts about separation by morphisms to
distributive algebras: IfL is a language of forests, π (L) ⊆ Pow(Σ∗)
is the image of L under π , a set of finite pathsets. First, it is not
hard to see that π (L1) ∩ π (L2) is empty, and thus the language
π−1(π (L1)) separates these: L1 ⊂ π−1(π (L1)) ⊂ (HΣ − L2). The
syntactic forest algebra of π−1(π (L1)) is distributive, but infinite
(it crucially needs to count at arbitrary depths). From this fact, one
can derive using Theorem 10 that L is indeed 2-distributive.
a
a
b c
a
a
b c
a
a
b c
(a) An element of L1
a
a
b a
c
a
a
b a
c
a
a
b a
c
(b) An element of L2
d
d
d
. . . L1
L2
L1
d
d
d
L2
L1
L2
(c) A schematic depiction of L: The left tree
belongs to La3 , the right tree one to L
b
3 .
Figure 2. Illustration for Example 12. L is 2-distributive and regu-
lar, but not recognized by the wreath product of two finite distribu-
tive forest algebras.
However, even thoughL1 and L2 are both regular, no language
recognized by a finite distributive algebra can separate them. From
this, one can deduce using the Derived Category Theorem 15 that
L is not recognized by the wreath product of any two finite dis-
tributive forest algebras. However, it is not hard to show that L1
and L2 are both recognized by a wreath product of two finite dis-
tributive algebras. Fom this, one can derive that L is recognized
by a wreath product of three finite distributive forest algebras.
5 The Derived Forest Category
The proof of our main result will construct wreath product de-
compositions by separately studying the left and right factors of a
4
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wreath product. Given a 2-distributive forest algebra (H2,V2), we
will use the Separation Lemma 17 to construct an intended right-
hand factor (H2,V2) which is already known to be a wreath prod-
uct of finite distributive forest algebras. The remaining problem is
then to find a left-hand factor (H ,V ) such that
(H1,V1) ≺ (H ,V ) ≀ (H2,V2) (5)
holds. If we can show that this factor can be chosen to be distribu-
tive, the problem is solved. In order to do this, we seek a general
strategy to obtain a ‘minimal’ left-hand factor (H ,V ). In the case
of groups, the solution to this problem is provided by the kernel
group, ker ϕ, when ϕ : G → H : ThenG is embedded in kerϕ ≀ H .
For monoids, the analog to kerϕ is not a monoid anymore, but a
category. This classical construction is known as the Derived Cat-
egory ([21], [15]) and originated from the study of regular word
languages via wreath products of finite monoids [7], [19], [16]. Re-
cently, [18] showed that this construction generalizes to the setting
of forest algebras.
The sense in which this construction is ‘optimal’ is made pre-
cise in Tilson’s Derived Category Theorem [21]. In the case of for-
est algebras, we will essentially see that the decomposition in (5)
holds if and only if (H ,V ) is divided by a certain forest category de-
termined from (H1,V1) and (H2,V2) and morphisms from Σ∆ into
these, where the notion of ‘division’ by a category will be made
precise below.
In this section, we will review the definition of the Derived For-
est Category and the Derived Category Theorem from [18]. The
Derived Forest Category is a category with some structure added
to it, and the relation between forest categories and categories is
akin to the relation between forest algebras and monoids. It is pos-
sible to define a general notion of Forest Categories [18], but for
our purposes, it is sufficient to consider the Derived Forest Cate-
gory:
Definition 13. [Derived Forest Category, [18]] Let Σ be a finite
alphabet. Consider a pair of surjective forest algebra morphisms
(H1,V1)
α
←− Σ∆
β
−→ (H2,V2)
The derived category Dα ,β is defined as follows:
1. The set of objects of the category is Obj(Dα ,β ) := H2
2. As in ordinary categories, arrows connect objects. To define
the arrows, we fix h,h′ ∈ H2 and introduce an equivalence
relation on the set of triples (h,p,h′) with p ∈ VΣ for which
β(p) · h = h′. We set (h,p,h′) ∼ (h,q,h′) if for all s ∈ HΣ
with β(s) = h, we have α(ps) = α(qs).
We then set Arr(h,h′) to be the set of equivalence classes of
∼. Its elements are called arrows.
We depict an arrow as h′
p
←− h, with the understanding that
the same arrow can have many distrinct representations in
this form.
For consistency with notation here, the direction of arrows
in this graphical notation is inverted relative to [18].
3. To obtain a category, we now want to define the multiplica-
tion of arrows. We set(
h3
p
←− h2
)
·
(
h2
q
←− h1
)
= h3
pq
←−− h1
or shortened
h3
p
←− h2
q
←− h1 = h3
pq
←−− h1
It can be shown that this is a well-defined arrow, indepen-
dently of the representation chosen for the arrows [18]. Since
the multiplication onVΣ is associative, this multiplication is
associative. The arrow h
1VΣ
←−−− h is the identity at h ∈ H2.
Up to this point, we have defined a category. We now add
some additional structure:
4. For h ∈ H2, we set
HArr(h) := {(α(s),h) : s ∈ HΣ, β(s) = h}
The elements of this set are called half-arrows. They can be
thought of as being arrows that end in an object, but do not
start in any object.
We depict the half-arrow (h1,h2) as h2
h1
←− .
5. We set HArr(Dα ,β ) to be the set of all half-arrows. Note
that Obj(Dα ,β ) and HArr(Dα ,β ) are monoids, and that the
projection of a half-arrow onto the second element (that is,
the object at the end of the arrow in our graphical notation)
is a homomorphism from HArr(Dα ,β ) to Obj(Dα ,β ).
6. Viewed in analogy to forest algebras, arrows correspond to
context types, while half-arrows correspond to forest types.
We therefore want arrows to act on half-arrows. We define
the action of an arrow on a half-arrow by(
h′2
p
←− h2
)
·
(
h2
h1
←−
)
= h′2
α (p)h1
←−−−−−
or shortened
h′2
p
←− h2
h1
←− = h′2
α (p)h1
←−−−−−
7. In analogy to forest algebras, we want to be able to add ar-
rows and half-arrows. We set(
h′
p
←− h
)
+
(
h2
h1
←−
)
=
(
h′ + h2
) p+s
←−−− h
where s ∈ HΣ such that α(s) = h1, β(s) = h2.
For proofs of well-definedness, we refer the reader to [18].
To formulate the Derived Category Theorem connecting De-
rived Categories with wreath products, it is necessary to general-
ize the notion of division to the setting of forest categories dividing
forest algebras:
Definition 14. [Division, [18]] If C is a derived forest category
and (H ,V ) a forest algebra, then we writeC ≺ (H ,V ), and sayC di-
vides (H ,V ), if for each
(
x
c
←−
)
∈ HArr(C) there exists a nonempty
set K
x
c
←−
⊆ H , and for each
(
y
d
←− x
)
∈ Arr(C) there exists a
nonempty set K
y
d
←−x
⊆ V satisfying the following properties:
1. (Preservation of Operations) For all x
c
←−, y
d
←−∈ HArr(C),
y
e
←− x, z
f
←− y ∈ Arr(C),
a. K
z
f
←−y
· K
y
e
←−x
⊆ K
z
f
←−y
e
←−x
b. K
y
e
←−x
· K
x
c
←−
⊆ K
y
e
←−x
c
←−
c. K
x
c
←−
+ K
y
d
←−
⊆ K
x
c
←−+y
d
←−
d. K
x
c
←−
+ K
z
f
←−y
⊆ K
x
c
←−+yz
f
←−
e. K
z
f
←−y
+ K
x
c
←−
⊆ K
z
f
←−y+x
c
←−
2. (Injectivity)
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a. If y
c
←− x and y
c ′
←− x are distinct arrows, then K
y
c
←−x
∩
K
y
c′
←−x
= ∅
b. If y
c
←− and y
c ′
←− are distinct half-arrows, then K
y
c
←−
∩
K
y
c′
←−
= ∅.
In the special case where a derived forest category has exactly
one object, it can be viewed as a forest algebra. In this case, the
notion of division reduces to ordinary division of forest algebras.
We are now ready to state the Derived Category Theorem con-
necting categories with wreath products. We state only the direc-
tion required for our main result:
Theorem 15. [Derived Category Theorem, [18]] Let Σ be an al-
phabet, and let α , β be morphisms from Σ∆ onto forest algebras
(H1,V1), (H2,V2), respectively. Let (H ,V ) be a forest algebra. As-
sume Dα ,β ≺ (H ,V ). Then
(H1,V1) ≺ (H ,V ) ≀ (H2,V2)
6 Main Result
Our aim is to prove that any language recognized by a finite 2-
distributive forest algebras is definable in PDL:
Theorem 16. Let F be a finite 2-distributive forest algebra. Then
every language recognized by F is definable in PDL.
In the Discussion (Section 8), we will discuss the relevance of
this result for the question of deciding definability in PDL.
Our proof proceeds by solving two sub-problems related to the
left and right factors in wreath product decompositions: To obtain
the right factor of a wreath product decomposition, we study the
problem of separating forest languages by the map π . To then ob-
tain the left factor, we start at the Derived Category, and show
that it has a certain local property – in our case, local distributiv-
ity. To conclude a decomposition result, we then prove that this
local property entails a global property. These steps are remark-
ably similar to results from the theory of logic on words and finite
monoids which also reduce the problem of decidability to separa-
tion [13] and Local-Global theorems [9].
6.1 Separation Lemma
We will first state the Separation Lemma. Recall that π (f ) is the
set of paths in the forest f . If L is a language of forests, π (L) ⊆
Pow(Σ∗) is the image of L under π , a set of finite pathsets.
Lemma 17 (Separation Lemma). Let L1,L2 ⊆ HΣ be regular for-
est languages such that
π (L1) ∩ π (L2) = ∅
Then there are finite distributive algebrasF1,F2,F3 and a language
X ⊆ Σ∆ recognized by F1 ≀F2 ≀F3 such that
L1 ⊆ X ⊆ (HΣ − L2)
That is, X separates L1 from L2.
Proof. The proof considers a forest algebra (H ,V ) recognizing both
L1 and L2 via a morphism ϕ, and constructs PDL languages ‘ap-
proximating’ each ϕ−1(h) for h ∈ H . 
Let’s consider how this is useful for proving Theorem 16 by
sketching the proof idea for the theorem – we will make this more
precise in Section 6.3. If F is a forest algebra with morphism ϕF :
Σ
∆ → F, we can apply this lemma to all pairs of languages ϕ−1
F
(h)
for h ∈ HF and obtain separators Xh,h′ for each pair whenever
πϕ−1(h) ∩ πϕ−1(h′) = ∅. Combining the resulting separators, we
can build finite distributive algebras F1,F2,F3 and a morphism
ϕX : Σ
∆ → F1 ≀ F2 ≀ F3 which recognizes each Xh,h′ . We will
examine the derived category DϕF,ϕX . If we can show that this de-
rived category divides a finite distributive algebraF0, we can apply
the Derived Category Theorem to conclude F ≺ F0 ≀ F1 ≀ F2 ≀ F3,
which then will prove Theorem 16.
6.2 Locally-Distributive Categories
Recall the equationv[h1+h2] = vh1+vh2 defining distributive for-
est algebras. To apply this to derived forest categories, we would
want to interpret v as an arrow and h1,h2 as half-arrows. In gen-
eral, this equation does not make sense, since the action of an
arrow on a half-arrow is only defined in certain cases. The equa-
tion becomes sensible when we restrict it to those arrows and half-
arrows for which the action is defined:
Definition 18 (Locally Distributive). We say that a derived forest
categoryC is locally distributive if the following equation holds for
any h ∈ Obj(C) and any two half-arrows h1,h2 ∈ HArr(h), and for
any arrow v ∈ Arr(h,h′) (h′ ∈ Obj(C)):
v[h1 + h2] = vh1 +vh2
Rewriting this in arrow-based notation, we want the following for
any half-arrows h
h1
←− and h
h2
←− , and for any arrow h′
v
←− h:(
h′
v
←− h
)
·
(
h
h1
←− +h
h2
←−
)
=
(
h′
v
←− h
h1
←−
)
+
(
h′
v
←− h
h2
←−
)
Any derived forest category that divides a distributive forest
algebra must be locally distributive. We now show that the con-
verse is also true: Any locally-distributive category divides some
distributive forest algebra. In analogy to results from the theory of
ordinary finite categories, we refer to this as a Local-Global Theo-
rem – showing that being locally distributive entails a global prop-
erty of the category:
Theorem 19 (Local-Global). Let C be a locally-distributive finite
derived forest category. Then it divides a finite distributive forest
algebra.
Proof. The proof proceeds by considering terms built from arrows
and half-arrows and using local distributivity to transform them
into a normal form that only depends on the paths in these terms
(viewing them as forests). We then apply Proposition 6 to construct
a finite distributive forest algebra and a division. 
The idea of introducing a ‘local’ version of distributivity that is
appropriate for forest categories, and then relating it to distributive
forest algebras in a ‘Local-Global’ Theorem is related to a long tra-
dition in the theory of semigroups and monoids, where local pseu-
dovarieties of categories have been an important object of study
(e.g., [21], [10], [1]), and where such Local-Global theorems have
been applied to prove decidability of logic classes [9].
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In order to prove Theorem 16, our goal will be to prove that
the derived category DϕF,ϕX mentioned above is locally distribu-
tive, then being able to apply Theorem 19. The details are given in
Section 6.3.
6.3 Concluding the proof of Theorem 16
Proof of the Theorem. LetL be a language recognized by a 2-distributive
finite algebra F via morphism ϕ : Σ∆ → F. For each pair h1,h2 ∈
HF such that π (ϕ
−1(h1))∩π (ϕ
−1(h2)) = ∅, we can apply Lemma 17
to the languages L1 := ϕ−1(h1) and L2 := ϕ−1(h2). From the
lemma we get a language Xh1,h2 separating the preimages of h1
and h2. That is, we have
ϕ−1(h1) ⊆ Xh1,h2 ⊆ (HΣ − ϕ
−1(h2))
We also get an algebra Gh1,h2 = F
h1,h2
1 ≀ F
h1,h2
2 ≀ F
h1,h2
3 which
recognizes X via morphism ψh1,h2 : Σ
∆ → Gh1,h2 . By the lemma,
the three algebras Fh1,h21 ,F
h1,h2
2 ,F
h1,h2
3 are finite and distributive.
Let
G :=
©­«
productdisplay1
h1,h2
F
h1,h2
1
ª®¬ ≀ ©­«
productdisplay1
h1,h2
F
h1,h2
2
ª®¬ ≀ ©­«
productdisplay1
h1,h2
F
h1,h2
3
ª®¬
where we take products over all pairsh1,h2 for which π (ϕ−1(h1))∩
π (ϕ−1(h2)) = ∅ holds. Then G is a wreath product of three finite
distributive algebras. Furthermore, it is divided by eachGh1,h2 , and
thus recognizes each of the separators Xh1,h2 via some morphism
ψ : Σ∆ → G.
We now consider the derived forest category Dϕ,ψ . We want to
show that it is locally distributive, then being able to apply the De-
rived Category Theorem. Let h,h′ be objects, let f1, f2 ∈ HArr(h),
and let v ∈ Arr(h,h′). By the definition of the Derived Category,
we can write f1 as h
h1
←− and f2 as h
h2
←− . Also, we can write v as
h
p
←− h′, with p ∈ VF. We want to prove the equality from Defini-
tion 18.
Note that h1,h2 ∈ HF. In view of the construction of the half-
arrows in the derived category, there are forests t1, t2 ∈ HΣ such
that ϕ(ti ) = hi and ψ (ti ) = h for i = 1, 2. For a contradiction,
let us assume π (ϕ−1(h1)) ∩ π (ϕ−1(h2)) = ∅. Given the way ψ was
constructed, the equality ψ (ti ) = h entails ψh1,h2 (t1) = ψh1,h2(t2).
This is a contradiction to the way in which we have chosenψh1,h2 .
The assumption about the empty intersection must have been in-
correct, and we have
π (ϕ−1(h1)) ∩ π (ϕ
−1(h2)) , ∅
So there are forests b1,b2 such that ϕ(bi ) = hi and π (b1) = π (b2).
Recall v = h
p
←− h′, with p ∈ VF. Let α
′ ∈ ϕ−1(p). Since F is
2-distributive, we have ϕ(α ′[b1 + b2]) = ϕ(α ′b1 + α ′b2). Applying
ϕ, this means
p(h1 + h2) = p(h1) + p(h2)
In the derived category, this translates to
v(f1 + f2)) = v f1 + v f2
or, in arrow-based notation,
h′
p
←−
(
h
h1
←− +h
h2
←−
)
=
(
h′
p
←− h
h1
←−
)
+
(
h′
p
←− h
h2
←−
)
a
b
b c
c
a
b c
a
a
b
c
d
(a)
a
b
b c
d
c
a
b c a
(b)
Figure 3. Illustration for Definition 20. ApplyingΨ to the tree in (a)
results in the tree in (b). The trees have the same (not necessarily
maximal) paths. In (b), no two siblings have the same label.
Thus, Dϕ,ψ is locally distributive. It is also finite (the two algebras
involved in its construction are finite), so it divides a finite distribu-
tive algebraF′. By the Derived Category Theorem,L is recognized
byF′ ≀G, which is the wreath product of four finite distributive al-
gebras. 
7 Decidability of 2-Distributivity
We have shown that languages recognized by finite 2-distributive
algebras form a subclass of PDL.We now show that 2-distributivity
is decidable.
To decide whetherF is 2-distributive, we need to check for mor-
phisms ϕ : Σ∆ → F whether ϕ(v(f1 + f2)) = ϕ(v f1 + v f2) holds
whenever π (f1) = π (f2), for all forests f1, f2 ∈ HΣ and all contexts
v ∈ VΣ. To do this algorithmically, we want to find those pairs
h,h′ ∈ H such that π (ϕ−1(h)) and π (ϕ−1(h′)) have nonempty inter-
section. For these h,h′, we then need to check whether v(h+h′) =
vh + vh′ for all v ∈ V . If we can find these pairs h,h′ algorithmi-
cally, decidability is shown (Wewill see that looking at one specific
morphism ϕ is enough.).
Thus, the problem boils down to deciding, given two regular
forest languages L1,L2 , whether π (L1)∩π (L2) is empty. We will
reduce this to the problem of deciding whether two regular forest
languages – computed from L1,L2 – have nonempty intersection.
We will use the following tool:
Definition20 (DistributiveNormal Form). Define amapΨ : HΣ →
HΣ as follows.
Consider a forest f := β1[f1] + ... + βn[fn] (n ≥ 0). Here,
β1, ..., βn are symbols from Σ, some or all of which can be iden-
tical, and f1, ..., fn are forests. For each β ∈ {β1, .., βn}, define
Fβ := { fi : βi = β} ⊂ { f1, ..., fn}
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Then, set
Ψ(f ) :=
∑
β ∈{β1, ...,βn }
β
©­«Ψ

∑
f ′∈Fβ
f ′
ª®¬
An example is provided in Figure 3.
Proposition 21. Let f , f ′ ∈ HΣ.
1. No two distinct sibling nodes in Ψ(f ) are labeled with the
same symbol.
2. π (f ) = π (Ψ(f )).
3. π (f ) = π (f ′) if and only if Ψ(f ) = Ψ(f ′).
Proof. (1) By induction over the height of forests. (2) is immediate
from the definition of Ψ. For (3), the ‘if’ direction follows from (2).
For the ‘only if’ direction, observe that, for any given pathset, there
is only a single forest (up to order of siblings) having this pathset
and satisfying the condition that no sibling nodes have the same
symbol. 
Due to the second property, we will use Ψ(f ) as a suitable repre-
sentative forest for the path set π (f ). In certain ways, Ψ(f )will be
better-behaved than a general forest f . The following proposition
shows that the image of languages under Ψ is also well-behaved:
Proposition 22. Let L be a regular forest language. Then Ψ(L) is
a regular forest language and can be effectively constructed from
(an automaton for) L.
It is important to note that the image Ψ(L) is not recognized
by a horizontally idempotent forest algebra, as multiplicity of chil-
dren does matter. The recognizing finite forest algebra will be hor-
izontally commutative but not idempotent. This proposition and
proof is the one place in this paper where we deviate from our
convention that all forest algebras are horizontally commutative
and idempotent.
Proof. Let F = (H ,V ) be a finite forest algebra recognizing L via
morphism ϕ.
Let H ′ := Pow(Pow(H ))Σ ∪ {⊥} with the operation: f + f ′ =
⊥ if there is α ∈ Σ such that f (α), f ′(α) , ∅, or if one of f , f ′
is already equal to ⊥. Otherwise, (f + f ′)(α) = f (α) ∪ f ′(α). It
should be noted that this operation is not idempotent due to the
first condition, which makes f + f = ⊥ unless f (α) = ∅ for all
α . With this operation, H ′ is a commutative finite monoid with
identity f0 given by f0(α) = ∅ for α ∈ Σ.
Let V ′ be the finite monoid of all maps H ′ → H ′, which natu-
rally acts on H ′. It is easy to show that (H ′,V ′) is a finite forest
algebra (though not horizontally idempotent).
Then define amorphismψ : Σ∆ → (H ′,V ′) by first constructing
the images of the contexts consisting of only a single letter:ψ (α) :=
дα where byψ (α)we denote the image of the context consisting of
only α and a variable below it (α[X ]). Once we have chosen дα ∈
V ′ for each α , it is not hard to see that we obtain a unique forest
algebra morphism ψ : Σ∆ → (H ′,V ′) extending this map. Recall
that дα will need to be a map H ′ → H ′. We first set дα (⊥) = ⊥ for
all α . For f ∈ H ′− {⊥}, so f : Σ → Pow(Pow(H )), we furthermore
set
ψ (α)(f )(β) = ∅ when α , β
Finally, considering the case α = β , then for any Q ⊂ H , we set
Q ∈ ψ (α)(f )(α) if and only if there are sets Q1, ...,Ql ⊂ H such
that for each γ ∈ Σ such that f (γ ) , ∅, there is Pγ ∈ f (γ ) such
that
Q1 ∪ ... ∪Ql =
⋃
γ
Pγ
and
Q =
ϕ(α) ·

∑
h∈Qi
h
 : i = 1, ..., l

We now claim that, for h ∈ H , the language Ψ(ϕ−1(h)) − {∅} (that
is, removing the empty forest if it is in the language) is equal to
ψ−1({ f : ∃α : f (α) , ∅ ∧ ∀α ∈ Σ : f (α) = ∅ ∨ {h} ∈ f (α)})
whereψ is the forest algebra morphismψ : Σ∆ → (H ′,V ′) that we
just constructed. This is shown by induction over forests.
Considering that the empty forest is the only element of the
preimage of the identity element of H ′, this implies that Ψ(L) is
recognized by (H ′,V ′) via ψ . 
We can now show decidability of 2-distributivity:
Theorem 23. It is decidable whether a finite forest algebra is 2-
distributive.
Proof. Given a finite forest algebra F = (H ,V ), choose Σ := V ,
and let ϕ : Σ∆ → (H ,V ) be the (unique) morphism extending the
identity map ϕ : Σ → V , that is, mapping the context v[X ] to
v ∈ V .
Given two regular forest languagesL1,L2, it is decidablewhether
π (L1) ∩ π (L2) is empty. To prove this, we use the mapping Ψ in-
troduced in Definition 20. We can use Proposition 22 to effectively
checkwhether the regular forest languages Ψ(L1) andΨ(L2) have
nonempty intersection. From Proposition 21, we know that this
happens if and only if π (ϕ−1(h)) and π (ϕ−1(h′)) also have nonempty
intersection.
Using this resut, we can then, for each pair h,h′ ∈ H , effectively
check whether π (ϕ−1(h)) and π (ϕ−1(h′)) have nonempty intersec-
tion. If this is the case, we can check for each context type v ∈ V
whether v[h + h′] = vh + vh′. This equality holds for each v and
for each selected pair h,h′ if and only if ϕ(c(f + f ′)) = ϕ(c f +c f ′)
for all c ∈ VΣ and each f , f ′ ∈ HΣ such that π (f ) = π (f ′). This is
a necessary condition for F to be 2-distributive.
To prove that this is also sufficient, consider another alphabet
Σ
′ and a morphism ψ : Σ′∆ → (H ,V ). We can build a morphism
η : Σ′∆ → Σ∆ , generated by the map Σ′ → Σ defined by η(α) :=
ψ (α) ∈ Σ for α ∈ Σ′. Then ψ = ϕ ◦ η. Let f1, f2 ∈ HΣ′ with
π (f1) = π (f2), and let c ∈ VΣ′ . Then π (η(f1)) = π (η(f2)), and,
by assumption, ψ (c[f1 + f2]) = ϕ(η(c[f1 + f2])) = ϕ(η(c)[η(f1) +
η(f2)]) = ϕ(η(c)η(f1) + η(c)η(f2)) = ϕ(η(c f1 + c f2)) = ψ (c f1 + c f2).

8 Discussion
We have shown that 2-distributive finite forest algebras recognize
a subclass of PDL, and that 2-distributivity is a decidable property.
As we outlined in the Introduction, generalizing this approach
tok > 2would settle decidability of PDL. Our notion of 2-distributivity
can be generalized in the following way, slightly different than the
one given in [17]:
Definition 24. For each k ≥ 1, define a congruence ∼k on Σ
∆
=
(HΣ,VΣ) as follows:
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1. ∼1 is the smallest congruence such that f ∼1 f ′ whenever
f , f ′ ∈ HΣ and π (f ) = π (f ′).
2. For any k ≥ 1, ∼k+1 is the smallest congruence such that
v[f + f ′] ∼k+1 v f +v f
′
for any v ∈ VΣ and any f , f ′ ∈ HΣ such that f ∼k f
′.
For each k , the congruence ∼k encodes a k-fold iteration of the
distributive law. A forest algebra F is k-distributive if, for all mor-
phisms ϕ : Σ∆ → F, ϕ(f ) = ϕ(f ′) whenever f ∼k f
′. For k = 2,
this coincides with our definition above.
In analogy to Proposition 9 and a result from [17], it can be
shown that the wreath product ofk distributive forest algebras is k-
distributive. Determining, given a finite forest algebra F, whether
it is k-distributive for some k is a decidable problem. If one could
show that any finite k-distributive forest algebra only recognizes
languages in PDL, definability in PDL would therefore be shown
decidable [17]. We have solved this problem in the case k = 2.
Indeed, generalizing our Local-Global Theorem to k ≥ 2 is fea-
sible, and the proof method of our main result might be adapted
to construct an inductive proof. It would be sufficient to, given a
general k-distributive algebra, construct a wreath product of finite
distributive algebras and show that an appropriate derived forest
algebra is k − 1-distributive. To carry this out, a suitable strength-
ening of our Separation Lemma to a property stronger than sepa-
ration would be required.
PDL is a member of a larger family of forest languages for which
decidability of expressibility is still unknown, in spite of longstand-
ing interest and several attempts [14, 20]. For a range of tree and
forest logics, decidable characterizations have been obtained (see
[3] for a survey up to 2008; more recent results include [2, 4, 5,
11, 12] among others). However, for many more prominent logics,
including First-Order Logic with ancestor, CTL, CTL∗, PDL, and
Chain Logic, this problem remains open. As described in the intro-
duction, PDL extends bothCTL andCTL∗. All of these logics were
shown by [6] to correspond to iterated wreath products of specific
types of forest algebras satisfying a distributive law. Among these,
PDL stands out because it is characterized through products of ar-
bitrary distributive forest algebras, and can – at least at the level
k = 2 – be captured in terms of a k-fold iterated distributive law.
Therefore, our results might also shed light on this larger family
of open problems.
In the field of regular word languages and logic on words, the
study of finite monoids has been tremendously successful. Our
proof strategy highlights how the classical theory developed for
studying logic on words via wreath products of monoids carries
over faithfully to the setting of forest algebras: Our proof proceeds
by solving two sub-problems related to the left and right factors
in wreath product decompositions: a separation result and a Local-
Global theorem, which are then combined via the Derived Cate-
gory Theorem [21]. These steps are remarkably similar to results
from the theory of logic on words and finite monoids which also
reduce the problem of decidability to separation [13] and Local-
Global theorems [9].
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*
A General Definitions and Lemmas
Definition 25. [Pathsets: π , HD
Σ
, Π] Recall the map π : HΣ →
Pow(Σ∗)mapping forests to their path sets. The image of π is called
HD
Σ
. That is,HD
Σ
is the set of nonempty finite subsets of Σ∗ that are
closed under prefixes (wv ∈ X ⇒ w ∈ X ).
We extend π to an operation on forest languages:
π (L) := {π (f ) : f ∈ L} ⊂ Pow(Σ∗)
for L ⊆ HΣ.
When L ⊆ HΣ, then Π(L) ⊆ Σ∗ is the set of all paths occurring
in some forest in L:
Π(L) :=
⋃
f ∈L
π (f )
SinceΠ is defined in terms ofπ , Π is also well-defined on subsets
of HD
Σ
: If X ⊆ HD
Σ
, then Π(X ) :=
⋃
ϕ ∈X ϕ.
Proposition 26. Let L ⊂ HΣ be a regular forest language. Then
Π(L) ⊂ Σ∗ is a regular word language, and can be effectively con-
structed from (an automaton for) L.
Proof. Let F = (H ,V ) be a finite forest algebra recognizing L via
morphism ϕ. We want to construct a finite automaton recognizing
the word language Π(L). Let Q := Pow(V ) be the state set of this
automaton, and consider the transition functionQ × Σ → Q given
by
({v1, ...,vk },α) 7→ {v : ∃j = 1, ...,k, ∃h ∈ H : v = vj · ϕ(α) · Ih}
where by ϕ(α) we refer to the image of the context consisting of
only α and a variable below it (α[X ]), and Ih ∈ V is the insertion
operation defined in Definition 1. We take the starting state to be
{1V } ∈ Q , and the accepting states to be all nonempty subsets of
{v : ϕ−1(v · 0H ) ⊂ L}. By induction over the length of words, it is
shown that this automaton exactly accepts the language Π(L). 
For reference, we formulate the full version of the Derived Cat-
egory Theorem. It is not required for our main result, but will be
used in Appendix F for the proof of Example 12.
Theorem 27. [Full Version of the Derived Category Theorem,
[18]] Let Σ be an alphabet, and let α , β be morphisms from Σ∆
onto forest algebras (H1,V1), (H2,V2), respectively. Let (H ,V ) be a
forest algebra.
(a) Assume Dα ,β ≺ (H ,V ). Then
(H1,V1) ≺ (H ,V ) ≀ (H2,V2)
(b) Suppose α factors as
α = γδ : Σ∆ → (H1,V1)
where
δ : Σ∆ → (H ,V ) ≀ (H2,V2)
γ : Im δ → (H1,V1)
and that β = π (2)δ , where π (2) is the projection homomorphism
from the wreath product onto its right-hand factor. Then Dα ,β ≺
(H ,V ).
h
v
←− (h′ + h′′)
h′
h1
←− h′′
h2
←−
(a)
h′
v
←− h
h
h1
←−
h′
v
←− h
h
h2
←−
(b)
h′
v
←− h
h
h1
←− h
h2
←−
(c)
Figure 4. Examples of forest diagrams. In any locally distributive
derived forest category, the diagrams in (b) and (c) result in the
same value under the map Val.
B Proving the Local-Global Theorem
We will need the notion of forest diagrams:
Definition 28. Given a derived forest category C , a forest dia-
gram is a forest whose leaves are labeled with half-arrows of C
and whose internal nodes are labeled with arrows of C , subject to
the following consistency condition: Let n be a (non-leaf) node la-
beled with an arrow h2
v
←− h1, and let h3, ...,hk ∈ Obj(C) be the
endpoints of the arrows or half-arrows that label the root nodes of
the children of n. Then h3 + ... + hk = h1.
Examples are shown in Figure 4.
To any forest diagram one can assign a half-arrow of C by re-
cursively adding up the half-arrows assigned to siblings, and mul-
tiplying out the action of arrows on the half-arrows assigned to
their children. Let Val be the map assigning these values to forest-
diagrams.
One could think of forest diagrams as forming a ‘free forest cat-
egory’ – in analogy to Σ∆ , and Val being a ‘forest category mor-
phism’ to C , but we will not develop this perspective here.
Assume that C is a finite and locally-distributive derived forest
category. Let d be a forest diagram over C . Let us assume that d
contains two sibling nodes labeled with the same arrow h′
v
←− h
(see Figure 4b). Let d1,d2 be the forest diagrams below these two
nodes. The value of the sum of these two sibling nodes is(
h′
v
←− h
)
· Val(d1) +
(
h′
v
←− h
)
· Val(d2)
Since C is locally distributive, we know that this is equal to(
h′
v
←− h
)
· Val(d1 + d2)
Therefore, if we replace the two sibling nodes by a single node and
putd1+d2 below it (see Figure 4c), we obtain a new forest diagram
which evaluates to the same half-arrow in C as d did.
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If we apply this procedure iteratively, wewill, after finitelymany
steps, arrive at a forest diagram d̂ where no two sibling nodes are
labeled by the same half-arrow, and for which Val(d̂) = Val(d). In-
deed, taking Ψ from Definition 20, the result d̂ is equal to Ψ(d).
Let ΣC be the alphabet consisting of all arrows and half-arrows
of C . Then each forest-diagram is a forest in HΣC .
With this view, d̂ and d have the same pathsets: π (d̂) = π (d)
(Proposition 21.2). Furthermore, it is not hard to see that for any
other forest diagram d ′ with π (d ′) = π (d), we would have arrived
at the same modified diagram d̂ (Proposition 21.3). This implies
that Val(d) is determined by π (d).
Having established this, we can prove the theorem:
Proof of the Local-Global Theorem 19. Assume thatC is a finite and
locally-distributive derived forest category.
Let h
c
←−, h′
c ′
←− be distinct half-arrows in C . By the previous
argument,
π (Val−1(h
c
←−)) ∩ π (Val−1(h′
c ′
←−)) = ∅
Certainly, the sum of the two half-arrows has to be distinct
from at least one of them: At least, h
c
←− +h′
c ′
←−, h
c
←− or h
c
←−
+h′
c ′
←−, h′
c ′
←−. We’ll assume that the first one holds. Then, we
know π (Val−1(h
c
←− +h′
c ′
←−)) ∩ π (Val−1(h
c
←−)) = ∅
Recall the operation Π from Definition 25: For any forest lan-
guage L, we define Π(L) ⊆ (ΣC )
∗ as the set of all paths occurring
in some forest in L:
Π(L) :=
⋃
f ∈L
π (f )
Now consider the setsΠ1 := Π(Val
−1(h
c
←−)) andΠ2 := Π(Val
−1(h′
c ′
←−
)). Assume that there is d1 ∈ Val
−1(h
c
←−) such that π (d1) ⊆ Π2.
Then we can find d3 ∈ Val
−1(h′
c ′
←−) such that π (d1) ⊆ π (d3). Ob-
serve π (d1) = π (d3 + d1) and d3 + d1 ∈ Val
−1(h
c
←− +h′
c ′
←−). This
means π (d1) ∈ π (Val
−1(h
c
←− +h′
c ′
←−)) ∩ π (Val−1(h
c
←−)), contra-
diction.
This means that there is no d1 ∈ Val
−1(h
c
←−) such that π (d1) ⊆
Π2. Said differently, for any d1 ∈ Val
−1(h
c
←−), we have π (d1) ∩
(Π1 − Π2) , ∅.
This means that, in order to separate forest diagrams evaluat-
ing to h
c
←− from those evaluating to h′
c ′
←−, it is sufficient to check
whether the pathset of the diagram in question contains an ele-
ment of Π1 − Π2.
We want to show that Π1,Π2 ⊂ Σ∗C are regular word languages
over the finite alphabet ΣC . Being a finite derived forest category,
C is equal to Dϕ,ψ for some forest algebra morphisms ϕ,ψ into
finite forest algebras. Thus, Val−1(h
c
←−) and Val−1(h′
c ′
←−) are rec-
ognized by combining a morphism into the (finite) image of ϕ that
disregards the start- and end-points of (half-)arrows and otherwise
behaves like ϕ, with a regular language that checks whether the
start- and end-points of the node labels are locally consistent. By
Lemma 26, it follows that Π1 and Π2 are regular word languages
over ΣC .
Thus, by Proposition 6, there is a finite distributive forest alge-
bra F and a morphism η : (ΣC )
∆ → F which recognizes the set of
forests whose path set intersects Π1 − Π2. While we cannot hope
that this morphism recognizes the set of such forest diagrams, it
certainly separates the class of diagrams whose path sets intersect
Π1 − Π2 from those for which this doesn’t hold.
For each pair of half-arrows h
c
←−, h′
c ′
←− inC , we obtain a finite
distributive forest algebra F
h
c
←−,h′
c′
←−
and a morphism η
h
c
←−,h′
c′
←−
in this manner. We then let F̂ be the direct product of these finitely
many algebras, and η̂ the direct product of these morphisms. Cer-
tainly, F̂ is finite and distributive. To construct a division C ≺ F̂
(recall Definition 14), we assign to each half-arrow h
c
←− in C the
set of half-arrows in F̂ that are in the image of Val−1(h
c
←−) under
η̂, and similarly for arrows. One can verify that these assignments
preserve operations as required in Definition 14. More importantly,
the previous arguments guarantee that they satisfy the injectivity
condition required in Definition 14:
For a contradiction, let h
c
←−, h′
c ′
←− be distinct half-arrows in
C that are mapped to overlapping sets in H
F̂
: д ∈ K
h
c
←−
∩ K
h′
c′
←−
This means that there are forest diagrams f1, f2 such that Val(f1) =
K
h
c
←−
, Val(f2) = K
h′
c′
←−
, but η̂(f1) = η̂(f2) = д. In particular,
η
h
c
←−,h′
c′
←−
(f1) = η
h
c
←−,h′
c′
←−
(f2). By the choice of η
h
c
←−,h′
c′
←−
, this
is impossible. The argument for arrows is similar.
In conclusion, we have shown that the assignment is injective
and C divides the finite distributive forest algebra F̂.

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C Proving the Separation Lemma
Recall from the beginning that trees and forests are horizontally
commutative and idempotent. Informally, order and multiplicity
of children in a tree and of trees in a forest don’t matter. To fix
notation, we denote a tree with root symbol α and children set
C = {t1, ..., tn} as α[C].
We are given regular forest languages L1,L2. We want to show
that, if the images of L1,L2 under π are disjoint, then some lan-
guage recognized by a wreath product of three finite distributive
algebras separates L1,L2.
We will prove a stronger statement to ‘load the induction hy-
pothesis’. This stronger statement will be the Main Lemma 30. In
order to state and prove it, a few more notions are needed.
C.1 Preliminaries
We will need a notion of rules that is analogous to transitions in
bottom-up tree automata:
Definition 29 (Rules). Let F = (H ,V ) be a forest algebra, and
ϕ : Σ∆ → (H ,V ) a morphism.
A rule is a tuple
(h0,α , {h1, ...,hk }) ∈ H × Σ × Pow(H )
such that
h0 = ϕ(α)[h1 + ... + hk ]
The set of rules forF = (H ,V )withmorphismϕ is calledRules(F,ϕ).
For ρ ∈ Rules(F), let L(ρ) be the set of nonempty forests where
all top-level rule applications are of rule ρ = (h0,α , {h1, ...,hk }).
Formally, a nonempty forest f belongs to L(ρ) iff, for any tree
t ∈ f , (1) the root symbol of t is α , and (2) ifC is the set of trees that
are children of the root node of t , then {ϕ(c) : c ∈ C} = {h1, ...,hk }.
For convenience, we will use the same notation for elements of
H : L(h) := ϕ−1(h) for h ∈ H .
C.2 Main Lemma and Proof of Separation Lemma
Lemma 30 (Main Lemma). Let F = (H ,V ) be a finite forest alge-
bra, and ϕ : Σ∆ → (H ,V ) a morphism. There is a map P assigning
to each ρ ∈ Rules(F) a language P(ρ) ⊆ HΣ such that the follow-
ing four statements hold:
(A) For any ρ ∈ Rules(F,ϕ), we have
L(ρ) ⊆ P(ρ)
(B) For all ρ, ρ′ ∈ Rules(F,ϕ), P(ρ) ∩P(ρ′) is empty if and only
if πL(ρ) ∩ πL(ρ′) is empty.
(C) For any ρ1, ...ρk ∈ Rules(F,ϕ), the language
{ f = f1 + ... + fk : fi ∈ P(ρi )}
is recognized by a wreath product of three finite distributive forest
algebras.
(D) For any ρ ∈ Rules(F,ϕ) and any forest f = {t1, ..., tl }, where
each ti is a tree, we have f ∈ P(ρ) if and only if all the singleton
forests {ti } (i = 1, ..., l ) are in P(ρ).
Each P(ρ) can be seen as a PDL approximator of the language
L(ρ). While (A) guarantees that these approximators are sufficiently
‘large’, (B) guarantees that they suffice to construct a PDL separa-
tor whenever L(ρ) and L(ρ′) are separable by π at all. We’ll prove
the Main Lemma below in Appendix D. Using the Main Lemma,
we prove the Separation Lemma:
Proof of the Separation Lemma 17. Since L1,L2 are regular, there
is a finite forest algebraF = (H ,V ) which recognizes both L1 and
L2 via a morphism ϕ : Σ∆ → F.
Any forest f in HΣ can be uniquely written as a sum of forests
from languages L(ρ), with ρ ∈ Rules(F,ϕ). If, for each forest f ,
we use Rf to denote the collection of these ρ’s, we can assign to
each h ∈ H a set
Qh := {Rf : f ∈ ϕ
−1(h)}
We can assume that ϕ is onto, so this set is always nonempty. Each
element of this set is a subset of the finite set Rules(F,ϕ). Thus,Qh
itself is finite. Given the choice of Qh , we can write
ϕ−1(h) :=
⋃
q∈Qh
∑
ρ ∈q
L(ρ)
Using the map P from the Main Lemma, we then define
Ph :=
⋃
q∈Qh
∑
ρ ∈q
P(ρ)
By condition (C) of the Main Lemma, each
∑
ρ ∈q P(ρ) is recog-
nized by awreath product of three finite distributive algebras. Since
Qh is finite, Ph is also recognized by a wreath product of three fi-
nite distributive algebras.
Furthermore, letG be a wreath product of three finite distribu-
tive algebras that recognizes all languages Ph via a morphism ϕG.
Again, this is possible since H is finite.
Let h1,h2 ∈ H . Assume π (ϕ−1(h1)) ∩ π (ϕ−1(h2)) = ∅. Then for
all q ∈ Qh1 ,q
′ ∈ Qh2 , we have
π
(∑
ρ ∈q
L(ρ)
)
∩ π
©­«
∑
ρ ∈q′
L(ρ)
ª®¬ = ∅
Hence, there is ρ0 ∈ q such that π (L(ρ0)) ∩ π (L(ρ′)) = ∅ for all
ρ′ ∈ q′, or the same with q,q′ reversed.
Proof of this. Assume for each ρ ∈ q, there is ρ′ ∈ q′ such
that π (L(ρ)) ∩ π (L(ρ′)) , ∅, and the same with q,q′ reversed.
First, for ρ ∈ q, let ϕρ ∈ π (L(ρ)) ∩ π (L(ρ′)). Then, for ρ ∈ q′,
let ϕ′ρ ∈ π (L(ρ)) ∩ π (L(ρ
′)). Then define ϕ̂ :=
∑
ρ ∈q ϕs +∑
ρ ∈q′ ϕ
′
ρ . By definition, ϕ̂ ∈ π
(∑
ρ ∈q L(ρ)
)
∩π
(∑
ρ ∈q′ L(ρ)
)
.

From condition (B) of the Main Lemma, we can deduce P(ρ0) ∩
P(ρ′) = ∅ for all ρ′ ∈ q′ (or q, depending on where ρ0 came from).
From this, we want to deduce(∑
ρ ∈q
Pρ
)
∩
©­«
∑
ρ ∈q′
Pρ
ª®¬ = ∅
This follows from condition (D) of the Main Lemma: If this inter-
section were nonempty and contained a forest f , this forest would
contain a tree t such that {t} ∈ P(ρ0) and {t} ∈ P(ρ′) for some
ρ′ ∈ q′ – a contradiction.
Since q,q′ were chosen arbitrarily,
©­«
⋃
q∈Qh1
∑
ρ ∈q
Pρ
ª®¬ ∩ ©­«
⋃
q∈Qh2
∑
ρ ∈q
Pρ
ª®¬ = ∅
which means that Ph1 ∩ Ph2 = ∅.
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Now consider
P1 :=
⋃
h∈ϕ (L1)
Ph
P2 :=
⋃
h∈ϕ (L2)
Ph
These languages are recognized by G with morphism ϕG. Now
given πL1 ∩ πL2 = ∅, we have πϕ−1(h) ∩ πϕ−1(h′) for all h ∈
ϕ(L1),h′ ∈ ϕ(L2). By our previous reasoning, we get Ph∩Ph′ = ∅
for any such h,h′. Putting this together, we get P1 ∩ P2 = ∅, and
thus P1 ⊆ (HΣ − P2).
Since F recognizes L1,L2 via the morphism ϕ, we can write
L1 =
⋃
h∈ϕ (L1)
ϕ−1(h)
L2 =
⋃
h∈ϕ (L2)
ϕ−1(h)
By condition (A) of the Main Lemma, ϕ−1(h) ⊆ Ph holds for any
h ∈ H . Given the definition of P1,P2, we can concude L1 ⊆ P1
and L2 ⊆ P2.
Putting these results together, we find that
L1 ⊆ P1 ⊆ (HΣ − P2) ⊆ (HΣ − L2)
We can thus take X := P1, completing the proof of the Separation
Lemma 17. 
D Proving the Main Lemma
The goal in this section is to prove the Main Lemma 30.
For the proof, wewill utilize the following bit of notation. Recall
the set HD
Σ
from Definition 25.
Definition 31. Let F = (H ,V ). Let R, S ⊆ Rules(F,ϕ) or R, S ⊆ H .
Then 〈R, S〉 is a subset of HD
Σ
defined as follows:
d ∈ 〈R, S〉 if and only if there are forests f1, f2 such that π (f1) =
π (f2) = d , and there are r1, ..., rn ∈ R, s1, ..., sk ∈ S (n,k > 0) and
f1 ∈ L(r1) + ... + L(rn )
f2 ∈ L(s1) + ... + L(sk )
Recall the operation Π mapping forest languages to subsets of
Σ
∗. Wewill also apply it to subsets ofHD
Σ
: ForX ⊆ HD
Σ
, set Π(X ) :=⋃
x ∈X x .
Definition 32. The height of a forest is the length of the longest
paths. Formally, we define height(α[C]) := 1 + maxt ∈C height(t),
withmax ∅ := 0. If f is a forest, we set height(f ) := maxt ∈f height(t),
with max ∅ := 0.
We will frequently use:
Zn (L) := { f ∈ L : height f ≤ n}
Since the height of a forest only depends on its pathset and the
elements of HD
Σ
are finite sets, we can write ZnX even when X ⊆
HD
Σ
.
The goal is to prove theMain Lemma 30.We prove the following
stronger version. Recall the operation Π from Definition 25, and
ZnL from Definition 32.
Lemma 33 (Stronger Version of Main Lemma). Let F = (H ,V ) be
a finite forest algebra, and ϕ : Σ∆ → (H ,V ) a morphism. There is
a map P assigning to each R ⊆ Rules(F) a language P(R) ⊆ HΣ
such that the following four statements hold:
(A) For any R ⊆ Rules(F,ϕ), and for any ρ1, ..., ρk ∈ R (r ≥ 1),
we have
L(ρ1) + ... + L(ρk ) ⊆ P(R)
That is, P(R) extends the languages obtained by adding forests
that evaluate to rules in R.
(B) The following relationship between P(·) and the construct
〈·, ·〉 holds for all R, S ⊆ Rules(F,ϕ), and n ∈ N:
Π (ZnP(R) ∩ ZnP(S)) = ΠZn 〈R, S〉
Inwords: The following two operations yield the same sets of paths:
1. Intersect the languages P(R), P(S), restricted to forests of
height ≤ n. Then compute the set of paths occurring in the
resulting forest language.
2. Compute the set 〈R, S〉 ⊆ HD
Σ
, and restrict to pathsets of
height ≤ n. Then compute the set of paths, that is, the union
over the resulting subset of HD
Σ
.
(C) For any ρ1, ...ρk ∈ Rules(F,ϕ), the language
{ f = f1 + ... + fk : fi ∈ P({ρi })}
is recognized by a wreath product of three finite distributive forest
algebras.
(D) For any R ⊆ Rules(F,ϕ) and any forest f = {t1, ..., tl } (each
ti being a tree), we have f ∈ P(R) if and only if all the singleton
forests {ti } (i = 1, ..., l ) are in P(R).
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To obtain Lemma 30, we take P(ρ) from that version to be the
map P given here applied to the singleton {ρ}. Conditions (A), (C),
and (D) immediately follow. For condition (B), note that P({ρ}) ∩
P({ρ′}) is empty if and only ifZnP({ρ})∩ZnP({ρ′}) is empty for
alln. Now, since even empty forests have a nonempty pathset (con-
sisting of the empty path), ZnP({ρ}) ∩ ZnP({ρ′}) is empty if and
only if Π(ZnP({ρ}) ∩ ZnP({ρ′})) is. Now, by (B) from Lemma 33,
this is empty if and only if ΠZn 〈{ρ}, {ρ′}〉 is empty. By defini-
tion of 〈·, ·〉, the term 〈{ρ}, {ρ′}〉 is actually equal to πL(ρ) ∩
πL(ρ′). Reversing the previous arguments from this paragraph,
ΠZn(πL(ρ) ∩ πL(ρ
′)) is empty for all n if and only if πL(ρ) ∩
πL(ρ′) is empty. We have proven Condition (B) from Lemma 30.
This shows that Lemma 30 follows once Lemma 33 is proven.
We first construct themap P and show (A), (C), and (D). Proving
(B) will be a bigger task. We split this up into three sections: (1) the
right-to-left inclusion, (2) the left-to-right inclusion in the case of
small heights n ≤ N , (3) the left-to-right inclusion on the case of
large heights n > N .
D.1 Distributive Approximators
We first define a family of languages recognized by finite distribu-
tive forest algebras, acting as the right-most factors of the wreath
products we want to build. For each rule ρ, the language ∆(ρ)will
be a distributive approximation of L(ρ), and should at least con-
tain the trees belonging to L(ρ). Intuitively, ∆(ρ) should be the
smallest language extending L(ρ) that is recognized by a finite
distributive forest algebra. Such a language would have to be a su-
perset ofπ−1πL(ρ). However, such a smallest language does not in
general exist. For any fixed height limit N , we can find a finite dis-
tributive forest algebra which agrees with π−1π (L(ρ)) for forests
of height up to N , but in general, no finite forest algebra can recog-
nize π−1π (L(ρ)). Our strategy will be to specify a height limit N
up to which ∆(ρ) will (in a certain sense) agree with π−1π (L(ρ)).
This height limit is specified by the following lemma:
Lemma34 (Constant). There isN ∈ N such that, for any choice of
s ∈ HF, S1, S2 ⊆ Rules(F), and n ≥ N , at least one of the following
two statements holds:
1. There is f ∈ L(s) such that
π (f ) ⊆ ΠZn 〈S1, S2〉
2. For each f ∈ L(s), we have
π (f ) ∩ (Π(L(s)) − Π(〈S1, S2〉)) , ∅
Proof. We show that violation of (2) entails (1).
Fix s, S1, S2. Assume f ∈ L(s) and π (f )∩(Π(L(s))−Π(〈S1, S2〉)) =
∅. Since π (f ) ⊆ Π(L(s)), we also get π (f ) ⊆ Π(〈S1, S2〉). Due
to horizontal imdepotency/commutativity, there is a forest д ∈
〈S1, S2〉 such that π (f ) ⊆ π (д). Let Ns,S1,S2 := height(д). Thus,
(†) π (f ) ⊆ ΠZNs,S1,S2 〈S1, S2〉.
SinceHF is finite, we can take an integerN := maxs,S1,S2 Ns,S1,S2 .
Furthermore,ZNs,S1,S2 〈S1, S2〉 ⊆ ZnLS1,S2 for any s, S1, S2. In view
of (†), if (2) is violated, then (1) holds. 
To define ∆, we collect some properties expressible by distribu-
tive algebras that represent ‘minimal requirements’ that any tree
in L(ρ) would certainly fulfil.
Definition 35. (Distributive Approximators) For ρ ∈ Rules(A), de-
fine a set of trees ∆(ρ) as follows:
Let t be a tree, with root symbol α . Then t ∈ ∆(ρ) iff these
conditions hold:
• The root symbol α is the symbol of the rule ρ. That is, ρ has
the form · · · ← α[. . . ].
• If t has height ≤ N , then there is a tree t ′ of height ≤ N
such that {t ′} ∈ L(ρ) and πt ′ ⊆ πt
• Take any s ∈ HF , S1, S2 ⊆ Rules(F), and assume that
π (д) ∩ (α ◦ (Π(L(s)) − Π(〈S1, S2〉))) , ∅
for any д ∈ L(ρ), where ◦ denotes concatenation: α ◦ A :=
{αw : w ∈ A}. Then, we have
π (t) ∩ (α ◦ (Π(L(s)) − Π(〈S1, S2〉))) , ∅
At this point, let’s point out the formal similarity between the
third condition in this definition to the second condition in Lemma 34.
We can think of the third condition as a coarse distributive approx-
imation to L(ρ) that is as fine-grained as allowed by sets of the
form Π(〈S1, S2〉). We will later use the definition of Π(〈S1, S2〉) and
Lemma 34 to see that this requirement, while quite weak, is useful
at heights > N .
D.2 Defining Approximators P
We now define the map P . The idea is that languages P(R) approx-
imate each πL(ρ) (ρ ∈ Rules(Fi)) exactly up to depth N given in
Lemma 34, and up to the granularity provided by sets of the form
Π 〈R, S〉 at greater depths.
Definition 36 (Trails, Traces). (Trails): Let f a forest. A trail in
f is a sequence of nodes starting at the root of one member tree,
continuing towards the leaf until it ends. Trails do not have to be
maximal.
(Traces): Let TracesF ∈ Rules(F,ϕ)
∗ as follows: τ ∈ TracesF iff,
for all 1 ≤ i < i + 1 ≤ |τ |, there is si ∈ HF such that
τi has the form · · · ← . . . {. . . , si , . . . }
τi+1 has the form si ← . . . {. . . }
Given a pathw ∈ Σ∗ , we set TracesF(p) to be the set of traces τ
where |w | = |τ | and the transition symbol of rule τi is equal to the
symbolwi , for all i .
We’re ready to define the approximators P:
Definition 37 (Approximators). Let ρ ∈ Rules(F). We say that a
trail p in a forest satisfies the conditions for a rule ρ if there is a
trace ζ ∈ TracesFi such that (1) |ζ | = |p |, (2) ζ0 = ρ, and (3) for
each j ∈ {1, ..., |p |}, having the j-th node in p as its root is in ∆(ζj ).
Now let R ⊆ Rules(F). Then P(R) ⊆ HΣ is the language of
nonempty forests where every trail satisfies the conditions for some
ρ ∈ R.
Let us first note that Condition (D) of the Main Lemma is an
instant consequence: As P is defined in terms of trails, it is enough
to check membership of each singleton forest.
D.3 Proving Condition (C) in the Main Lemma
In order to prove Condition (C), which states recognition bywreath
products of finite distributive algebras, we will need the operation
Ψ fromDefinition 20. Using this construction, we can first establish
the following result for P(R):
Proposition 38. For each R, the language P(R) is recognized by
a wreath product of two distributive finite forest algebras.
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Proof. We first want to show that, for any ρ ∈ Rules(F), the lan-
guage ∆(ρ) is recognized by a finite distributive forest algebra.
Recall Proposition 6. In view of this, the first two conditions
in the definition of ∆(ρ) can certainly be represented by a finite
distributive forest algebra.
Now, let us consider the third condition. Π(s) is a regular lan-
guage of words (Proposition 26). To show that Π(〈S1, S2〉) is also
regular, we can make use of Ψ (Definition 20). For i = 1, 2, letL(Si )
be the language of forests f1 + ...+ fn , where fj ∈ L(ρj )with ρj ∈
Si , for all j. Given that F is finite, the languages L(S1), L(S2) are
regular forest languages. By definition of 〈·, ·〉, we have 〈S1, S2〉 =
π (L(S1)) ∩ π (L(S2)). By Proposition 21, we have π (Ψ(L(Si ))) =
π (L(Si )). Thus,we can rewrite 〈S1, S2〉 = π (Ψ(L(S1)))∩π (Ψ(L(S2))).
Now observe that, again due to Proposition 21, we can permute π
outside of Boolean operations when they apply to images of Ψ. In
our case, π (Ψ(L(S1))) ∩ π (Ψ(L(S2))) = π (Ψ(L(S1)) ∩ Ψ(L(S2)))).
We can therefore writeΠ(〈S1, S2〉) asΠ(Ψ(L(S1))∩Ψ(L(S2))), which
is a regular word language by Proposition 26 and Proposition 22.
Thus, Proposition 6 also allows us to encode the third condition in
a finite distributive forest algebra.
Since F is a finite forest algebra, there is a finite distributive
algebra recognizing all languages ∆(ρ) (ρ ∈ Rules(F)). Checking
whether a sequence of rules is a valid trace only requires testing
pairs of adjacent symbols. Therefore, TracesF is a regular word lan-
guage. Using the characterization of wreath products in terms of
sequential composition (Theorem 4.2 of [6]), it follows that P(R)
is recognized by a wreath product of two finite distributive alge-
bras. 
We can now prove condition (C) from the Main Lemma:
Proposition 39. For any r1, ...rk ∈ R, the language
{ f = f1 + ... + fk : fi ∈ P({ri })}
is recognized by a wreath product of three finite distributive forest
algebras.
We show this as an instance of a general fact:
Proposition 40. Let L1, ...,Ln be languages closed under addi-
tion (f , f ′ ∈ Li implies f + f ′ ∈ Li ) and under taking nonempty
subsets ofmember forests – that is, for any f ∈ Li and ∅ ( f ′ ⊆ f
we have f ′ ∈ Li .
Let F := (H ,V ) be a forest algebra recognizing L1, ...,Ln via
morphism ϕ. Then there is a finite distributive algebraG such that
G ≀F recognizes the language L1 + ... + Ln .
By definition of P , each P(R) is closed under taking nonempty
subsets of member forests: Since P(R) is defined in terms of traces,
a forest f is in P(R) if and only if all the trees in f are in P(R).
Therefore, the previous proposition is an instant consequence of
this fact.
Proof. Let H1 be Pow(Pow({1, ...,n})) with union as the monoid
operation, and let V1 ⊆ H
H1
1 consist of (1) the set of constant func-
tions H1 → H1, and (2) the set of functions fK : L 7→ K ∪ L
(K ,L ⊆ Pow({1, ...,n})). V1 is a monoid, with function composi-
tion as the operation, and f∅ as the identity element.V1 acts on H1
by v · h := v(h). For h ∈ H1, we can set Ih to be fh . Thus, (H1,V1)
is a finite forest algebra.
Let’s verify that (H1,V1) is distributive: Consider v[h1 + h2]. If
v is a constant function, this is certainly equal to vh1 + vh2. Now
consider the case where v = fK . Then v[h1 + h2] = K ∪ h1 ∪ h2 =
(K ∪ h1) ∪ (K ∪ h2) = v[h1] + v[h2]. We have shown that (H1,V1)
is distributive.
We claim that (H1,V1) ≀F recognizes the language L1 + ...+Ln .
For each context type of the form v = α[X ] ∈ VΣ – that is,
consisting only of a variable and a parent node labeled α , define a
function fα : H → V1 given by
fα (h)(h
′) ≡ {{i : α[ϕ−1
F
(h)] ∩ Li , ∅}}
(independent ofh′, given that fα (h) is a constant function). We can
set η(α[X ]) := (fα ,ϕ(α)) and can extend this map to a morphism
η : Σ∆ → (H1,V1) ≀F.
For a forest f , which we can write as a sum of trees t1 + ... + tn ,
we have η(f ) = {{i : tj ∈ Li } : j = 1, ...,n}. Therefore,L1+..+Ln
is the set of trees f where (1) each element of η(f ) is nonempty, (2)
each i = 1, ...,n occurs in some element of η(f ).
Thus, (H1,V1) ≀F recognizes L1 + ... + Ln via η. 
D.4 Correctness of Approximators
We now show Condition (A) of the Main Lemma, which is to es-
tablish that the distributive approximators ∆(ρ) and the approxi-
mators P(R) are ‘big’ enough to include the intended languages:
Proposition 41. Let ρ ∈ Rules(F). Let t be a tree such that {t} ∈
L(ρ). Then t ∈ ∆(ρ).
Proof. Directly from the definition of ∆(ρ). 
Proposition 42 (ConditionAof theMain Lemma). ForR ⊆ Rules(Fi)
and any r1, ..., rn ∈ R (n ≥ 1), we have
L(r1) + ... + L(rn ) ⊆ P(R)
Proof. We check this by going through the definition of P .
Let f ∈ L(r1) + ... + L(rn ). Let p be a maximal trail (we only
allow nonempty trails in the definition of ‘trail’) in f . Let τ ∈
(Rules(F)) |p | be the sequence of rules where τi is the rule that
the tree rooted at the i-th element of p evaluates to. That is, τ ∈
TracesF(p). Certainly, p must be running through some tree t in f .
There is a rule ρ = r j ∈ R such that t ∈ L(ρ). By choice of τ , we
have τ0 = ρ ∈ R. Again, by choice of τ , the tree rooted in the i-th
element of p is in L(τi ). By the preceding proposition, it is also in
∆(τi ).
By the definition of P , the claim follows. 
D.5 Right-to-Left Inclusion for Condition (B)
Up to this point, we have proven conditions (A), (C), (D) from the
Main Lemma. From Proposition 42, we can derive one of the two
inclusions of condition (B) in the Main Lemma, which will be the
goal of this section. Recall Ψ from Definition 20.
Proposition 43. Let f be a forest. If f ∈ P(R), then Ψ f ∈ P(R).
Proof. Consider a trail in Ψ f and some arbitrary trail consisting of
the same symbol sequence in f . For each node ν in Ψ f along the
trail, look at the corresponding node ν ′ along the trail selected in f .
For each node ν , let fν , fν ′ be the forests below ν ,ν ′, respectively.
Then fν is in the upward closure of fν ′ – that is, we can obtain fν
from fν ′ by adding nodes below existing nodes. From the definition
of ∆, one verifies easily that ∆(ρ) is upward-closed for each ρ. Also,
membership in ∆(ρ) only depends on the set of paths. Therefore,
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fν ′ ∈ ∆(ρ) implies fν ∈ ∆(ρ). Then the claim follows from the
definition of P(R). 
Now, we prove one of the two directions of the main lemma:
Proposition 44 (Right-to-Left Direction of the Main Lemma).
Π (ZnP(R) ∩ ZnP(S)) ⊃ Π 〈R, S〉 (6)
Proof. Let w ∈ Π 〈R, S〉. Then there is f ∈ 〈R, S〉 with w ∈ f .
Stated differently, there are f1, f2 such that π (f1) = π (f2) = f ,
height fi ≤ n, f1 ∈ L(r1) + ...L(rk ) and f2 ∈ L(s1) + ... + L(sj )
(rm ∈ R, sm ∈ S), andw ∈ π (fi ).
From Proposition 42, we know f1 ∈ P(R), f2 ∈ P(S). From
Proposition 43, we conclude Ψ f1 ∈ P(R), Ψ f2 ∈ P(R).
Since π (f1) = π (f2), we actually have Ψ f1 = Ψ f2 (Proposi-
tion 21). Thus, Ψ fi ∈ P(R) ∩ P(S). Given height fi ≤ n, we have
Ψ fi ∈ (ZnP(R) ∩ ZnP(S)). In view of w ∈ π (f ) = π (Ψ fi ), we get
w ∈ Π(ZnP(R) ∩ ZnP(S)). 
D.6 Left-to-Right Inclusion at Small Heights
The goal of this section is to the prove the left-to-right inclusion
in condition (B) in the Main Lemma in the case when n ≤ N .
We say that a pathw ∈ π (f ) belongs to a trail p if |w | = |p | and
the node pi is labeledwi .
Lemma 45 (Technical Lemma). Let n ≤ N , ρ ∈ Rules(F). Take t
a tree. Let w ∈ π (t), belonging to trail p. Assume there is a trace
τ ∈ TracesF(w) such that the tree rooted in πi is in ∆(τi ), for each
i = 1, ..., |π |.
Then there is a tree д such that
1. д ∈ L(τ1)
2. w ∈ π (д) ⊆ π (t)
Proof. We do induction over the structure of the tree t .
The tree t has the form α[{t1, ..., tk }], where k ≥ 0 indexes the
children. (In the base case, k = 0 and there are no children). By
induction hypothesis, we can assume the lemma holds for each of
the trees ti .
By assumption, t ∈ ∆(τ1). Since t has height ≤ N , there is a tree
t ′ ∈ ZN (L(τ1)) such that Π(t
′) ⊆ π (t) according to the definition
of∆(τ1). Note that the root of t ′must beα , since there are no empty
trees.
If |τ | = 1, set д := t ′, and we have д = t ′ ∈ L(τ1) and w = α ∈
π (t ′) ⊆ π (t).
Now assume |τ | > 1. Then one of the children ti is rooted in τ1,
and α−1w ∈ π (ti ), belonging to trail p1... |p | . Also, τ
′ := τ1... |p | is
a trace and the tree rooted in τ ′j is in ∆(τ
′
j ) for each j = 1, ..., |τ
′ |.
Thus, we can apply the induction hypothesis and obtain a tree
д′ such that д′ ∈ L(τ2) and α−1w ∈ π (д′) ⊆ π (ti ).
Let t ′1, ..., t
′
l
be the children of t ′ (l ≥ 0, as the children set may
be empty). Now set д := α[{t ′1, ...t
′
l
,д′}]. Then w ∈ απ (д′) ⊆ π (д).
This shows (2).
Recall д′ ∈ L(τ2). The rule τ2 evaluates to a forest type q that
occurs on the right-hand side of τ1. Thus, since t ′ ∈ L(τ1), there is
a child t ′r ∈ L(q). Due to horizonal idempotency, (t
′
r + д
′) ∈ L(q).
Thus, {t ′1, ...t
′
l
,д′} evaluates to the same set of forest types ⊆ HF
as {t ′1, ...t
′
l
}. Therefore, д ∈ L(τ1). This proves (1). 
Lemma 46. Let n ≤ N and R ⊆ Rules(F). Then
πZn (P(R)) ⊆ 〈R,R〉
Proof. Take f ∈ ZnP(R). Let w ∈ π (f ). By definition of P , we
obtain a trail π in f belonging tow and a trace τ such that τ1 ∈ R
and the tree rooted at πi is in ∆(τi ), for i = 1, ..., |π |.
Let tw be the trail rooted at π1. From Lemma 45, we obtain a
tree t ′w such that t
′
w ∈ L(τ1) andw ∈ Π(t
′
w ) ⊆ π (t). Define a forest
д := {t ′w : w ∈ π (f )}. By construction, we have π (f ) = π (д), and
д ∈ L(r1) + ... + L(rk ) (r j ∈ R). Thus, π (f ) = π (д) ∈ 〈R,R〉. 
Corollary 47. Let n ≤ N and R, S ⊆ Rules(F). Then
Π(ZnP(R) ∩ ZnP(S)) ⊆ ΠZn 〈R, S〉
Proof. Let w ∈ Π(ZnP(R) ∩ ZnP(S)), so there is f ∈ (ZnP(R) ∩
ZnP(S)) with w ∈ π (f ). That is, π (f ) ∈ π (ZnP(R)) and π (f ) ∈
π (ZnP(S)). From Lemma 46, we have π (f ) ∈ 〈R, S〉. Since w ∈
π (f ),w is in the path set of that language, which proves the claim.

D.7 Left-to-Right Inclusion at Large Heights
To complete the Main Lemma, we prove the left-to-right inclusion
of condition (B) for arbitrary heights n.
Definition 48 (Quotients). If f is a forest, we write α−1 f :=⋃
f ′:α [f ′]∈f f
′. Thus, α−1 f is also a forest, consisting of all the
trees occurring below roots labeled α in members of f .
If L is a forest language, we write α−1L := {α−1 f : f ∈ L}.
Lemma 49 (Second Direction at Arbitrary Heights). Let R, S ⊆
Rules(F), and n ∈ N. Then
Π (ZnP(R) ∩ ZnP(S)) = ΠZn 〈R, S〉
Proposition 50. It suffices to prove Lemma 49 in the case where
all rules in R, S have the same transition symbol α .
Proof. Let any sets R, S ⊆ Rules(F) be given. We can partition the
set R into sets Rα (α ∈ Σ) according to the transition symbol, and
similarly for S .
Recall that our goal is to show the ⊇ direction, as the ⊆ direction
is already known from Proposition 44.
So let w ∈ ΠZn ((ZnP (R) ∩ ZnL (S))). Then there is a tree t
such that {t} ∈ ((ZnP (R) ∩ ZnL (S))) and w ∈ π (t). Let α := w1
be the root symbol of t . In view of the definition of P and ∆,
we can restrict the statement to rules with this symbol: {t} ∈
(ZnP(R
α ) ∩ ZnP (S
α )). Now let us presume that the lemma has
already been shown for the pair Rα , Sα . Applying this, we get
w ∈ ΠZn
(
P
(
Rα
)
∩ P
(
Sα
) )
= ΠZn
〈
Rα , Sα
〉
⊆ ΠZn 〈R, S〉

The remainder of this section will be devoted to completing the
proof of Lemma 49 under the assumption that all rules in R, S have
the same transition symbol α . This will then complete condition
(B) of the Main Lemma.
We only need to show ⊆, the other direction following from
Prop 44. We do induction over n and prove this for all sets of rules
simultaneously. We have already shown this for n ≤ N in Lemma
47, which serves as the inductive base. So, for the inductive step,
let n > N . During the inductive step, we will assume that sets R, S
of rules are given where all rules have the same transition symbol
α . Applying the previous proposition then completes the inductive
step for all sets R, S .
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Giving names to the two sides in the Lemma 49, the goal is to
prove equality between the path set of the language
ϕ := (ZnP (R) ∩ ZnP (S)) (7)
and the (finite) path set
д := ΠZn 〈R, S〉 (8)
Note that ϕ is a finite (due to Zn ) forest language, while д is a
finite set of words. That is, the goal of this section is to prove
Πϕ = д
We have Πϕ ⊇ д by Lemma 44.
We write R = {R1, ...,Rn1 }, and S = {R1, ...,Rn2 }. We write
(recall Definition 29)
Ri =
〈
si0,α , {s
i
l
: l = 1, ...,nRi }
〉
Si =
〈
t i0,α , {t
i
l
: l = 1, ...,nSi }
〉 (9)
When s ∈ HF, define
ρ(s) := {R ∈ Rules(F) : π (1)(R) = s} (10)
To apply the induction hypothesis, we consider
ϕ̂ := Zn−1P
(
n1⋃
i=1
⋃
l
ρ(si
l
)
)
∩ Zn−1P
©­«
n2⋃
j=1
⋃
l
ρ(t
j
l
)
ª®¬ (11)
Let us reflect what this means: Instead of the rules in R, we
take all the rules that evaluate to a forest type that appears on
the right-hand side of a rule in R. (The same for S .) The language
P
(⋃n1
i=1
⋃
l ρ(s
i
l
)
)
is a basic approximation to the quotient ofP(R)
by the root symbol α . Note that, as removing the root symbol re-
duces height, we’re using height n− 1 in the definition of ϕ̂. There-
fore, the object ϕ̂ is a basic approximation to the quotient of ϕ by
the root symbol α . Since it has smaller height, we can apply the in-
duction hypothesis. However, it might be larger than the quotient
of ϕ by α , so we’ll need to do extra work before we can use the
induction hypothesis to say something about f . This is the moti-
vating idea behind the remainder of the proof, where we ‘shrink’
ϕ̂ until its pathset is equal to that of the quotient of ϕ by the root
symbol α .
Here it might be useful to remark that P and ∪ do not commute.
For instance, P({ρ1}) ∪ P({ρ2}) ⊆ P({ρ1, ρ2}), but the converse
usually does not hold. The reason is that P looks at each trail sep-
arately and cannot ‘keep track’ of which tree ‘belongs’ to which
rule.
Returning to the proof, since height(ϕ̂) = n−1 < n, we can plug
ϕ̂ into the induction hypothesis, and obtain
Πϕ̂ =(IH ) ΠZn−1
〈(
n1⋃
i=1
⋃
l
ρ(si
l
)
)
,
©­«
n2⋃
j=1
⋃
l
ρ(t
j
l
)
ª®¬
〉
(12)
As the next proposition shows, we can view Πϕ̂ as an outer ap-
proximation to α−1д (recall Definition 48) and α−1Πϕ:
Proposition 51.
α−1д ⊆ α−1Πϕ ⊆ Πϕ̂
Note that α−1 refers to quotients of word languages here, not forest
languages.
α−1ϕ ⊆ ϕ̂
Note that α−1 refers to the quotient of a forest language here.
Proof. We already know the first inequality of the first claim since
we know д ⊆ Πϕ from Proposition 44. The second inclusion of the
first claim follows immediately from the second claim. Let’s now
prove the second claim:
Let f ∈ α−1ϕ. By definition of quotients of forest languages
(Definition 48), there is f ′ ∈ ϕ and t1, ..., tk ∈ f
′ such that ti =
α[fi ] (i = 1, ...,k) and f1 + ... + fk = f . Now we want to appeal to
the definition ofP (Definition 37). So letp be a trail in f , so it is also
a trail in some fi . This can be extended to a trail νp in ti (where ν is
the root of t ′). Since ti ∈ ϕ, we know {ti } ∈ P(R). By definition of
P , there is a trace τ ∈ TracesF such that (1) |τ | = |p |+ 1, (2) τ1 ∈ R,
say τ1 = Rk , (3) for each j ∈ {1, ..., |p | + 1}, the tree rooted at (νp)j
is in ∆(τj ). Now by the definition of TracesF and since τ1 = Rk ,
we know τ2 ∈
⋃
l ρ(s
k
l
) ⊆
⋃n1
i=1
⋃
l ρ(s
i
l
). So let τ ′ := τ2... |τ | ∈
TracesF . Then we have (1) |τ
′ | = |p |, (2) τ ′1 ∈
⋃n1
i=1
⋃
l ρ(s
i
l
), (3) for
each j ∈ {1, ..., |p |}, the tree rooted at pj is in ∆(τ ′j ). By definition
of P , we know f ∈ P
(⋃n1
i=1
⋃
l ρ(s
i
l
)
)
.
The proof for the S-part is analogous. Together, we get f ∈ ϕ̂.

We now want to prove that Πϕ = д, which as explained above
is exactly the statement of the Main Lemma to be proven. We con-
struct monotonically decreasing sequences ϕ̂k ⊆ H
D
Σ
andW 1
k
⊆ R,
W 2
k
⊆ S (k = 0, 1, ...). Our proof strategy will be to ‘sandwich’ Πϕ
between this decreasing sequence and д.
To make notation nicer, we will write (recall (11)):
S1
k
:=
⋃
i ∈W 1
k
⋃
l
ρ(si
l
)
S2k :=
⋃
i ∈W 2
k
⋃
l
ρ(t i
l
)
Definition 52. Here is the inductive definition:
• ϕ̂0 := ϕ̂,W 10 := R,W
2
0 := s
• We are in the k + 1-th step.
1. Case I : For each ρ ∈W 1
k
∪W 2
k
, there is a forest h ∈ L(ρ)
such that π (h) ⊆
(
αΠϕ̂k ∪ {ϵ}
)
.
We take
W s
k+1 :=W
s
k
for s = 1, 2.
2. Case II : Case I is not satisfied. That is, there is ρ ∈ W z
k
(z ∈ {1, 2}), such that, for each h ∈ L(ρ) we have π (h) *
αΠϕ̂k ∪ {ϵ}.
For definiteness, we take z = 1. So ρ ∈W 1
k
. Set
W 1
k+1 :=W
1
k
− {ρ}, W 2
k+1 :=W
2
k
The construction is symmetric if instead z = 2.
This concludes the inductive definition ofW 1
k
,W 2
k
. In either
of the two cases, we set
ϕ̂k+1 := ϕ̂k ∩
(
P(S1
k
) ∩ P(S2
k
)
)
Since |W 1
k
|+ |W 2
k
| gets strictly smaller whenever we are in Case
II, we can reach Case II only finitely often (If the sets happen to
become empty, Case I becomes trivially true.), and the sequences
W 1
k
,W 2
k
become stationary.
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Having defined the sequences ϕ̂k ,W
i
k
, we first note the follow-
ing:
Proposition 53. 1. For all k , we have
ϕ̂k+1 =
(
Zn−1P(S
1
k
) ∩ Zn−1P(S
2
k
)
)
2. Πϕ̂k+1 = ΠZn−1
(〈
S1
k
, S2
k
〉)
Proof. 1. is immediate from the definition.
2. follows from (a) and the induction hypothesis, analogous to
(12).

Recall that in Proposition 51 we established that ϕ̂ extends α−1ϕ.
We now show that this remains true for all ϕ̂k . This is the place
where the choice of N and ∆(ρ) come in crucially.
Proposition 54.
∀k : α−1ϕ ⊆ ϕ̂k (13)
Proof. By induction over k . In the case of k = 0, we established this
in Proposition 51.
In the inductive step, we want to show ϕ̂k ⊃ α
−1ϕ and already
know ϕ̂k−1 ⊃ α
−1ϕ. Assume ϕ̂k 2 α
−1ϕ. So there is a forest
f ∈
(
α−1ϕ − ϕ̂k
)
=
(
(α−1ϕ ∩ ϕ̂k−1) − ϕ̂k
)
(14)
We know that f is in ϕ̂k−1−ϕ̂k , which by Proposition 53 is equal
to
Zn−1
[
(P(S1
k−2) ∩ P(S
2
k−2)) − (P(S
1
k−1) ∩ P(S
2
k−1))
]
We have f ∈ α−1ϕ. This means there is a forest f0 ∈ ϕ such that
f is the collection of the children of the root nodes in f0 (all root
nodes in ϕ have label α ).
Recall that, by definition of P(R) (Definition 37), it is the lan-
guage of forests where each trail satisfies the conditions for some
ρ ∈ R.
From the definition of P and ϕ ∈ P(R), we know that each
maximal trail in f0 satisfies the conditions for some rule in R. Also,
there is a trail p ′ in f that does not satisfy the condition for any
forest type in S1
k−1. This trail extends to a trail p in f0 that does not
satisfy the condition for any rule inW 1
k−1
(+). The trail p satisfies
the conditions for some rule ρ ∈ R, since p ∈ ϕ and ϕ ∈ P(R). So
the trail p satisfies the conditions for some rules in R −W 1
k−1
but
for no rule inW 1
k−1
. From (+), we know ρ ∈ R −W 1
k−1
. So ρ was
removed at some prior stage k ′ < k − 1 of the construction.
So, in stage k ′, Case II was reached, and for every h ∈ L(ρ),
we have π (h) * αΠϕ̂k′ ∪ {ϵ}. Then there is a forest type s
q
l
from
the third component of ρ such that, for any h ∈ L(s
q
l
), we have
h * Πϕ̂k′ .
From Proposition 53.2, we have
Πϕ̂k′ = ΠZn−1
〈
S1
k′−1, S
2
k′−1
〉
⊆ Π
〈
S1
k′−1, S
2
k′−1
〉
(15)
Now take I := Π(L(s
q
l
))−Π
〈
S1
k′−1, S
2
k′−1
〉
. By (15), (*) I∩Πϕ̂k′ =
∅. At this point, we can apply Lemma 34: Since n ≥ N , for each
h ∈ L(s
q
l
), we have π (h) ∩ I , ∅. Therefore, for any h ∈ L(ρ),
we have π (h) ∩ (α ◦ I ) , ∅. From the third point in the definition
of ∆ (Definition 35), we conclude: (†) For each h ∈ ∆(ρ), we have
π (h) ∩ (α ◦ I ) , ∅.
We know p satisfies the conditions for ρ, so π (f0) ∈ ∆(ρ). Since
f0 ∈ ϕ, we get π (ϕ) ∩ (α ◦ I ) , ∅ from (†). As we have ϕ̂k−1 ⊃
α−1ϕ from the inductive hypothesis, we obtain π (ϕ̂k−1) ∩ (α ◦ I ) ,
∅. On the other hand, k ′ < k − 1 and thus ϕ̂k′ ⊃ ϕ̂k−1. This is
a contradiction to (∗). Thus, the initial assumption was incorrect.

Putting together what we have shown so far, we get a chain of
inequalities:
α−1д ⊆ α−1Πϕ ⊆ · · · ⊆ Πϕ̂3 ⊆ Πϕ̂2 ⊆ Πϕ̂1 ⊆ Πϕ̂ (16)
In order to sandwich α−1Πϕ between α−1д and the decreasing se-
quence Πϕ̂k , we show that the sequence ultimately takes on the
value α−1д. First, we show
Proposition 55. For k such that Case II is never reached for k ′ ≥
k − 1, we have
α(Πϕ̂k ) ⊆ д (17)
where α(Πϕ̂k ) := {αw : w ∈ Πϕ̂k }
Since Case II is reached only finitely many often, there in par-
ticular is such a k .
Proof. By assumption, for each ρ ∈ W 1
k
, there is ϕ ∈ L(ρ) such
that Π(ϕ) ⊆ Πϕ̂k . Also, for each ρ
′ ∈W 2
k
, there is ϕ ∈ L(ρ′) such
that Π(ϕ) ⊆ Πϕ̂k .
Therefore, for each ρ ∈W 1
k
and each ρ′, there is ϕ ∈ L(s
ρ
l
) such
that Π(ϕ) ⊆ α−1Πϕ̂k . And same forW
2
k
, t i
l
. (†)
By Proposition 53 (2), we know
αΠϕ̂k = αΠZn−1
〈©­­«
⋃
ρ ∈W 1
k
⋃
l
s
ρ
l
ª®®¬ ,
©­­«
⋃
ρ ′∈W 2
k
⋃
j
t
ρ ′
j
ª®®¬
〉
(18)
Now let d ∈ Zn−1
〈⋃
ρ ∈W 1
k
⋃
l s
ρ
l
,
⋃
ρ ′∈W 2
k
⋃
j t
ρ ′
j
〉
, so there are
forest types σj := s
ρ
l
(ρ ∈W 1
k
) such that d = π (f1 + ... + fk ) with
fj ∈ L(σj ). Using (†), for each ρ ∈W 1k and each j, there is ϕρ, j ∈
L(s
ρ
l
) such that Π(ϕ) ⊆ α−1Πϕ̂k . If we set d
′ := d ∪ π (
∑
ρ, j ϕρ, j ),
then we have d ⊆ d ′, but also
d ′ ∈ Zn−1
©­­«
©­­«
∑
ρ ∈W 1
k
∑
l
πL
(
s
ρ
l
)ª®®¬ ∩
©­­«
∑
ρ ′∈W 2
k
∑
j
πL
(
t
ρ ′
j
)ª®®¬
ª®®¬
Thus,d ⊆ d ′ ⊆ ΠZn−1
(∑
ρ ∈W 1
k
∑
l πL
(
s
ρ
l
)
∩
∑
ρ ′∈W 2
k
∑
j πL
(
t
ρ ′
j
))
Putting this together with (18), we obtain:
αΠϕ̂k = αΠ
©­­«
∑
ρ ∈W 1
k
∑
j
πZn−1L
(
s
ρ
j
)
∩
∑
ρ ′∈W 2
k
∑
j
πZn−1L
(
t
ρ ′
j
)ª®®¬
Considering how paths of forests are built from paths of their
children, we can rewrite this as(
αΠϕ̂k
)
∪ {ϵ} = Π
©­­«
∑
ρ ∈W 1
k
πZnL(ρ) ∩
∑
ρ ′∈W 2
k
πZnL(ρ
′)
ª®®¬
In view of the definition of 〈·, ·〉, the right-hand side is a subset
of ΠZn
〈
W 1
k
,W 2
k
〉
. We therefore get
αΠϕ̂k ⊆ ΠZn
〈
W 1
k
,W 2
k
〉
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NowW 1
k
⊆ R,W 2
k
⊆ S , and thus
αΠϕ̂k ⊆ ΠZn 〈R, S〉
The expression on the right side is equal to д by definition of д (8).
Taken together, we have shown αΠϕ̂k ⊆ д. 
As a converse to the last observation, we have:
Proposition 56.
д ⊆ Πϕ ⊆
(
{ϵ} ∪ (αΠϕ̂k )
)
Proof. Wehave shown the first inclusion,д ⊆ Πϕ, previously (Propo-
sition 44). Let’s consider the second one, Πϕ ⊆
(
{ϵ} ∪ (αΠϕ̂k )
)
.
We already know α−1ϕ ⊆ ϕ̂k (Lemma 54). This entails Π(α
−1ϕ) ⊆
Πϕ̂k . Since every tree occurring in elements of ϕ has α as its root
node symbol, we have Π(ϕ) = {ϵ} ∪αΠ(α−1ϕ). Thus, we conclude
Πϕ ⊆ {ϵ} ∪ (αΠϕ̂k ). 
From the last two Propositions, for large k , we get a chain of
inclusions
αΠϕ̂k ⊆ д ⊆ Πϕ ⊆
(
{ϵ} ∪ (αΠϕ̂k )
)
(19)
Considering ϵ ∈ д (any pathset must contain ϵ), we deduce(
{ϵ} ∪ (αΠϕ̂k )
)
= д
and, looking at the inclusion chain (19) again
д = Πϕ
This concludes, first, the inductive step, and thus the entire proof
of the Main Lemma.
E Proof of Proposition 10
Let F be two-distributive, and let ϕ : Σ∆ → F be a morphism. In
Definition 25, we defined HD
Σ
as the image of π and thus a set of
pathsets. However, we can also view it as a monoid of forest types:
Let ∼ be the congruence onHΣ defined by f ∼ f ′ ⇔ π (f ) = π (f ′).
This extends to a congruence onVΣ. The quotient of Σ∆ = (HΣ,VΣ)
by this congruence is an infinite forest algebra whose forest types
are precisely the elements of HD
Σ
. It is also not hard to show that
this infinite forest algebra is equal to the quotient of Σ∆ by the
congruence induced by v[h + h′] = vh + vh′, and is therefore
distributive. We will call this infinite distributive forest algebra
Σ
∆
D
= (HD
Σ
,VD
Σ
). Its forest types are equivalence classes of forests
that have the same path set, and can thus be represented as finite
path sets. We can extend π to a forest algebra morphism Σ∆ → Σ∆
D
,
which is the canonical projection for the congruence ∼.
The proof of the Proposition now closely follows the proof of
the main theorem. Analogous to that proof, let us consider Dϕ,π ,
which has infinitely many objects. Note that the proof of the De-
rived Category Theorem (Theorem 15) given by [18] applies even
when the involved algebras and categories are infinite. We want
to show that Dϕ,π is locally distributive. Let h,h
′ be objects, let
f1, f2 ∈ HArr(h), and let v ∈ Arr(h,h′). By the definition of the
Derived Category, we can write f1 as h
h1
←− and f2 as h
h2
←− . Also,
we can write v as h′
p
←− h, with p ∈ VF . We want to prove the
equality from Definition 18. Note that h1,h2 ∈ HF. In view of the
construction of the half-arrows in the derived category, there are
forests t1, t2 ∈ HΣ such that ϕ(ti ) = hi and π (ti ) = h for i = 1, 2.
Let α ′ ∈ ϕ−1(p). Since F is 2-distributive, we have ϕ(α ′[t1 + t2]) =
ϕ(α ′t1 + α
′t2). Applying ϕ, this means
p(h1 + h2) = p(h1) + p(h2)
In the derived category, this translates to
v(f1 + f2)) = v f1 +v f2
or, in arrow-based notation,
h′
p
←− (h
h1
←− +h
h2
←− ) = h′
p
←− h
h1
←− +h′
p
←− h
h2
←−
Thus, Dϕ,π is locally distributive.
It is not finite, so we cannot directly apply the Local-Global The-
orem 19 here. If we inspect the proof of the Local-Global Theorem,
we see that the first part still applies here: For any two distinct
half-arrows in Dϕ,π , we get
(†) πΣ′ (Val
−1(h
c
←−)) ∩ πΣ′ (Val
−1(h′
c ′
←−)) = ∅
where πΣ′ maps forest-diagrams to sets of paths over the alphabet
Σ
′ consisting of arrows and half-arrows of Dϕ,π . This alphabet is
infinite, but this needn’t concern us: Σ′∆ is again a free forest al-
gebra. Furthermore, Σ′∆
D
, the quotient by the congruence induced
by πΣ′ , is an infinite distributive algebra. We now construct a di-
vision Dϕ,π ≺ Σ
′∆
D
analogous to our reasoning in the proof of the
Local-Global Theorem. We assign to each half-arrow h
c
←− in Dϕ,π
the set of half-arrows in Σ′∆
D
that are in the image of Val−1(h
c
←−)
under πΣ′ , and similarly for arrows. As in that proof, this mapping
preserves operations, and, due to (†), is injective.
In view of Dϕ,π ≺ Σ
′∆
D
, the Derived Category Theorem now
implies that F divides the wreath product of the two infinite dis-
tributive algebras Σ′∆
D
and Σ∆
D
.
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F Proof for Example 12
To show that the syntactic algebra is 2-distributive, we first note
that π separates L1 and L2: We say that f is compatible with L1
if
max
n
(
anb ∈ π (f )
)
= max
n
(
anc ∈ π (f )
)
, while f is compatible with L2 if
1 +max
n
(
anb ∈ π (f )
)
= max
n
(
anc ∈ π (f )
)
These two conditions define disjoint subsets of HΣ, separate the
two languages, and are definable through a morphism into an infi-
nite distributive forest algebra. Now consider the following state-
ment
1. there is some nonempty path
2. each maximal path has the form dnam(b/c), where
a. the d ’s alternatingly have children that are compatible
(modulo π ) with L1 and compatible with L2
b. In each path dnamb , either (1) the b node has a c sibling
and for each a node and for the last d node, what comes
below it is compatible withL1 , or (2) theb node has an ac
sibling and for each a node and for the last d node, what
comes below it is compatible with L2
c. In each path dnamc , either (1) the c node has a b sibling
and for each a node and for the last d node, what comes
below it is compatiblewithL1, or (2) the last a node exists
and has a b sibling and for each a node before it and for
the last d node, what comes below it is compatible with
L2
This can be expressed by a morphism into a wreath product of
two infinite distributive algebras. One can show that this defines
L:
Proof. First, it is straightforward that all forests in L satisfy this
description. For the converse, we do induction over the size of
forests satisfying the description. We want to show that, for any
path where the forest below the last d node is compatible with L1,
those of its children whose roots are labeled a actually form an
element of L1 . Similarly for L2 . As the base case, we take those
forests that have only d nodes.
Now let f be a forest satisfying this description, and let π =
ν1...νn a maximal sequence of nodes from root to leaf, with ν1 a
root node and νn a leaf labeled b or c . We know there is at least
one d node, unless f is an empty forest (which is covered by the
base case). Let’s assume that what comes below the last d node is
compatible with L1. If νn is labeled b , it has a c sibling, otherwise
it is labeled c and has a b sibling. Thus, νn plus this sibling are in
L1.
We remove these two nodes. We then remove any a nodes that
have only a nodes below them.
• Case 1: The last d node has no a child. Then we can apply
the induction hypothesis or go directly to the base case.
If this is not the case, what comes below the lastd nodemust
be compatible with either L1 or L2.
• Case 2: What comes below the lastd node is still compatible
with L1. Then we apply the induction hypothesis.
• Case 3:What comes below the lastd node is now compatible
with L2 . We know that there is a path al+1c branching off
somewhere from our path, and it is in total at most as long
as our path was, and the longest a∗b path is shorter by one.
Contradiction, since what comes below the node at which
the two branches parted must have been compatible with
L1, which contradicts what we get when considering the
conditions placed on this al+1c path.
We have concluded that the a-children of the last d-node must
indeed have formed an element of L1.
So now let’s assume that what comes below the last d node is
compatible with L2. If νn is labeled c , νn−1 is an a node, and νn−1
has a b sibling. Let’s remove these two nodes, and then all a nodes
having only a nodes below them. Let’s assume that what comes
below the last d node is now compatible with L1. But then as pre-
viously we get a contradiction with conditions placed on the paths
that are now longest.
In conclusion, we have shown that the description given above
captures L. 
Now let F be the syntactic algebra with morphism ϕ and let
G be a finite distributive algebra with some morphismψ . Consider
the derived categoryDϕ,ψ . Considering Proposition 6, no language
recognized by a finite distributive forest algebra can separate L1
from L2. Thus, since G is finite and distributive, there are forests
f1 ∈ L1, f2 ∈ L2 with ψ (f1) = ψ (f2). On the other hand, d[f1] +
d[f2] ∈ L, while d[f1 + f2] < L. Thus,
ϕ(d[f1 + f2]) , ϕ(d[f1] + d[f2])
Since ψ (f1) = ψ (f2), the derived category is not locally distribu-
tive (recall Definition 18). So the derived category does not divide
any distributive forest algebra. Appealing to the second direction
of the Derived Category Theorem as stated in Theorem 27, we see
that, whenever G′ ≀G recognizes L, the algebraG′ cannot be dis-
tributive.
20
