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gating element that prevents the backflow of protons. In this study, we analyze two popular proposals for this element: isomer-
ization of the key branching residue (Glu-286) and (re)orientation of water molecules in the hydrophobic cavity. Using a multifac-
eted set of computational analyses that involve CcO embedded in either an implicit or explicit treatment of lipid membrane, we
show that neither Glu-286 nor active-site water likely constitutes the gating element. Detailed energetic and structural analyses
of the simulation results indicate that the gating-relevant properties of these structural motifs observed in previous work are likely
a result of the simplified computational models employed in those studies.INTRODUCTIONVectorial proton pumping is an essential bioenergetic
process in all life forms (1). Although many biomolecules
that carry out this function have been identified, the under-
lying principles that govern the vectorial nature of proton
pumping remain obscure. To address this issue, it is impor-
tant to establish the identity of the gating element(s) and
corresponding gating principle(s) that prevent the backflow
of protons. However, this is generally difficult to accomplish
even with high-resolution crystal structures, which usually
do not resolve the position of hydrogens/protons, let alone
their transfers.
A case in point is cytochrome c oxidase (CcO), which is
the terminal component in the electron transfer pathway in
cellular respiration (2–4). CcO reduces molecular oxygen
to water and uses the released chemical free energy to
pump protons across the lipid membrane in a stoichiometric
and efficient fashion. However, even after decades of struc-
tural, kinetic, mutagenesis, and computational analyses, the
identity of the gating element(s) in CcO remains hotly
debated. Whereas some authors have emphasized the impor-
tance of considering the energy penalty for transferring
protons in a fairly hydrophobic environment (5,6), others
have focused on the conformational preference of a key
side chain and water molecules (7). In particular, in molec-
ular simulations, Kaila and co-workers (8) observed that
the deprotonated side chain of a key branching residue,
Glu-286 (Rhodobacter sphaeroides number), strongly
prefers a downward orientation, which presumably shuts
off the backflow of protons. Therefore, they proposed that
Glu-286 is the essential valve that minimizes leakage of
the pump (7). Moreover, they observed that the orientation
of water molecules in the active site switches depending
on the redox state of Heme a and the binuclear centerSubmitted March 3, 2011, and accepted for publication May 5, 2011.
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0006-3495/11/07/0061/9 $2.00(BNC) (9). This led to the proposal that the water wire reor-
ientation is another major element that controls the appro-
priate branching of proton transfers, which was shown by
an elegant kinetic analysis (10,11) to be crucial for the
thermodynamic efficiency of proton pumping.
In this work, using more-elaborate molecular models for
CcO compared with previous work and a systematic anal-
ysis of the relevant energetics, we show that neither Glu-
286 rotation nor water wire reorientation acts as a robust
gating element in CcO. Our analysis indicates that the obser-
vations from the pioneering molecular simulations (8,9)
were most likely the result of using simplified models of
CcO, which highlights the importance of carefully bench-
marking the molecular model for a computational analysis
of complex proton pumping systems.MATERIALS AND METHODS
Our computational model is based on the x-ray structure of the
R. sphaeroides CcO in the fully oxidized state (Protein Data Bank entry
1M56 (12)), and most molecular-dynamics (MD) simulations are carried
out with the generalized solvent boundary potential (13) approach imple-
mented in CHARMM (14). This combination of molecular model and
simulation protocol has been benchmarked on the basis of detailed micro-
scopic pKa calculations (15), and the results are also consistent with
explicit membrane/solvent simulations (see below). The reference state is
the PR state, in which the ferryl iron of Heme a3 is bound to an oxygen
(Fe4þ¼ O2), and CuB in its cupric state is bound to a hydroxide (Cu2þ-
OH). In this work, we use the following notation to represent the
redox/protonation state of key cofactors: the first three letters indicate
the protonation state of Glu-286, Propionate D of Heme a3 (PRD), and
BNC, respectively, and the last two represent the oxidation state of
Heme a and BNC (e.g., PPDRO indicates protonated Glu-286, protonated
PRD, deprotonated BNC, reduced Heme a, and oxidized BNC). In total,
five states were computed (see below). In this work, the proton loading
site is assumed to be PRD, although more recent discussions point to
PRA (16,17). Nevertheless, because PRD is along the pathway from
Glu-286 to PRA, it would seem that PRD is at least transiently protonated,
and therefore the assumption that it is in a protonated state is sufficient for
the purpose of discussion here.doi: 10.1016/j.bpj.2011.05.004
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Enzyme model
The enzyme model is constructed on the basis of the x-ray structure for the
R. sphaeroides CcO in the fully oxidized state (Protein Data Bank entry
1M56 (12)) at 2.3 A˚ resolution. We note that all subunits of the CcO mono-
mer were included in this study, whereas most previous studies included
only subunit I or subunits I and II. We first solvate the protein using the stan-
dard overlay protocol using a box of equilibrated TIP3P waters, taking care
not to add waters in the expected membrane regions. Successive overlays of
the water boxes are performed with all solvent molecules within 2.8 A˚ of
any nonhydrogen protein atom removed in each iteration. Grand canonical
Monte Carlo (GCMC) simulations (18) are used to determine the number of
water molecules in the hydrophobic cavity in the active-site region, result-
ing in five water molecules inside the hydrophobic cavity (15). As for the
protonation states of the titratable groups, recent multiconformation
continuum electrostatics calculations on CcO (19) suggested that a cluster
of residues near the proton uptake (His-127–Glu-539) and release (His-93–
Glu-182) regions, as well as some other residues, have significantly shifted
pKa-values and thus nonstandard protonation states. These residues are
taken into account in our enzyme model. It should be noted that although
most of these residues are relatively far from Glu-286 or the BNC, a change
in their protonation states might have a nonnegligible cumulative effect
on the energetics at these sites depending on how effectively the protein
and the membrane environment screen the effect of the charges. As for
the protonation states of His-334 and Tyr-288, we use their neutral
form in our calculations on the basis of previous continuum electrostatics
results (19).
Generalized solvent boundary potential setup
Because the membrane dynamics is not expected to have a dominant impact
on the proton pumping process in CcO, we adopt the generalized solvent
boundary potential (GSBP) (13) protocol for its computational efficiency.
The system is partitioned into inner and outer regions, and only the micro-
scopic dynamics of the inner region is followed explicitly. The contribu-
tions from the outer region, including bulk solvation effects, are
approximated at the Poisson-Boltzmann (PB) level. We use the rectangular
boundary condition for the GSBP setup with dimensions of 40 A˚  40 A˚ 
56 A˚. The outer region has 10,562 atoms that are held fixed, and 8447 atoms
(7922 protein and 525 waters) that belong to the inner region are explicitly
simulated with MD. Protein atoms at the boundary of the inner and outer
regions are constrained according to a previously described protocol
(13,15). To be consistent with the GSBP protocol, the extended electro-
statics model (20) is used to treat the electrostatic interactions among
inner-region atoms in which interactions beyond 12 A˚ are treated with
multipolar expansions, including the dipolar and quadripolar terms. During
the MD simulations, all bonds involving hydrogen are constrained with
SHAKE to allow a 1 fs time step. Temperature control is achieved by
coupling the system to the Nose´-Hoover thermostat. The entire system is
heated to 300 K and equilibrated for at least 200 ps before any production
simulations are run (see Supporting Material for additional details).
Explicit membrane simulation setup for DPPOR state
The entire R. sphaeroides CcO monomer is embedded in a lipid bilayer
that contains 326 1,2-dipalmitoyl-sn-glycero-3-phosphocholine and six
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine molecules (the
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine molecules are
included because they are resolved in the crystal structure (12) and
are also included in all of the calculations with GSBP). Water molecules
are added to solvate the system and make a rectangular unit cell with
dimensions of 120 A˚ 120 A˚ 130 A˚. The system contains 17,701 protein
atoms, 175 water molecules inside the protein, and 40,288 in the bulk
solvent. To make the system charge neutral, 116 potassium and 109 chloride
ions are also added. The CHARMM22 force field (21) is used for standardBiophysical Journal 101(1) 61–69protein residues, and the CHARMM36 force field is used for the treatment
of lipid molecules (22). Parameters for cofactors are obtained as described
below. We calculate the electrostatic interactions using particle mesh Ewald
(23), and the van der Waals interaction using a cutoff scheme with the
switch function turned on between 10 and 12 A˚. All bonds involving
hydrogen are constrained using LINCS (24) to allow a 1 fs time step.
The system is coupled to the Nose´-Hoover thermostat to maintain a constant
temperature of 323 K, and pressure control is achieved with the use of
Parrinello-Rahman extended ensemble pressure coupling (25). Calculations
are performed with the use of Gromacs version 4.0.5 (26), modified to use
the CHARMM force field with CMAP corrections (27).Force-field parameters for the metal cofactors
Because force-field parameters for Heme a3, Heme a, and CuB motifs are
not available in the standard CHARMM22 force field (21), we developed
new parameters for them in a previous study (15). Most of the simulations
in this study were carried out with this set of parameters (denoted as Ghosh
et al. in Fig. 1).
To evaluate the sensitivity of the results to the choice of force-field
parameters for these key cofactors, we also carry out calculations using
the parameters developed by Johansson et al. (28) (denoted as Johansson
et al. in Fig. 1). The two sets of parameters do not differ dramatically.
For example, for the PDDRO state, our parametrization gives the following
partial charges for the BNC: CuB (0.6)-O(0.89)H(0.4), Fe(0.61)¼
O(0.5), and the charge parameters from Johansson et al. (28) are as
follows: CuB (0.253928)-O(0.786068)H(0.372336), Fe(1.157018)¼
O(0.607809). We note that the hydroxides bound to CuB have similar
charges in both parametrizations, whereas both atoms in Fe¼O bear smaller
charges in our parametrization. In the context of the water wire orientation
analysis, the hydrogen-bonding interaction between the CuB -bound
hydroxide and the iron-bound oxygen will be even stronger if parameters
from Johansson et al. (28) are used; thus, the orientational preference of
the CuB-hydroxide observed in our simulation (see below) is unlikely an
artifact of the force-field model.Potential of mean force calculations
For one-dimensional (1D) potential of mean force (PMF) calculations with
the GSBP setup, the relative root mean-square deviation (RMSD) is used as
the reaction coordinate, and the expression is as follows:
DRMSD ¼ rmsdðXt  XupÞ  rmsdðXt  XdownÞ. Here Xt represents the
instantaneous coordinate of the Glu-286 side chain, and Xup and Xdown
are the reference coordinates of the up and down orientations, respectively.
The reference structure for the down orientation is obtained by taking
a snapshot from a short equilibrium simulation of the crystal structure,
and the up reference structure is obtained from an optimization in which
the Glu-286-PRD distance is restrained to be 9 A˚. The g CH2 group and
the carboxylate are used for the DRMSD calculations. We calculate the
PMF using umbrella sampling with 41 windows with DRMSD spanning
from 2.5 A˚ to 2.5 A˚ with a force constant of 100 kcal/(mol ,A˚2). For
each umbrella window, 480 ps of production run is carried out after
100 ps of equilibration, and the total simulation time for each studied
protonation/redox state is ~20 ns. During the calculations, the Glu-286
side chain is gradually moved from up to down, with the last snapshot of
the equilibration of one window used as the initial structure for the next
window. We construct the PMF using the weighted-histogram method (29).
For the explicit membrane simulations, the reaction coordinate is taken to
be the distance between the Cd of Glu-286 and the Cb of PRD, which spans
from 9 to 14 A˚ between the up and down orientations of Glu-286. Even
though the PRD is flexible, the position of its Cb is fairly static (see Sup-
porting Material), and thus the distance between PRD-Cb and the Cd of
Glu-286 is appropriate for describing the orientation of the Glu-286 side
chain. Twenty-one windows are carried out, and for each window a 1-ns
FIGURE 1 Analysis of Glu-286 side-chain rota-
tion in CcO (DPPOR state). (a) A snapshot that
illustrates the upward/downward configurations
and hydrogen-bonding network in the active site,
including a connection to the D-channel for the
upward configuration. (b) 1D PMF using DRMSD
(see Materials andMethods) as the reaction coordi-
nation (red/black indicate results obtained with
different force-field parameters. The basins on
the c1  c2 2D PMF shown in panel c are mapped
to b based on the DRMSD values for configurations
in those basins. Also shown in b is the 1D PMF
from explicit membrane simulations, which use
the distance between Glu-286-Cd and PRD-Cb as
the reaction coordinate. (d) Orientation of the
Glu-286 side chain (characterized by the DRMSD
coordinate) in equilibrium MD simulations that
start with the down orientation.
Gating Elements in Cytochrome c Oxidase 63production run is performed after 400 ps of equilibration. A force constant
of 10 kcal/(mol,A˚2) is used for the umbrella potential for all windows. The
total simulation time for the PMF with an explicit membrane environment
is 21 ns.
For the DPPOR state, we also carry out two-dimensional (2D) PMF
calculations for comparison with the 1D PMF, using the c1 and c2 dihedral
angles of the Glu-286 side chain as the reaction coordinates. We implement
metadynamics (30,31) into the simulation program CHARMM, and the
results reported in Fig. 1 c are obtained by using 4 ns of the metadynamics
simulation that covers the most important regions of interest. We also
compare the results with those obtained from a multiwalker metadynamics
(30) simulation that includes ~44 ns of sampling (eight walkers with each
sampling of 5.5 ns) and covers the entire c1  c2 space (data not included),
and the two sets of data have similar features for the key basins shown in
Fig. 1. During the metadynamics simulations, Gaussian potential functions
are added to the c1 c2 space every 10MD steps, and the height and width
of the Gaussian potential functions are 0.1 kcal/mol and 0.05 radians,
respectively.PB analysis
To better understand the qualitative nature of the PMFs, we analyze the
electrostatics near the Glu-286 side chain with PB calculations using the
PBEQ module (32) in CHARMM. The entire CcO monomer is used in
the PB calculations, which includes ~18,485 protein atoms. For each state
of interest, 200 snapshots are taken from umbrella sampling windows that
are in the up/down free-energy basin. All water molecules are deleted from
these snapshots and the remaining protein coordinates are then used for PB
calculations. The protein is assigned a dielectric constant of 4, the
membrane is taken to be 32 A˚ thick with a dielectric constant of 2, and
the solvent (including protein cavities) is taken to be a dielectric constant
of 80. As in the GSBP calculations, the protein-solvent boundary is deter-
mined using the atomic radii of Nina and Roux (33), and the salt concentra-
tion is 150 mM. For comparison, PB calculations are also carried out with
the protein in the gas phase, because previous simulations (9,8) apparently
were carried out in vacuum.To compute the electrostatic energy associated with the Glu-286 side
chain, two PB calculations are carried out for each snapshot: 1), with
charges of all atoms turned on, the average electrostatic potentials at all
grid points within the van der Waals surface of the Glu-286 side chain
are recorded; and 2), with charges of atoms other than the Glu-286 side
chain turned off, the same average electrostatic potentials are computed.
The difference between the two sets of electrostatic potential results repre-
sents the local electrostatic environment of the Glu-286 side chain. The
electrostatic energy is computed by the product of these local electrostatic
potentials and the partial charges of Glu-286 side chain projected onto the
same set of grid points. In the following discussion, the results obtained
with the membrane/solvent environment are referred to as EPB, and those
obtained in the vacuum are referred to as EgasPB .
To better characterize the effect of nearby water on the orientation of the
Glu-286 side chain, we calculate the interactions between the Glu-286 side
chain and water molecules (five water molecules in the hydrophobic cavity,
three water molecules between Glu-286 and Trp-172, and three nearest
water molecules between Glu-286 and the mouth of the D-channel) for
each snapshot using the INTE command in CHARMM. The sum of the
PB and INTE calculations is referred to as EPBþlocalW(for a discussion about
potential double-counting of water-Glu interactions with this scheme, see
Supporting Material).RESULTS AND DISCUSSION
Glu-286 orientation in the most vulnerable
DPPOR state
As noted previously (7), the state that is most vulnerable to
proton leakage is the one in which both the proton loading
site and the BNC are protonated and Glu-286 has not yet
been reprotonated (i.e., the DPPOR state). According to
the valve proposal of Kaila et al. (8), the deprotonated
Glu-286 strongly prefers the downward orientation (Fig. 1
a) to shut off potential backflow of protons from theBiophysical Journal 101(1) 61–69
64 Yang and Cuiproton-loading site. However, this is not supported by our
PMF simulations. Regardless of the definition of reaction
coordinate (DRMSD or the distance between Glu-286 and
PRD in Fig. 1 b, and c1  c2rotation in Fig. 1 c), force-field
parameters for the BNC and Heme a3 (Fig. 1 b), and the
boundary condition (GSBP or periodic boundary condition
with explicit membrane), the upward orientation is energet-
ically more favorable by as much as 5–8 kcal/mol. The 2D
PMF indicates that the up basin is broader than the down
basin, and there are several other local basins on the free-
energy landscape that are somewhat intermediate between
the up and down orientations. We note that if Glu-286 is re-
protonated quickly enough from the D-channel, the upward
configuration does not necessarily lead to leakage. This is
plausible because our simulation shows (Fig. 1 a) that the
upward-oriented Glu-286 is accessible to the D-channel
through water molecules.
To complement the PMF simulations, we carry out four
independent equilibrium simulations starting with the Glu-
286 side chain in the down orientation. The initial structure
and velocities are obtained from umbrella sampling
windows for the down configuration, and all four simula-
tions are carried out for 1120 ps. As shown in Fig. 1 d
(see Fig. S3 for similar results for explicit membrane simu-
lations), Glu-286 flips up within 100 ps and remains in that
configuration for the next 1 ns. In one trajectory (red), the
Glu-286 side chain flips back toward the down configura-
tion, but eventually returns to the up configuration after
~800 ps. These observations are consistent with the PMF
results indicating that the up configuration is energetically
more stable than the down configuration.
To better understand the factors that preferentially stabi-
lize the upward configuration of Glu-286, we analyze bothBiophysical Journal 101(1) 61–69the solvent and electrostatic environments of Glu-286. As
shown in Fig. 2 a, the electrostatic energies for the Glu-
286 side chain are almost the same for the upward and
downward orientations in our model, which suggests that
water stabilization plays a key role. Indeed, adding the
continuum electrostatic energy and explicit interactions
with nearby water molecules leads to the same trend seen
in the PMF results (Fig. 2 b). On the other hand, we note
that electrostatic interactions calculated without considering
the membrane and solvent environment of CcO substan-
tially favor the downward orientation of Glu-286 (by
~6 kcal/mol; Fig. 2 c). The fact that Kaila et al. (8) and Wik-
stro¨m et al. (9) used a computational model in vacuum might
explain the strong preference for a downward orientation
found in their studies. Furthermore, the lack of explicit
protonation of a potential proton-loading site, which per-
turbs the water structure, may also have played a role.
Finally, we note that the GSBP results (Fig. 2 d) are in
rather close agreement with the PB results (EPBþlocalW ) in
terms of the relative trend. It is difficult to compare the
GSBP and PB results directly because the former includes
interaction between Glu-286 and all water molecules. The
qualitative agreement, however, serves as a useful valida-
tion of the GSBP protocol.DPDRO
In contrast to the most vulnerable DPPOR state, in the
DPDRO state the BNC is deprotonated, Heme a is reduced,
and the BNC is oxidized, i.e., it represents the state imme-
diately after the proton transfers to the proton-loading site.
The results (see Fig. S4) are largely similar to those obtained
for the DPPOR state. The 1D PMF (Fig. S4 a) shows that theFIGURE 2 Distribution of electrostatic energy
of the deprotonated Glu-286 side chain for snap-
shots from umbrella sampling windows that corre-
spond to the up and down orientations of Glu-286
in the DPPOR state. The values shown in panels
are averages and standard deviations. (a) Results
from PB calculations in which all water molecules
are deleted and represented by a dielectric
continuum. (b) Includes interactions with nearby
water molecules (see Materials and Methods).
(c) The same as panel a except that the protein is
in vacuum. (d) Distribution of the electrostatic
energy of the Glu-286 side chain from GSBP
calculations.
Gating Elements in Cytochrome c Oxidase 65up configuration is more stable by ~9 kcal/mol, and the
snapshot (Fig. S4 b) indicates that the up configuration of
Glu-286 remains accessible to water molecules in the
D-channel. Five sets of independent equilibrium simulations
that start with the up configuration show that the side chain
of Glu-286 remains stable in this configuration for at least
700 ps (Fig. S4 c). Finally, PB analysis (EPBþlocalW in
Fig. S4 d) leads to results similar to those obtained for the
DPPOR state (Fig. 2 b). Therefore, the higher stability
observed for the up configuration of the deprotonated Glu-
286 is not limited to the DPPOR state.DDDRO
In a recent study (15), we noted that the physical loading site
was not explicitly protonated in the study of Kaila et al. (8).
Therefore, we are interested in analyzing the corresponding
effect on the stability of the Glu-286 side chain, which
we explore with simulations for the DDDRO state. As
shown in Fig. 3 a, the presence of the additional charge in
the PRD region reduces the stability of the up configuration
relative to the down configuration; as a result, the two
become nearly isoenergetic (for a snapshot of the up config-
uration, see Fig. 3 b). This is confirmed by equilibrium
simulations showing that both configurations are locally
stable and transitions from the up to the down configuration
are observed. Of interest, the PB analysis indicates that
protein electrostatics near Glu-286 in the DDDRO state
(Fig. 3 d) do not differ dramatically from those in the
DPDRO or DPPOR state; thus, the difference in configura-
tional stability of Glu-286 again has important contributions
from interactions with water molecules in the hydrophobiccavity. With the protein in vacuum (Fig. 3 e), the down
configuration is again favored electrostatically compared
with the up configuration, which may provide a rationale
for the observation by Kaila et al. (8).Why the down orientation is observed for Glu-286
in the crystal structure
Most of the simulations reported here indicate that the up
configuration of Glu-286 is more stable than the down
one. This raises a question as to why the downward orienta-
tion is observed in the crystal structure of CcO (12). In addi-
tion to the fact that Glu-286 is most likely protonated (and
thus charge-neutral) in the crystal structures, Tuukkanen
and co-workers (34) observed that the stability of the Glu-
286 side chain is perturbed by the hydration state of the
hydrophobic cavity. They found that with four water mole-
cules in the cavity, the protonated Glu-286 side chain
preferred the up configuration, whereas without any water
in the cavity, the protonated Glu-286 strongly favored the
downward configuration. Therefore, they concluded that
the cavity in the crystal structures might be deficient in
water, possibly reflecting the resting state of the enzyme.
This is confirmed by our PMF calculations for the dry
PDDOO state, in which water molecules in the hydrophobic
cavity are removed; as also shown in Fig. 3 a, the down
orientation becomes the more stable one. This qualitative
agreement between the results presented here and our
previous computational study is not surprising, because
for the isomerization of a charge-neutral side chain, the
limitations of their model (i.e., protein in a vacuum) are ex-
pected to have a much smaller impact on the results.FIGURE 3 Results for the DDDRO state. (a) 1D
PMF for the Glu-286 side chain; also shown for
comparison is the 1D PMF for the PDDOO state
with a dry hydrophobic cavity (see Materials and
Methods). (b) A snapshot of the up configuration
of the Glu-286 side chain, illustrating the
hydrogen-bonding network in the active site.
(c) Orientation of the Glu-286 side chain (charac-
terized by the DRMSD coordinate defined in Mate-
rials and Methods) in equilibrium MD simulations
that start with the up orientation. (d) Distribution of
electrostatic energy of the Glu-286 side chain for
snapshots from umbrella sampling windows that
correspond to the up and down orientations of
Glu-286. (e) Same as panel d except that the
protein is in vacuum (values shown in panels are
averages and standard deviations).
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the CuB-OH orientation in the PDDRO state
To investigate the orientation of water molecules in the
hydrophobic active site cavity, we focus on the PDDRO
state. Previous simulations (9) suggested that in this state
the water molecules are oriented such that the hydroxide
group on CuB acts as a hydrogen-bonding donor to water,
thus preventing premature water-mediated proton transfer
from the protonated Glu-286 to BNC. With our molecular
model (15), however, both the unbiased simulations (Fig. 4
a) and the PMF simulations (Fig. 4 c) suggest that the
CuB-OH strongly prefers to accept hydrogen-bonding from
water molecules in the active site. This is because the orien-
tation of the hydroxide is dictated by the Fe¼O moiety of
Heme a3 (similar results are obtained with Fe-OH; see Sup-
porting Material). Indeed, only by removing the ligand from
Heme a3 can we observe the previously noted orientational
preference of the water molecules (9) (Fig. 4, b and d).
Because the Fe¼O/OH moiety is expected to be present in
most stages of the functional cycle, it is unlikely that orien-
tation of water wire is a key gating element.
To identify the physical driving force that determines the
hydroxyl orientation, we analyze the distribution of interac-
tion energy (INTE) between the hydroxyl group and its
environment for both In (CuB-hydroxyl accepting a
hydrogen bond from water) and Out (CuB-hydroxyl
donating a hydrogen bond to water) configurations in the
oxy (Fe¼O) and deoxy (Fe2þ) states.
In the deoxy state, the electrostatic interaction between
the hydroxyl group and the iron ion favors the Out configu-Biophysical Journal 101(1) 61–69ration by ~4 kcal/mol (Fig. 5 a), whereas the rest of the BNC
provides a negligible bias for the OH orientation (data
not shown). In contrast, the interaction between the
hydroxyl and water molecules in the hydrophobic cavity is
~8 kcal/mol more favorable for the In configuration
(Fig. 5 b). An analysis of the trajectories shows that water
molecules in the In configuration reach deeper into the
BNC, and thus the gap between water molecules is too large
for the formation of an extensive hydrogen-bonding
network (for snapshots, see Fig. 5, d and e). This is expected
to be energetically very unfavorable in a hydrophobic envi-
ronment (35), which is only partially reflected by the inter-
actions between these water molecules with the In hydroxyl
orientation relative to those with the Out hydroxyl orienta-
tion (Fig. 5 c). Therefore, the hydroxyl orientation in the
deoxy state is largely dictated by the iron ion and water
molecules in the hydrophobic cavity.
In the oxy state, by contrast, water molecules in the hydro-
phobic cavity cannot reach as deeply into the BNC even
when the hydroxyl group is accepting a proton from water,
largely because of steric repulsion from the Fe-bound
oxygen. Thus, water molecules form hydrogen-bonding
networks of comparable stability in both the In and Out
hydroxyl orientations (Fig. 6 a). Furthermore, the interaction
between the hydroxyl and the Fe¼O moiety (Fig. 6 b) and
nearby water molecules (Fig. 6 c) favors the In orientation.
As a result, the hydroxyl group in the oxy state significantly
favors the In orientation, in which it accepts a proton from the
nearby water, as the PMF results in Fig. 4 c indicate.
To probe whether the behavior of OH in the oxy state is an
artifact due to the partial charges of Heme a3, we firstFIGURE 4 Analysis of water orientation in the
CcO active site (PDDRO state). In panels b and
d, the oxygen bound to Fe in Heme a3 is removed
(deoxy state), which leads to a different orienta-
tional preference of the CuB-OH and nearby water.
In panel c, the reaction coordinate is the angle
between OO, H1, and OH2 (labeled in a), whereas
in d the angle is between W-OH2, H1, and OH2
(labeled in b).
FIGURE 5 Distribution of INTE between the
CuB-bound OH group and its surrounding groups
in the PDDRO deoxy state. (a) INTE between
OH and Fe in Heme a3. (b) INTE between OH
and five water molecules in the hydrophobic
cavity. (c) Interactions between the five water
molecules in the cavity. (d) A snapshot showing
the hydrogen-bonding network in the hydrophobic
cavity when OH is pointing away from the water
(In orientation). (e) A snapshot showing the
hydrogen-bonding network in the hydrophobic
cavity when OH is pointing toward the water
(Out orientation).
Gating Elements in Cytochrome c Oxidase 67compare the force-field parameters in our model with those
of Johansson et al. (28). As discussed above, such a compar-
ison suggests that the partial charges for the cofactors in our
model are unlikely to exaggerate the strength of the relevant
hydrogen-bonding interactions. To further test the robust-
ness of our observations, we carry out simulations in which
the Fe¼O is replaced by Fe-OH, i.e., the system now
mimics the OH state rather than the PR kinetic state (3).
As shown in Fig. S5, although the hydroxyl group on CuB
switches between being a hydrogen-bond donor and
acceptor to the OH on Heme a3, the orientation is alwayssuch that it accepts a hydrogen bond from water molecules
in the cavity (see inset of Fig. S5 c).CONCLUSIONS
Establishing the physical principles that govern the vectorial
nature of proton transport in proton pumps is a fascinating
challenge in the field of bioenergetics. In similarity to the
study of directionality in molecular motors, phenomenolog-
ical analyses with kinetic models are enabling investigators
to identify the physical features that likely dictate theFIGURE 6 Distribution of INTE between the
CuB-bound OH group and its surrounding groups
in the PDDRO oxy state. (a) Interactions between
the five water molecules in the cavity. (b) INTE
between OH and the Fe¼O moiety in Heme a3.
(c) INTE between OH and five water molecules
in the hydrophobic cavity. (d) A snapshot showing
the hydrogen-bonding network in the hydrophobic
cavity when OH is pointing away from the water
(In orientation).
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More-detailed computations are required to interpret such
physical features in terms of the structural, energetic, and
possibly dynamic properties of the system. For proton
pumping in CcO, phenomenological analyses (11) suggest
that the vectorial nature and thermodynamic efficiency of
pumping require two features: 1), strong electrostatic
couplings between the pump site and the electron site
(Heme a); and 2), a pronounced gating effect on proton
transfers. In particular, a model for gating was established
to involve a factor of 106 enhancement in proton transfer
rate between Glu-286 and the pump site when Heme a is
reduced. The microscopic origin for this enhancement
cannot be derived from the kinetic analysis, although both
water reorientation (9) and Glu-286 isomerization (8) have
been proposed to make major contributions (11).
In this work, using a more elaborate molecular model
compared with previous simulations (8,9) and a systematic
analysis of relevant energetics, we show that neither Glu-
286 rotation nor water reorientation likely constitutes the
key gating element for vectorial proton pumping in CcO.
In fact, our analyses show that the gating-relevant properties
observed for Glu-286 and active-site water in previous work
(8,9) are likely the result of using oversimplified computa-
tional models. Because proton pumps are rather special
systems in terms of the distribution and protonation of titrat-
able residues (15,19,36), extreme care is needed for the
treatment of electrostatics, as also underlined in phenome-
nological analyses using kinetic models (11). The results
of this study and our previous work (15) show that using
standard protonation states for titratable residues, ignoring
the membrane/solvent environment, and not carefully
considering the ligation state of metal sites can lead to
considerable differences in computational results. Our anal-
ysis also points to the contribution from water molecules in
the hydrophobic cavity to the orientational preference of
Glu-286 and the CuB-bound hydroxyl, thus highlighting
the need to properly combine microscopic and continuum
electrostatic analyses for the study of proton pumps.
The results from this work strongly suggest that to reveal
the microscopic basis for kinetic gating, we need to explic-
itly study actual proton transfers (and especially their depen-
dence on the redox state of Heme a) through the
hydrophobic cavity, which, in contrast to proton transfers
in the D-channel (37–39), have not been thoroughly
analyzed with the use of fully microscopic models. In this
context, we recall that previous analyses of proton transfers
in other biomolecules, such as carbonic anhydrase (40–42)
and aquaporin (43,44), do not support water chain orienta-
tion as a dominant factor in limiting the rate of proton trans-
fer. This is due in part to the fact that the transfer of the
charged proton can cause significant changes in the distribu-
tion and orientation of water molecules. Therefore, the
gating of proton transfer to the pump site versus the chem-
ical site is likely regulated by stabilization of the corre-Biophysical Journal 101(1) 61–69sponding proton transfer transition state by the charge
distributions on Heme a or BNC. The results presented
here, as well as our extensive validation and application of
the self-consistent charge-density functional tight-binding/
molecular-mechanical framework (15,45–53), set the stage
for quantitatively probing such regulatory mechanisms.
Calculations with an explicit consideration of the protein
environment, which complement analyses with truncated
models (54,55), are ongoing and the results will be reported
in future publications.SUPPORTING MATERIAL
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