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onvex
funtions II
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h 9, 2007
Abstrat
We ontinue the analysis in [3℄ of matrix onvex funtions of a xed
order dened in a real interval by dierential methods as opposed to the
haraterization in terms of divided dierenes given by Kraus [5℄. We
amend and improve some points in the previously given presentation,
and we give a number of simple but important onsequenes of matrix
onvexity of low orders.
Keywords: Matrix onvex funtion, polynomial.
2000 AMS Classiation: 26A51 and 47A63
1 Introdution
Let f be a real funtion dened in an interval I. It is said to be n-onvex if
f(λA+ (1− λ)B) ≤ λf(A) + (1− λ)f(B) λ ∈ [0, 1]
for arbitrary Hermitian n× n matries A and B with spetra in I. It is said
to be n-onave if −f is n-onvex, and it is said to be n-monotone if
A ≤ B ⇒ f(A) ≤ f(B)
for arbitrary Hermitian n×n matries A and B with spetra in I. We denote
by Pn(I) the set of n-monotone funtions dened in an interval I, and by
Kn(I) the set of n-onvex funtions dened in I.
We analyzed in [3℄ the struture of the sets Kn(I) by dierential methods
and proved, among other things, that Kn+1(I) is stritly ontained in Kn(I)
for every natural number n. We disovered that some improvements of the
analysis and presentation is alled for, and this is the topi of the next setion.
We also notied that the theory has quite striking appliations for monotone
or onvex funtions of low order, and this is exposed in the last setion.
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2 Improvements and amendments
Denition 2.1. Let f : I → R be a funtion dened in an open interval.
We say that f is stritly n-monotone, if f is n-monotone and 2n− 1 times
ontinuously dierentiable, and the determinant
det
(
f (i+j−1)(t)
(i+ j − 1)!
)n
i,j=1
> 0
for every t ∈ I. Likewise, we say that f is stritly n-onvex, if f is n-onvex
and 2n times ontinuously dierentiable, and the determinant
det
(
f (i+j)(t)
(i+ j)!
)n
i,j=1
> 0
for every t ∈ I.
Just by inspeting the proof of [3, Proposition 1.3℄, we realize that we
previously already proved the following slightly stronger result.
Proposition 2.2. Let I be a nite interval, and let m and n be natural num-
bers with m ≥ 2n. There exists a stritly n-onave and stritly n-monotone
polynomial fm : I → R of degree m. Likewise, there exists a stritly n-onvex
and stritly n-monotone polynomial gm : I → R of degree m.
Remark 2.3. We would like to give some more detailed omments to the
proof of [3, Theorem 1.2℄. The theorem states that if f is a real 2n times
ontinuously dierentiable funtion dened in an open interval I, then the
matrix
Kn(f ; t) =
(
f i+j(t)
(i+ j)!
)n
i,j=1
is positive semi-denite for eah t ∈ I. We proved that the leading determi-
nants of the matrix Kn(f ; t) are non-negative for eah t ∈ I. It is well-known
that this ondition is not suient to assure that the matrix itself is positive
semi-denite. In the proof we wave our hands and say that all prinipal
submatries of Kn(f ; t) may be obtained as a leading prinipal submatrix
by rst making a suitable joint permutation of the rows and olumns in the
Kraus matrix. But this ommon remedy is unfortunately not working in the
present situation. We therefore owe the readers to nish the proof orretly.
Proof. Let Dm(Kn(f ; t0)) for some t0 ∈ I denote the leading prinipal deter-
minant of order m of the matrix Kn(f ; t0). We may aording to Proposition
2.2 hoose a matrix onvex funtion g suh that
Dm(Kn(g; t0)) > 0 m = 1, . . . , n.
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The polynomial pm in ǫ dened by setting
pm(ǫ) = Dm(Kn(f + ǫg; t0))
is of degree at most m, and pm(ǫ) ≥ 0 for ǫ ≥ 0. But sine the oeient to
ǫm in pm is Dm(Kn(g; t0)) > 0, we realize that pm is not the zero polynomial.
Let ηm be the smallest positive root of pm, then
pm(ǫ) > 0 0 < ǫ < ηm.
Setting η = min{η1, . . . , ηn) we obtain
Kn(f + ǫg; t0) > 0 0 < ǫ < η.
By letting ǫ tend to zero, we nally onlude that Kn(f ; t0) is positive semi-
denite. QED
We state in a remark after [3, Corollary 1.5℄ that the possible degrees of
any polynomial in the gab between the matrix onvex funtions of order n
and order n+ 1 dened in a nite interval are limited to 2n and 2n+1. But
this is taken in the ontext of polynomials of degree less than or equal to
2n+1 and may be misunderstood. There may well be polynomials of higher
degrees in the gab.
3 Sattered observations
It is well-known for whih exponents the funtion t → tp is either operator
monotone or operator onvex in the positive half-axis. It turns out that the
same results apply if we ask for whih exponents the funtion is 2-monotone
or 2-onvex in an open subinterval of the positive half-axis.
Proposition 3.1. Consider the funtion
f(t) = tp t ∈ I
dened in any subinterval I of the positive half-axis. Then f is 2-monotone
if and only if 0 ≤ p ≤ 1, and it is 2-onvex if and only if either 1 ≤ p ≤ 2 or
−1 ≤ p ≤ 0.
Proof. There is nothing to prove if f is onstant or linear, so we may assume
that p 6= 0 and p 6= 1. In the rst ase the derivative f ′(t) = ptp−1 should be
non-negative so p > 0, and it may be written [2, Chapter VII Theorem IV℄
on the form
f ′(t) =
1
c(t)2
t ∈ I
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for c(t) = p−1/2t(1−p)/2 and this funtion is onave only for 0 < p ≤ 1. One
may alternatively onsider the determinant
det


f ′(t)
f ′′(t)
2!
f ′′(t)
2!
f (3)(t)
3!

 = det


ptp−1
p(p− 1)tp−2
2
p(p− 1)tp−2
2
p(p− 1)(p− 2)tp−3
6


= −
1
12
p2(p− 1)(p+ 1)t2p−4
and note that the matrix is positive semi-denite only for 0 ≤ p ≤ 1.
The seond derivative may be written [3, Theorem 2.3℄ on the form
f ′′(t) = p(p− 1)tp−2 =
1
d(t)3
t ∈ I
for d(t) = (p(p − 1))−1/3t(2−p)/3, and this funtion is onave only for −1 ≤
p < 0 or 1 < p ≤ 2. One may alternatively onsider the determinant
det


f ′′(t)
2!
f (3)(t)
6
f (3)(t)
6
f (4)(t)
24


= det


p(p− 1)tp−2
2
p(p− 1)(p− 2)tp−3
6
p(p− 1)(p− 2)tp−3
6
p(p− 1)(p− 2)(p− 3)tp−4
24


= −
1
144
p2(p− 1)2(p− 2)(p+ 1)t2p−6
and note that the matrix is positive semi-denite only for −1 ≤ p ≤ 0 or
1 ≤ p ≤ 2. QED
The observation that the funtion t→ tp is 2-monotone only for 0 ≤ p ≤ 1
has appeared in the literature in dierent forms, f. [6, 1.3.9 Proposition℄ or
[4℄.
It is known that the derivative of an operator monotone funtion dened
on an innite interval (α,∞) is ompletely monotone [2, Page 86℄. We give a
parallel result for matrix monotone funtions implying this observation, and
extend the analysis to matrix onvex funtions.
Theorem 3.2. Consider a funtion f dened in an interval of the form
(α,∞) for some real α.
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(i) If f is n-monotone and 2n− 1 times ontinuously dierentiable, then
(−1)kf (k+1)(t) ≥ 0 k = 0, 1, . . . , 2n− 2.
Therefore, the funtion f and its even derivatives up to order 2n − 4
are onave funtions, and the odd derivatives up to order 2n − 3 are
onvex funtions.
(ii) If f is n-onvex and 2n times ontinuously dierentiable, then
(−1)kf (k+2)(t) ≥ 0 k = 0, 1, . . . , 2n− 2.
Therefore, the funtion f and its even derivatives up to order 2n − 2
are onvex funtions, and the odd derivatives up to order 2n − 3 are
onave funtions.
Proof. We may assume n ≥ 2. To prove the rst assertion we may write [2,
Chapter VII Theorem IV℄ the derivative f ′ on the form
f ′(t) =
1
c(t)2
,
where c is a positive onave funtion. Sine c is dened in an innite interval
it has to be inreasing, therefore f ′ is dereasing and thus f ′′ ≤ 0. Sine f
is n-monotone, it follows from Dobsh' ondition [1℄ that the odd derivatives
satisfy
f (2k+1) ≥ 0 k = 0, 1, . . . , n− 1.
The odd derivatives f (2k+1) are thus onvex for k = 0, 1, . . . , n − 2. If the
third derivative f (3), whih is a onvex funtion, were stritly inreasing at
any point, then it would go towards innity and the seond derivative would
eventually be positive for large t. But this ontradits f ′′ ≤ 0, so f (3) is
dereasing and thus the fourth derivative f (4) ≤ 0. This argument may now
be ontinued to prove the rst assertion.
To prove the seond assertion we may write [3, Theorem 2.3℄ the seond
derivative f ′′ on the form
f ′′(t) =
1
d(t)3
,
where d is a positive onave funtion. Sine d is dened in an innite interval
it has to be inreasing, therefore f ′′ is dereasing and thus f (3) ≤ 0. Sine f
is n-onvex, it follows [3, Theorem 1.2℄ that the even derivatives satisfy
f (2k) ≥ 0 k = 1, . . . , n.
The statement now follows in a similar way as for the rst assertion. QED
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Corollary 3.3. The seond derivative of an operator onvex funtion dened
in an innite interval (α,∞) is ompletely monotone.
Remark 3.4. The indenite integral g(t) =
∫
f(t) dt of a 2-monotone fun-
tion f is 2-onvex.
Proof. The seond derivative may be written on the form
g′′(t) = f ′(t) =
1
c(t)2
=
1
(c(t)2/3)3
for some positive onave funtion c. Sine the funtion t→ t2/3 is inreasing
and onave, we onlude that t → c(t)2/3 is onave. The statement then
follows from the haraterization of 2-onvexity. QED
It is known in the literature that operator monotone or operator onvex
funtions dened in the whole real line are either ane or quadrati, and
this fat is established by appealing to the representation theorem of Pik
funtions. But the situation is far more general, and the results only depend
on monotoniity or onvexity on two by two matries.
Theorem 3.5. Let f be a funtion dened in the whole real line. If f is
2-monotone and three times ontinuously dierentiable, then it is neessarily
ane. If f is 2-onvex and four times ontinuously dierentiable, then it is
neessarily quadrati.
Proof. In the rst ase the derivative f ′ may be written [2, Chapter VII
Theorem IV℄ on the form f ′(t) = c(t)−2 for some positive onave funtion
c dened in the real line, while in the seond ase the seond derivative
f ′′ may be written [3, Theorem 2.3℄ on the form f ′′(t) = d(t)−3 for some
positive onave funtion d dened in the real line. The assertions now follows
sine a positive onave funtion dened in the whole real line neessarily is
onstant. QED
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