Abstract: A kind of communication-aware cooperative target tracking algorithm is proposed, which is based on information consensus under multi-Unmanned Aerial Vehicles (UAVs) communication noise. Each UAV uses the extended Kalman filter to predict target movement and get an estimation of target state. The communication between UAVs is modeled as a signal to noise ratio model. During the information fusion process, communication noise is treated as a kind of observation noise, which makes UAVs reach a compromise between observation and communication. The classical consensus algorithm is used to deal with observed information, and consistency prediction of each UAV's target state is obtained. Each UAV calculates its control inputs using receding horizon optimization method based on consistency results. The simulation results show that introducing communication noise can make UAVs more focused on maintaining good communication with other UAVs in the process of target tracking, and improve the accuracy of cooperative target tracking.
Problem Description and System Model
Multi-UAVs cooperative target tracking problem is shown in Figure 1 . A target moves on the ground while several UAVs track it cooperatively. Each UAV is equipped with an airborne sensor and a local filter to get a better estimation of the target state. Since the sensor is not perfect, it has an observation noise so it may also need information from other UAVs. Thus, each UAV platform receives information from its neighbors (we define "neighbor" in Section 2.3) and in the meanwhile shares its information with them. Observation information from neighbor nodes contain communication noise. Each UAV will run the information fusion and the consistent process to make use of other UAVs' information in order to get a consistent target state prediction, which is used to calculate each UAV's control input. In this paper, the target tracking problem involves three kinds of noise: Process noise of target movement, observation noise of the sensor, and communication noise during communication between UAVs. Appl 
Target Motion Model
The motion of the target is shown as the following linear dynamics:
where cv F is the state transition matrix: 
where F cv is the state transition matrix: G cv is the noise input matrix:
In Equation (1) T represents the process noise. ρ vx and ρ vy are assumed as Gaussian and white noise with zero mean. ρ ∼ N(0, Q) with Q: Covariance matrix of process noise.
Observation Model
Usually, each UAV is equipped with a local sensor such as radar, infrared sensor, or a camera. With the development of sensor technology, some of the most advanced sensor devices, such as SAR/GMTI radar and ESM, have gradually been installed on small and medium-sized UAV platforms. This paper mainly considers direction-finding sensors represented by photoelectric/infrared imaging sensors, ranging sensors represented by ultrasonic/laser radar, and a combination of both. Additionally, this paper focuses on how to maintain a stable tracking of the target in presence of noise in target information, rather than studying the sensor itself.
We assume that the UAVs' flight altitude remains the same. Then, the UAVs and the target can be projected onto horizon for analysis. Doing so, a simplified airborne sensor observation model can be obtained as shown in Equation (4) .
where r i is the distance between the i-th UAV and the target, ϕ i the angle between the i-th UAV and the target, and h(·) the observation function. υ i represents the observation noise, and
in which R i is the covariance matrix. Usually, for the safety of UAV as well as the need of target tracking, an UAV is not supposed to be too close to the target, which we call a minimum observation distance.
Communication Model
In the traditional cooperative tracking algorithm, the widely used communication model is the "disk model". The disk model assumes that there is a clear communication distance d between UAVs. If the distance of two UAVs is less than d, communication between them is 100% successful; otherwise, they cannot communicate with each other. The model is an ideal model which does not take the complexity of actual communication into account. When we studied UAVs network topology [20] , this model could be used to simplify the problem, but when we estimated the target state in the target tracking problem, the disk model could not meet the accuracy requirements. Therefore, this paper introduces communication noise, based on communication signal to noise ratio, so it can be compared with the observed noise covariance and process noise covariance.
There are several methods to handle communication between UAVs. The method proposed in Reference [9] took the reliability of multi-hop networked communication into account. It built a function of SNR to describe the probability of communication between node i and node j and then established an objective function with the expected value. The work in Reference [11] considered real communication and proposed the concept of "communication noise" to describe communication between two UAVs. In this paper, we used the concept of communication noise and applied the form of Fisher information matrix (FIM) to add communication noise to the objective function. Then, we proposed a new method to put communication noise into the FIM and get control input for each UAV.
A local filter was designed for each UAV platform (the extended Kalman filter is used in this paper) to get a better estimate of the target state.
represents the state estimate of the i-th UAV, its corresponding estimate errors, and its error co-variance matrix, respectively. Each UAV sends the estimated value of the target state and its corresponding covariance matrix to its neighbors. x j,i [k] represents the reception value of the i-th UAV from the j-th UAV and P j,i [k] the corresponding covariance matrix:
where
contain the error and its corresponding covariance matrix caused by communication noise [11] . The communication noise covariance matrix can be calculated with the following Equation (6):
A wireless transmission is degraded by several factors, among which distance-dependent path loss, fading, and receiver thermal noise are the most critical. One of the most fundamental parameter of a communication channel is the received signal-to-noise ratio (SNR). SNR j,i [k] represents the SNR from node j to node i at time k. We can calculate SNR with the following equation:
In addition, for a distance-dependent path loss without fading, we have:
where Power j in (7) represents the transmission signal power,
power at the receiver, Gain ji the channel gain, h j,i [k] the attenuation factor for the communication environment, d ji the distance between the i-th UAV and the j-th UAV, and C ji the communication environment impact factor. SNR determines the effectiveness of communication.
Then, we can rewrite Equation (7) as the following:
where α ji [k] is an intermediate variable. In a fading environment, however, the SNR is a random variable. We followed the same model used in References [11, 21] :
where SNR j,i,ave [k] is the average of fading and SNR j,i, f ading [k] the SNR in the presence of fading. More information can be found in Reference [21] . In order to make sure that node i can successfully receive information sent by node j with a small packet loss probability, SNR at node i is required to be greater than a threshold value γ. Therefore, if the SNR of node i from node j is greater than γ, node j is one of node i's neighbors. An UAV can communicate with its neighbors.
represent the communication noise of r j and its corresponding covariance matrix from the j-th UAV to the i-th UAV. From Equation (6) we can get:
where ψ(·) can be determined as:
Similarly, the communication noise variance can be obtained with respect to ϕ j . Readers are referred to Reference [21] for more details.
Besides the attenuation of a wireless channel, we should also consider the impact of interference between UAVs. In this paper, we used the signal-to-interference-plus-noise ratio (SINR) [13, 17] to describe it. The SINR expression for a receiver is:
where I ji [k] is the received interference of UAV i stemming from UAV j.
We can replace SNR with SINR if it is needed in Equation (9) or Equation (12).
UAV Motion Model
We used the following UAV motion model:
T is the state of UAV, in which (x i , y i ) is the position and ϕ i the heading angle.
In this paper, the speed of UAV is constant. α ϕ is the heading gain, ϕ c i the control input which represents the expected heading angle, and ω max the maximum angular velocity.
Information Fusion Based on Extended Information Filtering
In the process of cooperative target tracking for UAVs, each UAV needs to make a precise estimation of the state of the moving target in order to calculate the control input in real-time. Because of the non-linearity of the observation model, the traditional Kalman filter cannot be qualified for the filtering process, so other filtering methods are needed. Generally speaking, the extended Kalman filter [22] , unscented Kalman filter [12, 22] , and particle filter [23] are widely used to solve the nonlinearity of the system model problem [3] . In this paper, extended Kalman filter was used.
Time update process of extended Kalman filter:
Measurement update process of extended Kalman filter:
(20)
where h(·) is the corresponding function of the observation Equation (4), H k (·) the Jacobian matrix of h(·), F cv the transition matrix of the target,X − k the predicted target state at time k,X k the estimated target state at time k, Q k the covariance matrix of the process noise at time k, R k the covariance matrix of the observation noise at time k, P − k the covariance matrix of the predicted target state, P k the covariance matrix of the estimated target state, and K k the gain matrix of Kalman filter.
Extend Information Filter and Information Fusion Phase
Fisher's information matrix is a way of describing target state estimation and is widely used in the optimal estimation theory [3, 11] . It can be very convenient to do information fusion using fisher information matrix (FIM). For i-th UAV, the Fisher information matrix is defined as follows:
where Y i [k] represents the information matrix at time k, y i [k] the information state matrix, and P i the matrix P k in Equation (22) . For the observed value z[k] at the discrete time k, its gain for the information matrix and the information state matrix are:
Combined with Equations (23)- (25) and Equations (18)- (22), we get:
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The superscript "s" represents the information matrix before performed information fusion. It can be seen that the Fisher information matrix can easily superimpose the observation results into the information matrix through the information gain matrix, and this greatly reduces the computational complexity in the process of multi-UAVs information fusion.
The posteriori state estimation can be obtained from Equation (29):
Assuming that the observation of each UAV airborne sensors is not relevant, we can get the information fusion process shown in Figure 2 .
Then, from Equation (47), when 3 N  , we get the following observation configuration:
where , i j  means the angle between UAV i and j. In the process of information fusion with communication noise, communication noise changes the gain matrix of information transmitted by other UAVs. For the i-th UAV, the information matrix Y i and the information state matrix of the target stateŷ i can be rewritten as:
where where Σ j,i [k] represents communication noise covariance matrix from the j-th UAVs to the i-th UAV and can be calculated using Equations (11)- (14) . From Equations (30)-(33), we get
With Equations (30) and (32) we get:
From Equation (34) we can figure out that in this paper, the communication noise was treated as a kind of observation noise from others. Equation (34) can be written as Equation (36), which is different from the method proposed in Reference [11] . It makes UAVs reach a compromise between observation and communication, and track the target cooperatively.
Similar expression can be written forŷ i [k] . Then, we can use the determinant of Y i [k] as the objective function for each UAV, which can be found in Section 4.
Next, we give a mathematical proof for our method to explain how it works when we put communication noise into the objective function, and to prove how our proposed method finds a way to reach a compromise between observation and communication for each UAV. 
Using Equations (25) and (32), we get the following expression:
where c rj = c ϕj = 0 when j = i, which means there is no communication noise when an UAV communicates with itself.
We defined det(J) as the determinant of J. Then, from Equation (42) we get:
Then, we get the following expression:
We can see from Equation (45) that r j = r min is a necessary condition for the maximum of det(J i ), and has an upper limit.
When r j = r min and the communication between UAVs is perfect, which means c rj = c ϕj = 0, we can rewrite Equation (45) as:
Thus, when the communication is perfect, the necessary and sufficient condition to get the maximum det(J i ) is:
Then, from Equation (47), when N ≥ 3, we get the following observation configuration:
where ϕ i,j means the angle between UAV i and j. 
Consistence
Usually, in a distributed structure, the information matrix obtained by information fusion of each node is different. In order to ensure that the UAVs have the same environments awareness, it is necessary to use the consistency algorithm to make the information matrix tending to be consistent. In this paper, the traditional classical consistency algorithm was adopted.
The algorithm is described as follows [5, 6] :
where W is the consistency weighted matrix. It can use the following expression:
Distributed Motion Control Algorithm
After target state estimation and fusion based on consistency spread information filtering, each UAV can form a consistent target view; that is the target information matrix.
In this paper, the receding horizon method [2, [24] [25] [26] was used to make maneuver decision for multi-UAVs target tracking problem. We set the length of horizon L = 3, that means, "look forward 3 steps, take one step".
The method of finite step prediction of target state is shown in Equation (51):
is the L-step prediction of the target state at time k. A is the state transition matrix, in this paper, it's F cv .
The estimation error corresponding to Equation (51) is written as:
Thus, the covariance of the target prediction in the entire time range L is obtained:
Then, we get the optimization function as:
where ρ(·) is the scalar function of the matrix; in this paper we used the determinant as scalar function. X pred i,t [k + L|k] represents the prediction of target state after L steps for i-th UAV and Y i the information matrix of i-th UAV.
Simulation Results and Analysis
The simulation parameters were set as follows: The target initial position was (−800 m, 0 m); the target moving speed was 10 m/s; the heading was 20 • ; the standard deviation of the process noise was 0.1 m/s 2 ; the speed of the UAV was 50 m/s; the standard deviation of ranging sensor was 2 m; the standard deviation of direction sensor was 0.05 rad; the angular velocity range was −30~30 • /s; the safety distance between UAVs was 50 m; the horizon length taken in this paper was L = 3; and the simulation time was 100 s. The relevant parameters of the communication link model in Equations (7) and (8) are shown in Table 1 . The control decision of UAVs can be made using Equation (54) to obtain the control input for each UAV. In this paper, we used receding horizon optimization to solve the problem. The simulation results are shown in Figures 4-12 . Figure 4 shows the trajectories of the target and the UAVs in one of the simulations. The initial position and the trajectory of UAVs are shown. The red solid line was the target's trajectory and the other lines were the UAVs' trajectory. The hollow dot and triangle represent the initial positions while the filled dot and triangle represent the final positions. We can see that at the beginning of the simulation, the UAVs got close to the target to get a better observation and then circled around it. The error of estimation is shown in Figure 5 .
The control decision of UAVs can be made using Equation (54) to obtain the control input for each UAV. In this paper, we used receding horizon optimization to solve the problem. The simulation results are shown in Figures 4-12 : Figure 4 shows the trajectories of the target and the UAVs in one of the simulations. The initial position and the trajectory of UAVs are shown. The red solid line was the target's trajectory and the other lines were the UAVs' trajectory. The hollow dot and triangle represent the initial positions while the filled dot and triangle represent the final positions. We can see that at the beginning of the simulation, the UAVs got close to the target to get a better observation and then circled around it. The error of estimation is shown in Figure 5 . Figure 5 shows the average estimate error of the UAVs. At the beginning of the simulation, the error was large and unstable, because during this time the UAVs were too far from the target. Once they caught up the target and circled around it, the estimate error dropped quickly and became stable.
Figures 6-8 show the performance of three different methods for estimating the target. Figure 6 shows the situation when the received signal power was only attenuated as a function of the distance between two nodes. Figure 7 shows the result in fading environment and Figure 8 shows the performance when there existed interference between UAVs.
In each condition of Figures 6-8 , we ran Monte-Carlo simulations 100 times for each model. Compared with the communication probability model, it turned out that our proposed method in this paper had a pretty good performance. Figure 5 shows the average estimate error of the UAVs. At the beginning of the simulation, the error was large and unstable, because during this time the UAVs were too far from the target. Once they caught up the target and circled around it, the estimate error dropped quickly and became stable.
Figures 6-8 show the performance of three different methods for estimating the target. Figure 6 shows the situation when the received signal power was only attenuated as a function of the distance between two nodes. Figure 7 shows the result in fading environment and Figure 8 shows the performance when there existed interference between UAVs. Figure 5 shows the average estimate error of the UAVs. At the beginning of the simulation, the error was large and unstable, because during this time the UAVs were too far from the target. Once they caught up the target and circled around it, the estimate error dropped quickly and became stable.
Figures 6-8 show the performance of three different methods for estimating the target. Figure 6 shows the situation when the received signal power was only attenuated as a function of the distance between two nodes. Figure 7 shows the result in fading environment and Figure 8 shows the performance when there existed interference between UAVs. In each condition of Figures 6-8 , we ran Monte-Carlo simulations 100 times for each model. Compared with the communication probability model, it turned out that our proposed method in this paper had a pretty good performance.
The results shown in Figure 9 are the average distance between UAVs with different methods. The safety distance was 50 m. We can see that the method in this paper had the shortest distance, which means the communication with our method was better than others. In each condition of Figures 6-8 , we ran Monte-Carlo simulations 100 times for each model. Compared with the communication probability model, it turned out that our proposed method in this paper had a pretty good performance.
The results shown in Figure 9 are the average distance between UAVs with different methods. The safety distance was 50 m. We can see that the method in this paper had the shortest distance, which means the communication with our method was better than others. The results shown in Figure 9 are the average distance between UAVs with different methods. The safety distance was 50 m. We can see that the method in this paper had the shortest distance, which means the communication with our method was better than others. Figure 10 shows the effect of UAV numbers on estimate error. We can see that as the number of UAV increased, the average estimate error decreased. When the number of UAVs was larger than 6, we ran Monte-Carlo simulation 100 times and found that the estimated error was very small and close with different methods, which can be seen in Figure 11 (the number of UAVs was 8).
In Figure 11 , we can see that at the beginning of the simulation, the estimation error of our method was higher than others. According to Equation (32), communication noise was treated as part of the observation noise. When the distance between UAVs was large, the communication channel quality was relatively low, so the communication noise was loud and caused a great estimate error. As the simulation continued, the error dropped quickly and stayed stable and small. Figure 10 shows the effect of UAV numbers on estimate error. We can see that as the number of UAV increased, the average estimate error decreased. When the number of UAVs was larger than 6, we ran Monte-Carlo simulation 100 times and found that the estimated error was very small and close with different methods, which can be seen in Figure 11 (the number of UAVs was 8). Figure 10 shows the effect of UAV numbers on estimate error. We can see that as the number of UAV increased, the average estimate error decreased. When the number of UAVs was larger than 6, we ran Monte-Carlo simulation 100 times and found that the estimated error was very small and close with different methods, which can be seen in Figure 11 (the number of UAVs was 8).
In Figure 11 , we can see that at the beginning of the simulation, the estimation error of our method was higher than others. According to Equation (32), communication noise was treated as part of the observation noise. When the distance between UAVs was large, the communication channel quality was relatively low, so the communication noise was loud and caused a great estimate error. As the simulation continued, the error dropped quickly and stayed stable and small. In Figure 11 , we can see that at the beginning of the simulation, the estimation error of our method was higher than others. According to Equation (32), communication noise was treated as part of the observation noise. When the distance between UAVs was large, the communication channel quality was relatively low, so the communication noise was loud and caused a great estimate error. As the simulation continued, the error dropped quickly and stayed stable and small.
It can be seen in Figure 12 that when the number of UAVs increased, the distance between the UAVs decreased. This is because when different communication models were used, different observation configurations are obtained, which causes different average distances. When the distance between UAVs was small, there was low communication noise, which explained why these three methods had a very close estimate error in Figure 11 when the number of UAVs was very large. It can be seen in Figure 12 that when the number of UAVs increased, the distance between the UAVs decreased. This is because when different communication models were used, different observation configurations are obtained, which causes different average distances. When the distance between UAVs was small, there was low communication noise, which explained why these three methods had a very close estimate error in Figure 11 when the number of UAVs was very large. It can be seen in Figure 12 that when the number of UAVs increased, the distance between the UAVs decreased. This is because when different communication models were used, different observation configurations are obtained, which causes different average distances. When the distance between UAVs was small, there was low communication noise, which explained why these three methods had a very close estimate error in Figure 11 when the number of UAVs was very large. 
Conclusions
A communication-aware cooperative target tracking algorithm was proposed, which is based on information consensus under multi-UAVs communication noise.
The communication between UAVs was modeled as a signal-to-interference-plus-noise ratio (SINR) model. When the receiver SNR of i-th UAV from j-th UAV was greater than a threshold, we assumed i-th UAV was j-th UAV's neighbor. An UAV could communicate with its neighbors. Each UAV had a local filter to get an estimate and could receive its neighbors' observation. Each UAV used the extended information filter to fusion its local observation and its' neighbors' observation to get a better estimate.
Each UAV calculated its own target tracking control inputs using receding horizon optimization method based on the consistency target state estimation.
The simulation results showed that the proposed communication model could make UAVs improve the accuracy of cooperative target tracking.
