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Intravoxel Incoherent Motion
Model-Free Determination of Tissue Type in Abdominal Organs Using
Machine Learning
Alexander Ciritsis, PhD, Cristina Rossi, PhD, Moritz C. Wurnig, MSc, MD,
Valerie Phi Van, MD, and Andreas Boss, MD, PhD
Purpose: For diffusion data sets including low and high b-values, the intravoxel
incoherent motion model is commonly applied to characterize tissue. The aim
of the present study was to show that machine learning allows a model-free
approach to determine tissue type without a priori assumptions on the
underlying physiology.
Materials and Methods: In 8 healthy volunteers, diffusion data sets were
acquired using an echo-planar imaging sequence with 16 b-values in the range
between 0 and 1000 s/mm2. Using the k-nearest neighbors technique, the
machine learning algorithm was trained to distinguish abdominal organs
(liver, kidney, spleen, muscle) using the signal intensities at different b-values
as training features. For systematic variation of model complexity (number
of neighbors), performance was assessed by calculation of the accuracy and
the kappa coefficient (κ). Most important b-values for tissue discrimination
were determined by principal component analysis.
Results: The optimal trade-off between model complexity and overfitting was
found in the range between K = 11 to 13. On “real-world” data not previously
applied to optimize the algorithm, the k-nearest neighbors algorithm was
capable to accurately distinguish tissue types with best accuracy of 94.5%
and κ = 0.92 reached for intermediate model complexity (K = 11). The principal
component analysis showed that most important b-values are (with decreasing
importance): b = 1000 s/mm2, b = 970 s/mm2, b = 750 s/mm2, b = 20 s/mm2,
b = 620 s/mm2, and b = 40 s/mm2. Applying a reduced set of 6 most important
b-values, still a similar accuracy was achieved on the real-world data set with
an average accuracy of 93.7% and a κ coefficient of 0.91.
Conclusions: Machine learning allows for a model-free determination of tissue
type using intra voxel incoherent motion signal decay curves as features. The
technique may be useful for segmentation of abdominal organs or distinction
between healthy and pathological tissues.
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D iffusion-weighted imaging (DWI) is a functional magnetic reso-nance imaging (MRI) technique, which initially was developed
for brain-related applications such as stroke diagnosis. However, in
recent years, it has also been widely implemented in clinical MRI
protocols for examination of the breast, the liver, the prostate, and
the rectum.1–6 By obtaining the image contrast from the differ-
ences in mobility of water protons, DWI can be used to identify
potential areas of impeded diffusion and has turned out as an impor-
tant tool for tumor characterization, treatment monitoring, or defin-
ing parenchymal diseases.7–9
The apparent diffusion coefficient is used to describe the degree
of water diffusion. For calculation of the apparent diffusion coefficient,
a monoexponential decay dependent on the applied b-value (a sequence
parameter describing the strength of the diffusion weighting) is assumed.
However, this classical monoexponential model does not reflect the true
nature of water mobility in tissues because parts of the signal decay re-
sult from perfusion effects especially at low b-values (<150 s/mm2). To
take this “pseudodiffusion” effect caused by fast-moving water mole-
cules in capillaries into account, the concept of intra voxel incoherent
motion (IVIM) was introduced.10,11 Based on this extended model,
the overlapping contributions of normal diffusion and pseudodiffusion
can be separated and quantified by fitting a biexponential signal curve to
the measured signal intensities at a large number of b-values (typically
in the order 12–16).
However, despite a broad ongoing research in the field of
IVIM,12–17 there are several shortcomings to be considered. First,
there is still no consensus reached on the optimal number and reso-
lution of applied b-values.18–20 Second, the more complex fitting
procedure of IVIM data due to the larger number of fitting parame-
ters causes instability of calculated IVIM parameters, especially
when it comes to the pseudodiffusion coefficient D*.12 Third, for
all IVIM approaches, a priori assumptions on the underlying physi-
ology are required without knowing to which extent the chosen
model describes reality and is stable in the presence of pathological
tissue conditions.
In the present investigation, we propose and test a new approach
overcoming the forementioned shortcomings: the tissue is characterized
(classified) using a machine learning algorithm without a priori assump-
tions in a model-free approach. The purpose of this study was to
train a k-nearest neighbor (K-NN) machine learning algorithm to
classify different organs in the abdomen based on IVIM data and
to determine the optimal combination of b-values for the distinction
of the different organs using cluster analysis and principal component
analysis (PCA).
MATERIALS AND METHODS
Volunteers
Eight healthy volunteers (6 men, 2 women; age range, 23–39 years;
median age, 26 years) were included in this prospective study. Written
informed consent was obtained from all volunteers, and the study was
approved by the local ethics committee.
MRI Acquisition
Magnetic resonance imaging examinations were performed in
supine position on a clinical 3.0-T scanner (Ingenia; Phillips, Best, the
Netherlands) using a flexible 16-channel body matrix-coil and the
built-in spine coil for signal reception. The sequence protocol included
an echo-planar imaging (EPI) sequence to acquire DWI data sets of the
upper abdomen in transverse orientation during free breathing. As sug-
gested by Lemke et al,19 the following 16 b-values were chosen for
the DWI sequence (0, 10, 20, 40, 90, 100, 170, 200, 210, 240, 390,
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530, 620, 750, 970, and 1000 s/mm2). Additional sequence parame-
ters were as follows: repetition time, 5000 milliseconds; echo time,
69.5 milliseconds; matrix size, 144  144; in-plane resolution, 2.8 
2.8 mm; slice thickness, 5 mm; number of averages, 6; parallel imaging
SENSE factor, 2; spectral attenuated inversion recovery fat suppres-
sion; receiver bandwidth, 2321 Hz/px.
Region of Interest Definition
A region of interest (ROI) analysis was performed to generate
signal intensity curves from the DWI data sets as a function of the
b-value for abdominal organs. All ROIs were defined using institu-
tional computer scripts written in the programming language Matlab
(The MathWorks, Natick, MA). Polygonal ROIs were defined on the
b = 0 s/mm2 image and subsequently copied to all other b-value images
of the same data set, with an average ROI size of 154 pixels ranging
between 70 and 200 pixels (Fig. 1 shows typical definitions of ROIs).
For the following body regions, signal curves were assessed: liver;
spleen, left kidney, right kidney, and erector spinae muscle. To acquire
a sufficient set of data points for training and validation of the
machine learning algorithm, a number of 10 ROIs were placed on
different slices for each body region in all subjects resulting in a
total number of 400 ROIs. For all ROIs, large vascular structures were
avoided to exclude contributions from macroscopic vascular flow
and to assess only parenchyma of the examined organ. The acquired
signal intensity curves were normalized to 1 for the b = 0 s/mm2 image.
IVIM Analysis
In the standard IVIM model, the signal intensity curves from
a DWI experiment with multiple b-values are described by the
following equation:
Sb
S0
¼ Fp  exp −bD*ð Þ þ 1− Fp
  exp −bDtð Þ ð1Þ
with Sb being the signal intensity in the DWI image acquired with
the respective b-value and S0 representing the signal intensity in the
b = 0 s/mm2 image. Fp is the perfusion fraction, D* standing for the
pseudodiffusion coefficient representing capillary microperfusion,
and Dt representing the “true diffusion” coefficient of passive molecu-
lar water diffusion. For the fitting of Equation 1 to the obtained sig-
nal intensities, an adaptive b-value threshold algorithm was used as
described in a previous study by Wurnig et al.12
Machine Learning
Creating the Model
For the current study, a machine learning model based on the
K-NN algorithm21 was implemented to classify the different tissue
types of abdominal organs and skeletal muscle. The signal inten-
sity curves as functions of the b-value for each subject and organ
obtained by ROI analyses were imported into the data-mining pro-
gram Rapidminer (RapidMiner Inc, Boston, MA). The classifica-
tion in the K-NN model was done by determining the k closest
training examples to the test data set, whereas “closeness” is defined
in terms of a distance metric, which in our study was the Euclidean
distance (Equation 2).
D x; yð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑Ki¼1 xi− yið Þ
2
q
ð2Þ
with D being the distance between 1 point in the training data set (xi)
and 1 point in the test data set (yi) with 2 coordinates for each data point:
the signal intensity Sb and the corresponding b-value.
Data Split
The imported datawere split by a split data operator, dividing the
data set randomly stratified in 2 partitions with a ratio of 0.7 to 0.3. The
partition with 70% of the data served to train and validate the model.
The partition with 30% of the data was excluded from the training
and validation phase, and spared as testing data never “seen” by the
machine. After implementation of the model, the testing data were
evaluated by the model to measure the unbiased performance of
the machine learning algorithm. In the following, this 30% data subset
will be referred to as “real-world” data set, as it represents a real-world
scenario with data, which did not serve to train or validate the machine
learning algorithm.
Training and Validating the Model
To increase the data size, a 10-fold cross-validation operand
consisting of a training and a validation component was used to split
the data into a training and validation subset. The partition of 70%
data was split into n = 10 subsets of equal size via stratified shuffled
sampling. For each of the computation cycles, 1 single set of the
10 subsets was retained as testing data set, whereas the remaining
9 subsets were used to train the K-NN–based model. The training/
validation process used in this study is described in Figure 2.
Performance of the Model
To evaluate and measure the overall performance as well as
the individual accuracy of tissue classification of the implemented
K-NN–based model, confusion matrices for systematic variation of
model complexity (numbers of K closest neighbors: 3, 5, 7, 9, 11, 13)
were generated. The overall and individual performances of tissue
classification of the implemented K-NN–based model were measured
on the cross-validated training data set as well as on the real-world
data set.
FIGURE 1. ROI analysis on the diffusion-weighted MRI acquired at a b-value of 0 s/mm2: renal parenchyma (A), erector spinae muscle (B),
and liver parenchyma splenic parenchyma (C). Figure 1 can be viewed online in color at www.investigativeradiology.com.
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Overfitting and Underfitting
To find the “sweet spot” as the optimum trade-off between
model complexity and training and test accuracy, the average classi-
fication error of the implemented K-NN algorithm was measured on
the training as well as on the real-world data set. The average classi-
fication error was determined for 19 different values of K, declining
from 100 to 1 with K = 100 representing a very low complexity of the
model and K = 1, a high complexity, respectively. The determined error
rates on each data set were plotted against the according reciprocal
value of K (Figs. 3A, B).
Importance of Individual b-Values
Scatter Plots
To evaluate the importance of individual b-values for correct
tissue classification, the distributions of the signal intensities curves
for all b-values and each tissue type were assessed. Subsequent,
scatter plots of the 4 tissue types for each b-value were generated
and the 6 b-values, which separated the different tissue types best,
were chosen visually.
Principal Component Analysis
To obtain a quantifiable value of the importance of different
b-values, a PCAwas implemented on the training data set. The con-
ventional PCA is a mathematical procedure, using an orthogonal
transformation, which aims to reduce a multivariate high dimen-
sional correlated data set (1 axis per variable) to a lower uncorrelated
dimensional subspace of principal components (PCs) (1 axis per PC).
Thereby, the first PC accounts for as much of the variability in the
data set as possible. The second PC is orthogonal to the first one and
contains the second highest value of variance of the observed vari-
ables to describe the data. This procedure can be continued to as
much PCs as variables are available. In terms of our imaging data,
this meant that each PC was composed by a linear combination of
all acquired b-values and their corresponding signal intensities in
the different tissue types. The relevance of each b-value for the deter-
mined PCs is described by its eigenvector and can be visualized in a
biplot, whereas the angle of the eigenvector with respect to the PC axis
represents the contribution, and the amount of the eigenvector repre-
sents the weight of the variable to the corresponding PC. In our study,
the 6 b-values, which contributed most on the 2 PCs to classify the dif-
ferent tissue types, were determined via PCA.
Performance of the Model With a Reduced Set
of b-Values
On the reduced set of most contributing b-values, the overall
performance of the implemented K-NN–based model was measured
and evaluated. Correspondingly to the previous determined perfor-
mances with the complete set of b-values, confusion matrices for
systematic variation of model complexity (numbers of K closest
neighbors: 3, 5, 7, 9, 11, 13) were generated for the reduced b-value set.
Statistical Evaluation
With the generated confusion matrices, the overall accuracy of
the implemented K-NN algorithm was determined for each value of
K by summing the number of correctly classified tissue types in the
main diagonal and dividing by the total number of counts. Furthermore,
to measure the agreement between classification and true counts, the
kappa coefficient (κ) was determined, whereas a κ value of 1 stands
for perfect agreement, whereas a value of 0 represents no agreement.
RESULTS
IVIM Analysis
All DW images were acquired successfully, and ROI analy-
sis was performed for all volunteers. Typical examples of signal
decay curves for the evaluated parenchymal abdominal organs includ-
ing the corresponding biexponential IVIM fit are depicted for 1 volun-
teer in Figure 4A and as mean values for the whole cohort in Figure 4B.
In both cases, the typical IVIM behavior of the signal curves can be
seen with rapid signal decay for low b-values, especially for liver and
spleen indicating a large contribution of perfusion effects. The corre-
sponding IVIM parameters (pseudodiffusion D*, perfusion fraction
Fp, and true diffusion Dt) are reported in Figure 5 for the example vol-
unteer and in Figure 6 for the whole cohort.
Model Complexity for 16 b-Values
For a value of K = 100 and associated low model complexity,
the overall performance of the machine learning algorithm revealed
a high average classification error of 49.7% and 41.8% on the train-
ing data set and real-world data set, respectively. With higher model
complexity and declining K, the overall performance on both data
sets improved and the average classification error decreased. The
sweet spot describing a low and almost similar classification error
on both data sets was determined between K = 11 and K = 13. For
lower values of K down to 1 and associated high model complexity,
the average classification error on the testing data set increased again,
while it decreased on the training data set, indicating overfitting of
the applied model (Fig. 3A).
K-Nearest Neighbor Algorithm
The overall performance and the κ coefficient of the imple-
mented K-NN model were successfully measured on the training
data set as well as on the real-world data set for values of K ranging
from 3 to 13, whereas K = 3 described a high model complexity and
K = 13 a low complexity, respectively. The overall accuracy and dif-
ferent classification rates for each tissue type are summarized in
Tables 1 and 2 for K = 3 to 13. The optimal trade-off between model
FIGURE 2. Schematic of the training/validation and test process used in this study. Figure 2 can be viewed online in color at www.investigativeradiology.com.
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complexity and overfitting was determined for a value of K ranging
between 11 and 13, leading to similar performances of the model on
the training and testing data set and thus minimizing overfitting. The
confusion matrices of the training and real-world data set for K = 11
and K = 13 are exemplary given in Tables 3 and 4.
Intermediate Low Model Complexity (K = 11)
The overall accuracy for tissue classification on the training data
set for K = 11 was 94.5% with κ = 0.92. Splenic and hepatic paren-
chyma reached the lowest correct classification rates of 89.2% and
91.7%, respectively, with splenic parenchyma being falsely classified
as hepatic parenchyma and vice versa. Renal parenchyma andmuscle tis-
sue were mostly correctly classified with 98.6% and 95.2%, respectively
(Table 3). On the real-world data set, a similar overall average
accuracy of 92.4% was determined as on the training data set and
the κ coefficient amounted 0.89. For muscle tissue splenic and also
for hepatic parenchyma, the correct classification rate increased to
100% and 93.3%, whereas the classification rate of renal and splenic
parenchyma decreased to 90% and 87.5% (Table 3). Also for the real-
world data set, the most false classifications occurred between splenic
and hepatic parenchyma.
Low Model Complexity (K = 13)
Compared with K = 11, the overall accuracy on the training data
set measured for K = 13 slightly decreased to 93.5% with κ = 0.91. As
for K = 11, splenic parenchyma reached the lowest correct classification
FIGURE 3. Performance for the K-NN model on the training and testing data sets, applying 16 (A) and 6 b-values (B) as attributes. For both scenarios, the
average error decreases as the complexity of themodel increases with declining K. For the complete set of 16 b-values, an optimal K between 11 and 13
was determined (A), as well as for the reduced data set of 6 b-values (B). Figure 3 can be viewed online in color at www.investigativeradiology.com.
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rate of 83.8% with almost all false classifications being assigned to
hepatic parenchyma. The classification rate of hepatic parenchyma
was similar to K = 11 with 91.7%. Muscle tissue and renal paren-
chyma again reached high correct classification rates of 95.2% and
98.5% (Table 4). On the real-world data set, the average overall
accuracy increased to 91.1% with a corresponding κ coefficient of
0.88, with muscle tissue being 100% correctly classified and renal,
splenic, and hepatic parenchyma reaching classification rates below
95% (Table 4).
Importance of Individual b-Values
The qualitative visual analysis of the scatter plots (Fig. 4) derived
from the training data set revealed that b-values in the low spectrum,
ranging from b = 10 s/mm2 to b = 90 s/mm2, contributed most to
separate hepatic and splenic parenchyma from renal parenchyma and
muscle tissue. For high b-values ranging from b = 620 s/mm2 to
b = 1000 s/mm2, a separation of splenic to renal parenchyma and
to muscle tissue was feasible. The b-values in the midrange ranging
from b = 100 s/mm2 to b = 530 s/mm2 did not add much information
regarding the separation of the different tissue types.
Principal Component Analysis
The PCA was implemented on the training data set, and the
cumulative variance was set to 95%, meaning that all components
greater than that given variance threshold were removed. For the first
principal component (PC1), a cumulative variance of 75.9% was
FIGURE 4. Scatter plots of 15 b-values, to classify the 4 different tissue types. With b-values in the low spectrum (b = 10 s/mm2 to b = 90 s/mm2),
a separation of hepatic and splenic parenchyma is feasible. B-values in the high spectrum (b = 620 s/mm2 to b = 1000 s/mm2) contributed most to
separate splenic from renal parenchyma and from muscle tissue. Figure 4 can be viewed online in color at www.investigativeradiology.com.
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determined, and for the second one (PC2), 95.8% was determined.
Because the increase of variance for the other components was only
minimal and the threshold was already achieved after the second PC,
no further components were needed. A scatter plot subdividing the
different tissue types based on the dimensions of the PCAwas generated
(Figs. 7, 8), showing a clear separation of all 4 tissue types from each
other. Hepatic parenchyma and muscle tissue were mainly separated
due to the influence of the second PC (y-axis), whereas the first PC (x-
axis) had major influence on splenic and renal parenchyma. The impor-
tance of each b-value for PC1 and PC2 is shown in Table 5, and visualized
in a biplot (Fig. 8), thereby b = 1000 s/mm2, b = 970 s/mm2, b = 750 s/
mm2, b = 20 s/mm2, b = 620 s/mm2, and b = 40 s/mm2 revealed as most
significant with eigenvector lengths ranging from 0.381 to 0.425.
Model Complexity for Reduced Set of b-Values
Similar to the complete set of b-values, an optimum of K = 11 to
13 was determined for the reduced set of b-values (Fig. 3B). The
overall accuracy and different classification rates for each tissue
type are summarized in Table 2 for K = 3 to 13. With the confusion
matrices of the training and real-world data set for K = 11 and 13,
describing the sweet spot between model complexity and overfitting
are exemplary given in Tables 3 and 4 (brackets). For intermediate
complexity (K = 11), the overall accuracy for tissue classification on
the training data set was 93.7% with κ = 0.91. On the real-world data
set, the average accuracy was 93.7% with a κ coefficient of 0.90. For
low model complexity (K = 13), the overall accuracy on the training
data set measured 93.5% with κ = 0.90 (Table 4 brackets). On the real-
world data set, the average accuracy decreased to 92.4%with κ being 0.89.
DISCUSSION
In the present study, we propose a model-free approach for the
evaluation of IVIM data using machine learning with the signal intensi-
ties at different b-values serving as features. To show the feasibility of
the approach, a relatively easy-to-understand K-NN machine learning
algorithm, which classified 4 different tissue types in the abdomen
based on IVIM-DWI data, was implemented and evaluated.We showed
that an accurate classification of tissue type using IVIM data sets with
16 different b-values as attributes is feasible. Moreover, we deter-
mined the most important sequence of b-values for tissue discrimi-
nation using PCA, and we demonstrated that, by using only the 6
most important b-values, an almost identical accuracy of tissue dis-
crimination can be achieved compared with the full data set. To our
knowledge, this is the first time a machine learning algorithm was
applied to classify different tissue types in the abdomen based on
IVIM data.
In recent years, several studies dealt with the applicability of
the IVIM concept for tissue and lesion characterization in abdominal
organs.9,22,23 One limitation all those studies had in common was the
need of choosing a suitable pharmacokinetic or compartment model
of the organ or tissue type to be characterized to implement the IVIM
FIGURE 5. Example of the biexponential fitting curves for increasing b values in 4 different tissue types derived by ROI measurements for
1 volunteer (A) and for the whole cohort (B). Figure 5 can be viewed online in color at www.investigativeradiology.com.
FIGURE 6. IVIM parameters. A, Pseudodiffusion D*. B, Perfusion fraction Fp. C, True diffusion D for 1 exemplary volunteer. Figure 6 can be viewed online
in color at www.investigativeradiology.com.
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analysis. Moreover, it is well known that model-based IVIM analysis
often provides instable results (especially regarding the perfusion-
dependent parameters), and numerous different approaches have
been investigated to increase stability. With a machine learning algo-
rithm only taking into account the signal intensities at different
b-values, we implemented a completely model-free approach to clas-
sify different tissue types without any a priori knowledge or assump-
tion of a model.
Applying techniques of machine learning, optimization regard-
ing model complexity has to be done carefully ruling out overfitting.
Overfitting occurs when the machine learning algorithm is trained in
a too large extent with details and noise negatively affecting the per-
formance on real-world data. To minimize overfitting in our study,
the K-NN operator was trained via cross-validation, dividing the
training data into 10 subsets of equal size. This resampling tech-
nique also provides advantages with respect to the limited number
of data points. By holding back a subset of 30% data as validation
subset for a real-world scenario, it was possible to estimate the true
performance of the applied algorithm and to determine and validate
overfitting or underfitting. Setting the value for K = 11 to 13, the
overall accuracy on the training data showed an acceptable perfor-
mance achieving 93% to 94% accuracy. In addition, the performance
on the real-world data set also measured a high accuracy by classify-
ing averagely 91.5% of the data correctly. Consequently, a value of
K from 11 to 13 showed to be the best compromise between overall
accuracy and overfitting.
The analysis of the IVIM data via machine learning allowed
determining the most important b-values to distinguish tissue types.
To identify the most relevant b-values for tissue classification, the
distribution of the different tissue types depending on the b-values
was visually assessed via scatter plots on the training data set. The
analysis showed that b-values in the low spectrum ranging from
b = 10 s/mm2 to b = 90 s/mm2 were most important to separate hepatic
from splenic, renal, and muscle tissue. This finding was in accordance
TABLE 1. Overall Average Classification Accuracies and κ of the Implemented K-NN (K = 3 to 13) Algorithm Performed on the Training and
Real-World Data Set for 16 and 6 b-Values
16 b-Values 6 b-Values
K-NN
Overall Accuracy Training
Data Set, %
Overall Accuracy Real-World
Data Set, %
Overall Accuracy Training
Data Set, %
Overall Accuracy Real-World
Data Set, %
3 96.17 93.67 93.48 93.67
κ = 0.947 κ = 0.913 κ = 0.910 κ = 0.913
5 96.17 89.87 93.48 93.67
κ = 0.947 κ = 0.862 κ = 0.910 κ = 0.913
7 95.61 89.87 93.48 93.67
κ = 0.940 κ = 0.862 κ = 0.910 κ = 0.913
9 94.53 89.87 92.89 92.41
κ = 0.924 κ = 0.862 κ = 0.901 κ = 0.896
11 94.53 92.41 93.71 93.67
κ = 0.924 κ = 0.896 κ = 0.916 κ = 0.914
13 93.48 91.14 93.45 92.41
κ = 0.910 κ = 0.879 κ = 0.909 κ = 0.896
K-NN, k-nearest neighbor.
TABLE 2. Individual Classification Rate for Each Tissue Type of the Implemented K-NN (K = 3 to 13) Algorithm Performed on the Training
and Real-World Data Set (Brackets) for 16 and 6 b-Values
Training Data set
(Real-World Data Set) 16 b-Values Accuracy 6 b-Values Accuracy
K-NN Spleen, % Kidney, % Muscle, % Liver, % Spleen, % Kidney, % Muscle, % Liver, %
3 94.59 98.57 100 88.88 86.49 100 95.24 86.11
(87.50) (93.33) (100) (93.33) (87.50) (93.33) (100.00) (93.33)
5 91.89 98.57 97.62 94.44 83.78 100 95.24 88.89
(75.00) (90.00) (100) (93.33) (93.75) (90.00) (100) (93.33)
7 89.19 98.57 100.00 91.67 89.19 100 92.86 86.11
(75.00) (90.00) (100.00) (93.33) (93.75) (90.00) (100.00) (93.33)
9 86.49 98.57 97.62 91.67 89.19 100 92.86 83.33
(75.00) (90.00) (100.00) (93.33) (87.50) (90.00) (100.00) (93.33)
11 89.19 98.57 95.24 91.67 89.19 100 92.86 86.11
(87.50) (90.00) (100.00) (93.33) (93.75) (90.00) (100.00) (93.33)
13 83.78 98.57 95.24 91.67 89.19 100 92.86 86.11
(81.25) (90.00) (100.00) (93.33) (87.50) (90.00) (100.00) (93.33)
K-NN, k-nearest neighbor.
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TABLE 3. Confusion Matrix for the Training and Real-World Data Set of 16 b-Values and 6 b-Values (Brackets) Derived by the K-NN
Machine Learning Algorithm With a Value of K = 11
True Spleen True Kidney True Muscle True Liver Class Precision
K = 11 training data set
Predicted spleen 33 0 0 3 91.89%
(33) (0) (1) (5) (84.62%)
Predicted kidney 0 69 2 0 98.61%
(0) (70) (2) (0) (97.22%)
Predicted muscle 0 1 40 0 95.12%
(0) (0) (39) (0) (100.00%)
Predicted liver 4 0 0 33 87.57%
(4) (0) (0) (31) (88.57%)
Class recall 89.19% 98.57% 95.24% 91.67% Average accuracy: 94.53%
(89.19%) (100%) (92.86%) (86.11%) (93.71%)
K = 11 real-world data set
Predicted spleen 14 0 0 1 93.33%
(15) (0) (0) (1) (93.75%)
Predicted kidney 0 27 0 0 100%
(0) (27) (0) (0) (100.00%)
Predicted muscle 0 3 18 0 90.91%
(0) (3) (18) (0) (85.71%)
Predicted liver 2 0 0 14 94.12%
(1) (0) (0) (14) (93.33%)
Class recall 87.50% 90.00% 100% 93.33% Average accuracy: 92.00%
(93.75%) (90.00%) (100.00%) (93.33%) (93.67%)
K-NN, k-nearest neighbor.
TABLE 4. Confusion Matrix for the Training and Real-World Data Set of 16 b-Values and 6 b-Values (Brackets) Derived by the K-NN Machine
Learning Algorithm With a Value of K = 13
True Spleen True Kidney True Muscle True Liver Class Precision
K = 13 training data set
Predicted spleen 31 0 0 3 91.18%
(33) (0) (1) (5) (84.62%)
Predicted kidney 0 69 2 0 97.18%
(0) (70) (2) (0) (97.22%)
Predicted muscle 2 1 40 1 93.02%
(0) (0) (39) (1) (100.00%)
Predicted liver 4 0 0 33 89.19%
(4) (0) (0) (31) (88.57%)
Class recall 83.78% 98.57% 95.24% 91.67% Average accuracy, 93.48%
(89.19%) (100.00%) (92.86%) (86.11%) (93.45%)
K = 13 real-world data set
Predicted spleen 13 0 0 1 92.89%
(14) (0) (0) (1) (81.25%)
Predicted kidney 0 27 0 0 100%
(0) (27) (1) (0) (96.3%)
Predicted muscle 0 3 18 0 85.71%
(1) (3) (18) (0) (90.48%)
Predicted liver 3 0 0 14 82.35%
(2) (0) (0) (14) (93.33%)
Class recall 81.25% 90.00% 100% 93.33% Average accuracy, 91.14%
(87.50%) (90.00%) (100.00%) (93.33%) (92.41%)
K-NN, k-nearest neighbor.
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to the observed shape of the measured IVIM curve, in which, especially,
hepatic and, to a lesser extent, splenic parenchyma exhibit a fast signal
decline at low b-values, which corresponds to high pseudodiffusion
coefficients D* in the IVIMmodel compared with renal parenchyma
and muscle tissue. To differentiate the other tissue types from each
other, b-values in the mid and high range had also to be considered.
In this respect, b-values ranging from b = 530 s/mm2 to b = 1000 s/mm2
were found to be most useful to differentiate splenic and hepatic paren-
chyma from renal muscle and muscle parenchyma, which corresponds
to higher Dt for renal parenchyma andmuscle tissue in the IVIMmodel.
This qualitative visual approach was supported by the quantitative
approach of PCA.
Thereby, the 16-dimensional variable space was reduced to a
2-dimensional component space via linear combinations of the
acquired b-values, assigning each b-value a weighting to one of
the both components. The scatter plot of the training data set on the
2-dimensional component space revealed a clear subdivision of the 4
different tissue types, separating hepatic and splenic parenchyma from
muscle tissue and renal parenchyma. Taking into account the IVIM pa-
rameters and the separation of hepatic and splenic parenchyma from renal
parenchyma andmuscle tissue via PC2 (y-axis) and renal and hepatic pa-
renchyma frommuscle tissue and splenic parenchymavia PC1 (x-axis), it
can be concluded that PC1 reflects the influence of the diffusion coeffi-
cient Dt and PC2 the influence of the pseudodiffusion coefficient D*.
Based on the PCA, it was possible to determine quantitatively
the 6 b-values, which had most influence on the separation of the differ-
ent tissue types. Those b-values were in accordance to the previous
findings via the scatter plots and covered in particular the low as well
as the high spectrum of b-values. A renewed classification of the tissue
types with the same number of K-NNs (K = 11 and 13), but applying
the reduced set of only 6 b-values, resulted in nearly the same accuracy
of 93% to 94% for the training data and even a slightly higher accuracy
of 93% for the real-world data set. Besides the fact that the overall
performance of the model was very good, with average accuracies
above 90% for the training and real-world data set, the classification
of hepatic and splenic parenchyma posed more problems than it did
with the complete b-value set as both tissue types show a similar be-
havior for b-values in the low and in the high range. For all applied
values of K, hepatic parenchyma was in some cases falsely predicted
as splenic parenchyma and vice versa.
FIGURE 7. IVIM parameters. A, Pseudodiffusion D*. B, Perfusion fraction Fp. C, True diffusion D for the whole cohort. Figure 7 can be viewed online in
color at www.investigativeradiology.com.
FIGURE 8. Biplot of the implemented PCA, separating all 4 tissue types due to PC1 and PC2. The 6 most important b-values for tissue classification
are illustrated by their eigenvectors. Figure 8 can be viewed online in color at www.investigativeradiology.com.
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However, the still excellent performance for the reduced b-value
data set and the associated low amount of overfitting emphasizes the
robustness and stability of the applied machine learning model.
Because the acquisition of a whole IVIM data set is time-
consuming and simultaneous multislice scanning (SMS)24,25 is not
yet an integral part in clinical routine, a reduced set of b-values may
increase the clinical applicability of IVIM DWI measurements.
To demonstrate the feasibility of IVIM-based tissue classifi-
cation via machine learning, we only evaluated and used the K-NN
algorithm to classify the different tissue types in this study. The reason
for this choice is the comprehensibility of the approach, which is more
intuitive compared with other machine learning techniques. In future
studies, we will evaluate more powerful classifying algorithms such
as decision trees, support vector machines, or neural networks.
It may be regarded as a short-coming of the proposed machine
learning approach that biomarkers with an intuitive interpretation are
missing such as pseudodiffusion corresponding to the degree of tissue
perfusion, and true diffusion meaning the restriction of passive water
motion due to cell membranes are missing. However, these are concepts
that do not make sense to machine learning algorithms, which compare
signal values according to a certain scheme. It may be argued that it
might be better that the machine learning algorithm decides on its
own and determines what patterns are important to predict tissue char-
acteristics such as malignant tumor versus benign tissue alteration. In
such a respect, more sophisticated machine learning algorithms such
as deep neural networks might be superior compared with the human
intuition of biomarkers. In the end, it seems clinically relevant to detect
a disease and classify it, whatever biomarkers—intuitive or not—are
necessary. In addition, it must be said that, over the past years, many
different computational techniques have been described for organ
segmentation.26 This may raise the question, “Why use IVIM data
sets for tissue type classification and segmentation?” Because most
segmentation techniques are based on surface and landmark detec-
tion and typically not relying on organ characteristics except for
their shape, these algorithms may run into serious problems for clas-
sification, if the anatomy of the organs is severely changed. Whereas
in IVIM on the contrary, organs exhibit specific traits, regardless of
their actual shape, which can be used as features for automated segmen-
tation with machine learning techniques. Second, IVIM is increasingly
used for tissue characterization such as liver fibrosis or treatment
monitoring in malignant lesions. Thus, if the DWI sequence is able
to perform organ segmentation, these evaluations can be implemented
directly on the MR scanner without the need of further postprocessing.
Third, in this study, we intended to classify in healthy volunteers differ-
ent tissue types based on IVIM data as a proof-of-principle test. As in
healthy organs, the physiological effects corresponding to specific traits
in DWI are mostly well understood; an almost intuitive interpretation of
the findings was possible.
Our study exhibited some more limitations. First, the study pop-
ulation was rather small; however, given the fact that we reached a high
accuracy on the real-world data set and only low overfitting in the
trained model the population size seemed sufficient for this feasibility
study. Second, our cohort only consisted of healthy volunteers and we
did not include any patients with focal liver lesions or diffusion restric-
tions to separate healthy from diseased tissue because this will re-
quire a much larger study population and will be the topic of future
work. Third, different field strengths were not compared. However, we
do not expect any differences in the classification of tissue types, because
the applied machine learning algorithm was only based on the acquired
DW signal intensity differences between the different tissue types.
In conclusion, we have applied a machine learning algorithm
with a K-NN model based on IVIM data to classify different tissue
types in the abdomen. Thereby, a value of K between 11 and 13 revealed
as optimum with respect to the accuracy of the classification and
overfitting. By analyzing the data, we were able to identify the b-values,
which proved most useful to classify the different tissue types and
reduced the complete set of 16 b-values to a set of only 6 b-values,
achieving even slightly better accuracy with respect to tissue classi-
fication and overfitting. Machine learning has proven capable to
classify different tissue types based on IVIM data in a model-free
approach without a priori knowledge on physiology.
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