Search strategy is an important component of any system that uses autonomous agents to detect and neutralize mines. We describe a simple and efficient search strategy derived from research on the adaptive spatial behavior of animals.
INTRODUCTION
An attractive approach to the detection and neutralization of mines is by using autonomous agents (termed robots or, in our case, animats). The detection task to be performed by these agents can be broken down into three subproblems: (a) collection of sensor information; (b) processing of sensor data to maximize the probability of target detection (sensor fusion, filtering, regression analysis, etc.); and (c) optimal guidance of the agent or agents. This paper deals with one approach to subproblem (c), the guidance of mine-detecting robots. We describe ongoing work on a very simple, scaleable guidance scheme based on a search model originally developed to explain the spatial behavior of animals foraging for food. The search algorithm uses a dynamic, diffusion-based rule for stimulus generalization, a well-established psychological principle. The diffusion process can reproduce the qualitative properties of spatial navigation in animals: area-restricted search in the open field, finding shortcuts, barrier learning, spatial "insight" in mazes and radial-maze behavior 2 We believe that a modified version of this model can be used to guide demining robots.
The domain of autonomous navigation is well established in the field of artificial intelligence. There are some powerful algorithms addressed to the navigation problem in an environment with obstacles , . These algorithms use quite complex approaches to find the optimal path guiding a robot to its goal. Our algorithm belongs to the class of spatial navigation algorithms developed from the study of animal behavior 6 All animals, from the very simplest single-celled creatures, to ants, bees and higher primates, must solve fairly complex spatial problems in order to survive. Searching for food, finding a nest and avoiding predators all involve some degree of spatial learning. The paths that animals follow when scouting potential food sites, for example, are usually close to optimal. Nevertheless, as recent research shows, this robust adaptive behavior is accomplished by surprisingly simple means Several interesting spatial-navigation models have been developed by animal behavior researchers . Modeling the spatial behavior of ants 8, 9 bees gerbils 12, or rats 13 these algorithms provide some "intelligent" features like a built-in compass, barrier detour and spatial insight in specialized mazes. Two complex and powerful navigation systems that use neural networks, based on animal behavior are presented in 15 By comparison with other implementations, our diffusion-based algorithm is not perfectly optimal: it does not guarantee the shortest search path, for example. But it is simple and can accomplish useful spatial tasks, like multiple-target finding and barrier detour. It is also scaleable, in the sense that it can easily be extended to an indefinite number of independent but non-interfering agents searching the same space.
In the following sections, we describe in detail the sensor data we used for simulations, our pre-processing algorithm, the spatial search procedure, and, finally the results of some computer simulations.
. 
2.SENSOR DATA PREPROCESSING
Since our focus is on the spatial-guidance problem, we assume three things: (a) That each agent knows where it is, i.e., it has an accurate x-y spatial coordinate (we do not consider at this point whether this information is conveyed through landmark learning or, as might be more likely for an artificial agent, through a GPS system). (b) That each agent has access to a variable, D, that represents mine probability at immediately adjacent locations. (c) That each agent knows whether or not a mine is present at its current location. We recognize that assumption (c) is unrealistic, and future versions will incorporate an algorithm that drives a "dig-no-dig" decision-maker. We also assume that each agent can move in eight directions: N, 5, E W, NE, NW, SE and SW.
In our simulations, we used data from the EM61 High Sensitivity Metal Detector 16 gathered from a known mine array. The raw data were arrays of real numbers. Each array element is the sensor value at a certain node of a regular spatial grid. The resolution for the grid X-axis was 0.5 meter and for the grid Y-axis was 0.2 meter. A preliminary data analysis showed a moderate number of peaks over a noisy background.
To improve the dynamic range and to aid subsequent processing we used the following simple procedure: 
where s(i,j) is the scaled data at the (ij) grid position, z(i,j) is the sensor data, Mm S the data minimum sensor data value and Max is the maximum sensor data value;
2) We computed the scaled-data histogram in 64 points of the interval [0,1]; with these data, the histogram has a clear peak at the average background value;
3) We set as threshold the histogram peak value in the interval [0,1]; 4) We set all values smaller than the threshold equal to the threshold and again scaled the data to the interval [0,1]
using Equation (1); in this case Mm is the threshold and Max is 1.
These computations slightly improved the dynamic range and scaled the data for further processing. The next step was to decrease the amount of data needed for agent guidance. This is possible because the processed data are sparse: a moderate number of "target" peaks against a large non-informative background. Under these circumstances, all the animat needs is local information. Therefore, 1) the search area is divided into small, equal areas rectangular regions (cells); 2) the agent looks only at data from adjacent cells; and 3) the agent moves to the adjacent cell having the largest mine probability (Do) value. Mine probability will be defined later. For the moment, we want to stress the point that local information about the current neighborhood is enough for spatial guidance of the agent. Thus, we need two kinds of information: high spatial resolution (HSR: the sensor data) and low-spatial resolution (LSR) used to extract the location of potential mines (targets). The HSR information is used to create a set of targets that matches as closely as possible the actual mine locations.
We used the following sensor-data pre-processing to create a target map:
1) we divided the search area into small equal rectangles, termed cells (we used lmxlm rectangles); 2) for each cell, we selected the largest sensor value; thus we obtained the LSR information; 3) from the LSR we extracted a set of targets, a target map (as we shall see in the next paragraph); 4) the set of targets was used as input to the dynamic diffusion process that guided our animat(s).
It is possible that there is more than one mine in a given cell. In such cases, since only the largest sensor value is taken into account, we could lose information about some mine locations (Steps 3 and 4, above). As we mentioned, we use the LSR information only for movements between the rectangles. For every rectangle, a detailed sensor data analysis must be made to make the digging decision.
Using LSR data for guidance reduces the computational resources needed for spatial navigation. If, as we anticipate, the dig-no-dig decision will be made by processing only sensor data from the occupied cell, the total resources needed for the demining task are minimized.
An example of low-spatial-resolution data The array R does not represent a true target map because it was obtained from the LSR data. The matrix R could be interpreted as a map of the regions (rectangles) having the highest probability of mines. In the following, we consider matrix R as a map of target locations.
From an animal-behavior point of view, the targets given by R could be considered as food locations, and finding the target positions as a food-searching process in a known environment. Starting with this qualitative similarity, we imagined a search algorithm that uses a discrete two-dimensional diffusion process. Diffusion-based spatial navigation can reproduce qualitative properties of animal spatial behavior like area-restricted search in the open field, finding shortcuts, barrier learning, spatial "insight" in mazes and radial-maze behavior. An autonomous demining agents also needs these capabilities; hence the probable relevance of a diffusion-based system to the demining problem.
The search algorithm is based on a hill-climbing process. The hill is a surface generated by a two-dimensional diffusion process. The diffusion is discrete in time and space. The diffusion grid has the same dimensions as the target position array R.
The value Dk(i,j) at the position (i,j) and the iteration k, of the diffusion surface is:
where V is the neighborhood of the position (i,j), Dv,jfi,j) is the diffusion value of a neighbor from V, rk(i,j) is the element (i,j) of the target position array at the moment k, anda is the diffusion coefficient. We define the variable Ddi,j) as the mine probability for the cell (i,j) at the moment k, and the Dvk(i,j) as the mine probability of a neighbor of the current cell. The term "mine probability" stresses the point that we don't know exactly the meaning (true or false alarm) of the cell target information. The numbers Dk(i,j) and Djfi,j) are necessarily estimates, rather than empirical probability values derived from experiment. Equation (2) has different particular forms depending on the neighborhood type. Thus, for the 8-point neighborhood used in our experiments, Equation (2) '1u]
Initially all elements of the connection matrix C are equal to one. When the agent chooses the next move, it also tests, by using the matrix barrier B, if the position of the next movement is a barrier point. If it is so, the corresponding connection matrix element is made zero, and another possible movement is tested. This way the matrix C is updated during the agent movement, such that barrier points are never reached. We can say that the connection matrix C represents the animat's knowledge about the barrier map B.
Before the agent discovers a barrier point, it is attracted to that point through the diffusion process. After the connection to the barrier point is broken, the diffusion value at the barrier point is zeroed permanently. Thus, that point will never be visited by the agent, because of the way we implemented the barrier map B. The points of the barriers are discovered sequentially, while the agent is making in fact a detour of the barrier. Figure 4 shows the movements of the agent when a barrier exists in the movement plane, from figure 3. The agent needs 935 movements to make barrier detours and to visit all the target positions.
If all the agents follow the same diffusion surface (which implies some central controller), but have different starting points or times, there is no possibility that they will interfere with each other. This happens because the animat movement to a cell is accompanied by forcing to zero the mine probability (diffusion value) of the cell. Thus, if an agent moves to a cell, another agent will not attempt to move to the same cell, because the cell mine probability has already been zeroed. Note that if any individual animat is destroyed or ceases to function, guidance of the other animats is unimpaired.
4.COMPUTER SIMULATIONS
The computer simulations were made with two programs developed by the authors: one program written in BorlandC for sensor data pre-processing and a program written in VisualC++5.O under WinNT 4.0 for the diffusion-based spatial navigation.
The BorlandC program first transforms the original data, recorded as text files, in real numbers. Then, it pre-processes data (transforms the sensor data in LSR scaled data) and save them as an array of real numbers.
Starting with the array of the LSR data, the VisualC++ program makes the rest of the computations and displays different results of the demining application.
We used sensor data from four sites: fp2O, fp22, 6lsb and 6ltc. All the data were recorded with the EM61 (a high sensitivity metal detector). In all simulations, we used only the data taken from the top coil of the detector.
In the computer simulations we initialized the diffusion surface to Do(i,j) =0.001, for all i and j. We used a diffusion coefficient a = 0.05 for the simulations included in this presentation.
In Figures 5 and 6 we represent the initial diffusion surface (before the animat begins to move) and the movement plane for the data taken from site fp22. The site dimensions were 30m x lOOm. The agent used 129 movements to visit all the targets.
The number of movements needed for the detecting all the targets is computed for every experiment. If all targets are actual mine locations (an ideal situation), this number can be interpreted as a performance measure. We leave until later a more accurate computation of performance that would include not just the search time, but would also take into account misses (undetected mines), false alarms (unsuccessful digs) and the relative costs of each of these. 
5.CONCLUSIONS
Our initial computer simulations lead us to conclude that diffusion-based route-finding is an efficient and simple method for using multiple autonomous agents to search for objects of positive or negative value, such as food (for animals) or mines (for Our initial experiments suggest that:
. Searching for multiple targets, in open terrain, a diffusion-based guidance is efficient, if not completely "shortest-path" .
. Some of the inefficiency derives from our digital approximation to continuous diffusion. We are currently exploring ways to minimize this source of inefficiency.
. Searching for multiple targets, on a terrain with barriers, is safe (all targets are finally found) but the searching time increases, with respect to the open-field case.
The accuracy of any guidance system obviously depends critically on the accuracy of the processed sensory data. We used for a target matrix obtained from singlesensor LSR data. A more accurate target matrix might be obtained given more sophisticated sensor-data processing 18 We also plan to explore modified versions of diffusion that can deal with different constraints on the target distribution and explore their implications for different value functions.
* Note that "shortest path" is not necessarily optimal for either foraging or mine detection. Because delayed food is discounted relative to present food, the optimal foraging path will not always be the shortest; it will generally be the path that assures the highest immediate rate of food acquisition. For example, an animal (and the diffusion model) might prefer to deplete a high-density resource at a distance before exploring a low-density resource close by -even though the opposite strategy would have a shorter total path length. Conversely, in the case of mines it may be more important to identify a mine-free path, or to miss a minimum number of mines in a given area, either of which would lead to objective functions different from shortest-path. We believe that the diffusion approach can be tuned to accommodate different objective functions. 
