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ON GENERALIZED SYMMETRIES AND
STRUCTURE OF MODULAR CATEGORIES
Shawn X. Cui ∗,1,2, Modjtaba Shokrian Zini †,3, Zhenghan Wang ‡,4
ABSTRACT. Pursuing a generalization of group symmetries of modular cate-
gories to category symmetries in topological phases of matter, we study linear
Hopf monads. The main goal is a generalization of extension and gauging group
symmetries to category symmetries of modular categories, which include also
categorical Hopf algebras as special cases. As an application, we propose an ana-
logue of the classification of finite simple groups to modular categories, where
we define simple modular categories as the prime ones without any nontrivial
normal algebras.
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1. INTRODUCTION
Group symmetries are central in mathematics and physics. But group symmetry
alone is not adequate to capture phenomena such as symmetry fractionalization,
symmetry defects, and gauging in topological phases of matter, where categorical
group symmetries are used [2, 11]. In this paper, we propose a further generaliza-
tion from categorical groups to fusion categories using linear Hopf monads, and
investigate the basic properties for such generalized symmetries. The main goal is
a generalization of extension and gauging group symmetries to category symme-
tries of modular categories, which include also categorical Hopf algebras as special
cases. As an application, we propose an analogue of the classification of finite sim-
ple groups to modular categories, where we define simple modular categories as the
prime ones without any nontrivial normal algebras.
Exemplary examples of group symmetries in the mathematical formulation of
quantum field theories include U(1),SU(2),SU(3) in the standard model. Quan-
tum groups, loosely defined as Hopf algebras, appeared in the study of inverse
scattering problems in mathematical physics and are instrumental in our under-
standing topological phases of matter, which lie outside the Landau paradigm of
phases of matter based on group symmetries. Topological phases of matter in two
spatial dimensions are modeled by anyon models, mathematically unitary modular
categories. Finite group symmetries of anyon models have been extensively stud-
ied recently revealing a deep interplay between symmetry and topological order
through symmetry fractionalization, defects, and gauging [2, 11]. How to extend
symmetries beyond finite groups arise as a natural problem. Our generalization
to linear Hopf monads as symmetries of anyon models and unitary fusion cate-
gories can be equivalently formulated as fusion category symmetries of modular
categories.
A linear Hopf monad is a far-reaching generalization of a Hopf algebra [8, 6],
which is closely related to adjunctions of tensor functors. A Hopf monad T : C →
C of a fusion category C is essentially the same as a tensor functor D : CT → C,
where CT , assuming T is semisimple, is the fusion category of Eilenberg-Moore
category of T -modules. Two large classes of Hopf monads are those from group
actions G on C and categorical Hopf algebras H in C.
3One of the motivations for this work is the possibility of generalizing the dou-
bled Haagerup category by gauging some Hopf monad symmetries on abelian mod-
ular categories4. It is unclear at the moment if this approach is a viable one.
The contents of the paper are as follows. In section 3, we first recall the defini-
tion of Hopf monad [6] that does not follow the standard algebra-coalgebra one [8]
using the so-called fusion functors. In section 4, we skeletalize the categorical def-
inition of Hopf monads, which are useful for concrete calculation. In section 5, we
attempt to characterize Hopf monads on VecZp . In section 6, we outline the theory
of extension, gauging, and generalized symmetry defects. Finally, we propose a
structure theory for modular categories.
2. BACKGROUND MATERIAL AND A LIST OF NOTATIONS
Fusion categories and braided fusion categories in this paper are assumed to be
unitary over C. Therefore, all fusion categories are spherical. All Hopf monads
(HM) are C-linear and semi-simple ensuring their Eilenberg-Moore module cate-
gories to be fusion [8, Remark 6.2]. We follow the book [13] for the various notions
of categories such as abelian, monoidal, braided, unitary, and fusion, and similarly
for notions of functors with the additional constraint that all functors considered
will be linear. Also, there will be an exception: A monoidal functor F has maps
F2(X,Y ) : F (X)⊗ F (Y )→ F (X ⊗ Y ), F0 : 1→ F (1)
which are not necessarily isomorphisms. If they are, the functor will be called
strong monoidal. As a result, a tensor functor is (linear) strong monoidal functor
which is exact and faithful. We shall also assume well-known facts about module
categories (see e.g. [13, Chap. 7] or [25]).
Notations:
(1) C,D,F : fusion categories
(2) A,H : algebras, usually condensable and Hopf, respectively
(3) B : unitary braided fusion category
(4) BA: the condensed fusion category from condensing an algebra A of B
(5) Endo(C) : the monoidal category of endo-functors of C
(6) Modc(C) : the category of module categories of C
(7) Bimodc(C) : the linear monoidal category of bimodule categories of C
(8) Modc(B) : the linear monoidal category of module categories of B re-
garded as bimodule categories using the braiding, not the same asBimodc(B)
(9) Autbr⊗ (B), Autbr⊗ (B), Autbr⊗ (B): The 1-group, 2-group, 3-group of braided
equivalences of B.
(10) Similarly, Pic(B),Pic(B),Pic(B): The 1-group, 2-group, 3-group of in-
vertible module categories of B.
(11) CT : the fusion category of T -modules of a Hopf monad T ∈ Endo(C),
with objects (M, r),M ∈ C, and r : T (M)→M the T -action.
(12) B×T : T -crossed braided category extended over B
4The third author would like to thank C. Delaney, T. Gannon, and J. Tener for collaborating on
this project.
4(13) B×,TT : the gauging of B
(14) ρ: categorical group homomorphism
(15) ρ: categorical 2-group homomorphism
(16) Z(C) and D(C) are the Drinfeld center of C
(17) VecG is the fusion category of G-graded vector spaces, and D(G) also
denotes the Drinfeld center Z(VecG) of VecG.
3. LINEAR HOPF MONADS
In this section, we define Hopf monad following Remark 2.7 in [6]. We collect
the many different occurrences of HM in the literature and focus on condensation.
3.1. Hopf monads.
Definition 1. A left Hopf monad on a fusion category C with associator aX,Y,Z is a
quadruple (T,H, η, T0) where T is an endofunctor of C,H = {HX,Y |X,Y ∈ C}
is a natural isomorphism from T (−⊗ T (−)) to T (−)⊗T (−), η = {ηX |X ∈ C}
is a natural transformation from IdC to T , and T0 : T (1) −→ 1 is a morphism, such
that the following equations hold.
• Compatibility condition between H and η, T0:
HX,Y ηX⊗T (Y ) = ηX ⊗ idT (Y ), T0η1 = id1,
(idT (X) ⊗ T0)HX,1 = T (idX ⊗ T0), (T0 ⊗ idT (X))H1,XT (ηX) = idT (X).
(1)
• Heptagon Equation5,
(idT (X) ⊗HY,Z)HX,Y⊗Z =
aT (X),T (Y ),T (Z)(HX,Y ⊗ T (Z))HX⊗T (Y ),Za−1X,T (Y ),T (Z)T (idX ⊗HY,Z)(2)
From the fusion operator one can derive the multiplication µ : T 2 → T as
follows:
(T0 ⊗ idT (X))H1,X = µX .
Further the comonoidal structure of T is given by
T2(X,Y ) = HX,Y T (idX ⊗ ηY ) : T (X ⊗ Y )→ T (X)⊗ T (Y ).
We shall call the operator H the left fusion operator H lX,Y , and the right fusion
operator to beHrX,Y which operates on T (T (−)⊗−) instead. They satisfy similar
equations as illustrated in [6]. A right Hopf monad has a definition similar to above
using HrX,Y . We shall always assume a HM T to be a left and right HM.
5If C is strict, then two of the maps appearing in the Heptagon Equation become the identity map,
and hence the equation is reduced to a ‘Pentagon’ Equation, which was first introduced in [6] and is
not to be confused with the Pentagon Equation arising the associator of a monoidal category or the
heptagon equations in the G-crossed braiding.
5Definition 2. A module (M, r) of T is an object M of C with r : T (M) → M a
morphism of C such that
rT (r) = rµM , rηM = idM
The category of T -modules is denoted by CT and its morphisms are C morphisms
preserving the T -module structure.
The HMs we shall work with are always assumed to be semisimple linear and
as pointed out in introduction, for such HMs, the module category is fusion [8].
Two important functors related to T are the forgetful functor F : CT → C
which forgets the module structure, and its left adjoint G : M → (T (M), µM )
which gives T = FG. This illustrates why every Hopf monad is an adjunction [8,
Remark 3.16].
A definition that will be needed to tie the condensable algebra topic to HMs is
the following:
Definition 3. A Hopf comonad T : C → C is a bicomonad, i.e. a monoidal
comonad with a natural morphism called counit ǫ : T → 1C , a comultiplication
∆ : T → T 2, a monoidal morphism T2 : T (x) ⊗ T (Y ) → T (X ⊗ Y ) and a unit
morphism of objects T0 : 1→ T (1), plus a left and right fusion operator satisfying
the same axioms of HMs.
Just like HMs, our Hopf comonads will always be assumed to be semi-simple
linear.
One way to picture a Hopf comonad is to imagine all structural morphisms and
axioms of HMs with arrows reversed. A Hopf comonad can also be recovered
by taking the right adjoint of a tensor functor. Further, the comodules of a Hopf
comonad, denoted by Cco−T , form a fusion category.
It can be easily observed that HMs like TH(−) = H⊗− are also Hopf comon-
ads. Therefore, it is useful to have the following definition:
Definition 4. A HM T that is also a Hopf comonad is called a self-dual HM.
For a self-dual HM CT and Cco−T will denote the module and comodule cate-
gory, respectively.
3.2. Examples of HMs.
3.2.1. HMs from group actions. Consider a G−symmetry of a finite group G on
C defined by a strong monoidal functor T− : G → Aut⊗(C). One can form the
operator TG = ⊕g∈GTg where Tg are the symmetries. This is indeed a HM [7,
Thm. 4.21]. To see why, the counit T0 and unit η and the fusion operator H are the
analog of the same operators which shows that C[G] is a Hopf algebra. To define
the fusion operator we can use our knowledge of the coproduct
T2 : ⊕Tg(X ⊗ Y )→ ⊕Tg(X) ⊗ Tg(Y ),
which is derived from the the fact that Tg are (strong monoidal) automorphisms,
and the definition of the fusion operator in [6, Intro.] as
H lX,Y = (idT (X) ⊗ µY )T2(X,T (Y ))
6and similarly for the right HrX,Y . Straightforward calculation shows that they are
inverse to each other. This proves that TG is a HM.
3.2.2. HMs from categorical Hopf algebras. The action of a Hopf algebra was
used as a venue to generalize its notion to all monoidal categories. This provides
the most basic general class of HMs [8]; a Hopf algebra H inside C gives a HM
TH(−) = H⊗−. These are Hopf algebra symmetries. Notice Hopf algebra needs
a braiding for its definition, therefore a braiding structure for the relevant category
is always assumed.
3.2.3. HMs from tensor functors. Tensor functors are extra structures on functors
between fusion categories. A tensor functor F : D → C between fusion categories
has adjoints (see e.g. [7, 1.3]) and its left adjoint G provides a HM T = FG and
an equivalence D ∼= CT . Conversely, any HM T has a (forgetful) tensor functor
U : CT → C with the left adjoint being X → (T (X), µX ).
3.2.4. HMs from condensation. We first define a condensable algebra. To do so,
recall an algebraA of a braided fusion category B with multiplicationm : A⊗A→
A is
• commutative ifm ◦ cA,A = m where cA,A is the braiding,
• connected if Hom(1,A) ∼= C,
• separable if m admits a splitting ζ : A → A⊗A, a morphism of (A,A)-
bimodules.
Definition 5. An algebra A of a braided fusion category B is condensable if it is a
connected etale (commutative and separable) algebra.
A condensable algebra A (physically) will also be referred to as normal (math-
ematically).
For the HM TH(−) = H ⊗ − given by a Hopf algebra, the forgetful functor
is the tensor functor and we consider its left adjoint. The case of condensable
algebras (which are not Hopf algebras in general) is opposite and we refer to [10,
Def. 3.11 and 3.12] for the details. The condensation functor DA : B → BA is
the tensor functor, and its right adjoint is the forgetful functor EA : BA → B. The
composition TA = DA ◦ EA : BA → BA is a Hopf comonad and the equivalence
B ∼= Bco−TAA holds.
A simple object X of BA is deconfined if all the simple objects of EA(X) all
have the same topological twist. Otherwise it is confined and called a defect.
In order to derive the maps DA and EA, the Frobenius reciprocity property is
used:
HomB(X,A⊗ Y ) = HomBA(X,Y ).(3)
Notice that objects of the two categories are actually the same although the simple
objects are of course not. We should note that the above version of Frobenius
reciprocity is true for the cases considered in this paper. Otherwise, instead of BA
there should be B˜A which is a pre-quotient category which needs to go through an
idempotent completion process to give us BA (see [10, Def. 3.11 and 3.12]). When
7there are no non-trivial splitting idempotents in B˜A, then B˜A = BA. The Frobenius
reciprocity provides enough constraints to derive completely the mapsDA, EA for
the condensation examples in 5.2.
3.3. Double of HMs. The double of T is defined using the coend
ZT (x) =
⊕
i
∗T (xi)⊗ x⊗ xi
as DT = ZT ◦ T , where the summation is finite as we deal with UFCs ([8, 9.2]).
The important example is T = 1C which gives the double of C , and in general ([8,
9.2]):
CDT ∼= Z(CT ),
as braided categories. This simple example also shows the power of Hopf monads,
where the most simple HM, the identity map, can give rise to the double construc-
tion.
3.4. Equivariantization of HM. The equivariantization CG of the group action
G on C is known to be equivalent to CTG [7, Thm. 4.21]. Therefore, the natural
generalization of equivariantization is the concept of T -modules. This also makes
sense as these notions are supposed to categorify the notion of fixed point of an
action. Therefore, the last step in the gauging process is the process of taking the
T−modules.
4. SKELETAL DEFINITION OF HOPF MONADS
In mathematics, many notions such as a fusion category are equivalence classes.
It is often convenient to work with different representatives of the same equivalence
class. In the case of a fusion category, two extreme convenient representatives are:
a strict version with many objects, and a skeletal version with the least number of
objects. The strict version is convenient for general discussions and pictorial cal-
culus, while the skeletal version is easier for concrete calculations. In this section,
we provide the skeletal definition of a HM, presented as solutions of polynomial
equations. As a warm-up, we start with the skeletal definition of tensor functors.
4.1. Diagrammatic Notations. Let C be a fusion category and L(C) = {a, b, c, · · · }
be a complete set of representatives, i.e., a set that contains a representative for each
isomorphism class of simple objects of C. Let N cab be the fusion coefficients,
a⊗ b ≃ ⊕c∈L(C)N cab c.
For simplicity, we assume C to be multiplicity free, that is, N cab = 0, 1. A triple
(a, b, c) is called admissible if N cab = 1.
We introduce a diagrammatic way to represent the tensor product functor, an
extra functor T , and their Cartesian product/compositions. We first assume T to be
an endofunctor of C. Then T is represented by an integer-valued matrix (Tab):
T (b) = ⊕a∈L(C)Tab a, b ∈ L(C).
Consider binary forests, i.e., a disjoint union of binary trees, with each edge possi-
bly decorated with some number of dots. Every dot on the edge splits that edge into
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FIGURE 1. (I) ⊗; (II) IdC ; (III) T ; (IV) T ◦ ⊗ ◦ (Id × T ); (V)
⊗ ◦ (T × T ).
two. (If there are n dots on an edge, then that edge is split into n + 1 edges.) The
forests have distinguished roots and are aligned so that they grow in the upward
direction. Thus roots appear at the bottom and leaves appear at the top. Let G be a
forest as described above. If G has n leaves andm roots, then it is interpreted as a
functor Cn → Cm according to the following rules.
• A ‘Y ’-shape tree is interpreted as the tensor product functor ⊗ : C2 → C;
a verticle segment as the identity functor Id : C → C; a verticle segment
with a dot in it as T : C → C.
• Horizontal juxtaposition of two forests corresponds to the Cartesian prod-
uct of the respective functors.
• Vertical concatenation of two forests corresponds to the composition of the
respective functors. Explicitly, if the roots of G1 coincide with the leaves of
G2, then the concatenated forest G1#G2 is interpreted as the composition
of the functor corresponding to G1 and that corresponding to G2.
See Figure 1 for examples of forests and their interpretations as functors. From
now on, we will only study trees and we will use the same symbol for a tree and
the functor it represents.
Let G be a binary tree with n leaves representing a functor (also denoted by
G) from Cn to C. We label each leaf li with a simple object ai ∈ L(C). Then
G(a1, · · · , an) is an object in C which may contain multiple copies of each simple
object in L(C). To specify a particular copy, we further label all other edges (in-
cluding the one attached to the root) with simple objects in L(C) and label all dots
with positive integers so that the following two conditions hold:
(1) at each trivalent vertex, if the three edges (pointing towards to the north-
western direction, northeastern direction, southern direction) are respec-
tively labelled by a, b, c, then (a, b, c) is admissible.
(2) at each dot, if the edge above (respectively, below) the dot is labelled by b
(respectively, a) and if the dot is labelled by α, then 1 ≤ α ≤ Tab.
See Figure 2 for an illustration of labels of trees.
If the label for the edge attached to the root is b, then a labeling of G determines
a specific copy of b inside G(a1, · · · , an), or equivalently, a basis element in the
space Hom (b,G(a1, · · · , an)). By ranging all labels of internal edges, we enumer-
ate all copies of b, or equivalently, a basis in Hom (b,G(a1, · · · , an)). We will use
these two interpretations interchangeably.
9a
α
e
f
c
d
b
FIGURE 2. A labelling of a tree
Remark 1. Actually, the basis element in Hom (b,G(a1, · · · , an)) corresponding
to a labelling can be seen directly from the labelled tree. To achieve this, for each
admissible (a, b, c), fix a morphism Babc ∈ Hom(c, a ⊗ b) and for each a, b ∈
L(mcC), 1 ≤ α ≤ Tab, fix an embedding Iba(α) : a → T (b) so that the image
of Iba(α) is the α-th copy of a inside T (b). Then, divide the tree into several
layers such that within each layer the tree is a horizontal juxtaposition of at most
three types of graphs: ‘Y ’-shape graphs, verticle lines, and verticle lines with a
dot. Each ‘Y ’-shape graph with labels (a, b, c) is interpreted as Babc ; each verticle
line with a label a is interpreted as ida ∈ Hom(a, a); each verticle line with a
dot whose labels are (a, b;α) with b being the label of the edge above the dot is
interpreted as Iba(α). Now, for the i-th layer, assume the morphisms we obtained
by the above rules are fi1, · · · , fin and assume the part of the tree below the i-
th layer represents the functor Fi, then the i-th layer is assigned the morphism
Fi(fi1, · · · , fin). Lastly, the morphism corresponding to the whole tree is obtained
as the compositions of the morphisms assigned to each layer, from bottom to top.
For instance, the labelled tree in Figure 2 represents the morphism:
(4) d f ⊗ c Te⊗ c T (a⊗ b)⊗ c.B
fc
d
Ie
f
(α)⊗idc T (Babe )⊗idc
To summarize, a binary tree G represents the functor G; a binary tree with leaves
labelled by ai and root labelled by b represents the space Hom (b,G(a1, · · · , an));
a binary tree with labels on each edge represents a particular copy of b in G(a1, · · · , an)
or a particular basis element in Hom (b,G(a1, · · · , an)).
Let G1,G2 be two binary trees with the same labels {ai} on leaves and b on
their root. If Φ is a natural transformation from G1 to G2, then with these labels
Φ can be written as a matrix (Φ
{ai}
b ){ci},{di}, where {ci} ranges over all labels of
internal edges of G2 and {di} ranges those of G1. This is how we will represent nat-
ural transformations in the skeletal definition of tensor functors and Hopf monads
below.
As an example, the associator isomorphism for the tensor product and its matrix
elements, the so called F -matrix, are represented as in Figure 3.
By considering a more restricted class of binary trees, we can relax the condition
of T to also allow T to be a functor from C to another fusion category D. Basically,
a dot is still interpreted as T and a ‘Y ’-shape graph is interpreted either as the
10
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a
f
c
d
b
F abc
d;ef−→
a c
e
d
b
FIGURE 3. (Left) the associator natural isomorphism; (Right) the
matrix elements of the associator natural isomorphism in the basis
given by labels of internal edges.
tensor product in C or as that in D depending on the specific configuration. Labels
of edges will also be simple objects from either L(C) or L(D). The horizontal
juxtaposition/vertical concatenation rules remain the same as before. We will not
give an explicit characterization for such class of trees since all such trees we will
be using in next subsection are simple enough so that the readers can easily verify
that those allow T to take a target different from C.
4.2. Tensor Functors. Since tensor functor is a fundamental notion in our the-
ory, we provide a skeletal definition in this subsection. We will use diagrammatic
notations introduced in the previous subsection.
Let C andD be multiplicity-free fusion categories and without loss of generality,
assume that the left/right unit isomorphisms 1 ⊗ X ≃ X ≃ X ⊗ 1 in C and D
are all the identity maps. We will use English letters to denote simple objects and
Greek letters to denote integers.
Recall that a tensor functor (T, T2, T0) : C → D is a linear strong monoidal
functor that is faithful and exact. Such a functor determines, and is determined by,
the data (Tab, T
ab
c;(fγ),(dα;eβ)) satisfying Equations 8, 9, 10, and 11.
For each b ∈ L(C),
T (b) = ⊕a∈L(D)Tab a, Tab ∈ N.(5)
For each a, b ∈ L(C), there exists a natural isomorphism,
T2(a, b) : T (a)⊗ T (b) ≃−→ T (a⊗ b).(6)
The isomorphism T2(a, b) determines a family of invertible matrices {T abc : a, b ∈
L(C), c ∈ L(D)}, where the matrix elements of T abc are given by
{T abc;(fγ),(dα;eβ) : f ∈ L(C), d, e ∈ L(D), 1 ≤ α ≤ Tda, 1 ≤ β ≤ Teb, 1 ≤ γ ≤ Tcf},
(7)
or diagrammatically shown in Figure 4. In particular, T abc being an isomorphism
implies that the number of rows and the number of columns coincide,∑
d,e
TdaTebN
c
de =
∑
f
NfabTcf , ,∀a, b ∈ L(C), c ∈ L(D).(8)
11
a
α
d
b
β
e
c
T abc;(fγ),(dα;eβ)
a b
c
γ
f
FIGURE 4. The matrix elements of T abc .
a c
d
b a c
d
b a c
d
b
a c
d
b a c
d
b a c
d
b
T2 T2
T2 T2
≃ ≃
FIGURE 5. The hexagon equation for T2.
Without loss of generality, We assume T0 : 1→ T (1) is the identity map. Thus,
Ta1 = δa,1.(9)
The axioms T2 needs to satisfy are shown in Figures 5, 6, and 7, where we omit-
ted labels of internal edges. Correspondingly, we obtain the following equations.
∑
l,λ
T abh;(iω),(eα;fβ)T
ic
d;(jθ),(hω;gγ)F
abc
j;ki =
∑
i,ω
F efgd;lhT
bc
l;(kλ),(fβ;gγ)T
ak
d;(jθ),(eα;lλ),
∀a, b, c ∈ L(C), d, e, f, g, h, j, k ∈ L(D),(10)
1 ≤ α ≤ Tea, 1 ≤ β ≤ Tfb, 1 ≤ γ ≤ Tgc, 1 ≤ θ ≤ Tdj .
T 1ab;(aβ),(11;bα) = T
a1
b;(aβ),(bα;11) = δα,β .
∀a ∈ L(C), b ∈ L(D), 1 ≤ α ≤ Tba.(11)
Note that in Equation 10, the F -matrix on the left hand side is computed in C while
the F -matrix on the right hand side is computed in D.
12
b
a
=
1 a
b
1 a
b
=
b
a
T2
Id
FIGURE 6. The first triangle equation for T2
b
a
=
a 1
b
a 1
b
=
b
a
T2
Id
FIGURE 7. The second triangle equation for T2
4.3. Hopf Monads. We give a skeletal definition of a left Hopf monad. The corre-
sponding definition for a right Hopf monad can be carried out analogously. Again
let C be a rank=n multiplicity-free fusion category with a complete set of represen-
tatives L = L(C) = {a, b, c, · · · }.
Let (T,H, T0, η) be a left Hopf monad on C according to Definition 1. T is a
functor and is determined by the n× n integer-valued matrix (Tab):
T (b) = ⊕a∈LTab a, b ∈ L.(12)
H is a natural isomorphism from T ◦ ⊗ ◦ (Id × T ) to ⊗ ◦ (T × T ). The
diagrammatical representations for the above two functors are represented in Fig-
ure 1 (IV) and (V), respectively. Hence H is a collection of invertible matrices
{Habc : a, b, c ∈ L}, where the matrix elements of Habc are given by
{Habc;(fγ;gθ),(dα;eβ) : d, e, f, g ∈ L, 1 ≤ α ≤ Tdb, 1 ≤ β ≤ Tce, 1 ≤ γ ≤ Tfa, 1 ≤ θ ≤ Tgb},
(13)
or diagrammatically illustrated in Figure 8. In particular, the number of rows and
the number of columns of Habc must be equal:∑
f,g∈L
TfaTgbN
c
fg =
∑
d,e∈L
TdbTceN
e
ad.(14)
13
a b
α
d
c
β
e
Habc;(fγ;gθ),(dα;eβ)
a
γ
f
b
θ
g
c
FIGURE 8. The matrix elements of Habc
1
a
α
δa,1ǫα
1
1
a
a
δa,bηa,α
a
b
α
FIGURE 9. The matrix elements of T0 (Left) and η (Right).
The matrix elements for T0 : T (1)→ 1 is determined by a vector
{ǫα : 1 ≤ α ≤ T11},(15)
and the natural transformation η : 1C → T gives a family of vectors {ηa : a ∈ L}
where ηa is
{ηa,α : 1 ≤ α ≤ Taa}.(16)
See Figure 9 for a diagrammatic definition of the vectors ǫ and ηa.
The heptagon axiom forH is the equality of two paths of natural transformations
from the functor T ◦⊗◦(Id×T ◦⊗)◦(Id×Id×T ) to⊗◦(Id×⊗)◦(T×T×T ). The
diagrammatic representation of the axiom is presented in Figure 10, from which we
derive the Heptagon Equation:
∑
θ
Hafd;(g′β′;h′θ),(gβ;hγ)H
bc
h′;(e′α′;f ′γ′),(eα;fw) =∑
e˜,f˜ ,g˜,fˆ α˜,β˜,βˆ
Hbc
g;(e˜α˜;f˜ β˜),(eα;fβ)
(F ae˜f˜h )
−1
g˜g H
g˜c
d;(fˆ βˆ;f ′γ′),(f˜ β˜;hγ)
Hab
fˆ ;(g′β′;e′α′),(e˜α˜;g˜βˆ)
F g
′e′f ′
d;h′fˆ
(17)
Conditions in Equation 1 can be represented in a similar way by diagrams. As
an example, we illustrate the diagrams for the first two equalities in Figure 11 and
12, respectively, and leave the rest as an exercise. The four equalities in Equation
14
1 are written, in terms of matrix elements, in the following equations.
∑
β
ηc,β H
ab
c;(eγ;fθ),(dα;cβ) = δf,dδe,aδθ,αηa,γ ,
∑
α
η1,α ǫα = 1,∑
θ
Ha1b;(bγ;1θ),(cα;dβ) ǫθ = δc,1δd,aδγ,βǫα,
∑
β,γ
H1ab;(1γ;bθ),(aβ;aα) ηaβ ǫγ = δθ,α.
(18)
In summary, a left Hopf monad is defined by the data {Tab,Habc;(fγ;gθ),(dα;eβ), ǫα, ηa,α}
satisfying Equations 14, 17, and 18.
5. CLASSIFICATION OF HOPF MONADS
In this section, we consider HMs in VecZp as well as those from condensations.
For p = 1, the classification of HMs is reduced to the classification of Hopf alge-
bras over C, and this most trivial case shows the difficulty of classifying all HMs.
Hence, instead of classifying all HMs, we attempt to characterize them and find
many interesting examples. At the same time, we will focus on some examples
and describe their module categories, where the classification of indecomposable
module categories over VecG (see e,g. [14, 2.7]) shall be used. Every indecompos-
able module category over VecG is essentially determined by
• a group algebra C[K] for a subgroup K ⊂ G,
• a 2-cocycle ψ on K determining the multiplication in C[K].
The module category associated with (K,ψ) has equivalence classes of simple
objects corresponding to the left cosets GupslopeK and the VecG action is the obvious
one: g.[aK] = [gaK].
5.1. Characterization of HMs on VecZp for p prime.
5.1.1. Vec. A HM T is determined by its action on the unit object and T (1) =
H =⇒ T (X) = H⊗X. It is then easy to observe that the Hopf monad axioms,
with all objects present replaced by the unit, imply thatH is a Hopf algebra. There-
fore, all possible HMs on Vec are determined by an extension of the Hopf algebra
structure. If one assumes the HM structural morphisms (µ, η, . . .) to be additive
as well, then the T structure is entirely determined by H as all objects in Vec are
sums of copies of unit. That is, any T is of the form H⊗−.
Remark 2. As explained above, in case a HM is of the form T (−) = H ⊗ −
at the object level, it does not necessarily imply that the HM structure is entirely
determined by the structure of H. From now on, all HMs of the form T (−) =
H⊗− for a Hopf algebraH are assumed to have their structure inherited from that
ofH.
5.1.2. VecZ2 = {1, e}. In general for VecG, it can be observed that a Hopf algebra
is simply aG-graded Hopf algebraH = ⊕Hg. So forG = Z2, a Hopf algebra is an
extension of the structure on a super-algebra. We can not characterize any further
Hopf algebras, as its most trivial case contains all Hopf algebras over Vec (when
Hg = 0 for g 6= 1). But we will examine the case of 2 + e which is applied in an
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FIGURE 10. Heptagon equation for H
example of condensation. Note that here e denotes the non-trivial simple object in
VecZ2 .
Super-algebra structures on 2+ e have been classified in [1]. We wish to extend
those to a Hopf algebra structure. Notice that this is different from the notion of a
Hopf superalgebra in [1] which has a fermionic braiding, while the braiding here
in VecG is trivial. Mathematica computations show that there is a unique Hopf
algebra structure on H = 2 + e = C2 ⊕ C. As a super-algebra, it is identified
with the Z2-graded algebra C[x, y]/〈x2 − x, y2 − x, xy − y〉, where 1 and x have
grading 0 and y has grading 1. With this identification, other structural maps are
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FIGURE 11. The first equality in Equation 1
1
1
1
1
x
1
1
η T0
Id
FIGURE 12. The second equality in Equation 1
given as follows:
(19)
∆(x) = 1⊗ x+ x⊗ 1− 3
2
x⊗ x+ 1
2
y ⊗ y,
∆(y) = 1⊗ y − 3
2
x⊗ y + y ⊗ 1− 3
2
y ⊗ x.
ǫ(x) = ǫ(y) = 0.(20)
S(x) = x, S(y) = −y.(21)
By definition, H is commutative. It also has an integral 1− x and ǫ(1− x) = 1.
As a graded algebra, H decomposes into the direct sum of two indecomposable
graded subalgebras,
H = Span{1− x} ⊕ Span{x, y},(22)
or abstractly 2+e = 1+(1+e). The algebra structures on 1 and 1+e correspond
to the trivial subgroup and Z2, respectively. Therefore, by definition ([25, Def. 9
and Remark 5]), H is semisimple and there are three irreducible graded modules
A,B,C . Indeed, H decomposes to two algebras 1 and 1+ e, therefore its module
category decompose to the two module categories for the two algebras and we
know already that these algebras give indeed semisimple abelian categories as their
module category.
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Remark 3. Here is an observation that will be used repeatedly later. A Hopf algebra
H in B always has the trivial irreducible module (1, ǫ) and moreover for any simple
object h ∈ B, (h, ǫH⊗idh) is also an irreducible module, where ǫH⊗idh : H⊗h→
h is the module map.
A is the trivial module induced by the counit. B is the 1-dimensional space with
the non-zero part concentrated on degree 1. The action of H on B is also given by
the counit. C is the 2-dimensional space spanned by x and y, and the action ofH is
given by multiplication. Since 1−x is an integral, Span{1−x} as anH-module is
isomorphic to the trivial irrep A, and hence the regular representation decomposes
asH = A⊕ C .
It is direct to see that the three modules {A,B,C} form the category Rep(S3).
For instance, the decomposition C ⊗ C = A+B + C is given as follows.
(23)
A = Span{x⊗ x− y ⊗ y},
B = Span{x⊗ y − y ⊗ x},
C = Span{x⊗ x+ y ⊗ y,−x⊗ y − y ⊗ x},
where the first term in C = Span{· · · } corresponds to x in C and the second
corresponds to y.
Remark 4. The Hopf structure on 2+e is an explicit example of a categorical Hopf
algebra that has no analogue in Vec as the only semi-simple 3-dimensional Hopf
algebra is the group algebra C[Z3].
5.1.3. VecZ3 = {1, e, e2}. We would like to see how much the same pattern re-
peats itself. Inspired by the previous case where the Hopf algebra decomposed as
an algebra, one can consider the direct sum of the two algebras H = 1 ⊕ VecZ3 ,
where by abusing notation we use VecZ3 to denote the object 1⊕e⊕e2. As a graded
algebra,H is identified withC[y1]/〈 y41−y1 〉where y1 has degree 1. Hence a basis
for H is given by {1, y31 , y1, y21}. To do computations with Mathematica, one can
use the fact that ∆(y1)
i = ∆(yi1). This greatly reduces the number of parame-
ters in the computation. With this trick, all possible Hopf algebra extensions for
1⊕VecZ3 can be recovered. In fact, it turns out that there is only one, whose struc-
ture maps are as follows. The counit satisfies ǫ(1) = 1, ǫ(yi1) = 0, i = 1, 2, 3. The
antipode S is the identity map unlike the previous case, and the comultiplication is
given as follows:
(24)
∆(1) = 1⊗ 1,
∆(y31) = 1⊗ y31 + y31 ⊗ 1−
4
3
y31 ⊗ y31 −
1
3
(y1 ⊗ y21 + y21 ⊗ y1),
∆(y1) = 1⊗ y1 + y1 ⊗ 1 + 2
3
y21 ⊗ y21 −
4
3
(y1 ⊗ y31 + y31 ⊗ y1),
∆(y21) = 1⊗ y21 + y21 ⊗ 1 +
2
3
y1 ⊗ y1 − 4
3
(y21 ⊗ y31 + y31 ⊗ y21).
Similar to the previous case, the decomposition as subalgebras H = Span{1 −
y31} ⊕ Span{y31 , y1, y21} corresponds abstractly to the decomposition H = 1 ⊕
VecZ3 .
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The irreducible modules of H are given by its algebra decomposition. The al-
gebra Span{1 − y31} gives three modules from the action of counit denoted by
{y31, y1, y21}, and the second algebra Span{y31 , y1, y21} gives itself as a module,
called ρ, with the action given by multiplication. The module category is therefore
{y31, y1, y21, ρ}. As {y31, y1, y21} forms a VecZ3 as a fusion category, it remains to un-
derstand how ρ fuses with itself and other simple modules. This is all done by direct
calculations and the fusion rules turn out to be a generalization of the previous case,
giving the near-group category with the so-called multiplicity m = |Z3| − 1 = 2:
ρ⊗ ρ = y31 ⊕ y1 ⊕ y21 ⊕ 2ρ(25)
ρ⊗ α = ρ, ∀α ∈ {y31 , y1, y21}(26)
This is also noted [21, Thm. 1.1] to be Rep(A4), the representation category of the
alternating group A4.
For a general prime p, we can also consider the algebra 1 ⊕ VecZp in VecZp
where the first VecZp denotes the direct sum of all simple objects, each with multi-
plicity one. The cases for p = 2 and p = 3 motivate the conjecture that the algebra
1⊕VecZp has a Hopf algebra structure with representation category the near group
category given by G = Zp and multiplicity m = |G| − 1. However, a classifica-
tion by [19, Theorem 5.1] shows that can only happen if p + 1 is a prime power.
Therefore this conjecture is certainly not true in general and needs to be restricted:
Conjecture 5.1. In VecZp , the algebra 1⊕VecZp admits a categorical Hopf algebra
structure whose representation category is the near group category given by G =
Zp and multiplicity m = |G| − 1, if and only if p = qm − 1 for some prime q.
Mathematica computations show that there is no Hopf algebra structure on the
algebra 1⊕ VecZ5 . Therefore, one can not hope for a Hopf algebra on 1 ⊕ VecZp
for all p either.
5.2. Condensation Examples. We examine the condensation of some anyon the-
ories which should give a large class of examples for extension by Hopf comonads.
We will follow the notations defined in 3.2.4.
5.2.1. Rep(S3). A not so complicated condensation is that of B = Rep(S3) =
{A,B,C} with the condensable algebra A = A+ C . Notice that the fusion rules
are B ⊗ B = A, C ⊗ C = A + B + C, B ⊗ C = C and A is the unit. Further,
to see that A = A + C is a condensable algebra, we note that Hom(1,A) ∼= C
(connectedness) and the two conditions [10, Thm. 3.7, 3.8] hold:
• (algebra commutativity) all objects inside A have trivial twists,
• (separability) for all objects a, b ∈ C, there is a partial isometry
Hom(a,A)×Hom(b,A)→ Hom(a⊗ b,A).
In this and the next example, we follow the notations in [10, Table 1]. The conden-
sation yields the category BA = VecZ2 where the deconfined part is itself. To prove
this, we use the Frobenius reciprocity. While this example is done explicitly, a very
similar process is used for all other examples. Frobenius reciprocity for pairs
(X,Y ) = {(A,A), (A,B), (B,B), (A,C), (B,C), (C,C)}
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implies, respectively:
• DA(A) is a simple object as HomBA(A,A) = 1 and we call it 1,
• DA(B) contains no copy of 1,
• DA(B) is actually a simple, we call it e,
• DA(C) has a copy of 1,
• DA(C) has a copy of e,
• DA(C) has only two simples as HomBA(C,C) = 2, therefore it is 1+ e.
The fusion rules of 1, e can be easily discovered by using the Frobenius reciprocity
for pairs like (B ⊗B,A), (B ⊗B,B),etc. The result is BA = VecZ2 .
Hence, the tensor functor isDA(A) = 1,DA(B) = e,DA(C) = 1+ e, and the
forgetful functor can be computed from the condition of right adjoint and it is given
by EA(1) = A + C,EA(e) = B + C . From these, it can be deduced TA(X) =
DAEA(X) = (2 + e) ⊗ X. As discussed in 3.2.4, TA, being compositions of
adjunctions, is automatically a Hopf comonad by general nonsense and it inherits
the self-dual HM structure coming from Hopf algebra structure (which is unique)
on 2 + e derived in 5.1.2.
5.2.2. D(S3). Consider the case B = D(S3) and the condensable algebra A =
A+ C . The objects are denoted by {A,B,C,D,E, F,G,H} where {A,B,C} is
the canonical image of Rep(S3) in D(S3). By using the framework in 3.2.4, one
derives the condensed category BA = Rep(D(Z2)) ⊕ {X,Y } with the following
fusion rules for X,Y 6:
(27)
mX = Y,mY = X,ψY = X,ψX = Y, eY = Y,
X2 = 1+ e+ Y,XY = m+ ψ +X,Y 2 = 1+ e+ Y,
where Rep(D(Z2)) = {1, e,m,ψ} is the doubled Z2 theory, {1, e} is the image of
the canonical embedding of Rep(Z2) = VecZ2 , and exchangingm, e is a symmetry
of the category. The maps EA and DA are given by
EA : 1→ A+ C, e→ B + C,m→ D,ψ → E,X → D + E,Y → F +G+H,
(28)
DA : A→ 1, B → e, C → 1+ e,D → m+X,E → ψ +X, F,G,H → Y.
(29)
Therefore, a straightforward calculation yields the Hopf comonad TA = DAEA to
be acting by (2 + e)⊗− on the objects 1, e, Y and (1+ Y )⊗− onm,ψ,X. It is
easy to see that {X,Y } can be replaced by {m+ψ,1+ e} as they are modules of
1+e and together with Rep(D(Z2)) = D(VecZ2) form the modules of 1⊕ (1+e)
acting onD(VecZ2) as a HA with the structure in 5.1.2.
5.2.3. D(Ising) from the gauging of SO(8)1 followed by a condensation. There
is an S3 symmetry on SO(8)1 which can be gauged (as in [11, 6.2]) giving the
braided category (SO(8)1)
×,S3
S3
which has objects
A,B,C,X, αX, α∗X,Y+, Y−,X++,X+−,X−−,X−+
6The third author would like to thank C. Delaney for confirming the fusion rules ofX, Y .
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with fusion rules described in the Appendix 8.3. One can condense A+ C , where
A,B,C are the same as A,B,C in Rep(S3). The fusion rules can be computed
and it will give the double of Ising and three defects. The important observation to
be made is that although condensation of a double is a double but the opposite is
not true. We also have a change in the central charge which is not possible in the
group gauging process.
5.2.4. Haag. This example is about the famous Haagerup fusion category, denoted
asH2 in [18], a UFC of rank 6 with three indecomposible module categories com-
ing from Q-systems 1,1 + ρ,1 + α + α∗. For Q-systems definition, see e.g. [3,
3.2]. The corresponding bimodule fusion categories are denoted as H2,H1,H3
in [18]. It is hoped that there is a category C which would make the sequence
C → H3 → H2 a gauging process where the second functor is the forgetful func-
tor.
5.2.5. D(Fib). This example is conjectured to be part of a sequence of examples
which should build the sequence D(Haagk) defined later in 6.3.3. for k = 0 one
recovers D(Fib). The condensable algebra A = 11 + τ τ¯ gives the condensed
category BA = Fib, where 1 is deconfined and τ is a defect. The action TA =
DAEA can be computed from
EA : 1→ 11+ τ τ¯ , τ → 1τ¯ + τ¯1+ τ τ¯ ,(30)
DA : 11→ 1, τ τ¯ → 1+ τ, 1τ¯ , τ¯1→ τ(31)
and is given by (2+τ)⊗− which has the HA structure described in Appendix 8.2.
6. GENERALIZED SYMMETRIES
In this section, we first define category symmetries and then outline a program to
generalize the theory of extension and gauging to category symmetries. We show
that a category symmetry is essentially a tensor functor.
We will work with module categories over a braided fusion category B. But the
theory generalizes to fusion category simply by replacing module categories with
bimodule categories. In practice, we are really working with bimodule categories
of B, but only those coming from module categories using the braidings. In the
example of VecZ2 , two out of the six bimodule categories are such bimodules.
6.1. Category symmetry. Let F be a fusion category with a complete repre-
sentative set of simple objects {Xi}, and B be a unitary braided fusion cate-
gory. The monoidal category of module categories Modc(B) contains the Picard
group Pic(B), which is isomorphic to the group of braided tensor auto-equivalences
Autbr⊗ (B) of B. Modc(B) should be regarded as the group algebra of Pic(B), and
therefore the subcategory MPic(B) ⊂ Endo(B) generated by all functors from
Modc(B) should be regarded as the group algebra of Autbr⊗ (B).
The isomorphism between Autbr⊗ (B) and Pic(B) underlies the physical relation
between symmetries and defects. A generalization of this isomorphism to HM
symmetries will be a characterization of the endo-functors MPic(B) that corre-
spond to Modc(B). The existence of such a correspondence is obvious from the
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physical interpretation of unitary modular categories as anyon models. Suppose
M is an indecomposible module category over a unitary modular category B, then
M forms a gapped boundary between B and itself. Forming the double B⊠Bop of
B, we can drag an anyon in the top layer B to the boundary, and then lift it to the
bottom layer resulting a map θM : B → B. The interesting mathematical question
is to characterize all such resulting endo-functors MPic(B) of B.
The theory of extension and gauging for group symmetries is a lifting problem.
Starting with a group homomorphism ρ : G→ Autbr⊗ (B), we look for a lifting first
to ρ : G → Pic(B), and then ρ : G → Pic(B). The generalization will be simply
to replace Pic(B) with MPic(B).
Definition 6. (1) A category symmetry of a fusion category C is a pair (F , ρ),
where F is a fusion category and ρ : F → C a tensor functor.
(2) A Hopf symmetry of a fusion category C is a Hopf monad T : C → C.
Proposition 1. A Hopf symmetry T of a fusion category C gives a category sym-
metry (CT , U) of C, where U : CT → C is the forgetful functor. Conversely, any
category symmetry (F , ρ) arises in such as a way.
Proof. Obvious from definitions in 3.1 and the fact that tensor functors on fusion
categories have adjoints (see e.g. [7, 1.3]). 
6.2. Extension. In this part, we provide evidence for the existence of an extension
theory based on Hopf symmetry, a generalization of the one based on group sym-
metry. Condensation as in 5.2 would also be contained as examples of this theory.
This part is conjectural in nature and does not follow the theorem-proof format.
First we see how the group symmetry case can be recovered in the language of
HMs. Most importantly for TG = ⊕Tg : C → C, why does the extension have aG-
grading? The G-grading is the same as a VecG grading. Therefore, it is important
to understand how to recover VecG from TG.
The obvious solution seems to look at the modules of TG, but this gives the
equivariantization CG which, in spite of having Rep(G) inside, does not contain
VecG canonically. Most importantly, we would like something that has itself a
grading “equal” to VecG.
The answer turns out to be the TG(1)−comodules. Indeed, just like any HM,
TG(1) happens to be a coalgebra with the coalgebra structure (T (1), T2(1,1), T0)
[8]. As TG(1) = ⊕Tg(1) = ⊕1g and the coproduct T2(1,1) : TG(1)→ TG(1) ⊗
TG(1) can be decomposed to 1g → 1g ⊗ 1g, we have Cco−TG(1) = ⊕g Cco−Tg(1).
Therefore, for a general HM T , a good starting point would be to consider the
decomposition of T (1) to simple coalgebras T (1) = ⊕mi for the grading of the
extension
C×T = ⊕Cmi .
For a Hopf comonad, one has to consider the decomposition of T (1) to simple
algebras as T (1) is an algebra instead of a coalgebra.
Now we examine what each component Cmi should be. For the case of TG, the
mi
′s correspond to elements ofG, and Cmi = Cg is known to be formed by objects
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of C fixed by Tg. Sincemi = Tg(1) ∼= 1, eachmi-comodule is simple a copy of C.
Hence, we need to impose more restrictions on the objects that are allowed in the
extension. A plausible generalization would be to somehow seek for a decomposi-
tion of the HM T into a sum of functors Tmi , and require Cmi to consists of objects
X of C that are not onlymi-comodules but also satisfy Tmi(X) ∼= mi ⊗X.
Let us see how this shapes the story for group and Hopf algebra symmetry. No-
tice that for groups, mi = 1g and by construction we have the decomposition
T = ⊕Tg. Thus the condition of being an mi-comodule is trivial, while the non-
trivial condition is that of Tg(X) ∼= 1g ⊗X = X, which exactly means X is fixed
by Tg.
This is in contrast to T (−) = H⊗− for a Hopf algebra H where T (1) = H =
⊕mi decomposes to simple coalgebras mi. One can obviously guess what Tmi ′s
should be; they are defined as Tmi(−) = mi ⊗ − and T = ⊕Tmi . Therefore the
condition Tmi(X)
∼= mi ⊗ X is trivial, while that being an mi-comodule is not.
Hence for the HM T (−) = H ⊗ −, the extension C×T should be essentially given
byH comodules.
Notice that for the Hopf comonads such as the ones found in the condensation
examples, one needs to look at decompositions of T (1) into simple algebras. As
the HM T = H ⊗− is a Hopf comonad as well, one can as well consider algebra
decomposition ofH as the grading for another extension. More generally, for self-
dual HMs there are two ways of considering the extension.
For example, the Hopf comonad T = (2+ e)⊗−, as demonstrated in 5.1.2, has
the decomposition 1⊕ (1+ e), and as mentioned in 5.2.2, this gives the extension
given byH = 2 + e modules:
C×T = C1 ⊕ C1+e = D(Z2)⊕ {X,Y }.
How do we generalize the story to all HMs T ? First, one notes that (T (X), T2(1,X))
is always a T (1)-comodule [8]. Therefore, it must decompose to mi comod-
ules. One can then define T (X) = ⊕Tmi(X) as being the decomposition to
mi comodules. Therefore, there is a definition for Tmi : a certain functor from
C to Cco−mi given by the composition of the functor U : C → Cco−T (1) where
U(X) = (T (X), T2(1,X)), followed by the projection onto Cco−mi .
The next step is a crucial observation derived from the identities of the fusion
operatorH l
1,X : T
2(X)→ T (1)⊗T (X). This is an isomorphism by the definition
of a HM, and further the fusion operator is known to satisfy [6, Prop. 2.6]:
(T2(X,Y )⊗ idT (Z))H lX⊗Y,Z = (idT (X) ⊗H lY,Z)T2(X,Y ⊗ T (Z)).
Replacing X,Y by 1 and Z by X, implies that H l
1,X is a T (1)-comodule map
between (T 2(X), T2(1, T (X)) and (T (1)⊗T (X), T2(1,1)⊗idT (X)). Therefore,
as T (1) decomposes, we obtain an isomorphism between their decomposition into
mi-comodules given by:
Tmi(T (X))
∼=−→ mi ⊗ T (X).
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The above is always true, and it shows that the idea of fixed point generalization as
Tmi(Y )
∼= mi ⊗ Y makes sense, as all Y = T (X) satisfy this property. This can
be also checked for T = TG where indeed Tg fixes any TG(X).
Notice the above discussion was for all left T (1)-comodules, and the same can
be said about right T (1)-comodules by using the right fusion operator.
Treating 1 as a coalgebra with the apparent coalgebra structure, the map η1 : 1→
T (1) becomes an injective coalgebra morphism by the compatibility conditions be-
tween T2, T0, and η [8] (replacing X,Y with 1):
T2(X,Y )ηX⊗Y = ηX ⊗ ηY and T0η1 = 1.(32)
This means 1 is a simple subcoalgebra inside T (1), implying that in the decompo-
sition of T (1) into simple coalgebras one of the mi
′s can be chosen to be 1. We
identify 1 with its image in T (1) under η1. It is conjectured (see the next para-
graph) that the associated functor T1 is the identity functor, in which case we have
C1 = C and therefore C×T is an extension of C.
We claim that T1(X) contains X. First of all, any X is trivially a comodule
of 1. The embedding η1 : 1 → T (1) induces a T (1)-comodule structure on X,
where the comodule map is given by η1⊗ idX . Then it is direct to see that the map
ηX : X → T (X) is a T (1)-comodule morphism by the identity T2(1,X)ηX =
η1 ⊗ ηX which is obtained from the first identity in Eq. 32 with X,Y replaced
by 1,X, respectively. ηX is clearly also injective. Hence, X is a sub comodule of
T (X). Moreover, by the same identity as above, T2(1,X) sends the image of X
to 1⊗ T (X) ⊂ T (1)⊗ T (X). But 1⊗ T (X) is also where T1(X) is exclusively
sent by T2(1,X) due to the comodule decomposition. Hence X ⊂ T1(X) and it
is conjectured to be equal.
One important aspect in the extension theory concerns the fusion rules. For
the group case, the fusion rules correspond to possible liftings of an action G →
Aut⊗(C) to G→ Aut⊗(C). Notice that a lifting is presumed from the beginning as
one states that TG is a HM coming from T− : G→ Aut⊗(C). Therefore it will not
be surprising to see that there is always a fusion rule for C×T although there might
be more than one possible fusion rule just like in the group case. The Hopf algebra
case should be similar, where the extension is given by the T -comodule category
which a fusion category as T is also a Hopf comonad.
As for the general case, the fusion Cmi ⊗ Cmj is likely to be given by the multi-
plication µ : T 2 → T whose restriction to Tmi(Tmj (X)) should give an indication
of how Cmi and Cmj must fuse. Putting it more abstractly, if T (1) happens to be a
bialgebra and hence has a monoidal comodule category, one seeks a monoidal func-
tor from the category of T (1)-comodules to the monoidal category Bimodc(C), as
all Cmi are C-bimodules by fusion from left and right.
As for the associator, in the group case it is given by some vanishing obstruction
in the fourth cohomology and classified by the third cohomology H3(G,U(1)),
and there is likely a similar story for the general case. It is known that deformations
of the associator are given by the third Yetter-Davydov cohomology (see e.g. [13,
Chap. 7.22]).
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Applying this reasoning to an extension of Vec given by an ordinary Hopf al-
gebra H, we should be looking at H i(H-comod) which for cocommutative hopf
algebras turn out to be HH i(H,C), the Hochschild cohomology of H. As an ex-
ample, notice that the trivial group symmetry in the case of Vec coincides with that
of the action of the cocommutative Hopf algebra C[G]. Hence, taking H = C[G],
this results in the cohomology HH i(C[G],C) which is known to be the cohomol-
ogy of G (see e.g. [13, Chap. 7.22]), making the story compatible with the group
extension.
A final piece of the puzzle is the extension of T to a HM T× on C×. For the
group case, it is known to be unique [14], while it might not be so for the Hopf
algebra case.
Indeed, as mentioned before, for a Hopf algebra action T (−) = H ⊗ − as a
HM (Hopf comonad), the extension C×T is nothing but the T -comodule(-module)
category itself. Generally for a self dual HM T , a canonical extension of T to its
module category CT is always possible by T× : (M, r) → (T (M), T (r)). This
can be easily shown to be a self-dual HM and also obviously an extension of T
acting on the copy of C inside CT given by modules (X, ǫX) with ǫ the counit in
Definition 3.
Now consider the condensation process in 5.2.2, where we switch to Hopf comonad
TA acting on BA. From its appearance, TA does not seem to be an extension of
T = (2 + e)⊗ (−) until one considers the replacement of X,Y bym+ ψ,1 + e.
But TA is certainly not the canonical extension given above. Indeed for the canoni-
cal extension T× acting on module (M, r) = (m, ǫm), one obtains T×((M, r)) =
(2m + ψ, ǫ2m+ψ) which is not the result of TA acting on m by 1+ Y even at the
object level. In fact, it is not hard to prove that T× = (2 + e)⊗. This shows the
possibility of different extensions of T itself.
There are many questions for which there are hints for the answers and are yet
to be explored. We will explore a general HM extension theory in future works.
6.3. Gauging applications.
6.3.1. A generalization of Fib to all primes Fibp. Regarding Fib as a fusion cat-
egory, we consider its generalization to a sequence of near-group categories [26]
whose fusion rules would be denoted as Fibp for all primes p, with p = 1 under-
stood as Fib.
There are p+ 1 isomorphic classes of simple objects denoted as Zp and X with
the non-group fusion rule:
g ⊗X = X ⊗ g = X, X ⊗X = (
⊕
g∈Zp
g)⊕ pX.
For p = 2, this is the well-studied fusion category 12E6, and for p = 3, this is the
Izumi-Xu fusion rule; see also [16, p. 589] for more examples and a classification
of near-group categories.
Open Question 6.1. Is there a HM on VecZp whose extension realizes Fibp for
each prime p?
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6.3.2. A generalization of the Haagerup category Haagp. Fib as a fusion category
fits into another potential sequence of fusion categories whose fusion rules will
be denoted as Haagp. Haagp has 2p classes of simple objects denotes as α
i, i =
0, 1, ..., p − 1, and ρi, i = 0, 1, .., p − 1, where α0 = 1, ρ0 = ρ. The αi ′s obey Zp
fusion rule. The non-group fusion rules are determined by:
αi ⊗ ρ = ρi = ρ⊗ αp−i, ρ2 = 1⊕
p−1∑
i=0
ρi.
For p = 2, this is the fusion rule of PSU(2)6, and for p = 3, this is the Haagerup
fusion rule.
Open Question 6.2. Is there a HM on VecZp with an extension that realizes Haagp
for each prime p?
6.3.3. The Doubled Haagerup categoryD(Haagp). The hypothetical modular cat-
egory D(Haagp), defined in [15], for all odd prime p is of rank p
2 + 3 with
anyons 1, b, ah, dl with 1 ≤ h ≤ p
2−1
2 , 1 ≤ l ≤ p
2+3
2 of quantum dimensions
1, pδ+1, pδ+2, pδ, and δ =
p+
√
p2+4
2 satisfying δ
2 = 1+pδ. It is known to exist
for p ≤ 13 [16].
Proposition 2. The object A = 1+ b of DHaag has a condensable algebra struc-
ture.
Proof. DHaag is weakly monoidal Morita equivalent to Haag ⊠ Haagop [23], and
1+ ρ⊠ ρ∗ is a condensable algebra, which is sent to 1+ b. 
Consider the condensable algebra A = 1+ b, then we have7
DA(1) = 1,DA(b) = 1+X,DA(ah) = X + αi,j + α∗i,j,DA(dl) = X,
where αi,j form D(Zp), and X
2 = D(Zp) + p
2X. So C = D(Zp) ⊕ {X} with
deconfined D = D(Zp). It follows the HM is
TA(1) = 2 +X,TA(αij) = αi,j + α∗i,j +X,TA(X) = D(Zp) + (p
2 + 2)X.
So TA(a) = a+a∗+X⊗a is a HM onD(Zp)⊕{X}, and the question in general
is what T is on D(Zp)?
Open Question 6.3. Can D(Haagp) be realized through gauging a Hopf monad
symmetry onD(Zp)?
6.4. The tensor product of modules of D(ZN ). An important topic to study for
Hopf monad extension is that of the monoidal category C×T = ⊕Cmi formed by the
bimodules Cmi . As a large class of examples involve the double of abelian groups
ZN , we have decided to include a study of the product of the modules of D(ZN )
when viewed as a bimodule using the braiding structure. It is important to note that
7The third author thanks T. Gannon for computing the fusion rules of the condensed category of
DHaag.
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most of the work is already done in [14, Proposition 3.19], where one character-
izes the bimodules of VecA for abelian group A and computes their tensor product
over VecA. Indeed, in this case A = ZN × ZN , and we only need to understand
which bimodule correspond to the module given a bimodule structure by braiding.
Although in this section, [14, Proposition 3.19] is used directly without any expla-
nation, in Appendix 8.1, we form a table of VecZ2-bimodule monoidal category by
going explicitly through the construction of the fusion of bimodules and give more
details of the calculations in this section.
We refer to the discussion at the beginning of section 5. Consider a module
M =M(A, ρ) of C = D(ZN ) coming from the algebra A ⊂ ZN × ZN with a 2-
cocycle ρ ∈ H2(A,C). Notice for abelian groups 2-cocycles and skew-symmetric
bicharacters form the same group (see e.g. [14, p.12]). We will assume that ρ is
trivial to simplify calculations but it is easy to do the general case as well. The
right action of C = DZN onM is given byM.X := X.M , i.e. just the left action,
which is actually fusion asM is really inside C. Recall the associativity constraint
for the left action denoted by
mX,Y,M := (X ⊗ Y ).M → X.(Y.M).
The braiding comes in the associativity constraints for the right action, given by:
nM,X,Y := M.(X ⊗ Y )→ (M.X).Y
and defined as cX,Y as the left side is (X⊗Y ).M and the right side is Y.(X.M). Of
course, we are using the fact that the left action is given by fusion and the associator
α of C, which is the associator mX,Y,M of the left action, are all trivial. Otherwise,
for the general case of braided C, the right action is still defined asM.X := X.M ,
but with associativity constraint:
nM,X,Y = mY,X,M(cX,Y ⊗ idM ).
The final structure map, the middle associativity constraint
bX,M,Z : (X.M).Z → X.(M.Z)
is mX,Z,McZ,Xm
−1
Z,X,M for the general case of a braided C. The reason that these
structure maps (n)b satisfy the commuting diagrams constraints for the definition
of (right module)bimodule [13, Def. 7.1.7] can be derived by using the similar
diagrams for the definition of the braided category C and the M as a module of
C. Although in the case of DZN , one can see that m is the associator α of C, and
all diagrams are formed by braiding and the associator which commute due to the
axioms satisfied by C itself.
By standard module category facts,M as a bimodule of DZN , is equivalent to
a left module of DZN ⊠DZ
op
N . The associator for this action is given by:
lX1⊠Y1,X2⊠Y2,M := ((X1 ⊗X2)⊠ (Y1 ⊗op Y2)).M → (X1 ⊠ Y1).((X2 ⊠ Y2).M)
(33)
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i.e,
((X1 ⊗X2).M).(Y2 ⊗ Y1)→ (X1.((X2.M).Y2).Y1(34)
lX1⊠Y1,X2⊠Y2,M = bX1,X2.M,Y2nX1.(X2.M),Y2,Y1mX1,X2,M(35)
In our case this gives cY2,X1cY2,Y1 . The moduleM is given by the algebra A, and
we need to see which algebra B in D(ZN ) ⊠ D(ZN ) = VecZ2
N
⊕Z2
N
(as a fusion
category, which is why the superscript “op” is omitted), and which 2-cocycle ψ on
B would give us the module on VecZ2
N
⊕Z2
N
corresponding toM as a bimodule on
D(ZN ). Notice that the fusion category structure is what determines the category
of (bi)modules, and that is why one can ignore braiding and omit “op”. The algebra
B is essentially the stabilizer of a simple object like [A], the trivial coset, insideM
([14, 2.7]):
(X ⊗ Y ).[A] = (X.[A]).Y = Y.(X.[A]) = y + x+ [A](36)
where the summation on the right is by looking at what elements X,Y correspond
to in the abelian group. To have the coset fixed, it is obvious that one needs to have
x+ y ∈ A. Therefore, the algebra B is given by all those pairs (x, y) ∈ Z2N ⊕ Z2N
with x+ y ∈ A. The 2-cocyle is derived from the associator by restricting to B (as
in [14, 2.7]). Therefore ψ((x1, y1), (x2, y2)) = cY2,X1cY2,Y1 = cY2,X1⊗Y1 . This
is indeed a bicharacter on B as ca,b = e
2pii
N
a2b1 where a = (a1, a2) ∈ Z2N and
similarly for b = (b1, b2). Hence,
ψ((x1, y1), (x2, y2)) = e
2pii
N
y22(x11+y11).
The next step is to take this 2-cocycle and make it into a skew-symmetric bichar-
acter, as only then one can use the theorem necessary to find the result of the
bimodule product. Adding a suitable 2-coboundary dǫ makes this change possible,
where ǫ(g) = ψ(g, g)
1
2 giving us
(dǫ)(g1, g2) = ψ(g1, g1)
1
2ψ(g2, g2)
1
2ψ(g1 + g2, g1 + g2)
− 1
2 ,
notice in general that any 2-cocycle ω (for abelian groups) are bicharacters which
implies ω(2g, 2g) = ω(g, g)4 and the above calculation can be done for any ω to
make it a skew-symmetric bicharacter. The new skew-symmetric bicharacter is
ψ(g1, g2)dǫ(g1, g2) = ψ(g1, g2)ψ(g1, g1)
1
2ψ(g2, g2)
1
2ψ(g1 + g2, g1 + g2)
− 1
2
= ψ(g1, g2)
1
2ψ(g2, g1)
− 1
2
which, by abuse of notation,
ψ((x1, y1), (x2, y2)) = e
2pii
2N
(y22(x11+y11)−(x21+y21)y12).
If the bicharacter ρ on A was not trivial, then one would have to include in the
associator l the product ρ(X1,X2)ρ(Y1, Y2) and the rest would be similar.
As an application, consider the moduleM on D(Z2) given by the algebra A =
0 × Z2 and the trivial bicharacter. ThenM as a bimodule on D(Z2) is a module
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on VecZ22⊕Z22 with the corresponding algebra B = {(x, y)|x+ y ∈ 0× Z2} which
is
(0× Z2, 0× Z2) ∪ (1× Z2, 1× Z2).(37)
Further the bicharacter ψ is also trivial as x + y ∈ 0 × Z2 implies x11 + y11 =
x21 + y21 = 0. These together with [14, Proposition 3.19], imply
M⊠D(Z2) M = 2M.
The fusion structure of bimodules is not necessarily symmetric with respect to the
algebras. For example, for A = Z2 × 0 giving a bimoduleM,
M⊠D(Z2) M = 2M((Z2 × 0,Z2 × 0), ψtrivial).
where the product gives the bimodule corresponding to the algebra (Z2 × 0,Z2 ×
0) ⊂ Z22 ⊕ Z22 with the trivial bicharacter. Details are in the Appendix 8.1.
6.5. Applications to physics. The relation between symmetry and defect in the
group symmetry case should be extended to the generalized symmetry and defect
case. We will leave such a physics theory as [2, 11] to the future.
7. MODULAR CATEGORIES AS A TETRA-CATEGORY
Regarding gauging HMs as a new method to construct modular categories, we
use gauging to organize modular categories for a structure theory with an eye to-
wards a classification.
7.1. Weak Hopf monad. From the definition of category symmetry, a fusion cat-
egory F is a symmetry of C, then C is also a module category of F by using the
tensor functor to induce the action: Y.X := ρ(Y ) ⊗ X,Y ∈ F ,X ∈ C. Since
Vec is not a Fib module category, it follows that Fib cannot be a symmetry of Vec.
Therefore, we cannot regard D(Fib) as a gauging of a Fib symmetry on Vec.
There is a generalization of HMs to weak Hopf monads [4]. Then for a weak
Hopf algebra H, the functor TH is a weak Hopf monad on Vec and its modules
can realize any fusion theory. Hence, a weaker notion of category symmetry based
on weak Hopf monads could make Fib to be a category symmetry of Vec as it is
expected in example 5.2.5. We will leave such a theory to the future and use such
a possibility to speculate on a structure theory of modular categories.
Definition 7. (1) A weak category symmetry of a fusion category C is a pair
(F , ρ), where F is a fusion category and ρ : F → C a strong Frobenius
functor.
(2) A weak Hopf symmetry of a fusion category C is a weak Hopf monad
T : C → C.
7.2. Simple modular category.
Definition 8. A modular category B is simple if B is prime (not a Deligne tensor
product) and contains no non-trivial normal (or condensable) algebras.
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7.2.1. Simple pointed categories. Classification of all simple MCs is certainly a
hard problem. We could start to find all simple pointed MCs. These are coming
from abelian groups G with some non-degenerate quadratic forms q : G → R/Z
which are classified in [17, Thm. 5.4] where q satisfies θa = e
2πiq(a), ∀a ∈ G.
One needs to first look for those q’s which do not have a kernel, hence as q(a) =
c(a, a) (following the notations of [17]) we must have c(a, a) 6= 0,∀0 6= a ∈ G.
Those would be the (G, q) that can not have a commutative algebra and therefore,
a condensable algebra. This is easy following the classification result for the prime
abelian anyonic theory. First we list all classes here as presented in [17, Thm. 5.4]:
(1) If p 6= 2 and ǫ = ±1, ωǫp,k denotes the abelian anyon with fusion rules
given by Z/pkZ and abelian 3-cocycle (0, c), where c(x, y) = uxy
pk
, for
some u ∈ Z>0 with (p, u) = 1 and
(
2u
p
)
= ǫ, where
(
p
)
is the Legendre
symbol.
(2) If ǫ ∈ (Z/8Z)×, ωǫ2,k denotes the abelian anyon with fusion rules given by
Z/2kZ and abelian 3-cocycle
c(x, y) =
uxy
2k+1
, ω(x, y, z) =
{
1
2 , if x = y = z = 2
k−1,
0. otherwise.
for some u ∈ Z>0 with u ≡ ǫMod 8. The abelian anyons w12,k and w−12,k
are defined for all k ≥ 1 and w52,k and w−52,k for all k ≥ 2.
(3) Ek denoted the abelian anyon with fusion rules given by Z/2
kZ⊕ Z/2kZ
and abelian 3-cocycle (0, c), where c ∈ Hom(Z/2kZ ⊕ Z/2kZ,R/Z) is
defined by
c(~ei, ~ej) =
{
0, if i = j,
1
2k
, if i 6= j.
(4) Fk denoted the abelian anyon with fusion rules given by Z/2
kZ⊕ Z/2kZ
and abelian 3-cocycle (0, c), where c ∈ Hom(Z/2kZ ⊕ Z/2kZ,R/Z) is
defined by
c(~ei, ~ej) =
{
1
2k−1
, if i = j,
1
2k
, if i 6= j.
We note that for the first class
∑p−1
j=0 jp
k−1 can be easily checked to be a nontrivial
condensable algebra if k > 1. For k = 1 there are no trivial twists except for the
unit object hence this gives simple modular categories. The second class is similar
to the first in this regard except that k needs to be greater than two to have trivial
twists and a condensable algebra
∑p−1
j=0 jp
k−1.
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The third class has always the condensable algebra
∑
j∈Ek j as all twists are
trivial. This is in contrast with the fourth class where all Fks are simple modular
categories without any trivial twist.
7.2.2. SU(2)k. Another set of examples would be to find the simple modular cat-
egories among su(2)k . The simples are labelled by the common notation 0, . . . , k.
Here we know that the only possible normal algebra is 0 + k as θa = e
2piia
4 and
that can only be 1 when k ≡ 0 (mod 4). Otherwise for k odd, the category splits
to two MCs semi × PSU(2)k where semi is precisely 0, k which by itself form
an MC. The case which remains to prove that does not split to a product and is
therefore simple, is k ≡ 2 (mod 4). This follows from the ADE classification of
modular invariants of SU(2)k (e.g. see [20, 24]).
Open Question 7.1. (1) Is it true that simple modular categories are deter-
mined by modular data? Note that this is false for general modular cate-
gories [22, 5, 12].
(2) Is it true the number of simple modular categories for a fixed rank has a
polynomial growth as the rank goes to infinity? Note that this is false for
all modular categories [9].
(3) Can we define a zeta function for all modular categories using simple mod-
ular categories as analogues of primes?
7.3. The tetra-category of modular categories. We can imagine to use all mod-
ular categories to define a state sum invariant of 4-manifolds X. Fixing a generic
celluationX into 4-cells, we color each 4-cell by a modular category and the 3-face
between two of them by the fusion category resulting from condensing an algebra
or the T -crossed extension; 2-simplices to be colored by bi-modules etc. What
resulted is essentially a promotion of the tri-category of all fusion categories to a
tetra-category, which does not yet have an algebraic definition. Therefore, we will
not attempt to make the idea rigorous in any way.
Heuristically, the tetra-category has:
(1) 0-morphism or object: modular categories
(2) 1-morphism: condensable algebras or fusion categories
(3) 2-morphism: bimodules between fusion categories
(4) 3-morphism: module functors between bimodules
(5) 4-morphism: natural transformations between module functors
Then a structure theory of modular categories is the same as an explicit descrip-
tion of this tetra-category.
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8. APPENDICES
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8.1. Module categories over VecZ2 . We want to calculate the monoidal category
given by the bimodules of VecZ2. First, let us review the background material of
Proposition 3.19 of [14] described in section 3.6, 2.7.
For G a general finite group, the indecomposable semisimple module category
of VecG are labelled by M(H,ψ) where H is a subgroup and ψ ∈ H2(H, k×).
There is an identification by conjugation of element ofG. For abelian groups which
have no nontrivial conjugation, there is no identification. Recall that the rank of the
module category corresponding to the pair (H,ψ) is equal to the number of right
cosets.
From now on, groups like E are assumed to be abelian and therefore, 2-cocycles
are the same as skew-symmetric bicharacters, i.e. biadditive maps b : E×E → k×
where b(x, x) = 1. We shall assume k = C.
For N ⊂ E a subgroup and ψ a bicharacter on E, denote the orthogonal com-
plement of N with respect to ψ by N⊥ to be the subgroup {n ∈ E|ψ(x, n) =
1, ∀x ∈ N}. Notice if ψ is nondegenerate then N⊥ can be identified with E/N
and |N |.|N⊥| = |E|. Also, the mere existence of a nondegenerate bicharacter im-
plies |E| being a square. In our case of study, most of the time ψ = 1 (as H2 is
trivial) and therefore N⊥ = E.
We will need to sometimes consider how a bicharacter can be pushed forward
via a map. Consider abelian groups A,B with group homomorphism φ : B → A,
and skew symmetric bicharacter ξ on B. Take K = ker φ and K⊥ the orthogonal
complement with respect to ξ. Then it can be shown that ξ can be (in the most
obvious way) pushed forward to define a skew-symmetric bicharacter on H =
φ(K⊥).
Tensor product of bimodule categories. LetA1, A2, A3 be finite abelian groups
(for example Z2). We would like to take the product of a VecA1 − VecA2 module
with a VecA2 −VecA3 module and compute what the VecA1 −VecA3 bimodule is.
First, notice that a VecA − VecB bimodule is simply an A⊕ Bopp−module but B
is abelian so an A⊕B−module. As semisimple indecomposable modules of VecG
have been classified, we have to compute
M(H,ψ) ⊠VecA2 M(H ′, ψ′)
for H ⊂ A1 ⊕ A2,H ′ ⊂ A2 ⊕ A3 and two skew-symmetric bicharacters ψ,ψ′ on
H,H ′.
First define H ◦ H ′ to be subgroup of elements (a1,−a2, a2, a3) in H ⊕ H ′.
Let H ∩ H ′ ⊂ A2 be their intersection inside A2, i.e. (H ∩ A2) ∩ (H ′ ∩ A2);
for example if Ai = Z2 and H = ∆ the diagonal then H ∩H ′ = {0}, the trivial
group as ∆ ∩ A2 = {0}. Next, consider H ∩ H ′ as a subgroup of H ◦ H ′ by
the anti-diagonal embedding x → (0,−x, x, 0). Notice the bicharacter ψ × ψ′ on
H⊕H ′ can be restricted toH◦H ′. Hence, we can take the orthogonal complement
(H∩H ′)⊥ ofH∩H ′. Finally, asH∩H ′ is living inside the kernel of the projection
φ : A1⊕A2⊕A2⊕A3 → A1⊕A3, we can push-forward its bicharacter and get the
subgroupH ′′ = φ((H∩H ′)⊥) ⊂ A1⊕A3, with the bicharacter ψ′′ = φ∗(ψ×ψ′).
We can finally state the Proposition 3.19 in [14]:
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Proposition 3.
M(H,ψ) ⊠VecA2 M(H
′, ψ′) = m.M(H ′′, ψ′′)
where
m =
|H ∩H ′|.|(H ∩H ′)⊥|.|A2|
|H|.|H ′| .
Let us study the case of VecZ2 bimodules when A = Ai = VecZ2 . There are
six pairs (H,ψ) for subgroups of A ⊕ A. They give six bimodules Mi,j where i
will denote the rank (which is 2|A|/|H| = 4/|H|) and j will be present if there are
more than one instance of rank i:
(1) M2 =M(∆, 1) for the diagonal subgroup,
(2) M1,1 =M(A⊕A, 1) with the trivial bicharacter,
(3) M1,2 =M(A⊕A, ξ) with the nontrivial bicharacter,
(4) M4 =M(1, 1) with the trivial subgroup,
(5) M2,1 =M(A⊕ {0}, 1),
(6) M2,2 =M({0} ⊕A, 1).
ξ can be computed. Notice 2x = 0,∀x ∈ A⊕A and ξ(x, x) = 1 (skew-symmetry),
hence
ξ(x, y)ξ(x, 0) = ξ(x, y + 0) =⇒ ξ(x, 0) = 1, similarly ξ(0, x) = 1(38)
ξ(x, y)2 = ξ(x, 2y) = ξ(x, 0) = 1 =⇒ ξ(x, y) = ±1(39)
ξ(x, y) = ξ(x, y)ξ(y, y) = ξ(x+ y, y) =⇒ ξ(x, y) = ξ(x, x+ y) = ξ(x+ y, y)
(40)
ξ(x, y) = ξ(x+ y, y) = ξ(x+ y, x+ 2y = x) = ξ(x+ y, x) = ξ(y, x) =⇒ ξ symmetric
(41)
There are 16 elements in A⊕ A, but from the above, one needs to only determine
ξ for the three possible pairs from the three elements a = (1, 1), b = (1, 0), c =
(0, 1) ∈ A. But ξ(a, b) = ξ(a, a + b) = ξ(a, c) = ξ(a + c, c) = ξ(b, c) = t. So
all their values are equal. Therefore, as t can be only ±1, for ξ to be nontrivial, we
choose t = −1. This can be checked to satisfy all relations of a skew symmetric
bicharacter.
From here, finding the multiplication table of the bimodule category is only
straightforward calculation using what was described before the proposition. It is
especially easy to do as in Z2, we always have a = −a and the negative signs can
be ignored. Further, for theMi,j with trivial character which gives orthogonal com-
plement N ⊂ E always equal to the whole group E, (H ′′, ψ′′) in the proposition
turns out to be simply (φ(H ◦H ′), 1), that is the subgroup (a1, a3) for which there
exists a2 such that (a1, a2) ∈ H, (a2, a3) ∈ H ′. Notice the construction ofH ◦H ′
already shows the category is not symmetric. M2 is the unit as it can be observed
from the Table 1. The category can also be seen to be not rigid therefore certainly
not a fusion category. This could have been guessed from proposition where tensor
of two bimodules is a single one and if it is a fusion category then every element
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TABLE 1. A⊠VecZ2 B where A is from left column
⊠VecZ2 M2 M1,1 M1,2 M4 M2,1 M2,2
M2 M2 M1,1 M1,2 M4 M2,1 M2,2
M1,1 M1,1 2M1,1 M2,1 M2,1 2M2,1 M1,1
M1,2 M1,2 M2,2 M2 M2,1 M4 M1,1
M4 M4 M2,2 M2,2 2M4 M4 2M2,2
M2,1 M2,1 M1,1 M1,1 2M2,1 M2,1 2M2,2
M2,2 M2,2 2M2,2 M4 M4 2M4 M2,2
is invertible, the category is pointed and therefore a group and there should be no
multiplicities at all. This is very unlikely and probably not true in most cases. In
brief, the category is a semisimple tensor category.
D(Z2) bimodules. As promised in 6.4, we would like to detail the computations
used to compute the tensor product of the select bimodules of D(Z2).
M2,1 and M2,2 corresponding to A × 0 and 0 × A are actually the D(Z2)-
modules which were made into bimodules using the braiding structure. Therefore,
let us calculate the bimodule products M22,i. We start with i = 2. Recall that the
bicharacter is always
ψ((x1, y1), (x2, y2)) = e
2pii
2N
(y22(x11+y11)−(x21+y21)y12).
The algebra B is x⊕ y ∈ Z22 ⊕ Z22 such that x+ y ∈ 0× Z2. This means it has 16
elements
(0× Z2, 0× Z2) ∪ (1× Z2, 1× Z2).(42)
On B, the bicharacter is trivial as x11 + y11 = x21 + y21 = 0. To compute
M(B,ψtrivial)⊠Vec
Z2
2
M(B,ψtrivial), we look at the intersection of B ∩B inside
the second component of Z22⊕Z22 and it is 0×Z2. The number of elements inside
B ◦B is exactly 16, with elements given by
(0× Z2, a, a, 0 × Z2) ∪ (1× Z2, b, b, 1 × Z2), where a ∈ 0× Z2, b ∈ 1× Z2.
This is equal to (B∩B)⊥ as the character is trivial. Hence, the multiplicity formula
from the proposition gives
m =
2.16.4
8.8
= 2(43)
and the algebra H ′′ is the image of (B ∩B)⊥ = B ◦B in Z22⊕Z22 when we forget
the middle two elements, which means we get B back. Hence,
M2,2 ⊠DZ2 M2,2 = 2M2,2.
The procedure is quite similar for the caseM2,1, where the only subtlety is when
we want to compute the orthogonal complement (B ∩B)⊥ as the bicharacter ψ is
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c
c
c
FIGURE 13. Left: V abc ; Middle: V
c
ab; Right: idc.
no longer trivial. We have B ∩B = {(0, a, a, 0), a ∈ Z2 × 0} and we have to find
all (x, y, y, t) ∈ B ◦B such that
ψ((0, a), (x, y))ψ((a, 0), (y, t)) = 1
for any element in B ∩B. Recall that
B ◦B = {(x, y, y, t)|x + y, y + t ∈ A = Z2 × 0}.
It can be seen easily that for a = (1, 0) and any element (x, y, y, t) with x, y, t ∈
Z2 × 1 the above will be −1. In fact,
ψ((0, a), (x, y))ψ((a, 0), (y, t)) = e
pii
2
(y2+t2)a1
and otherwise, when x, y, t ∈ Z2 × 0, it is equal to one. Therefore the orthogonal
complement has 8 elements which are x, y, t ∈ Z2× 0. Hence the multiplicity can
be seen to be 1. The algebra of the resultM(H, ξ) = M2,1 ⊠DZ2 M2,1 will be the
image of the orthogonal complement as we drop the middle two components which
isH = (Z2×0,Z2×0). As for its bicharacter ξ, it must be the image ofψ×ψ under
the projection, and the way to compute it is to take any preimage and compute
ψ × ψ. It can be seen to be trivial by taking preimages (x, 0, 0, t), (x′ , 0, 0, t′) ∈
(B ∩ B)⊥ where (x, t), (x′, t′) ∈ H =⇒ x, t, x′, t′ ∈ Z2 × 0. We compute
ψ((x, 0), (x′, 0))ψ((0, t), (0, t′)) and both are 1. All in all
M2,2 ⊠DZ2 M2,2 = 2M2,2(44)
M2,1 ⊠DZ2 M2,1 =M((Z2 × 0,Z2 × 0), ψtrivial).(45)
8.2. HM on 2+ τ . We present a Hopf algebra structure on 2+ τ in the Fibonacci
category Fib.
Throughout the section, φ =
√
5+1
2 is the golden ratio. Some other notations
are in order. For any simple objects a, b, c such that c is a subobject of a ⊗ b, we
arbitrarily choose and fix V abc ∈ Hom(c, a ⊗ b), V cab ∈ Hom(a ⊗ b, c) such that
V cab ◦ V abc = idc. The graphical representations for V abc , V cab, and idc are given in
Figure 13. For an object X =
∑
aXa a where Xa represents the multiplicities of
a, denote by ai the i-th copy of a inX, i = 1, · · · ,Xa. IfXa = 1, we simple write
a instead of a1. Then a morphism f from X ⊗ Y to Z is fully specified by
f =
∑
a,b,c
∑
i,j,k
f ijkabc
ai bj
ck
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for some scalars f ijkabc . Usually, the terms with vanishing f
ijk
abc will be dropped out
from the above equation. Morphisms from Z to X ⊗ Y , or from X to Y are
specified in a similar way in terms of V abc
′s or idc ′s.
With assistance of Mathematica, we conclude that there is a unique Hopf algebra
structure on 2+ τ . Here is a brief summary. The Hopf algebra is not commutative,
nor cocommutative. It has a two sided integral on which the value of the counit
is not zero. Hence it is semisimple. However, the antipode has order 10. Thus,
semisimplicity of Hopf algebras in Fib is not equivalent to the condition that the
antipode has order two, unlike complex finite dimensional Hopf algebras in VecC.
2 + τ has four irreducible modules whose underlying objects are given by 1, τ, τ
and 1 ⊕ τ . These modules form the category DFib. we present the Hopf algebra
structure maps as well as the module structures below.
The structure mapsM, ∆, η, ǫ, S on 2 + τ are defined, respectively, in Equa-
tions 46, 47, 48, 49, 50, where in Equation 47, we define
V =
(
−φ
−2
2
+
5
1
4φ−
1
2
2
i
)
, U =
i 4
√
5
(
−9 + 4√5− i
√
1525 − 682√5
)
23/4
11 11
11
+
11 12
12
+
12 11
12
+
12 12
11
+
τ τ
11
−
τ τ
12
+
11
τ
τ
−
12
τ
τ
+
τ 11
τ
−
τ 12
τ
−(46)
√
2φ−
3
4
τ τ
τ
36
11 11
11
− 1
2φ
11 11
12
+
1
2φ
11 12
12
+
1
2φ
12 11
12
+
√
5
2φ
12 12
12
+ V
τ τ
12
+
1
2φ
11 τ
τ
+
√
5
2φ
12 τ
τ
+
(47)
1
2φ
τ 11
τ
+
√
5
2φ
τ 12
τ
− U
τ τ
τ
1
11
(48)
11
1
+
12
1
(49)
11
11
+
12
12
−
(
φ−1
2
+
5
1
4φ
1
2
2
i
)
τ
τ
(50)
2 + τ has four equivalent classes of irreducible modules. The trivial module is
given by M0 = (1, ǫ). There are two module structures on τ which we denote
by Mi = (τ, ri), i = 1, 2. There is also a module on 1 + τ denoted by M3 =
(1 + τ, r3). The action ri giving the module structure for i = 1, 2, 3 is presented,
respectively, in Equations 51, 52, 53. With the data of 2 + τ and its irreducible
modules, it is straightforward to check (in Mathematica) that the category of (2 +
τ)-modules is isomorphic to DFib.
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11
τ
τ
+
12
τ
τ
(51)
11
τ
τ
−
12
τ
τ
+
√
2φ
1
4
τ τ
τ
(52)
11 1
1
−
12 1
1
+
τ τ
1
+
11
τ
τ
−
12
τ
τ
+ 2
τ 1
τ
− 4
√
4
√
5− 8
τ τ
τ
(53)
8.3. Fusion rules of (SO(8)1)
×,S3
S3
. Here, we list the fusion rules of example 5.2.3
as provided in [11, Appendix B] in our new notation; it should be noted the two
theories in [11, Appendix B] are the same. We will use ± and ∓ to shorten the list.
The only rule is that if a choice is made for the first (second) superscript then the
corresponding choice must be made throughout the equation for the first (second)
superscript; e.g. in X±± ⊗ . . . = X±∓ ⊕ . . ., we can choose X+− ⊗ . . . =
X++ ⊕ . . ..
• B ⊗B = A
• B ⊗ C = C
• B ⊗ Y± = Y∓
• B ⊗X = X
• B ⊗ αX = αX
• B ⊗ α∗X = α∗X
• B ⊗X±± = X±∓
• C ⊗ C = A⊕B ⊕ C
• C ⊗ Y± = Y+ ⊕ Y−
• C ⊗X = αX ⊕ α∗X
• C ⊗ αX = X ⊕ α∗X
• C ⊗ α∗X = X ⊕ αX
• C ⊗X±± = X±± ⊕X±∓
• Y± ⊗ Y± = A⊕C ⊕ Y+ ⊕ Y−
• Y+ ⊗ Y− = B ⊕ C ⊕ Y+ ⊕ Y−
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• Y± ⊗ Z = X ⊕ αX ⊕ α∗X,∀Z ∈ {X, αX, α∗X},
• X ⊗X = A⊕B ⊕ Y+ ⊕ Y− ⊕X ⊕ α∗X
• X ⊗ αX = C ⊕ Y+ ⊕ Y− ⊕ αX ⊕ α∗X
• X ⊗ α∗X = C ⊕ Y+ ⊕ Y− ⊕X ⊕ αX
• Z ⊗X±± = ⊕i,j∈{±1}Xij , ∀Z ∈ {X, αX, α∗X}
• αX ⊗ αX = A⊕B ⊕ Y+ ⊕ Y− ⊕X ⊕ αX
• αX ⊗ α∗X = C ⊕ Y+ ⊕ Y− ⊕X ⊕ α∗X
• α∗X ⊗ α∗X = A⊕B ⊕ Y+ ⊕ Y− ⊕ αX ⊕ α∗X
• X±±⊗X∓± = Y+⊕Y−⊕X⊕αX⊕α∗X, exceptionally in this equation
the second superscripts can be chosen independently
• Y+ ⊗X++ = X++ ⊕X−+ ⊕X−−
• Y+ ⊗X+− = X+− ⊕X−+ ⊕X−−
• Y+ ⊗X−+ = X++ ⊕X+− ⊕X−−
• Y+ ⊗X−− = X++ ⊕X+− ⊕X−+
• Y− ⊗X++ = X+− ⊕X−+ ⊕X−−
• Y− ⊗X+− = X++ ⊕X−+ ⊕X−−
• Y− ⊗X−+ = X++ ⊕X+− ⊕X−+
• Y− ⊗X−− = X++ ⊕X+− ⊕X−−
• X±± ⊗X±± = A⊕ C ⊕ Y± ⊕X ⊕ αX ⊕ α∗X, where the same choice
is for the first subscript and first superscript
• X++ ⊗X+− = B ⊕ C ⊕ Y− ⊕X ⊕ αX ⊕ α∗X
• X−+ ⊗X−− = B ⊕ C ⊕ Y+ ⊕X ⊕ αX ⊕ α∗X
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