Abstract. In the paper we introduce averages of each type and use these averages to construct examples of weakly compact operators on the space C (Ω) for which the necessary and sufficient conditions that they be compact, absolutely summing or nuclear are distinct. A great number of concrete examples, in various situations, are given.
Introduction
Let Ω be a compact Hausdorff space, Σ Ω the σ-field of Borel subsets of Ω, C (Ω) the space of all scalar-valued continuous functions on Ω under the uniform norm, X a Banach space and U : C (Ω) → X a bounded linear operator. It is well-known, see [3, Chapter VI] , that U has a representing vector measure G, and that U is weakly compact if and only if G takes its values in X; U is compact if and only if G has norm compact range; U is absolutely summing if and only if G has bounded variation; U is nuclear if and only if G has a Bochner integrable Radon-Nikodym derivative with respect to its variation |G|.
In [8] are given explicit examples of bounded linear operators on C [0, 1] with values in c 0 which distinguish certain ideals of operators. In this paper we complete the results and examples in [8] by giving many other examples.
We fix now some notations and terminology. Let X be a Banach space, Σ a σ-field of sets and G : Σ → X a vector measure. We denote by |G| the variation measure of G, G the semivariation, G (E) = sup x * ≤1 |x * G| (E), E ∈ Σ, see [3, Chapter I, . If (S, Σ, µ) is a finite measure space, X a Banach space and f : S → X a µ-Bochner integrable function we write (·) f dµ for the Bochner integral; if f : S → X is a µ-Pettis integrable function, the Pettis norm of f is defined by f Pettis = sup x * ≤1 S |x * f | dµ, see [3, Chapter II] . If (X n ) n∈N is a sequence of Banach spaces, we denote c 0 (X n | n ∈ N), the Banach space of all sequences (x n ) n∈N , x n ∈ X n for every n ∈ N, x n → 0, endowed to the norm (x n ) n∈N = sup n∈N x n and similarly, l ∞ (X n | n ∈ N) denote the Banach space of all sequences (x n ) n∈N , x n ∈ X n for every n ∈ N, with sup n∈N x n < ∞, endowed to the norm (x n ) n∈N = sup n∈N x n .
When X n = X, we write c 0 (X) resp. l ∞ (X). By l n ∞ (X) we denote (X × · · · × X n times , ∞ ).
The scalar field R (or C) is denoted K and if n ∈ N, 1 ≤ p ≤ ∞, then If X is a Banach space, 1 ≤ p < ∞, m ∈ N and x 1 , x 2 , . . . , x m a finite system of vectors in X, we write All notation and terminology, not otherwise explained, are as in [2, 3] .
Scalar and vector averages
Let X be a Banach space, m ∈ N and x 1 , x 2 ,. . . , x m a finite system of vectors in X. As in [8] we define Average (x i | 1 ≤ i ≤ m) as the finite system with 2 m elements obtained by arranging in the lexicographical order of {−1, 1} m , the set of all the elements of the form
we consider the natural order). We will consider Average (x i | 1 ≤ i ≤ m) as an element of the space X 2 m and as sets we have the equality
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The idea of considering these averages was suggested to the author by the well-known discrete form of Rademacher means, namely the equality 
Proof. Indeed, in the real case, we have obvious
and from here, taking the real and imaginary part, we deduce, in the complex case 1 2 
The last equality follows from the well-known equality
Our next definition is a natural iteration for averages.
Let X be a Banach space, n ∈ N and x 1 , x 2 , . . . , x n a finite system of vectors in X. Define
say, we apply the same procedure and denote
We consider Average k (x i | 1 ≤ i ≤ n; X) as an element of the space X f k (n) .
. . , α n be a finite system of scalars and k ∈ N.
Proof. With the same notations as in Definition 2, by Lemma 1 we have
Then from the above proved relations for each k ≥ 1 we have
Because by Lemma 1
we deduce
i.e., for k ≥ 3 we get the evaluations from the statement. Also by Lemma 1,
We state now a result which is a well-known consequence of the Hahn-Banach theorem.
Result. Let X be a Banach space. Then for each x ∈ X we have
Proof. We will use the notations from Definition 2. From Result we have
By Lemma 1, for each x * ≤ 1 we have
We prove now that for each k ≥ 1,
Indeed, by Lemma 1 and from what we have proved above we deduce
The Lemma 3, implies, for each k ≥ 2 and each
Hence for k ≥ 2
i.e., for k ≥ 3 we get the evaluations from the statement. Also, from Lemma 1
is an element of the space X 2 n n and we consider the sequence ( * ) (Average (
From Lemma 4, the sequence ( * ) is an element of the space
In order to avoid unpleasant writings, instead ( * * ) we write simply c 0 (X n | n ∈ N).
In the rest of the paper for a natural number k ≥ 2 we denote
Using the same convention as above, from Lemma 4, the sequence (
The main results
We begin with a well-known fact:
This follows from the definition of semivariation and the Pettis norm and the fact that {x ⊗ y
Proposition 5. Let Ω be a compact Hausdorff space, µ a nonnegative finite regular Borel measure on
(
iii) U is absolutely summing if and only if
Ω sup n∈N g n (ω) dµ (ω) < ∞.
(iv) U is nuclear if and only if U is absolutely summing and g
The hypothesis and Nikodym's boundedness theorem, see [3] , gives us that the family
From hypothesis we get Ω f (ω) g n (ω) dµ (ω) → 0 for each simple function f and from this fact and (1) 
which, by hypothesis, takes its values in c 0 (L (X n , Y n ) | n ∈ N) and thus, see [3, Chapter VI], U is weakly compact.
By [3, Chapter VI], U is compact if and only if the range of G is relatively norm compact and this by Proposition 1(ii) in [8] is equivalent to g n Pettis → 0, which by Fact gives (ii).
By [3, Chapter VI], U is absolutely summing if and only if G is of bounded variation, which by Proposition 1(iii) in [8] is equivalent to (iii).
By [3, Chapter VI], U is nuclear if and only if U is absolutely summing and G has a µ-Bochner integrable derivative, and this by Proposition 1(iv) in [8] , is equivalent to (iv).
In view of Example 3 in [8] it is a natural question to apply average technique for a triangular matrix of functions. Since by Lemma 4 there is a delineation between averages of first order and averages of order greater or equal than two, we analyze these two situations.
Proposition 6.
Let Ω be a compact Hausdorff space, µ a nonnegative finite regular Borel measure on Ω, (X n ) n∈N a sequence of Banach spaces and
(a) Suppose that
Then (i) U is weakly compact. (ii) U is compact if and only if
(iii) U is absolutely summing if and only if
(iv) U is nuclear if and only if U is absolutely summing and
(ii) U is compact if and only if
(iv) U is nuclear if and only if U is absolutely summing and
Observe that
Further, because g n is obvious Bochner integrable, by Hille's theorem, see [3, Chapter II, Theorem 2.6, p. 47], for each E ∈ Σ Ω , x * ∈ X * n , we have
and thus
which, by hypothesis, is convergent to zero. Proposition 5 assures that the operator V :
, which, as we already proved, is true. From (1) we deduce
for some constants c, C > 0 independent of f .
This shows that U is compact (resp. U is absolutely summing) if and only if V is compact (resp. V is absolutely summing) which by Proposition 5 gives (ii) and (iii).
Since (i) and (iv) do not follow from Proposition 5, we argue as follows. The representing measure of U is
From Lemma 4 and hypothesis, for each
thus U is weakly compact.
By [3, Chapter VI], U is nuclear if and only if U is absolutely summing and G has a µ-Bochner integrable derivative, and this, by Proposition 1(iv) in [8] , is equivalent to
Then (iv) follows, because by Lemma 4, for each ω ∈ Ω
(b) As we will see in the sequel the proof of (b) is similar to that of (a). Indeed, in this case, let
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and observe that
Further, because g n is Bochner integrable, as in (a) we deduce that for each
Let f ∈ C (Ω). From Lemma 4 we have (2)
and hence U takes its values in c 0 (X n | n ∈ N) if and only if V takes its values in c 0 (L (X * n , l n 2 ) | n ∈ N), which is true. From (2) we deduce
This shows that U is compact (resp. U is absolutely summing) if and only if V is compact (resp. V is absolutely summing) and Proposition 5 gives (ii) and (iii).
The representing measure of U is
by hypothesis, thus U is weakly compact.
By [3, Chapter VI], U is nuclear if and only if U is absolutely summing and G has a µ-Bochner integrable derivative, and this by Proposition 1(iv) in [8] , is equivalent to
In the next corollary, item (a) is an obvious extension of Example 3 in [8] . In addition to [8] , it is natural to study the same problem for averages of order greater or equal than two, i.e., item (b).
Then (i) U is weakly compact. (ii) U is compact if and only if w
2 (x ni | 1 ≤ i ≤ n; X n ) → 0. (
iii) U is absolutely summing if and only if sup
( 
iv) U is nuclear if and only if w
1 (x ni | 1 ≤ i ≤ n; X n ) → 0. (b) Let k ≥ 2 be a natural number. Suppose sup n∈N b nk max 1≤i≤n x ni < ∞ and let U : C [0, 1] → c 0 (X n | n ∈ N) be the operator defined by U (f ) = Average k x ni 1 0 f (t) r n+i (t) dt | 1 ≤ i ≤ n; X n n∈N . Then (i) U(x ni | 1 ≤ i ≤ n; X n ) <
∞. (iv) U is nuclear if and only if
(a) For each E ∈ B, by Cauchy-Buniakowski-Schwartz's inequality and hypothesis we have
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(i) follows from Proposition 6(a)(i).
From the definition of Pettis norm and Khinchin's inequality we get
and (ii) follows from Proposition 6(a)(ii).
Further for each t ∈ [0, 1], |r n (t)| = 1,
and (iii), (iv) follow from Proposition 6(a)(iii), (iv).
(b) We observe that the hypothesis in Proposition 6(b) are satisfies because, in our hypothesis, for each E ∈ B 
From Proposition 6(b)(ii) we get (ii). (iii), (iv) follow from Proposition 6(b)(iii), (iv), because for each t ∈ [0, 1]
Remark. As in the proof of Example 3 in [8] , it can be proved that for the operator U defined as in Corollary 7, either U is absolutely summing, or its representing measure is of everywhere infinite variation, see [4] .
The examples
In our examples, in view of Corollary 7, we need the following well-known result. For the sake of completeness we include a short proof.
or λ s if p < r * , where
and if r > 1
Proof. (i) See [6, Lemma 1.1.15, p. 40] where the proof use the equality
(ii) See [6, Example 1.1.16, p. 40]; it is a particular case of (i), {δ ω | ω ∈ Ω} being norming for C (Ω).
(iii) and (iv) follow from hypothesis and (1).
(v) By (1) we have
The assertion follows from well-known formula of the norm of the multiplication operator.
(vii) Again (1) gives
. We use again the norm of the multiplication operator.
(viii) See [6, Example 1.1.17, p. 40].
(ix) By (1) we have
For each β r * ≤ 1 we have
and from here, by Hölder's inequality
For the right inequality, from S n i=1
Because each g i takes positive values the statement follows. (x) By (1)
The Fubini theorem gives
Since for each s ∈ S, by Khinchin's inequality,
by integration we obtain
In case r = 1, we have sup
s) and the statement follows.
(xi) is a particular case of (x). In this situation g : S → K n is defined by g (s) = a 1 χ E1 (s) , . . . , a n χ En (s) . In case r = 1, since (E i ) 1≤i≤n is a partition of S, g (s) 2 = |a 1 | χ E1 (s) + · · · + |a n | χ En (s) and the statement follows. In
and thus by (x)
In the next example item (a) is a natural extension of Example 3 in [8] ; for Ω n = {1}, a singleton, C (Ω n ) = K. Further, item (b) is a natural completion of the same example. The proof follows from Corollary 7 and Proposition 8(ii).
Example 9. Let (Ω n ) n∈N be a sequence of compact Hausdorff spaces,
To avoid repetitions in Examples 10, 13-16, if (α ni ) 1≤i≤n,n∈N is a triangular matrix of scalars, which in the statement of these examples will be written as
Also, in Examples 13(c), 14(c), 15(cc), if (α nij ) 1≤i≤n,1≤j≤n,n∈N ⊂ K, which in the statement of these examples will be written as (α nij ) i,j,n , we denote β nj = (α n1j , . . . , α nnj ), β n = (β n1 , . . . , β nn ), β = (β n ) n∈N and β mod = (b nk β n ) n∈N for a natural number k ≥ 2.
The proof of the next example in case 1 ≤ p < ∞ (resp. p = ∞) follows from Corollary 7 and Proposition 8(vi) (resp. (viii)).
Then U is absolutely summing; U is compact if and only if U is nuclear if and 2) S n = [0, 1], µ n = λ and g ni = α ni r i we get Example 10(b), (bb).
Example 11. Let (S n , Σ n , µ n ) n∈N be a sequence of finite measure spaces,
. . , g nn ) .
(a) Denote g = (g n ) n∈N and suppose that g ∈ l ∞ (L ∞ (µ n , l Example 12. Let (S n , Σ n , µ n ) n∈N be a sequence of finite measure spaces,
(a) Denote β n = S g n1 dµ n , . . . , S g nn dµ n , β = (β n ) n∈N , suppose that each g ni takes positive values and β ∈ l ∞ (l n 2 | n ∈ N). Let U : C [0, 1] → c 0 (L 1 (µ n ) | n ∈ N) be the operator defined by
Then
(i) U is weakly compact.
(ii) U is compact if and only if β ∈ c 0 (l n 2 | n ∈ N).
