1. Introduction 1.1. Let p be a prime number and O a complete discrete valuation ring with a field of quotients K of characteristic zero and a residue field k of characteristic p ; we assume that k is algebraically closed and that K contains "enough" roots of unity for the finite family of finite groups we will consider. Let G be a finite group, b a block of G -namely a primitive idempotent in the center Z(OG) of the group O-algebra -and (P, e) a maximal Brauer (b, G)-pair [9, 1.16] ; recall that the Frobenius P -category F (b,G) associated with b is the subcategory of the category of finite groups where the objects are all the subgroups of P and, for any pair of subgroups Q and R of P , the morphisms ϕ from R to Q are the group homomorphisms ϕ : R → Q induced by the conjugation of some element x ∈ G fulfilling (R, g) ⊂ (Q, f ) 1.2. In [9, Ch. 14] we consider a suitable inverse limit of Grothendieck groups of categories of modules in characteristic p obtained from F (b,G) , which according to Alperin's Conjecture should be isomorphic to the Grothendieck group of the category of finitely dimensional kGb-modules. In [10] we generalize this construction in two directions. On the one hand, we also consider a suitable inverse limit of Grothendieck groups of categories of modules in characteristic zero which again, according to Alperin's Conjecture, should be isomorphic to the Grothendieck group of the category of finitely dimensional KGb-modules. On the other hand, with the introduction of the folded Frobenius P -categories [10, §2], we are able to extend all these constructions to any folded Frobenius P -category.
1.3. Let us recall our definitions. Denoting by P a finite p-group, by iGr the category formed by the finite groups and the injective group homomorphisms, and by F P the subcategory of iGr where the objects are all the subgroups of P and the morphisms are the group homomorphisms induced by the conjugation by elements of P , a Frobenius P -category F is a subcategory of iGr containing F P where the objects are all the subgroups of P and the morphisms fulfill the following three conditions [9, 2.8 and Proposition 2.11] 1.3.1 For any subgroup Q of P the inclusion functor (F ) Q → (iGr) Q is full. 1.3.2 F P (P ) is a Sylow p-subgroup of F (P ) .
1.3.3
For any subgroup Q of P such that we have ξ C P (Q) = C P ξ(Q) whenever ξ : Q·C P (Q) → P is an F -morphism, any F -morphism ϕ : Q → P and any subgroup R of N P ϕ(Q) containing ϕ(Q) such that F P (Q) contains the action of F R ϕ(Q) over Q via ϕ , there is an F -morphism ζ : R → P fulfilling ζ ϕ(u) = u for any u ∈ Q .
1.4. Moreover, we say that a subgroup Q of P is F -selfcentralizing if we have C P ϕ(Q)) ⊂ ϕ(Q) 1.4.1
for any ϕ ∈ F (P, Q) , and we denote by F sc the full subcategory of F over the set of F -selfcentralizing subgroups of P . We call F sc -chain any functor q : ∆ n → F sc where the n-simplex ∆ n is considered as a category with the morphisms defined by the order [9, A2.2]; we denote by Fct(∆ n , F sc ) this set of functors and by ch * (F sc ) the category where the objects are all the 
Recall that a k
* -groupĜ is a group endowed with an injective group homomorphism θ : k * → Z(Ĝ) [7, §5] , that G =Ĝ/θ(k * ) is the k * -quotient ofĜ and that a k * -group homomorphism is a group homomorphism which preserves the multiplication by k * ; let us denote by k * -Gr the category of k * -groups with finite k * -quotient. Then, a folded Frobenius P -category (F , aut F sc ) is a pair formed by a Frobenius P -category F and, by a functor aut F sc : ch * (F sc ) −→ k * -Gr 1.5.1
lifting the canonical functor aut F sc ; in the case of the Frobenius P -category F (b,G) above, we already know that the situation provides k * -groupsF (b,G) (Q)
lifting F (b,G) (Q) for any F -selfcentralizing subgroup Q of P [9, 7.4] and in [9, Theorem 11 .32] we prove the existence of a lifting aut extending them; note that in [9, Theorem 11 .32] we may assume that k is just the closure of the prime subfield. But in [13, Theorem 3.7] we prove that any folder structure on F comes from an essentially unique regular central k * -extensionF sc of F sc and, from now on, a folder structure on F means a regular central k * -extensionF sc of F sc ; if this regular central k * -extension comes from a regular centralk * -extension wherek is the algebraic closure of the prime subfield then we say that the folder structure is finite. Proof: We actually may assume that k is the algebraic closure of the prime subfield; then, for any F sc -morphism ϕ : R → Q , choose a liftingφ : R → Q of ϕ inF sc (Q, R) ; thus, for any pair of F sc -morphisms ϕ : R → Q and ψ : T → R we getφ
•ψ = λ ϕ,ψ · ϕ • ψ 1.6.1
for a suitable finite family {λ ϕ,ψ } ϕ,ψ of elements of k * which are algebraic;
hence, the subfieldk of k generated by this family is finite and it is clear that we can define a regular centralk P the category where the objects are all the F -selfcentralizing subgroups of P , where the set of morphisms from R to Q is the P -transporter T P (R, Q) for a pair of F -selfcentralizing subgroups Q and R of P , and where the composition is induced by the product in P ; then, there is a unique Abelian extension π sc : P sc → F sc of F sc endowed with a faithful functor τ sc : T sc P → P sc in such a way that the composition π
is the canonical functor defined by the conjugation in P , that P sc (Q) endowed with τ
for any F -selfcentralizing subgroup Q of P fully normalized in F [9, Theorem 18.6], and that Z(R) acts regularly over the fibers of the map
induced by π sc [9, 17.7] for any pair of F -selfcentralizing subgroups Q and R of P . 
mapping any k * -groupĜ with finite k * -quotient on the extensions to O
of the respective Grothendieck groups G Z K (Ĝ) and G Z k (Ĝ) of the categories of finitely dimensional K * Ĝ -and k * Ĝ -modules, and any k * -group homomorphismθ :Ĝ →Ĝ ′ on the corresponding restriction maps, with the the notation in [10, 3.5] it is quite clear that
Our purpose here is to exhibit these O-modules as the O-extensions of the very Grothendieck groups of suitable categories; as a matter of fact, we find a k * -groupĜ(P sc ) , with finite k * -quotient, such that
in a compatible way with the corresponding decomposition maps [10, 3.5.3] . We borrow our notation from [9] and [10] . 2. Categorization for the characteristic zero case 2.1. Let P be a finite p-group and (F ,F sc ) a finite folded Frobenius P -category; denote by P and P sc the respective perfect F -and F sc -localities [11, §6 and §7] and by π : P → F and τ : T P → P the structural functors [9, 17.3] ; then, the regular central k * -extensionF sc of F sc determines via π sc a regular central k * -extensionP sc of P sc and we set (cf. 1.10.3)
that is to say, G K (P sc ) is the subset of elements
moreover, we assume that, for any extension K ′ of K , the scalar extension from K to K ′ induces an isomorphism between G K P sc (q) and G K ′ P sc (q) for any n ∈ N and anyq ∈ Fct(∆ n ,P sc ) . Our purpose in this section is both to exhibit G K (P sc ) as the extension to O of the very Grothendieck group of a suitable subcategory of K-mod-valued contravariant k * -functors over the categoryP sc , and to show that this subcategory is equivalent to the category of K * Ĝ -modules for a suitable k * -groupĜ with finite k * -quotient. 
where (q, ∆ n ) runs over a set of representatives for the set of isomorphism classes of ch * (P sc )-objects such thatq(i − 1, i) is not an isomorphism for any
. This formula suggests to consider the following scalar product in G K (P sc ) ; with the notation in 2.1.2 above, if X = {X (q,∆n) } (q,∆n) and X ′ = {X ′ (q,∆n) } (q,∆n) are two elements of G K (P sc ) then we define
where (q, ∆ n ) is running over the same set and where, for such a (q, ∆ n ) , X (q,∆n) , X ′ (q,∆n) denotes the scalar product of X (q,∆n) and X ′ (q,∆n) in the Grothendieck group G K P sc (q) . Note that there is a canonical bijection between a set of representatives for the set of isomorphism classes of regular ch * (P sc )-objects and a set of representatives for the set of F -isomorphism classes of nonempty sets of F -selfcentralizing subgroups of P , totally ordered by the inclusion. 
sending anyP sc -chainq : ∆ n →P sc to m q(0) and any ch
where δ : ∆ n → ∆ m is an order-preserving map andx :r • δ ∼ =q a natural isomorphism, to the K-linear map
2.4. In particular, in the case where n = m and δ is the identity map, we get a k * -compatible action over m q(0) of the k * -group autPsc(q) =P sc (q); that is to say, m q(0) becomes a K * P 
then, it follows from the naturalness of µ that this map is actually a K * P sc (q)-module homomorphism. Let us denote by Nat(m ′ , m) the K-module of natural maps from m to m ′ .
2.6. We are interested in the contravariant k * -functors m : 
) . This correspondence is actually a k * -functor since, for anotherP sc -morphismŷ : T → R , considering the neŵ P sc -chainr : ∆ 2 →P sc sending 0 to T , 1 to R , 2 to Q , 0•1 toŷ and 1•2 tox , and extending the notation above, we get the evident commutative diagram in the category ch
which the functor x sends to a commutative diagram of isomorphisms in K-mod ; then, it is easily checked that m(x·ŷ) = m(ŷ)•m(x) and that m ch = x .
If m and m
in such a way that, for anyP sc -morphismx : R → Q , we have the commutative diagram
equivalently, considering the reversible contravariant functor
, the commutativity of the diagrams above means that µ belongs to the inverse limit of m * ⊗ K m ′ ; that is to say, we get
2.9. Moreover, let m :P sc → K-mod be a reversible contravariant k * -functor ; with the notation in 2.4 above, homomorphism 2.4.2 becomes an isomorphism and therefore the restriction map induced by homomorphism 2.4.1
. That is to say, the family
fulfills condition 2.1.3 and therefore it belongs to G K (P sc ) ; let us denote by X m this family which, clearly, only depends on the isomorphism class of m .
Actually, any reversible contravariant
which, if R is contained in Q , clearly mapsτ Q,R (1) on id M ; then, we have the obvious natural isomorphism n ∼ = m sending Q to
Moreover, two of such reduced contravariant k * -functors n and n ′ mapping P on the same K-module M are naturally isomorphic if and only if there is
we denote by K * P sc -mod the category formed by the K * P sc -modules and by the natural maps between them.
Proposition 2.12. If m :P sc → K-mod is a K * P sc -module then any reversible contravariant k * -functor n :P sc → K-mod contained in m is a K * P sc -module too and admits a complement in m . In particular, m is isomorphic to a direct sum of simple K * P sc -modules.
Proof: We may assume that m and n are reduced and, setting N = n(P ) and M = m(P ) ⊃ N , it is clear thatĜ(m) ⊂ GL K (M ) stabilizes N and that its image in GL K (N ) contains n(x) wherex : R → Q runs over the set of P sc -morphisms, so that G(n) is finite too. Moreover, since M is a semisimple
-submodule of m which is a complement of n .
2.13. Thus, in the category of K * P sc -modules any object is a direct sum of simple objects and therefore it makes sense to talk about the Grothendieck group of this category; we denote by G(K * P sc -mod) the extension to O of this Grothendieck group and then it is clear that the correspondence sending any
Actually, from the following result we will show that this O-module homomorphism is injective proving, in particular, that the set of isomorphism classes of simple K * P sc -modules is finite.
2.14. In this result we have to deal with n-cohomology groups of the category P sc over a (reversible) contravariant functor m : P sc → K-mod ; namely, for any n ∈ N we set
m q(0) 2.14.1
and consider the usual differential map d n :
; more generally, we denote by C n * (P sc , m) the K-submodule of stable families, namely the families {m q } q∈Fct(∆n,P sc ) such that m(x 0 ) (m q ′ ) = m q for any natural isomorphism x : q ∼ = q ′ ; the differential map restricts to a new differential map d n * and we denote by H n * (P sc , m) the corresponding stable n-cohomology groups [9, A3.18]; similarly, considering the regular ch * (P sc )-
, m) by all the elements vanishing over the regular
and we get the regular n-cohomology groups
Theorem 2.15. For any KP sc -module m and any n ≥ 1 we have , m) = {0} . We may assume that m is reduced ; setting M = m(P ) , since the k * -group
hence, it suffices to prove that, for any n ≥ 1 , we have
More precisely, settingm
indeed, as in 2.14 above, for any n ∈ N we set
and denote by C 
O-module; thus, for any i ∈ N we inductively can define
and then, according to the completeness of O , it is quite clear that
for any n ∈ N which are compatible with the differential maps; thus, it suffices to prove that H
Moreover, the I-exterior quotient of P sc [9, 1.3] sending any F -selfcentralizing subgroup Q of P to the direct product Q×P in ac(P sc ) ; hence, setting i
(1) and denoting by I Q the finite set of pairs (Q ′ , a ′ ) formed by an F -selfcentralizing subgroup Q ′ of P and by
Actually, it follows from [12, 4.10] that we have a functor I : P sc → Set mapping any F -selfcentralizing subgroup Q of P on the finite set I Q and any P sc -morphism x : R → Q on the map I x : I R → I Q determined by the ac(P sc )-morphism x× i P P : R× P −→ Q× P 2.15.11;
that is to say, any element (
in such a way that Q ′ contains R ′ and that, setting i
Now, in order to prove that H n I P sc , h 0 (m O ) = {0} for any n ≥ 1 , we will quote [12, Theorem 3.5] ; for this purpose, we need to consider a homotopic system H -as introduced in [12, 2.6] -associated with T sc P , with the T sc P -category P sc and with the subcategory I of P sc ; our homotopic system H is the quintuple formed by the interior structure I above, by the trivial co-interior structure of P sc , by the functor I : P sc → Set above, by the functor [12, 2.5] w :
where Q and R are F -selfcentralizing subgroups of P , (Q ′ , a ′ ) and (R ′ , b ′ ) are respective elements of I Q and I R , and x : R → Q is a P sc -morphism fulfilling equality 2.15.12 above; finally, denoting bỹ
) on the imagex of x in F sc (Q, R) , the fifth term in H is the natural map ω : w −→p 2.15.16
; the naturalness of ω is then easily checked from equality 2.15.12.
At this point, following [12, 2.9 and 2.10], from the homotopic system H and from the contravariant functor h 0 (m O ) , which factorizes through the canonical functor P sc → F sc , we get a contravariant functor
sending any F -selfcentralizing subgroup Q of P to
2.15.19, and a natural map
sending any F -selfcentralizing subgroup Q of P to the k-module homomorphism
Then, it follows from [12, Theorem 3.5] that, for our purpose, it suffices to exhibit a natural section of
explicitly, for any F -selfcentralizing subgroup Q of P we will define a section
Note that the action of u ∈ Q maps the element
Actually, denoting by I Q the set of pairs (Q ′ ,ã ′ ) when (Q ′ , a ′ ) runs over I Q , it follows from [12, Corollary 4.7] that the direct product in ac(P sc )
induces a direct product in ac( F sc ) -notedˆ × -and that we may assume that
we denote by I
is an isomorphism and it is easily checked that we have a canonical bijection
With all this notation, for any elementm
where, for any (
; this makes sense since it follows from [9, 6.6.4 and Proposition 6.7] and from condition 1.3.2 above that p does not divide | F (P, Q)| and, since the ele- 
It only remains to prove that the correspondence sending any F -selfcentralizing subgroup Q of P to θ Q is natural ; that is to say, for any P sc -morphism x : R → Q we have to prove the commutativity of the following diagram
2.15.30.
Explicitly, it follows from 2.15.11 and 2.15.12 above that the k-module homomorphism
is the unique element of I Q such that
But, it follows from [12, Lemma 4.4] that the category ac( F sc ) admits pull-backs and, more precisely, that we have the pull-back
explicitly, for any (Q ′ ,ã ′ ) ∈ I Q , choosing a representative a ′ ofã ′ and a set of representatives W (Q ′ ,ã ′ ) for the set of double classes ϕ x (R)\Q/ϕ a ′ (Q ′ ) where ϕ x ∈ F (Q, R) and ϕ a ′ ∈ F (Q, Q ′ ) are the respective images of x and a ′ , it is well-known that we get the pull-back in ac(
where
is still F -selfcentralizing; moreover, denote by b
At this point, in the category ac( F sc ) we get
and we actually may assume that
2.15.38.
Consequently, denoting by W
and from 2.15.32 and 2.15.33 we get
where, for any (Q ′ ,ã ′ ) ∈ I Q and any w ∈ W
and therefore the composition
. On the other hand, from definition 2.15.29 we get
Hence, in order to prove the commutativity of diagram 2.15.30, it suffices to show that, for any ( 
Proof: According to 2.8.4 we have
and therefore, setting
for any n ∈ N (cf. 2.6), it follows from Theorem 2.15 that we have an infinite exact sequence
actually, we can identify C n with the set of elements
such that, for any natural isomorphism
where q runs over a set of representatives for the set of isomorphism classes in
On the other hand, it is clear that for n big enough there are no regular P sc -valued n-chains and therefore, in the exact sequence above, only finitely many terms are not zero; thus, we still get
2.16.6
where (q, ∆ n ) runs over a set of representatives for the isomorphism classes of regular ch * (P sc )-objects (cf. A5.3). Moreover, for any functorq : ∆ n →P sc lifting q we have
and, in particular, we get
thus, denoting by X m(q(0)) and X m ′ (q(0)) the respective classes of m q(0) and
, we obtain (cf. 2.1 and 2.4) -modules and for a family {λ i } i∈I in O we have i∈I λ·cat K (X i ) = 0 , it suffices to perform the scalar product by cat K (X j ) to get λ j = 0 for any j ∈ I . 
In order to prove that cat
whereq ℓ is determined byq and by the inclusionP sc ⊂P sc,ℓ . Finally, according to our choice of ℓ , we know that the Brauer decomposition map determines an O-module isomorphism 
and therefore, since all of them are functorial, we get a natural isomorphism
so that we still get an O-module isomorphism
Moreover note that, as in 1.9 above, the faithful functor τ sc : T Q,R (1) for any pair of F -selfcentralizing subgroups Q and R of P fulfilling R ⊂ Q ; in particular,P sc andP sc,ℓ become divisible F sc -localities and therefore, for another such a pair Q ′ and R ′ , we have a restriction map
At this point, let us call reduced
-module any contravariant (k ℓ ) * -functor m ℓ :P sc,ℓ → k ℓ -mod mapping any F -selfcentralizing subgroup Q of P on the same finite dimensional k ℓ -module M ℓ and, for any -module m ℓ :P sc,ℓ → k ℓ -mod such that Xq is the class of
Proof: Let X be a nonempty set of F -selfcentralizing subgroups of P which contains any subgroup of P admitting an F -morphism from some subgroup in X , and respectively denote by T X P , F X , P X andP X,ℓ the full subcategories of T sc P , F sc , P sc andP sc,ℓ over X as the set of objects; arguing by induction on |X| , we prove that there is a reduced (k ℓ ) * P
such that Xq is the class of m ℓ q(0) in G k ℓ P X,ℓ (q) for anyP
If X = {P } thenP X,ℓ has just one object P ; in this situation, still denoting by P theP sc,ℓ -chain mapping 0 on P , M P is a (k ℓ ) * P X,ℓ (P )-module and the structural (k ℓ ) * -group homomorphismP
Otherwise, choose a minimal element U in X fully normalized in F and set
thus, it follows from our induction hypothesis that there exists a reduced
Xq is the class of m ℓ q(0) in where X is the set of objects and where, for a pair of subgroups Q and R in X , the (k ℓ ) * -set of morphisms from R to Q is theP
Indeed, since N P (U ) = P , anyP 
thus, this correspondence defines a functor
compatible with the structural functors toF X,ℓ , and then it is easily checked that this functor is an equivalence of categories. Now, still denoting by U theP X,ℓ -chain mapping 0 on U and considering the (k ℓ ) * P X,ℓ (U )-module M U above and the structural (k ℓ ) * -group homomorphismρ
we claim that it fulfills the announced condition.
Indeed, anyP
X,ℓ -chainq : ∆ n →P X,ℓ can be extended to aP X,ℓ -chain q U : ∆ n+1 →P X,ℓ sending n + 1 toq(n)·U and n • n+ 1 toîq
, and we have an obvious ch
similarly, theP X,ℓ -chain U can be extended to aP
and we have obvious ch
consequently, since we have
and the family {Xq}q belongs to G k ℓ (P X,ℓ ) , it follows from our choice of ℓ that we still have the (k ℓ ) * P
Actually, any reduced (k ℓ ) * P X,ℓ -module n 
For any V ∈ X−Y fully normalized in F , by [9, Corollary 2.13] there is â
and it is clear that m X V,ℓ still fulfills the announced condition; moreover, it does not depend on our choice ofŷ since, for another choiceŷ ′ =ŷ·ŝ , the elementŝ belongs toP X,ℓ N P (U ) U and therefore we have m 
this definition does not depend on our choice since for such another decompositionx =r
2.22.13.
In particular, for anyŷ ∈P
22.14.
More generally, if Q and Q ′ are a pair of subgroups of P respectively contained in N and N ′ , and strictly containing V and V ′ , for anyx ∈P 
and therefore, settingŝ =r
we still getx =r
and, sincer
and considering aP
indeed, assuming that
(V ) and 
consequently, from 2.22.21 we obtain
22.23, which proves our claim. We are ready to consider any pair of subgroups V and V ′ in X − Y . We clearly have N = N P (V ) = V and it follows from [9, Proposition 2.7] that there is an F -morphism ν : N → P such that ν(V ) is fully normalized in F ; moreover, we choosen ∈P Y,ℓ ν(N ), N lifting the F -isomorphism ν * determined by ν . That is to say, we may assume that 2.22.24 There is a pair (N,n) formed by a subgroup N of P which strictly contains and normalizes V , and by an elementn inP
We denote by N(V ) the set of such pairs and often we writen instead of (N,n) , settingnN = ϕn(N ) andnV = ϕn(V ) . Then, for anyP
This definition is independent of our choices; indeed, for another pair (N ,n) in N(V ) , settingN = N,N and considering a new F -morphism ψ :N → P such that ψ(V ) is fully normalized in F , we can obtain a third pair (N ,m) in N(V ) ; then,rmN (mN ,nN ; in particular, sincenV ,nV andmV are fully normalized in F , we get
and, mutatis mutandis, we still get
Consequently, we obtain
Moreover, equality 2.22.15 still holds with this general definition; indeed, for any pair of subgroups Q and Q ′ of P respectively normalizing and strictly containing V and V ′ , we claim that
indeed, it is clear that we have pairs (Q,n) in N(V ) and (Q ′ ,n ′ ) in N(V ′ ) , and by the very definition 2.22.25 and by equality 2.22.15 we have
2.22.30.
Once again, for another V ′′ ∈ X − Y , setting N ′′ = N P (V ′′ ) and considering aP 
2.22.32
and it follows from equality 2.22.19 that the composition of the first and the second equalities above coincides with the third one. At this point, we are able to complete the definition of the reduced 
If R belongs to X − Y thenŷ is aP X,ℓ -isomorphism and, with the notation above, we have T * = R * and (x·ŷ) * =x * ·ŷ ; in this case, from equality 2.22.19 we get
Finally, assume that T ∈ X − Y and R ∈ Y , denote by T * and T * * ⊂ R * the respective images of T in R and Q , and byx * * : T * → T * * theP X,ℓ -isomorphism fulfillingx * ·î R T * =î R * T * * ·x * * 2.22.36; then, settingR = N R (T * ) andR * = N R * (T * * ) , it follows from 2.23.16 and 2.22.31 that we have m
It is not difficult to check that the functor m
-module which fulfills the announced condition. We are done.
Proof: According to Corollary 2.17, it suffices to prove the surjectivity. Let {Xq}q whereq runs over the set ofP sc -chains be a family belonging -module
for anyP
In particular, setting M ℓ = m ℓ (P ) and denoting byĜ(m ℓ ) the (k ℓ ) * -subgroup of the finite group GL k ℓ (M ℓ ) generated by m ℓ (x) wherex : R → Q runs over the set ofP
is surjective, X ℓ can be lifted to some elementX ℓ ∈ G K ℓ Ĝ (m ℓ ) which is then the difference of the classes of suitable (
to the (k ℓ ) * -category with a unique object ∅ and (k ℓ ) * -group of automor- 
As above, setting N ℓ = n ℓ (P ) and denoting byĜ(n ℓ ) the (k ℓ ) * -subgroup of the finite group GL k ℓ (N ℓ ) generated by n ℓ (x) wherex : R → Q runs over the set ofP
; then, we know that a multiple of this element comes, via the Brauer decomposition map, from a true (K ℓ ) * Ĝ (n ℓ )-module and, via a fieldK containing K ℓ and K , it comes from a K * Ĝ (n ℓ )-module M ; finally, the reduced K * P sc -module m :P sc → K-mod determined by M fulfills the announced condition.
2.25. Let sPsc :P sc → K-mod be the direct sum of a set of reduced representatives for the set of isomorphism classes of simple K * P sc -modules and denote byĜ(P sc ) the k * -subgroup of GL K sPsc (P ) generated by sPsc (x) wherex : R → Q runs over the set ofP sc -morphisms and by fPsc the functor determined by sPsc fromP sc to the k * -category over one object with the automorphism k * -groupĜ(P sc ) , which is faithful by Corollary 2.24 above.
Corollary 2.26. With the notation above, the functor fPsc induces an equivalence of categories from K * Ĝ (P sc )-mod to K * P sc -mod . Moreover, the regular representation ofĜ(P sc ) induces a K * P sc -module rPsc :P sc → K-mod such that, for anyP
is a multiple of the regular K * P sc (q)-module.
Proof: It is clear that, for any simple K * P sc -module s :P sc → K-mod , the k * -groupĜ(P sc ) acts on s(P ) and then s(P ) becomes a simple K * Ĝ (P sc )-module; more generally, the restriction fromĜ(P sc ) toP sc via fPsc clearly determines a functor from K * Ĝ (P sc )-mod to K * P sc -mod which induces a bijection between the sets of isomorphism classes of simple K * Ĝ (P sc )-and 
that is to say, G k (P sc ) is the subset of elements
Our purpose in this section is to show that G k (P sc ) is the extension to O of the very Grothendieck group of the category of k * Ĝ (P sc )-modules for the k * -groupĜ(P sc ) introduced in 2.25 above.
3.2. As in 2.3 above, we call contravariant k * -functor m :P sc → k-mod any functor such that m[λ·x) = λ·m(x) for anyP sc -morphismx : R → Q and any λ ∈ k * ; once again, any contravariant k * -functor m :
sending anyP sc -chainq : ∆ n →P sc to m q(0) and any ch 3.4. Once again, we are interested in the contravariant k * -functors
; in this case, it is quite clear that the contravariant k * -functor m ch also maps any ch * (P sc )-morphism on a k-linear isomorphism and, as in 2.6.2 above, the converse is also true. Moreover, if m :P sc → k-mod is a reversible contravariant k * -functor , homomorphism 3.3.1 becomes an isomorphism and therefore the restriction map
fulfills condition 3.1.3 and therefore it belongs to G k (P sc ) ; let us denote by Z m this family which, clearly, only depends on the isomorphism class of m .
3.5. This time we call k * P sc -module m :P sc → k-mod just any contravariant functor obtained by restriction from a k * Ĝ (P sc )-module via the functor fPsc introduced in 2.15; thus, denoting by k * P sc -mod the category formed by these k * P sc -modules and by the natural maps between them, we clearly get a faithful functor
moreover, it is easily checked that any natural map µ : m → m ′ between k * P sc -modules m and m ′ induces a k * Ĝ (P sc )-morphism µ P : m(P ) → m ′ (P ) ; consequently, the functor above is actually an equivalence of categories. Thus, denoting by G(k * P sc -mod) the extension to O of the Grothendieck group of k * P sc -mod , the equivalence 3.5.1 induces an O-module isomorphism
3.6. Moreover, as above the correspondence sending any k * P sc -module m to Z m induces an O-module homomorphism 
But we already know that, for any finite group H , the Brauer decomposition map δ H : G K (H) → G k (H) is surjective and even admits a natural section -namely, extending any Brauer character ϕ of H to the central function over H mapping y ∈ H on ϕ(y p ′ ) ; moreover, it is easy to check that all this still holds for k * -groups. Consequently, the vertical homomorphisms in the diagram above admit sections and, in particular, they are surjective.
3.7. More generally, for any finite group H and any p-element v in H , assuming that K is big enough for H we have the Brauer general decomposition map δ
which, following [2, Appendice], can be defined as the composition
where we consider the v-twist 
where v runs over a set of representatives for the set of conjugacy classes of p-elements in H .
3.8. In order to get a similar result for a k * -groupĤ with finite k * -quotient H , we have to replace p-element by local element ; we say that a p-element v ofĤ is local if either v = 1 or the relative trace map
is not surjective. Then, from the standard results on k * -groups [7, Proposition 5.15], it is easily checked from isomorphism 3.7.4 that
where v runs over a set of representatives for the set of conjugacy classes of local elements inĤ .
3.9.
The point is that in [10, Theorem 9.3] we prove an analogous result for G K (P sc ) ; explicitly, choose a set of representatives U ⊂ P for the set of F -isomorphism classes of the elements of P in such a way that, for any u ∈ P , the subgroup u is fully centralized in F [9, Proposition 2.7].
For any u ∈ U , we have the Frobenius C P (u)-category C F (u) [9, Proposition 2.16] and, since a C F (u)-selfcentralizing subgroup of C P (u) contains u , so that it is also an F -selfcentralizing subgroup of P , we write C F sc (u) instead of C F (u)
sc . Then, with obvious notation, it is easily checked that C P (u) and C P sc (u) are the respective perfect C F (u)-and C F sc (u)-localities, and we clearly have the finite folded Frobenius C P (u)-category C F (u), CFsc (u) ; thus, as in 2.1 above, via the structural functor C P (u) → C F (u) we get a regular central k * -extension CPsc (u) of C P sc (u) and, in [10, 9.2.5], we have defined a general decomposition map
finally, in [10, Theorem 9.3] we state that the set of these general decomposition maps when u runs over U determines a K-module isomorphism
Theorem 3.10. With the notation above, any local element v ofĜ(P sc ) has aĜ(P sc )-conjugate in the image of P and the restriction induces a K-module isomorphism
where U v denotes the set of u ∈ U such that the image isĜ(P sc )-conjugate to v .
Proof: With notation in 1.9 and 2.25, for any u ∈ U let us denote by u * the p-element fPsc τ P (u) inĜ(P sc ) ; it is quite clear that the k * -functor fPsc :P sc →Ĝ(P sc ) still induces a k * -functor from CPsc (u) to CĜ (P sc ) (u * ) ;
then, by restriction, we get O-module homomorphisms
At this point, we claim that the following diagram is commutative then, from the definition of the left-hand restriction, it is not difficult to check that we also get a commutative diagram
3.10.6; hence, we finally get the commutative diagram
3.10.7.
On the other hand, as in 3.6 above, it follows from the definition of the Brauer decomposition map in [10, 3.4 .2] that we have the following commutative diagram with the right-hand arrows of diagrams 3.10.7 and 3.10.8. Consequently, in order to show the commutativity of diagram 3.10.3 it remains to prove the commutativity of the following diagram Finally, the commutativity of diagram 3.10.10 follows from definition 3.10.13 and the obvious commutativity of the following diagram
Res θ û q −→ G K CPsc (u) (q) 3.10.17. Now, the commutativity of diagram 3.10.3 for any u ∈ U determines the following commutative diagram (cf. 3.9.2)
which forces the vertical left-hand arrow to be injective and the bottom arrow to be surjective; then, according to isomorphism 3.8.2, the injectivity of the vertical left-hand arrow implies that the set {u * } u∈U contains a representative for any conjugacy class of local elements ofĜ(P sc ) ; moreover, the surjectivity of the bottom arrow implies that the restriction to the image of the vertical left-hand arrow is an isomorphism and then the announced isomorphism 3.10.1 follows easily.
Corollary 3.11.The O-module homomorphism cat k : G(k * P sc -mod) → G k (P sc ) is bijective.
Proof: Since the the vertical homomorphisms in diagram 3.6.2 above are surjective, this homomorphism is surjective. Moreover, it follows from isomorphism 3.10.1 for v = 1 that we have the K-module isomorphism
and therefore, according to the O-module isomorphism 3.5.2, cat k is also injective.
