Abstract: Given a fixed multigraph H with V(H)=
The value D H (n) for an arbitrary multigraph H was discussed in [6, 8, 12] . In this article, we study the function R H(k,d) (n). We determine R H(k,2) (n) for all n ≥ k. Observe that the value of R H(k,2) (n) is not always the same as R C k (n), and also that R H(k,2) (n) > 2D H(k,2) (n) when k and n are large.
Theorem 1. Let k ≥ 3 and H(k,
We also give upper bounds on R 
Theorem 2. Let d ≥ 3 and k ≥ d 2 . Let H(k, d) be the family of simple graphs with k edges and minimum degree at least d. Then for n
. If, in addition, d divides k, then we have equality in (1) .
In both, Theorems 1 and 2, we actually prove a stronger statement: in the subdivisions of H that we find, each edge of H is replaced by a path of length at most 3.
Unlike in the situation with D H(k,d) (n), we have R H(k,d) (n) < R H(k,2) (n) when d > 2 and k ≥ d(d + 1).
In the next section, we prove the upper bounds for Theorem 2. Then in Section 3, we show how to modify this proof in order to get the upper bounds for Theorem 1. In Section 4, we prove the lower bounds by giving examples.
UPPER BOUNDS FOR THEOREM 2
Let d ≥ 2 and k ≥ d 2 . Let G be a graph with n ≥ k − 1 + d + 3k/d vertices and σ 2 (G) > n + k(1 + 1/d) − 3 − d. Let H be any simple graph with k edges and minimum degree at least d.
, and 
We may assume that Q = {e i : i = 1, . . . , q}. Let Q = q i=1 {u i , v i } (the elements of Q are ordered pairs, and the elements of Q are all the elements of these pairs). Note that |Q| = q, |Q | ≤ 2q, |R| = q − k + w + m, and
Let P be a maximum matching in B. By the definition of Q and König-Ore Theorem on matchings in bipartite graphs, every maximum matching in B covers all vertices in W 1 − Q. Hence, we may assume that only vertices in D = {e 1 , . . . , e k−w−m } are not covered by this matching. Let D = {u i , v i : 1 ≤ i ≤ k − w − m}. Consider the linkage P corresponding to P. Let Z be the set of vertices of V (G) − S not participating in the linkage. Clearly, |Z| = n − s − m.
In particular, m ≥ max{φ 1 
Proof. Since u i v i is not an edge in G, vertices u i and v i together have at most 2s − 4 neighbors in S (counted with multiplicities). On the other hand, since δ(H) ≥ d, the number of such neighbors is at most 2s
The second statement of the claim follows from (2) and Hall's Theorem. 
Remark. Recall that
Also, for every d, 1
. We will show that such choice of P provides that for every i ≤ k − w − m each of u i and v i has at least d − 0.5w non-neighbors in S.
Let F = (S, E F ) be the graph with the vertex set S and edge set E F = {u i v i : 
and all pairs {u i , v i } containing y 3 with i ≤ k − w will be covered by P. This proves the claim.
Proof. Assume that the lemma is false, that is, that n
By Lemma 1, for every i = 1, . . . , k − m − w, we can assign a vertex z i ∈ Z to u i and a vertex z i ∈ Z to v i so that the assigned vertices in Z are all distinct. Also, for every k − w − m + 1 ≤ i ≤ k − w, let y i be the common neighbor of u i and v i corresponding to the matching P above. Proof. Consider the auxiliary bipartite graph F = (F 1 , F 2 ; E F ), where F 1 is the set of senior vertices (taken with multiplicities) and
Lemma 2. There exists an assignment A such that every z i is adjacent to u i and every z i is adjacent to v i .

Proof. For
We join a vertex in F 1 with a vertex in F 2 if the corresponding vertices are adjacent in G. Then our claim is equivalent to the existence of a matching saturating F 1 in F .
Suppose that F has no matching saturating F 1 . Then by Hall's Theorem there 
Proof. For i = 1, . . . , k, let p i denote the sum of the number of neighbors of
Thus, we need to estimate If i ∈ I 1 , then z 1 cannot be adjacent to both u i and v i , since otherwise we switch z 1 with the element of {z i , z i } adjacent to u 1 . Thus, in this case,
If z 1 is adjacent to, say, u i , then we switch z 1 with z i and get a better assignment. Thus, in this case, p i = 2.
Since u 1 is junior, |I 2 | ≤ |I 0 | − 1 − w and hence some i ≤ k − m − w belongs to I 0 . It follows that
This proves the claim.
Lemma 3.
The assignment A in Lemma 2 can be chosen in such a way that for every
Proof.
Choose an assignment A satisfying Lemma 2 so that as many as possible z i are adjacent to corresponding z i . Define X i (i = 1, . . . , k), X, and Y as in the proof of Lemma 2. We may renumber (u i , v i ) so that, for some 0 Since l ≥ 1, each member of X 1 has exactly one neighbor in X 1 , and hence
Proof.
By the maximality of m, neither of z 1 and z 1 is a common neighbor of u i and v i and neither of z i and z i is a common neighbor of u 1 and v 1 . Thus, q i ≤ 6 + 2 max{β i , γ i } ≤ 6 + 2/d. 
Proof. Otherwise, we can swap v with either z 1 or z 1 so that the new assignment is better than A.
On the other hand, in view of the claims above, and the fact that for every
This contradiction proves Lemma 3 and hence Theorem 2.
UPPER BOUNDS FOR THEOREM 1
Let d = 2. If k = 3, then the statement follows from the original result of Ore [15] .
Let k ≥ 4. Analyzing the proof of Theorem 2, we find that in order to prove Theorem 1 we need to modify only the proof of Lemma 1. In this section, we prove this lemma under conditions of Theorem 1. 
Let u ∈ L 1 and T = Q − N(u). Let |T | = t. Then at least one end of each pair of Q is not adjacent to u, that is, every pair in Q should have at least one end in T . This means that
Since δ(H) ≥ 2, we have
that is,
By definition,
Therefore,
Since uv 1 ∈ E(G),
where c = 8 if n ≤ 2.5k − 5.5 and c = 9 otherwise. Thus, we have
If 2(k − m − w) ≤ n − s − m, we are done. Otherwise, c − 4 − w − 2x ≥ 1. If c = 8, then w + 2x ≤ 3. Note that w + x ≥ 2 and x ≥ 1, x = w = 1 and in the above argument, |L 1 | = 0.5|L| and we also achieve equalities in (3)-(10). Since |L 1 | = 0.5|L|, the roles of u 1 and v 1 are interchangeable. But when we consider
Now let c = 9 and n > 2.5k − 5.5. Note that since w + x ≥ 2, we have the following two cases. (x, w) = (2, 0), or (x, w) = (1, 2) . In either situation, 2(k − w − m) = n − s − m + 1. Moreover, |L 1 | = 0.5|L| and we achieve equalities in (3) (6), q is even and t = q/2 + s − k. By (9), k is odd. Thus |Q| ≤ k − 3. (IV) By (7), (8)
Case 1.
If (x, w) = (1, 2), then u 1 has exactly one non-neighbor in S too, otherwise, instead of considering v 1 , we consider u 1 and thus x = w = 2, we are done. Hence, either of u 
Case 2. w = x = 1. Then v 1 u j ∈ E(G) for some j. We observe that since w = 1, u 1 and v 1 have at most s − 3 + s − 2 = 2s − 5 neighbors in S (counting with multiplicities). Then u 1 and v 1 together have at least n + (3k − 9)/2 − 2s + 5 edges to V (G) − S, and hence at least (3k + 1)/2 − s ≥ (k + 1)/2 common neighbors in V (G) − S. It follows that q ≥ 1 + (k + 1)/2 ≥ 3. Thus, we are able to choose a pair in Q such that either each end of the pair has at least 2 non-neighbors in S, or one end of the pair is u j , and the other end has fewer neighbors in S, a contradiction to the choice of u 1 , v 1 .
EXAMPLES
In this section, we give three examples to prove the lower bounds of Theorems 2 and 1. 
Take H to be the bipartite graph G 1 = (Q 1 , Q 2 ; E 1 ). We claim that G has no Hsubdivision in which the branch vertices are the original vertices of H. If G had such a subdivision, then every path of this subdivision corresponding to an edge in H would contain a vertex in L, but |L| < k.
This example shows that (n
and |R| = r. Define the complement, G, of G as follows:
where C k−3 is a spanning cycle in Q 1 ∪ Q 2 and vertices of Q 1 and Q 2 alternate on
Let H = C 3 ∪ C k−3 and take T and Q 1 ∪ Q 2 as the sets of branching vertices for C 3 and C k−3 , respectively. We claim that G has no H-subdivision with these branch vertices. Indeed, each path corresponding to an edge in C k−3 contains either a vertex in R or a vertex in L 1 plus a vertex in L 2 . Each path corresponding to an edge in C 3 contains a vertex in R ∪ L 1 ∪ L 2 . If we spend all r vertices in R for paths corresponding to edges in C k−3 , we still need 3 + 2(k − 3 − r) = 2k − 3 − 2r vertices from L 1 ∪ L 2 , but have there only 2k − 4 − 2r of them.
Note that n(G) = k + r + 2(k − 2 − r) = 3k − 4 − r. Thus, this example shows that R H(k,d2) (n) > n + (3k − 9)/2 for each n ∈ [2k − 1, 2.5k − 5.5] and odd k ≥ 3. 
where C k is a spanning cycle in Q 1 ∪ Q 2 and vertices of Q 1 and Q 2 alternate on C k apart from one edge of C k connecting two vertices in Q 2 .
Each vertex in Q 1 has degree (k − 3) + (k − 2), each vertex in T has degree n − 1 − (k − 1)/2, each vertex in Q 2 has degree n − 3, and vertices in L are alladjacent. Since k ≥ 5, we have σ 2 (G) = (2k − 5) + min{n − 1 − (k − 1)/2, n − 3} = n + (3k − 11)/2.
We claim that G has no H-subdivision with Q 1 ∪ Q 2 as the set branch vertices arranged so that no edge of G connects the images of adjacent vertices of H. Indeed, each path in G corresponding to an edge in H, apart from one, should contain a vertex in L, but |L| = k − 2, a contradiction. This shows that R H(k,2) (n) ≥ n + (3k − 9)/2 for each n > 2.5k − 5.5 and odd k ≥ 3.
