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Abstract
We establish the coincidence of two classes of Kato class measures in the framework of symmetric
Markov processes admitting upper and lower estimates of heat kernel under mild conditions. One class
of Kato class measures is defined by way of the heat kernel, another is defined in terms of the Green
kernel depending on some exponents related to the heat kernel estimates. We also prove that pth integrable
functions on balls with radius 1 having a uniformity of its norm with respect to centers are of Kato class if p
is greater than a constant related to the estimate under the same conditions. These are complete extensions
of some results for the Brownian motion on Euclidean space by Aizenman and Simon. Our result can be
applicable to many examples, for instance, symmetric (relativistic) stable processes, jump processes on
d-sets, Brownian motions on Riemannian manifolds, diffusions on fractals and so on.
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A measurable function f on Rd is said to be of Kato class Kd if
lim
r→0 supx∈Rd
∫
|x−y|<r
|f (y)|
|x − y|d−2 dy = 0 for d  3,
lim
r→0 supx∈Rd
∫
|x−y|<r
(
log |x − y|−1)∣∣f (y)∣∣dy = 0 for d = 2,
sup
x∈Rd
∫
|x−y|1
∣∣f (y)∣∣dy < ∞ for d = 1.
The notion of Kato class Kd was introduced by T. Kato [21,22] in order to solve the essential
self-adjointness of the Schrödinger operator −+ V on C∞0 (Rd) (see the survey paper [30] by
Simon). Let Mw = (Ω,Bt ,Px)x∈Rd be a d-dimensional Brownian motion on Rd . The following
is shown by Aizenman and Simon [1].
Theorem 1.1. [1, Theorem 1.3(ii)] f ∈ Kd if and only if
sup
x∈Rd
Ex
[ t∫
0
∣∣f (Bs)∣∣ds
]
= sup
x∈Rd
∫
Rd
( t∫
0
ps(x, y) ds
)∣∣f (y)∣∣dy → 0 as t → 0,
where
pt(x, y) := 1
(2πt)d/2
exp
[
−|x − y|
2
2t
]
is the heat kernel of Mw.
The proof of Theorem 1.1 in [1] depends on the structure of Rd (actually the detailed proof
is presented in Lemma 3.3 and Theorem 3.6 of Chung and Zhao [7]). Theorem 1.1 says that
f ∈ Kd if and only if |f (x)|dx ∈ SK , where SK is the family of Kato class smooth measures of
Mw defined by Albeverio and Ma [2]. Zhao [32] shows that the assertion in Theorem 1.1 remains
true under probabilistic conditions in the framework of Hunt processes. His framework includes a
subclass of Lévy processes. In particular, his result shows that the assertion of Theorem 1.1 holds
for Kd,α instead of Kd in the context of symmetric α-stable processes on Rd when d > α (see
the definition of Kd,α in Example 5.1 below). However, his result does not cover the case d  α
even if α = 2, that is, it does not completely cover Theorem 1.1 for 1- or 2-dimensional Brownian
motion, because one of his probabilistic conditions requires the transience implicitly. By taking
1-subprocess of Mw, Theorem 1.1 for 2-dimensional Brownian motion can be obtained by Zhao’s
result. But this method does not work for 1-dimensional Brownian motion (see Theorem 3.1 and
Remark 3.1 below).
The following is also shown by Aizenman and Simon [1]:
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d = 1. Here f ∈ Lpunif(Rd) means supx∈Rd
∫
|x−y|1 |f (y)|p dy < ∞.
In the previous paper [24], we partially extends Theorem 1.2 by replacing Lpunif(Rd) (re-
spectively Kd ) with Lp(Rd) (respectively SK ) under Nash-type estimate of semigroup kernel of
Markov processes.
The purpose of this paper is to show that Theorems 1.1 and 1.2 remain true for general
symmetric Markov processes admitting semigroup kernel with upper and lower estimates under
some conditions. Our results are applicable to many Markov processes, for example, symmet-
ric α-stable processes, relativistic α-stable processes, jump type processes on d-sets, Brownian
motions on Riemannian manifolds with Ricci curvature lower bound and positivity of injectivity
radius, diffusions on fractals and so on.
The constitution of this paper is as follows. In Section 2, we prepare our framework and ex-
pose our assumptions. In Section 3, we give several notions of Kato class and state our main
theorems (Theorems 3.1, 3.2 and 3.3). Theorem 3.2 (respectively Theorem 3.3) extends Theo-
rem 1.1 (respectively Theorem 1.2). In Section 4, we give the proofs of Theorems 3.1, 3.2 and
3.3. In the last section, we expose examples.
2. Framework
For real numbers a, b ∈ R, we set a ∨ b := max{a, b} and a ∧ b := min{a, b}. Let (X,d) be
a locally compact separable metric space and m a positive Radon measure with full support. Let
XΔ := X ∪ {Δ} be a one point compactification of X. For each x ∈ X and r > 0, denote by
Br(x) := {y ∈ X | d(x, y) < r} the open ball with center x and radius r . We consider and fix a
symmetric regular Dirichlet form (E,F) on L2(X;m). Then there exists a Hunt process M =
(Ω,Xt , ζ,Px) such that for each Borel u ∈ L2(X;m), Ttu(x) = Ex[u(Xt )] m-a.e. x ∈ X for
all t > 0, where (Tt )t>0 is the semigroup associated with (E,F). Here ζ := inf{t  0 | Xt = Δ}
denotes the life time of M. For a Borel set B , we denote σB := inf{t > 0 | Xt ∈ B} (respectively
τB := inf{t > 0 | Xt /∈ B}) the first hitting time to B (respectively first exit time from B). Further,
we assume that there exists a kernel pt(x, y) defined for all (t, x, y) ∈ ]0,∞[ × X × X such
that Ex[u(Xt )] = Ptu(x) :=
∫
X
pt (x, y)u(y)m(dy) for any x ∈ X, bounded Borel function u
and t > 0. pt(x, y) is said to be a semigroup kernel, or sometimes called a heat kernel of M
on the analogy of heat kernel of diffusions. Then Pt can be extended to contractive semigroups
on Lp(X;m) for p  1. The following are well known:
(1) pt+s(x, y) =
∫
X
ps(x, z)pt (z, y)m(dz), ∀x, y ∈ X, ∀t, s > 0.
(2) pt (x, dy) = pt (x, y)m(dy), ∀x ∈ X, ∀t > 0.
(3) ∫
X
pt (x, y)m(dy) 1, ∀x ∈ X, ∀t > 0.
Throughout this paper, we fix ν,β ∈ ]0,∞[ and t0 ∈ ]0,∞] and prepare the following as-
sumptions.
(A2.1) (Life time condition). M has the following property that
lim
t→0 sup Px(ζ  t) =: γ ∈ [0,1[.x∈X
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satisfied with γ = 0.
We fix an increasing positive function V on ]0,∞[.
(A2.2) (Bishop type inequality). Suppose that r → V (r)/rν is increasing or bounded, and
supx∈X m(Br(x)) V (r) for all r > 0.
(A2.3) (Upper and lower estimates of heat kernel). Let Φi (i = 1,2) be positive decreasing
functions defined on [0,∞[ which may depend on t0 if t0 < ∞ and assume that Φ2 satisfies the
following condition H(Φ2):
∞∫
1
(V (t)∨ tν)Φ2(t)
t
dt < ∞
and (ΦEν,β): for any x, y ∈ X, t ∈ ]0, t0[
1
tν/β
Φ1
(
d(x, y)
t1/β
)
 pt (x, y)
1
tν/β
Φ2
(
d(x, y)
t1/β
)
.
Remark 2.1. Grigor’yan [14] or Grigor’yan, Hu and Lau [17] essentially proved that the lower
estimate in (ΦEν,β) yields that there exist C > 0 and r0 ∈ ]0,∞] such that m(Br(x)) Crν for
all x ∈ X and r ∈ ]0, r0[. In that case, r0 = ∞ if t0 = ∞. If the stochastic completeness of M,
H(Φ2) with V (r) = crν , r > 0, and (ΦEν,β) with t0 = ∞ hold, then they proved the Ahlfors
regularity, that is, there exists C > 0 such that C−1rν  m(Br(x))  Crν for all x ∈ X and
r ∈ ]0,∞[ (see Corollary 4.1, which is a slight generalization of this).
Lemma 2.1. Suppose that there exist r0 ∈ ]0, t1/β0 [ and c > 0 such that m(Br0(x)) crν0 for all
x ∈ X. Then (A2.3) implies (A2.1).
Proof. Suppose that there exist r0 ∈ ]0, t1/β0 [ and c > 0 such that m(Br0(x)) crν0 for all x ∈ X.
Then we see∫
X
p
r
β
0
(x, y)m(dy)
∫
X
1
rν0
Φ1
(
d(x, y)
r0
)
m(dy)
∫
Br0 (x)
1
rν0
Φ1
(
d(x, y)
r0
)
m(dy)
Φ1(1)
m(Br0(x))
rν0
Φ1(1)c > 0.
Thus
sup
x∈X
Px
(
ζ  rβ0
)
 1 −Φ1(1)c < 1.
Therefore
lim
t→0 supx∈X
Px(ζ  t) 1 −Φ1(1)c < 1. 
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Definition 3.1 (Kato class S0K , Dynkin class S0D). For a positive Borel measure μ on X, μ is said
to be of Kato class relative to pt (x, y) (write μ ∈ S0K ) if
lim
t→0 supx∈X
∫
X
( t∫
0
ps(x, y) ds
)
μ(dy) = 0 (3.1)
and μ is said to be of Dynkin class relative to pt (x, y) (write μ ∈ S0D) if
sup
x∈X
∫
X
( t∫
0
ps(x, y) ds
)
μ(dy) < ∞, ∃t > 0. (3.2)
Clearly, S0K ⊂ S0D . For a positive Borel measure μ on X, μ is said to be of local Kato class
relative to pt (x, y) (write μ ∈ S0K,loc) if IGμ ∈ S0K for any relatively compact open set G.
We set rα(x, y) :=
∫∞
0 e
−αtpt (x, y) dt . The following are showed in [24].
Lemma 3.1. ([24, Lemma 3.1], see also [2]) μ ∈ S0K is equivalent to
lim
α→∞ supx∈X
∫
X
rα(x, y)μ(dy) = 0 (3.3)
and μ ∈ S0D is equivalent to
sup
x∈X
∫
X
rα(x, y)μ(dy) < ∞, ∃α > 0. (3.4)
Lemma 3.2. ([24, Lemma 3.2], see also [2]) The following are equivalent to each other:
(1) μ ∈ S0D .
(2) supx∈X
∫
X
(
∫ t
0 ps(x, y) ds)μ(dy) < ∞ for ∀t > 0.
(3) supx∈X
∫
X
rα(x, y)μ(dy) < ∞ for ∀α > 0.
Definition 3.2 (Kato class Kν,β ). Fix ν > 0 and β > 0. For a positive Borel measure μ on X, μ
is said to be of Kato class relative to Green kernel (write μ ∈ Kν,β ) if
lim
r→0 supx∈X
∫
d(x,y)<r
G(x, y)μ(dy) = 0 for ν  β,
sup
x∈X
∫
μ(dy) < ∞ for ν < β,d(x,y)1
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G(r) :=
{
rβ−ν, ν > β,
log(r−1), ν = β.
For a positive Borel measure μ on X, μ is said to be of local Kato class relative to Green kernel
(write μ ∈ K locν,β ) if IGμ ∈ Kν,β for any relatively compact open set G. Clearly Kν,β ⊂ K locν,β .
Lemma 3.3. If μ ∈ Kν,β , then supx∈X μ(Br(x)) < ∞ for small r ∈ ]0, e−1[. In particular, every
μ ∈ K locν,β is a Radon measure.
Proof. The assertion is clear from
μ
(
Br(x)
)
 1
G(r)
∫
Br (x)
G(x, y)μ(dy)
for r ∈ ]0, e−1[ with ν  β . The case for ν < β is trivial. 
Definition 3.3. (Measures of finite energy integrals: S0, S00, cf. [11].) A Borel measure μ on X
is said to be of finite energy integral with respect to (E,F) (write μ ∈ S0) if there exists C > 0
such that ∫
X
|v|dμ C√E1(v, v), ∀v ∈ F ∩C0(X).
In that case, for every α > 0, there exists Uαμ ∈ F such that
Eα(Uαμ,v) =
∫
X
v(x)μ(dx), ∀v ∈ F ∩C0(X).
Moreover we write μ ∈ S00 if μ(X) < ∞ and Uαμ ∈ F ∩L∞(X;m) for some/all α > 0.
Definition 3.4. (Smooth measures: S, cf. [11].) A Borel measure μ on X is said to be a smooth
measure with respect to (E,F) (write μ ∈ S) if μ charges no exceptional set and there exists a
generalized nest {Fn} of closed sets such that μ(Fn) < ∞ for each n ∈N.
Definition 3.5. (Smooth measures in the strict sense: S1, cf. [11].) A Borel measure μ on X is
said to be a smooth measure in the strict sense with respect to (E,F) (write μ ∈ S1) if there
exists an increasing sequence {En} of Borel sets such that X =⋃∞n=1 En, ∀n ∈ N, IEnμ ∈ S00
and Px(limn→∞ σX\En  ζ ) = 1, ∀x ∈ X.
Definition 3.6. We define S1K := S0K ∩ S1, S1D := S0D ∩ S1, SK := S0K ∩ S and SD := S0D ∩ S.
Our main theorems are the following:
Theorem 3.1. Suppose that (A2.3) and ν  β hold. Then the following are equivalent:
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(2) limr→0 supx∈X
∫
Br (x)
rα(x, y)μ(dy) = 0 for any α > 0.
(3) limr→0 supx∈X
∫
Br (x)
rα(x, y)μ(dy) = 0 for some α > 0.
Remark 3.1. The assertion in Theorem 3.1 does not hold for ν < β in general. In fact, for
1-dimensional Brownian motion Mw, we see that μ = δ0 ∈ K1 does not satisfy conditions (2),
(3) in Theorem 3.1 because of rα(x, y) = e−
√
2α|x−y|/
√
2α.
Theorem 3.2. Suppose that (A2.1)–(A2.3) hold. Then we have S1K = SK = S0K = Kν,β . More-
over, μ ∈ Kν,β implies that
sup
x∈X
μ
(
BR(x)
)
< ∞ for all R > 0. (3.5)
For ν < β , we have S1D = SD = S0D = Kν,β and μ ∈ Kν,β is equivalent to (3.5).
Corollary 3.1. Suppose (A2.2). If we relax the conditions in (A2.1) and (A2.3) in the follow-
ing way that for each relatively compact open set G, limt→0 supx∈X Px(τG  t) =: γG ∈ [0,1[
and there exist t0 = t0(G) > 0 and Φi , i = 1,2 (which may depend on t0) such that Φ2 satisfies
H(Φ2) and the lower estimate in (ΦEν,β) holds for all x, y ∈ X and t ∈ ]0, t0[ and the upper es-
timate in (ΦEν,β) holds only for any x ∈ X, y ∈ G and t ∈ ]0, t0[, then we have K locν,β = S1K,loc =
SK,loc = S0K,loc. Moreover, if ν < β , then we have K locν,β = S1D,loc = SD,loc = S0D,loc under the
same conditions.
Theorem 3.3. Suppose that (A2.2) and (A2.3) hold. Then for any f ∈ Lpunif(X;m), we have
|f |dm ∈ Kν,β if p > ν/β with ν  β , or if p  1 with ν < β . Here f ∈ Lpunif(X;m) means
sup
x∈X
∫
d(x,y)1
∣∣f (y)∣∣p m(dy) < ∞.
4. Proofs of Theorems 3.1–3.3
Lemma 4.1. Under (A2.3), there exists C′ν,β,t0 > 0 such that for any t ∈ ]0, t0] (t ∈ ]0,∞[ if
t0 = ∞):
(1) for ν < β and x, y ∈ X with d(x, y)β < t , we have
t∫
0
ps(x, y) ds  C′ν,β,t0 t
1−ν/β,
(2) for ν = β and x, y ∈ X with d(x, y)β/2 < t < 1/2, we have
t∫
0
ps(x, y) ds C′ν,β,t0 log
(
d(x, y)−1
)
,
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t∫
0
ps(x, y) ds  C′ν,β,t0d(x, y)
β−ν .
Proof. (1) ν < β . Since Φ1 is decreasing, for d(x, y)β < t ,
t∫
0
ps(x, y) ds 
t∫
0
1
sν/β
Φ1
(
d(x, y)
s1/β
)
ds Φ1
(
d(x, y)
(t/2)1/β
) t∫
t/2
s−ν/β ds
Φ1
(
21/β
){
1 −
(
1
2
)1−ν/β}
t1−ν/β =: C′ν,β,t0,1t1−ν/β .
(2) ν = β . Since Φ1 is decreasing, for d(x, y)β/2 < t < 1/2,
t∫
0
ps(x, y) ds 
t∫
0
1
s
Φ1
(
d(x, y)
s1/β
)
ds Φ1(1)
t∫
d(x,y)β
s−1 ds
 Φ1(1)
(
log t − logd(x, y)β)
 Φ1(1)
(
logd(x, y)β/2 − logd(x, y)β)
=: C′ν,β,t0,2
(
logd(x, y)−1
)
.
(3) ν > β . Since Φ1 is decreasing, for d(x, y)β < t ,
t∫
0
ps(x, y) ds 
t∫
0
1
sν/β
Φ1
(
d(x, y)
s1/β
)
ds Φ1
(
21/β
) t∫
d(x,y)β/2
s−ν/β ds
 Φ1
(
21/β
)
d(x, y)β−ν
1∫
1/2
u−ν/β du
=: C′ν,β,t0,3d(x, y)β−ν .
It suffices to put C′ν,β,t0 := min{C′ν,β,t0,1,C′ν,β,t0,2,C′ν,β,t0,3}. 
Lemma 4.2. Under (A2.3), for any t ∈ ]0,∞[, there exists C′ν,β,t0,t > 0 such that for x, y ∈ X
with d(x, y)β < t , we have
t∫
0
ps(x, y) ds  C′ν,β,t0,t .
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t∫
0
ps(x, y) ds 
t0∫
t0/2
1
sν/β
Φ1
(
d(x, y)
s1/β
)
ds 
t0∫
t0/2
1
sν/β
Φ1
(
(t/s)1/β
)
ds
 Φ1
(
(2t/t0)1/β
) t0∫
t0/2
1
sν/β
ds
=: C′ν,β,t0,t .
For t ∈ ]0, t0[ we have for x, y ∈ X with d(x, y)β < t
t∫
0
ps(x, y) ds 
t∫
t/2
1
sν/β
Φ1
(
d(x, y)
s1/β
)
ds 
t∫
t/2
1
sν/β
Φ1
(
(t/s)1/β
)
ds
 Φ1
(
21/β
) t∫
t/2
1
sν/β
ds
=: C′ν,β,t0,t . 
Lemma 4.3. Under (A2.3), there exists Cν,β,t0 > 0 such that for any t ∈ ]0, t0] (t ∈ ]0,∞[ if
t0 = ∞):
(1) for ν < β and x, y ∈ X, we have
t∫
0
ps(x, y) ds  Cν,β,t0 t1−ν/β,
(2) for ν = β and x, y ∈ X with d(x, y)β ∨ t < 1/2, we have
t∫
0
ps(x, y) ds Cν,β,t0 log
(
d(x, y)−1
)
,
(3) for ν > β and x, y ∈ X, we have
t∫
0
ps(x, y) ds  Cν,β,t0d(x, y)β−ν .
Proof. (1) ν < β . Since Φ2 is decreasing,
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0
ps(x, y) ds 
t∫
0
1
sν/β
Φ2
(
d(x, y)
s1/β
)
ds Φ2(0)
t∫
0
s−ν/β ds
= β
β − νΦ2(0)t
1−ν/β =: Cν,β,t0,1t1−ν/β .
(2) ν = β . If d(x, y)β  t < 1/2,
t∫
0
ps(x, y) ds  β
∞∫
d(x,y)/t1/β
u−1Φ2(u) du
= β
{ 1∫
d(x,y)/t1/β
u−1Φ2(u) du+
∞∫
1
u−βuν−1Φ2(u) du
}
 β
{ 1∫
d(x,y)/t1/β
u−1Φ2(u) du+
∞∫
1
uν−1Φ2(u) du
}
.
From H(Φ2) with
∞∫
1
uν−1Φ2(u) du =: M < ∞,
t∫
0
ps(x, y) ds  β
{ 1∫
d(x,y)/t1/β
u−1Φ2(u) du+M
}
 β
{
Φ2(0)
(
− log
(
d(x, y)
t1/β
))
+M
}
 β
{
Φ2(0) log
(
d(x, y)−1
)+M}
 β
{
Φ2(0)+ Mlog 21/β
}
log
(
d(x, y)−1
)
=: Cν,β,t0,2 log
(
d(x, y)−1
)
.
If t  d(x, y)β < 1/2,
t∫
0
ps(x, y) ds  β
∞∫
d(x,y)/t1/β
u−1Φ2(u) du
 β
{ (1/2t)1/β∫
1/β
u−1Φ2(u) du+
∞∫
1
uν−1Φ2(u) du
}
.d(x,y)/t
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∞∫
1
uν−1Φ2(u) du =: M < ∞,
t∫
0
ps(x, y) ds  β
{ (1/2t)1/β∫
d(x,y)/t1/β
u−1Φ2(u) du+M
}
 β
{
Φ2(0)+ Mlog 21/β
}
log
(
d(x, y)−1
)=: Cν,β,t0,3 log(d(x, y)−1).
(3) ν > β .
t∫
0
ps(x, y) ds  βd(x, y)β−ν
∞∫
d(x,y)/t1/β
uν−β−1Φ2(u) du
 βd(x, y)β−ν
∞∫
0
uν−β−1Φ2(u) du
 βd(x, y)β−ν
( 1∫
0
uν−β−1Φ2(u) du+
∞∫
1
u−βuν−1Φ2(u) du
)
 βd(x, y)β−ν
(
Φ2(0)
ν − β +
∞∫
1
uν−1Φ2(u) du
)
=: Cν,β,t0,4d(x, y)β−ν .
It suffices to put Cν,β,t0 := max1i4 Cν,β,t0,i . 
Lemma 4.4. Under (A2.3), we have S0K ⊂ Kν,β . Moreover, μ ∈ S0D implies supx∈X μ(BR(x)) <
∞ for all R > 0. In particular, S0D ⊂ Kν,β if ν < β .
Proof. Take μ ∈ S0K . By Lemma 4.1, for ν > β (respectively ν = β) with r := t1/β (respec-
tively r := t2/β ), we have
∫
X
( t∫
0
ps(x, y) ds
)
μ(dy) C′ν,β,t0
∫
d(x,y)<r
G(x, y)μ(dy).
Hence
lim
r↓0 supx∈X
∫
G(x,y)μ(dy) 1
C′ν,β,t0
lim
t↓0 supx∈X
∫ ( t∫
ps(x, y) ds
)
μ(dy) = 0.d(x,y)<r X 0
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∫
X
( t∫
0
ps(x, y) ds
)
μ(dy)
∫
d(x,y)<t1/β
( t∫
0
ps(x, y) ds
)
μ(dy) C′ν,β,t0,t
∫
d(x,y)<t1/β
μ(dy).
So it suffices to apply Lemma 3.2 with t = Rβ . 
Lemma 4.5. Under (A2.3), we have Kν,β ⊂ S1.
Proof. Recall that every μ ∈ Kν,β is a positive Radon measure on X, that is, μ(K) < ∞ for each
compact set K . It suffices to show that for each compact set K , μ ∈ Kν,β implies IKμ ∈ S0D . In
fact, IKμ ∈ S0D implies IKμ ∈ S00, hence μ ∈ S1 by [11, Theorem 5.1.7(iii)].
By Lemma 4.3(1), for ν < β , we have
∫
K
( t∫
0
ps(x, y) ds
)
μ(dy) Cν,β,t0μ(K)t1−ν/β .
Then we obtain IKμ ∈ S0D in this case. For ν  β with t = rβ < 1/2 and r < 1/e, we have from
Lemma 4.3(2), (3),
∫
K∩Br (x)
( t∫
0
ps(x, y) ds
)
μ(dy) Cν,β,t0
∫
d(x,y)<r
G(x, y)μ(dy)
and
∫
K∩Br(x)c
( t∫
0
ps(x, y) ds
)
μ(dy) β
( ∞∫
r/t1/β
u−1Φ2(u) du
)
μ(K)
= β
( ∞∫
1
uν−1Φ2(u) du
)
μ(K).
Thus there exists t ∈ ]0, t0 ∧ 1/2[ such that
sup
x∈X
∫
X
( t∫
0
ps(x, y) ds
)
IK(y)μ(dy) < ∞,
which implies IKμ ∈ S0D . 
Proof of Theorem 3.1. The implication (2) ⇒ (3) is trivial. First we show (3) ⇒ (1). We may
assume t0 < 1. By Lemma 4.1, for t ∈ ]0, t0[, we see that for d(x, y) < r < t2/β/2
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t∫
0
e−αsps(x, y) ds  e−αt0
t∫
0
ps(x, y) ds
 e−αt0C′ν,β,t0G(x,y).
Then we have
lim
r→0 supx∈X
∫
Br(x)
rα(x, y)μ(dy) e−αt0C′ν,β,t0 limr→0 supx∈X
∫
Br (x)
G(x, y)μ(dy).
Next we show (1) ⇒ (2). Owing to the estimate in the proof of Lemma 4.3(3), for ν > β we have
rα(x, y) =
∞∑
k=0
(k+1)t0∫
kt0
e−αsps(x, y) ds 
∞∑
k=0
e−αkt0
t0∫
0
ps+kt0(x, y) ds
=
∞∑
k=0
e−αkt0
t0∫
0
∫
X
pkt0(x, z)ps(z, y)m(dz) ds

∞∑
k=0
e−αkt0
∫
X
pkt0(x, z)
Mν,β
d(z, y)ν−β
m(dz),
where Mν,β := β
∫∞
0 u
ν−β−1Φ2(u) du < ∞. Hence
∫
Br(x)
∫
X
pkt0(x, z)
m(dz)
d(z, y)ν−β
μ(dy)
=
∫
Br(x)
∫
B2r (x)
pkt0(x, z)
m(dz)
d(z, y)ν−β
μ(dy)+
∫
Br(x)
∫
B2r (x)c
pkt0(x, z)
m(dz)
d(z, y)ν−β
μ(dy)

∫
B2r (x)
pkt0(x, z)
( ∫
B3r (z)
μ(dy)
d(z, y)ν−β
)
m(dz)+
∫
Br(x)
1
rν−β
∫
Br(y)c
pkt0(x, z)m(dz)μ(dy)
 sup
z∈X
∫
B3r (z)
μ(dy)
d(z, y)ν−β
+
∫
Br(x)
1
d(x, y)ν−β
∫
X
pkt0(x, z)m(dz)μ(dy)
 2 sup
x∈X
∫
B3r (x)
μ(dy)
d(x, y)ν−β
.
Thus, for ν > β ∫
rα(x, y)μ(dy)
2Mν,β
1 − e−αt0 supx∈X
∫
G(x,y)μ(dy).Br (x) B3r (x)
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rα(x, y) =
∞∑
k=0
e−αkt0
∫
X
pkt0(x, z)
( t0∫
0
ps(z, y) ds
)
m(dz)

∞∑
k=0
e−αkt0
∫
X
pkt0(x, z)
( ∞∫
d(z,y)/t
1/β
0
u−1Φ2(u) du
)
m(dz)
=
∞∑
k=0
e−αkt0
∫
d(y,z)t1/β0
pkt0(x, z)
( ∞∫
d(z,y)/t
1/β
0
u−1Φ2(u) du
)
m(dz)
+
∞∑
k=0
e−αkt0
∫
d(y,z)<t
1/β
0
pkt0(x, z)
( ∞∫
d(z,y)/t
1/β
0
u−1Φ2(u) du
)
m(dz)

∞∑
k=0
e−αkt0
( ∞∫
1
uν−1Φ2(u) du+Φ2(0)
∫
d(y,z)<t
1/β
0
pkt0(x, z) log
(
d(y, z)−1
)
m(dz)
)
.
In the same way of the above calculation, for ν = β with 3r < e−1 we have that
∫
Br(x)
rα(x, y)μ(dy)
C1 + 2C2
1 − e−αt0 supx∈X
∫
B3r (x)
G(x, y)μ(dy),
where C1 :=
∫∞
1 u
ν−1Φ2(u) du and C2 := Φ2(0). Therefore we obtain that for a constant
Dν,β,α,t0 > 0
lim
r→0 supx∈X
∫
Br(x)
rα(x, y)μ(dy)Dν,β,α,t0 lim
r→0 supx∈X
∫
Br (x)
G(x, y)μ(dy),
which implies the desired assertion. 
Proof of Theorem 3.2. By Lemmas 4.4 and 4.5, we have S0K ⊂ Kν,β and Kν,β ⊂ S1. So it
suffices to show Kν,β ⊂ S0K , because S1K ⊂ SK ⊂ S0K .
Take μ ∈ Kν,β . We will show μ ∈ S0K under this assumption for each case. Then Lemma 4.5
tells us that there exists a PCAF At admitting no exceptional set whose Revuz measure is μ (cf.
[11, Theorem 5.1.7]). Note that for any x ∈ X
Ex[At ] =
∫ ( t∫
ps(x, y) ds
)
μ(dy),X 0
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[ t∫
0
IBr (x)(Xs) dAs
]
=
∫
Br(x)
( t∫
0
ps(x, y) ds
)
μ(dy).
Fix s ∈ ]0, t0 ∧ 1/2[. Using Lemma 4.3, we have
lim
r→0 supx∈X
Ex[AτBr (x)∧s] limr→0 supx∈XEx
[ s∫
0
IBr (x)(Xu)dAu
]

{
Cν,β,t0 limr→0 supx∈X
∫
Br(x)
G(x, y)μ(dy) = 0 if ν  β,
Cν,β,t0s
1−ν/β supx∈X μ(B1(x)) if ν < β.
The upper estimate in (ΦEν,β) with (A2.2) yields the following:
Lemma 4.6. Under (A2.2) and (A2.3), for any ε > 0, there exists η ∈ ]0,1/2β [ such that
supx∈X Px(Xt ∈ X \Br(x)) < ε/4 for all r > 0 and t ∈ ]0, ηrβ ∧ t0/2].
Proof. We may assume 4t1/β0 < 1. First we assume that ]0,∞[  s → V (s)/sν is increasing. Set
rk := 2kr and k := rk/t1/β . Then we have for t ∈ ]0, t0/2]
Px
(
Xt ∈ X \Br(x)
)= ∫
Br (x)c
pt (x, y)m(dy) =
∞∑
k=0
∫
Brk+1 (x)\Brk (x)
pt (x, y)m(dy)

∞∑
k=0
V (rk+1)
tν/β
Φ2
(
rk
t1/β
)

∞∑
k=0
V (t
1/β
0 rk+1/t1/β)
t
ν/β
0
Φ2
(
rk
t1/β
)
= 1
t
ν/β
0
∞∑
k=0
V
(
4t1/β0 k−1
)
Φ2(k)
1
t
ν/β
0
∞∑
k=0
V (k−1)Φ2(k)
= 2
t
ν/β
0
∞∑
k=0
V (k−1)Φ2(k)(k − k−1)/k
 2
t
ν/β
0
∞∑
k=0
Φ2(k)
k∫
k−1
V (s)
s
ds  2
t
ν/β
0
∞∑
k=0
k∫
k−1
V (s)Φ2(s)
s
ds
= 2
t
ν/β
0
∞∫
−1
V (s)Φ2(s)
s
ds.
Taking η ∈ ]0, (1/2)β [ with
2
t
ν/β
0
∞∫
1/β
(V (s)∨ sν)Φ2(s)
s
ds <
ε
4
,1/(2η )
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have the estimate
Px
(
Xt ∈ X \Br(x)
)
 2ν
(
sup
s∈]0,∞[
V (s)
sν
) ∞∑
k=0
νkΦ2(k)
 4
νν
2ν − 1
(
sup
s∈]0,∞[
V (s)
sν
) ∞∫
−1
sν−1Φ2(s) ds.
Taking η ∈ ]0, (1/2)β [ with
4νν
2ν − 1
(
sup
s∈]0,∞[
V (s)
sν
) ∞∫
1/(2η1/β )
(V (s)∨ sν)Φ2(s)
s
ds <
ε
4
,
we have the desired estimate. 
Corollary 4.1. Under (A2.2) and (A2.3), (A2.1) if and only if there exist r0 ∈ ]0, t1/β0 [ and c > 0
such that m(Br(x))  crν for all x ∈ X and r ∈ ]0, r0[. In particular, (A2.1)–(A2.3) yield the
Ahlfors regularity, that is, there exist C > 0 and r0 > 0 such that C−1rν m(Br(x)) Crν for
all x ∈ X and r ∈ ]0, r0[.
Proof. The “if” part is already proved in Lemma 2.1. Suppose that
lim
t→0 supx∈X
Px(ζ  t) =: γ < 1.
By Lemma 4.6, for each ε > 0 there exists η ∈ ]0,1/2β [ such that∫
Br(x)c
pt (x, y)m(dy) < ε/2
for any r > 0 and t ∈ ]0, ηrβ ∧ t02 ]. We take ε ∈ ]0,1 − γ [ and r0 > 0 with ηrβ0 < t0/2. Then we
have for r ∈ ]0, r0[ and t ∈ ]0, ηrβ [
1 − ε/2 Px(ζ  t)+m
(
Br(x)
)
Φ2(0)/tν/β .
By taking r0 < (t0/2)1/β (< (t0/2η)1/β), r ∈ ]0, r0[ and t = ηrβ/2,
1 − ε/2
(
sup
x∈X
Px
(
ζ  ηrβ/2
))+m(Br(x))Φ2(0)/(η/2)ν/βrν.
On the other hand, (A2.1) tells us that one can take r0 ∈ ]0, (t0/2)1/β [ such that for all r ∈ ]0, r0[
sup Px
(
ζ  ηrβ/2
)
< γ + ε/2.x∈X
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1 − γ − ε m(Br(x))Φ2(0)/(η/2)ν/βrν,
which implies the desired assertion. 
We further have the following:
Lemma 4.7. Under (A2.2) and (A2.3), for any ε > 0, there exists δ ∈ ]0,1/4β [ such that
supx∈X Px(σX\Br(x) < δrβ ∧ t1 < ζ) < ε/2 for all r > 0, where t1 := t0/2.
Proof. By Lemma 4.6, we have
sup
s∈]0,ηrβ∧t1]
sup
x∈X
Px
(
Xs ∈ X \Br(x)
)
< ε/4.
In view of [15, Theorem 9.1(i) ⇒ (ii) and Lemma 10.1], we obtain the desired assertion. Though
the stochastically completeness and the continuity of sample paths are assumed in [15], the proof
remains valid in our context. In particular, [15, (9.6)] should be changed to be
Px(τU  t) Px(ζ  t)+ 2mt(r),
equivalently,
Px(σX\U  t < ζ ) = Px(τU  t < ζ ) 2mt(r),
where mt(r) := sup0<st supz∈X Pz(Xs ∈ X \Br(z)) and U := B2r (x). Hence
Px
(
σX\B2r (x)  ηrβ ∧ t1 < ζ
)
 2mηrβ∧t1(r) <
ε
2
.
Replacing 2r with r and setting δ := η/2β , we have the desired assertion. 
We continue the proof of Theorem 3.2. Recall s ∈ ]0, (1/2) ∧ t0[, t1 = t0/2 and fix them.
By (A2.1), we will take ε > 0 with γ + ε < 1 and there exists r0 > 0 such that supx∈X Px(ζ 
δr
β
0 ) < γ + ε/2. By taking small s > 0, we may assume Cν,β,t0s1−ν/β supx∈X μ(B1(x)) <
ε(1 − γ − ε) if ν < β . By the above argument, we may take r0 ∈ ]0, ((t1 ∧ s)/δ)1/β [ such that
supx∈X Ex[AτBr0 (x)∧s] < ε(1 − γ − ε). For simplicity, we set s0 := δr
β
0 < t1 ∧ s. By Lemma 4.7
and (A2.1),
sup
x∈X
Px(τBr0 (x)
∧ s < s0) < γ + ε < 1.
Let T0 := 0, Tk+1 := Tk + (τBr (X0) ∧ s) ◦ θTk for k ∈N∪ {0}. Then for each k ∈N0
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(
Tk−1 + (τBr (X0) ∧ s) ◦ θTk−1 < s0
)
 Px
(
Tk−1 < s0, (τBr (X0) ∧ s) ◦ θTk−1 < s0
)
= Ex
[
Px
(
Tk−1 < s0, (τBr (X0) ∧ s) ◦ θTk−1 < s0
∣∣FTk−1)]
= Ex
[
I{Tk−1<s0}PXTk−1 (τBr0 (X0) ∧ s < s0)
]
= (γ + ε)Px(Tk−1 < s0).
Now we have
sup
x∈X
Px(Tk < s0) < (γ + ε)k.
From this, Px(s0 ∈ ]Tk,Tk+1] for some k ∈N∪{0}) = 1 for all x ∈ X. Then the following identity
holds Px -almost surely for all x ∈ X:
As0 =
∞∑
k=0
I{Tk<s0Tk+1}As0 
∞∑
k=0
I{Tk<s0}(ATk+1 −ATk ).
Therefore we have the estimate
Ex[As0 ]
∞∑
k=0
Ex[ATk+τBr0 (X0)∧s◦θTk : Tk < s0]
=
∞∑
k=0
Ex
[
EXTk
[AτBr0 (X0)∧s ]: Tk < s0
]
 ε(1 − γ − ε)
∞∑
k=0
Px(Tk < s0) < ε(1 − γ − ε)
∞∑
k=0
(γ + ε)k = ε,
which implies limt→0 supx∈X Ex[At ] = 0. Therefore Kν,β ⊂ S0K .
Finally, we show the latter assertion. Suppose ν < β . By the first result and Lemma 4.4,
μ ∈ Kν,β = S0K ⊂ S0D satisfies (3.5). Clearly (3.5) implies μ ∈ Kν,β . 
Proof of Corollary 3.1. The proof is quite same as the proof of Theorem 3.2 by noting the
relaxed assumptions instead of (A2.1) and (A2.3). The assertions of Lemmas 2.1, 4.1–4.3, 4.6
and 4.7 can be modified under the relaxed assumptions. The assertion of Lemma 4.4 still remains
true under the assumptions. The assertion of Lemma 4.5 is changed to be that K locν,β ⊂ S1. We
have a PCAF A admitting no exceptional set associated with μ ∈ K locν,β . In particular, for each
relatively compact open set G, s ∈ ]0,1/2 ∧ t0[ and ε > 0 with γG + ε < 1, one can take r0 ∈
]0, ((t1 ∧ s)/δ)1/β [ such that supx∈X Px(τG  δrβ0 ) < γG + ε/2 and
sup
x∈X
Ex
[ τBr (x)∫
0
IG(Xs) dAs
]
< ε(1 − γG − ε),
sup Px
(
τG∩Br(x) ∧ s < δrβ0
)
< γG + ε < 1.x∈X
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supx∈X Ex[
∫ δrβ0
0 IG(Xs) dAs] < ε. 
Proof of Theorem 3.3. (1) ν < β . It is clear from
sup
x∈X
∫
d(x,y)1
∣∣f (y)∣∣m(dy) V (2) p−1p sup
x∈X
( ∫
d(x,y)1
∣∣f (y)∣∣p m(dy))1/p < ∞.
(2) ν = β . By Lemma 4.1, we have for d(x, y) < t2/β < 22/β
C′ν,β,t0 log
(
d(x, y)−1
)

t∫
0
ps(x, y) ds.
By the upper estimate in (ΦEν,β) (actually Nash-type estimate is enough), letting r := t2/β → 0,
we have
sup
x∈X
∫
X
( t∫
0
ps(x, y) ds
)
IBr (x)(y)
∣∣f (y)∣∣m(dy)
 sup
x∈X
( ∫
d(x,y)1
∣∣f (y)∣∣p m(dy))1/p Cν,β,p,t0p
p − ν/β t
1−ν/pβ → 0.
Then
sup
x∈X
∫
Br(x)
log
(
d(x, y)−1
)∣∣f (y)∣∣m(dy) → 0
as r → 0.
(3) ν > β . The proof is similar with the case ν = β . 
5. Examples
Example 5.1 (Relativistic α-stable process, symmetric α-stable process). Take α ∈ ]0,2[ and
m 0. Let MR,α = (Ω,Xt ,Px)x∈Rd be a Lévy process on Rd with
E0
[
e
√−1〈ξ,Xt 〉]= e−t{(|ξ |2+m2/α)α/2−m}.
If m > 0, it is called the relativistic α-stable process with mass m (see [27]). In particular, if
α = 1 and m > 0, it is called the relativistic free Hamiltonian process (see [19]). When m = 0,
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semigroup kernel pt (x, y) of MR,α is given by
pt(x, y) = emt
∞∫
0
(
1
4πs
)d/2
e−
|x−y|2
4s e−sm2/α θα/2(t, s) ds,
where θδ(t, s) is the nonnegative function called the subordinator whose Laplace transform is
given by
∞∫
0
e−λsθδ(t, s) ds = e−tλδ .
Then we see the stochastic completeness of MR,α . By way of the argument of [14, Lemma 5.4]
and the following fact that θδ(t, s)  C ts1+δ for all t, s > 0 and θδ(t, s) ≈ c ts1+δ for any s 
t1/δ > 0, we have that for each t0 > 0, there exist Ci = Ci(α, d) > 0, i = 1,2, independent of t0
such that for any t ∈ ]0, t0[, x, y ∈Rd
C1
td/α
Φ1
( |x − y|
t1/α
)
 pt(x, y)
C2
td/α
emt0
(1 + |x−y|
t1/α
)d+α
,
where
Φ1(s) :=
∞∫
1∨s2
e−(mt0)2/αu du
u
d+α
2 +1
.
In particular,
sup
x,y∈Rd
pt (x, y) C2emt0/td/α for t ∈ ]0, t0[.
If m = 0, we have the following estimate which can be obtained from Theorem 2.1 in Blumenthal
and Getoor [5] (see also [4,9,12]): there exists Ci = Ci(α, d) > 0, i = 1,2, such that for all
(t, x, y) ∈ ]0,∞[ ×Rd ×Rd
C1
td/α
1
(1 + |x−y|
t1/α
)d+α
 pt (x, y)
C2
td/α
1
(1 + |x−y|
t1/α
)d+α
.
We say that μ ∈ Kd,α if and only if
lim
r→0 supx∈Rd
∫
|x−y|<r
μ(dy)
|x − y|d−α = 0 for d > α,
lim
r→0 supx∈Rd
∫ (
log |x − y|−1)μ(dy) = 0 for d = α (= 1),|x−y|<r
106 K. Kuwae, M. Takahashi / Journal of Functional Analysis 250 (2007) 86–113sup
x∈Rd
∫
|x−y|1
μ(dy) < ∞ for α > d (= 1).
Then we have Kd,α = S1K by Theorem 3.2. Consequently, the surface measure σ on the R-sphere
∂BR(0) is in Kd,α = S1K if and only if α > 1. This was shown by Port [26] for the case d > α
and m = 0 (see also [31]). Our result covers the case α > d = 1. By Theorem 3.3, we also have
L
p
unif(R
d) ⊂ S1K if p > d/α with d  α, or p  1 with d < α. We finally expose propositions
on Kd,α :
Proposition 5.1. Let f be a [0,∞]-valued function on [0,∞[. Suppose that |V (x)|dx ∈ Kd,α
with V (x) := f (|x|). Then we have
R∫
0
rα−1f (r) dr < ∞ for some R > 0 if d > α,
R∫
0
log
(
r−1
)
f (r) dr < ∞ for some R ∈ ]0,1/e[ if d = α = 1,
R∫
0
f (r) dr < ∞ for some R > 0 if α > d = 1.
If further f is decreasing on [0,∞[ and vanishes at infinity, then the converse holds.
Proof. Suppose |V (x)|dx ∈ Kd,α . From Theorem 3.2, we have
sup
x∈Rd
∫
|x−y|<R
∣∣V (y)∣∣dy < ∞
for any R ∈ ]0,∞[. Then we see that for any R ∈ ]0,∞[ (R ∈ ]0,1/e[ if d = α = 1),
sup
x∈Rd
∫
|x−y|<R
|V (y)|
|x − y|d−α dy < ∞ if d > α,
sup
x∈Rd
∫
|x−y|<R
log
(|x − y|−1)∣∣V (y)∣∣dy < ∞ if d = α (= 1),
sup
x∈Rd
∫
|x−y|<R
∣∣V (y)∣∣dy < ∞ if α > d = 1.
Hence we have the assertion. Suppose the converse with the decreasingness of f . Then the
symmetric decreasing rearrangement V ∗ of V equals to |V | (see Lieb and Loss [25, Chapter 3]).
The simplest rearrangement inequality (see [25, Theorem 3.4]) tells us that
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x∈Rd
∫
|x−y|<r
|V (y)|
|x − y|d−α dy
=
∫
|y|<r
|V (y)|
|y|d−α dy = (d ·ωd)
r∫
0
sα−1f (s) ds, if d > α,
sup
x∈Rd
∫
|x−y|<r
log
(|x − y|−1)∣∣V (y)∣∣dy
=
∫
|y|<r
log
(|y|−1)∣∣V (y)∣∣dy = 2
r∫
0
log
(
s−1
)
f (s) ds, if d = α = 1,
which tends to 0 as r → 0, respectively. Here ωd is the volume of the unit ball B1(0). We also
have
sup
x∈Rd
∫
|x−y|<R
∣∣V (y)∣∣dy = ∫
|y|<R
∣∣V (y)∣∣dy = 2
R∫
0
f (s) ds < ∞, if α > d = 1.
Then |V (x)|dx ∈ Kd,α . 
Proposition 5.2. Let V be a measurable function satisfying that
∞∫
a
m
(|V | t)α/d dt < ∞ for some a > 0 if d > α,
∞∫
a
m
(|V | t) log+ m(|V | t)−1 dt < ∞ for some a > 0 if d = α = 1,
∞∫
a
m
(|V | t)dt < ∞ for some a > 0 if α > d = 1.
Then |V (x)|dx ∈ Kd,α . Here m is the Lebesgue measure on Rd and log+ s := (log s)∨ 0.
Proof. The proof is similar with [1, Theorem 4.12]. We only prove the case d > α. We may
assume |V | = V ∗, where V ∗ is the symmetric decreasing rearrangement of V , because m(|V | >
t) = m(V ∗ > t) for all t > 0. Hence, there exists a decreasing function f on ]0,∞[ such that
V (x) = f (|x|) and V is lower semi-continuous. Let f−1(t) := sup{s > 0 | f (s) > t} be the right
continuous inverse of f , which is also a decreasing function. We may assume 0 < f−1(t) < ∞
for any t > 0, that is, f has an infinite limit at origin and no positive limit at infinity, because a
specified in the condition can be taken to be arbitrarily large. When f has a finite limit at origin,
V is essentially bounded, which implies |V (x)|dx ∈ Kd,α . First we assume that f is continuous,
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any b > 0 and we see f−1(f (r)) r for any r > 0. Then for a < A
f−1(A)∫
f−1(a)
rα df (r)
f−1(A)∫
f−1(a)
(
f−1
(
f (r)
))α
df (r) =
f (f−1(A))∫
f (f−1(a))
(
f−1(t)
)α
dt
=
A∫
a
(
f−1(t)
)α
dt 
∞∫
a
(
f−1(t)
)α
dt < ∞,
because m(|V |  t) = ωd(f−1(t))d . By way of the integration by parts formula for Riemann–
Stieltjes integrals,
α
f−1(a)∫
0
f (r)rα−1 dr  a
(
f−1(a)
)α +
∞∫
a
(
f−1(t)
)α
dt < ∞. (5.1)
Next we show (5.1) for general f . Note that V ∗(x) = f (|x|) is lower semi-continuous (lower
semi-continuity of f is clarified later). We set fn(t) := inf{f (s) + n|s − t | | s ∈ [0,∞[}. Then
{fn} is an increasing sequence of nonnegative n-Lipschitz function on [0,∞[. We then see that
fn
(|x|)= inf{f (|z|)+ n∣∣|z| − |x|∣∣ ∣∣ z ∈Rd}.
Hence fn(|x|) converges to V ∗(x) = f (|x|) as n → ∞, because of the lower semi-continuity
of V ∗, consequently, fn converges to f as n → ∞, hence f is lower semi-continuous. In-
deed, we may consider the case f (|x|) > 0 and suppose the existence of ε > 0 such that
fn(|x|) < f (|x|) − ε (> 0) for all n ∈ N. Then there exists zn ∈ Rd with f (|zn|) + n||zn| −
|x|| < f (|x|) − ε. From this, we see |zn| → |x| as n → ∞ and may assume the existence of
z ∈ Rd with zn → z as n → ∞ by taking a subsequence. Hence, we obtain a contradiction
f (|x|) = f (|z|) lim infn→∞ f (|zn|) f (|x|) − ε. We set gn(t) := infs∈[0,t] fn(s). Then gn is
a decreasing continuous function vanishing at infinity. We see that ↑limn→∞ gn = f . We also
have that {g−1n } is an increasing sequence and converges to f−1 as n → ∞ at each point. Since
(5.1) holds for gn, g−1n , it holds for f,f−1. Therefore the simplest rearrangement inequality
shows
lim
r→0 supx∈Rd
∫
|x−y|<r
|V (y)|
|x − y|d−α dy
 lim
r→0
∫
|y|<r
|V ∗(y)|
|y|d−α dy = (d ·ωd) limr→0
r∫
0
sα−1f (s) ds = 0. 
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∞∫
a
(
G′(s)
)− α
d−α ds < ∞ for some a > 0.
Suppose that
∫
Rd
G(|V (x)|) dx < ∞. Then |V (x)|dx ∈ Kd,α .
Proof. The proof is quite similar as in [1, Corollary 4.13]. We omit it. 
Example 5.2. (Jump type processes on d-sets, cf. Chen and Kumagai [6].) A metric measured
space (F, d,m) satisfying the Ahlfors regularity that there exists C > 0 such that C−1rd 
m(Br(x))  Crd for any x ∈ F and r ∈ ]0,1[ is called a d-set if F is a closed subset of Rn
with 0 < d  n. For α ∈ ]0,2[, consider the following Dirichlet form (E(α),F(α)):
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
F(α) :=
{
u ∈ L2(F ;m)
∣∣∣ ∫ ∫
F×F
|u(x)− u(y)|2
|x − y|d+α m(dx)m(dy) < ∞
}
,
E(α)(u, v) := 1
2
∫ ∫
F×F
(u(x)− u(y))(v(x)− v(y))
|x − y|d+α m(dx)m(dy),
for u,v ∈ F(α). Under the condition that for some C > 0 with
m
(
Br(x)
)
 Crd for all x ∈ F and r > 0, (5.2)
Chen and Kumagai [6] show that the jump type process associated with (E(α),F(α)) admits
a semigroup kernel possessing the following upper and lower estimates: there exists Ci =
Ci(α, d) > 0, i = 1,2, such that for all (t, x, y) ∈ ]0,1] × F × F
C1
td/α
1
(1 + |x−y|
t1/α
)d+α
 pt (x, y)
C2
td/α
1
(1 + |x−y|
t1/α
)d+α
.
Then our conditions (A2.1)–(A2.3) are satisfied in this context. Hu and Kumagai [20] extend
the result in [6] replacing the embedding condition into Rn by a condition on the extension to
a metric space with scaling property, however, they assume stronger assumption that for some
C > 0 with
C−1rd m
(
Br(x)
)
 Crd for all x ∈ F and r ∈ ]0,diamF ]. (5.3)
One can apply our result under (5.3).
Example 5.3 (Riemannian manifolds with lower Ricci curvature bound and positive injectiv-
ity radius). Let (X,g) be a d-dimensional smooth complete Riemannian manifold with RicX 
(d − 1)κ1, κ1 ∈ R. Let m be the volume measure induced from g and set V (x, r) := m(Br(x)).
Under RicX  (d − 1)κ1, we have that the Bishop inequality V (x, r) Vκ1(r) and the Bishop–
Gromov inequality V (x,R)/Vκ1(R) V (x, r)/Vκ1(r), 0 < r < R, hold. Consequently, we have
the volume doubling condition supx∈X V (x,2r)/V (x, r) < ∞ and
∫∞ s ds = ∞ which1 logV (x,s)
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Vκ(r) := ωd
r∫
0
Sκ(s)
d−1 ds with Sκ(s) := sin t
√
κ√
κ
if κ > 0,
S0(s) = s, Sκ(s) := sinh t
√−κ√−κ if κ < 0,
is the volume of the ball with radius r in the space form of constant sectional curvature κ and cd
is the volume of the unit ball in Rd . We also have the scale invariant weak Poincaré inequality
(depending on κ1 if κ1 < 0) (see Saloff-Coste [28] or [29, Theorem 5.6.5]), which implies the
weak form of the weak Poincaré inequality (see [29, Theorem 5.5.1(i)]). Then the heat kernel
pt(x, y) of (X,g) satisfies the following Li–Yau’s estimate (see [29, Theorems 5.5.1 and 5.5.3],
cf. [16, Theorems 6.1 and 6.2]): for each T > 0 there exist Ci = Ci(T ) > 0, i = 1,2,3,4, such
that for (t, x, y) ∈ ]0, T [ ×X ×X
C3e
−C2 d(x,y)
2
t
V (y,
√
t )
 pt(x, y)
C4e
−C1 d(x,y)
2
t
V (y,
√
t )
.
The Bishop inequality tells us that (A2.2) holds. Further we assume that the injectivity radius
of X (write injX) is positive. Then we have the following (see the proof of Lemma 5 in [18]
and Proposition 14 in [8]. Though the framework of [8] is restricted to compact Riemannian
manifolds, the argument in [18] remains valid): there exists Cd ∈ ]0,∞[ such that for any r ∈
]0, injX/2[ and x ∈ X,
V (x, r) Cdrd .
Hence for a small time t0 > 0, we have the Nash-type estimate:
for any t ∈ ]0, t0[, sup
x,y∈X
pt (x, y)
C4
td/2
,
which gives a Sobolev inequality under d  3 (see [18] again). Then Theorem 2.1 in [24] holds.
Also we have for any t ∈ ]0, t0[, x, y ∈ X
C3e
−C2 d(x,y)
2
t
t d/2
 pt(x, y)
C4e
−C1 d(x,y)
2
t
t d/2
.
Since ]0,∞[  x → sinhx/x is increasing, s → Sκ1(s)/sd−1 is increasing for κ1  0, hence
s → Vκ1(s)/sd is so. For κ1 > 0, s → Vκ1(s)/sd is bounded. We can confirm that
∞∫
(Vκ1(s)∨ sd)
s
e−C1s2 ds < ∞.1
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only Corollary 3.1, because for each compact set K , injK > 0 and the sectional curvature on K
has an upper bound κ2 = κ2(K), which implies the Bishop–Günther inequality infy∈K V (y, r)
Vκ2(r) ≈ C∗d rd for small r > 0. In this case, note also that limt→0 supx∈G Px(τG  t) = γG < 1
for each relatively compact open set G in view of the modified statement of Lemma 2.1.
Example 5.4. (Nested fractals, cf. Kumagai [23], Fitzsimmons, Hambly and Kumagai [10].) The
heat kernel of diffusion processes on the unbounded nested fractal K˜ constructed by Kumagai
[23] has the following upper and lower estimates: there exist Ci > 0, i = 1,2,3,4, such that for
any (t, x, y) ∈ ]0,∞[ × K˜ × K˜
C3
tdf /dw
e
(−C1( d(x,y)
t1/dw
)
dw
dJ −1 )  pt (x, y) C4
tdf /dw
e
(−C2( d(x,y)
t1/dw
)
dw
dJ −1 )
.
Here df is the Hausdorff dimension of K˜ , dw is called the walk dimension, dJ is a differ-
ent constant from dw . It is known that dJ = dw if K˜ is the (unbounded) Sierpinski Gasket.
In general df < dw . Hence μ ∈ S1K if and only if supx∈K˜ μ({y ∈ K˜: d(x, y)  1}) < ∞ and
L
p
unif(K˜;μK˜) ⊂ S1K for p  1, where μK˜ is the Hausdorff measure on K˜ .
Example 5.5. (Sierpinski Carpet, Barlow and Bass [3].) On the unbounded Sierpinski Carpet F˜ ,
the heat kernel of diffusion processes exists and admits the following upper and lower estimates
proved by Barlow and Bass [3]: there exist constants Ci > 0, i = 1,2,3,4, such that for any
(t, x, y) ∈ ]0,∞[ × F˜ × F˜
C3
tdf /dw
e
(−C1( |x−y|
t1/dw
)
dw
dw−1 )  pt (x, y) C4
tdf /dw
e
(−C2( |x−y|
t1/dw
)
dw
dw−1 )
.
Here |x − y| denotes the Euclidean norm of x − y in Rn, df is the Hausdorff dimension of F˜ ,
dw is called the walk dimension and ds := 2df /dw is called the spectral dimension of F˜ . They
have the relation 1 < ds  df < n, where n is the dimension of the Euclidean space in which F˜
is embed. Thus we have 2 dw  2n.
We say that μ ∈ Kdf ,dw if and only if
lim
r→0 sup
x∈F˜
∫
{y∈F˜ : |x−y|<r}
μ(dy)
|x − y|df −dw = 0, ds > 2,
lim
r→0 sup
x∈F˜
∫
{y∈F˜ : |x−y|<r}
(
log |x − y|−1)μ(dy) = 0, ds = 2,
sup
x∈K
∫
{y∈F˜ : |x−y|1}
μ(dy) < ∞, ds < 2.
Let μ
F˜
be the Hausdorff measure on F˜ . In this case, Ahlfors regularity holds in the following
sense that there exists C > 0 such that C−1rdf  μ ˜ (Br(x)) Crdf for all r ∈ ]1,∞[ (see [3,F
112 K. Kuwae, M. Takahashi / Journal of Functional Analysis 250 (2007) 86–113Lemma 2.3(f)]). Then (A2.1) is satisfied by Lemma 2.1. By Remark 2.1, (A2.2) holds by taking
V (r) := Crdf . We then have Kdf ,dw = S1K and Lpunif(F˜ ;μF˜ ) ⊂ S1K if p > ds/2 with ds  2, or
p  1 with ds < 2.
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