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Abstract 
 
The process of clustering in multi-dimensional data can be carried out using subtractive 
clustering algorithm. In the process of clustering to determine the centroid, influenced by the 
value of the parameters such influence range, squash, accept_ratio and reject_ratio. And in 
classifying data, there are several techniques that can be used, one of which is the method of k-
Nearest Neightbor that classify data with the predicted value of the neighborhood as the new 
query instance. 
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1. PENDAHULUAN 
Pattern Recognition merupakan sebuah 
disiplin ilmu yang bertujuan untuk 
mengklasifikasikan object berdasar image, 
berat atau parameter-parameter yang telah 
ditentukan ke dalam sejumlah kategori atau 
class. Pattern recognition meliputi berbagai 
aplikasi dan implementasi dalam kasus-kasus 
real world, misalnya machine vision, character 
recognition (OCR) computer aided diagnosis, 
speech recognition, face recognition, 
biometrics, image database retrieval, data 
mining dan bioinformatics. 
Dalam classification terdapat 2 jenis 
algoritma yang pemilihnya tergantung pada 
kesediaan data awal, yaitu supervised 
classification dan unsupervised classification. 
Supervised adalah pattern yang mempunyai 
kelas yang telah diketahui dan digunakan 
untuk training (cluster klasifikasi yang sudah 
fix). Melakukan identifikasi suatu pola yang 
diamati sebagai pola yang sudah diketahui. 
Sedangkan unsupervised adalah sejumlah 
kelas tidak diketahui dan tidak terdapat training 
pattern. Memasukkan suatu pola yang diamati 
ke suatu kelas pola yang belum diketahui. 
Clustering dapat dianggap yang paling 
penting dalam masalah unsupervised learning, 
karena setiap masalah semacam ini, ia 
berurusan dengan mencari struktur dalam 
kumpulan yang tidak diketahui datanya. 
Sehingga dapat didefinisikan bahwa clustering 
merupakan "proses mengatur objek menjadi 
anggota kelompok yang hampir sama dalam 
beberapa cara”.  Sebuah cluster merupakan 
kumpulan objek-objek yang "sama" di antara 
mereka dan "berbeda" pada objek dari cluster 
lainnya. 
 
Gambar 1. Identifikasi Kelompok 
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Dengan memperhatikan gambar di atas, 
kita dengan mudah mengidentifikasikan 4 
kelompok menjadi data yang dapat dibagi, 
yaitu kesamaan dengan kriteria jarak antara 
dua atau lebih benda dalam cluster yang sama 
jika mereka dekat dan sesuai dengan jarak 
yang diberikan. Hal ini disebut distance-based 
clustering. Lain halnya untuk jenis 
pengelompokan konseptual clustering, dimana 
dua atau lebih benda dalam cluster yang sama 
dengan mendefinisikan konsep secara umum 
untuk semua benda, dengan kata lain objek 
dikelompokkan menurut konsep deskriptif. 
Tujuan dari clustering adalah untuk 
mengklasifikasikan data, dengan cara 
menentukan pengelompokan dalam satu set 
data yang tidak diketahui.  
 
2. PERMASALAHAN 
Bagaimana melakukan pengelompokan 
dengan object data berupa numeric dengan 
jumlah data sebanyak 200 data dengan 
berdimensi 5 yang berasal dari 9289 data 
dengan 32 dimensi, kemudian setelah proses 
clustering terbentuk akan dilanjutkan proses 
classification dengan menguji data lain 
sejumlah 10 data dari data ke-201 sampai data 
ke-210 yang akan menjadi anggota dari 
clustering tersebut?  
 
3. PEMBAHASAN  
Pada pembahasan dalam proses 
clustering untuk data berdimensi banyak 
menggunakan Subtractive Clustering, 
sedangkan dalam proses classification 
menggunakan k-Nearest Neightbor. Dan untuk 
pengimplementasian algoritma Subtractive 
Clustering dan k-Nearest Neightbor 
menggunakan pemrograman MATLAB. 
3.1. SUBTRACTIVE CLUSTERING 
Dalam mengelompokkan (clustering 
process), apabila jumlah cluster yang akan 
dibentuk belum diketahui, maka bisa 
digunakan subtractive clustering. Subtractive 
clustering didasarkan atas ukuran densitas 
(potensi) titik-titik data dalam suatu ruang 
(variabel).  
Konsep dasar dari subtractive clustering 
adalah menentukan daerah-daerah dalam 
suatu variabel yang memiliki densitas tinggi 
terhadap titik-titik disekitarnya. Titik dengan 
jumlah tetangga terbanyak akan dipilih sebagai 
centroid. Titik yang sudah terpilih sebagai 
centroid akan dikurangi densitasnya. 
Kemudian algoritma akan memilih titik lain 
yang memiliki tetangga terbanyak untuk 
dijadikan centroid yang lain. Hal ini akan 
dilakukan berulang-ulang hingga semua titik 
diuji. Apabila terdapat N buah data: u1, u2, ..., 
uN dan dengan menganggap bahwa data-data 
tersebut sudah dalam keadaan normal, maka 
densitas titik uk (Dk) dapat dihitung sebagai: 
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Setelah menghitung densitas tiat-tiap titik, 
maka titik dengan densitas tertinggi akan 
dipilih sebagai centroid. Misalkan uc1 adalah 
titik yang terpilih sebagai centroid, sedangkan 
Dc1 adalah ukuran densitasnya. Selanjutnya 
densitas dari titik-titik di sekitarnya akan 
dikurangi menjadi: 
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Nilai rb menunjukkan suatu lingkungan 
yang mengakibatkan titik-titik berkurang 
ukuran densitasnya. Biasanya rb bernilai lebih 
besar dibanding dengan ra, rb = 
squash_factor*ra (biasanya squash_factor = 
1,5). Hal ini berarti bahwa titik-titik yang berada 
dekat dengan centroid uc1 akan mengalami 
pengurangan densitas besar-besaran, dan 
berakibat titik-titik tersebut akan sangat sulit 
untuk menjadi centroid berikutnya.  
Pada implementasinya, bisa digunakan 2 
pecahan sebagai faktor pembanding, yaitu 
accept ratio dan reject ratio. Apabila hasil 
bagi antara potensi tertinggi suatu titik data 
dengan potensi tertinggi pertama kali yang 
diperoleh pada iterasi pertama lebih besar 
daripada accept ratio, maka titik data tersebut 
diterima sebagai centroid baru. Apabila hasil 
bagi antara potensi tertinggi suatu titik data 
dengan potensi tertinggi pertama kali yang 
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diperoleh pada iterasi pertama lebih kecil 
daripada accept ratio namun lebih besar 
daripada reject ratio, maka titik data tersebut 
baru akan diterima sebagai centroid baru 
hanya jika titik tersebut terletak pada jarak 
yang cukup jauh dengan centroid yang 
lainnya. Namun, apabila hasil bagi antara 
potensi tertinggi suatu titik data dengan 
potensi tertinggi pertama kali yang diperoleh 
pada iterasi pertama lebih kecil daripada 
accept ratio maupun  reject ratio, maka titik 
data tersebut sudah tidak akan 
dipertimbangkan lagi untuk menjadi centroid 
baru (potensinya sama dengan nol). 
ALGORITMA SUBTRACTIVE CLUSTERING: 
1. Tetapkan nilai: 
 r adalah jari-jari, merupakan vektor yang 
akan menentukan seberapa besar 
pengaruh centroid pada tiap-tiap dimensi 
data 
 q adalah faktor pengali ke jari-jari yang 
akan menentukan kedekatan suatu 
centroid yang mana keberadaannya 
terhadap centroid yang lainnya akan 
dikurangi 
 accept_ratio merupakan bilangan 
pecahan yang menunjukkan potensi 
terhadap centroid pertama, jika potensi 
lebih besar dari accept_ratio, maka 
keberadaan titik tersebut akan diterima 
sebagai centroid baru 
 reject_ratio merupakan bilangan 
pecahan yang menunjukkan potensi 
terhadap centroid pertama, jika potensi 
lebih kecil dari reject_ratio, maka titik 
tersebut akan diabaikan untuk 
dipertimbangkan menjadi centroid baru 
selanjutnya 
2. Normalisasi: 
 Xminj  = min[xij|j =1,2,…, m]; i=1,2,…, n  
 Xmaxj = max[xij|j =1,2,…, m];  i=1,2,…, n  
 Hitung: 
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3. Tentukan potensi awal: 
 i = 1  
 Kerjakan hingga i=n,  
o Tij = xij; j=1,2,…,m  
o Dkj = (xkj – Tij)/rj; j=1,2,…,m;  k=1,1,…,n 
o Hitung:  
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4. Cari titik dengan potensi tertinggi: 
 M = max[Pi|i=1,2,…,n];  
 h = i, sedemikian hingga Pi = M;  
 
5. Tentukan centroid dan kurangi 
potensinya terhadap titik-titik 
disekitarnya.  
 M = max[Pi|i=1,2,…,n];  
 Cn = 0 (jumlah cluster);  
 Z = M;  
 Hitung: 
Z
Rasio
M
  
 Key= 1 (ada titik yang bisa 
dipertimbangkan sebagai centroid baru) 
 Kerjakan jika (Key  0) atau (tidak ada 
elemen Z = 0) 
o Jika Rasio > accept_ratio, maka 
Key=1;  
o Jika reject_ratio < Rasio ∈ 
accept_ratio, maka kerjakan  
 MD = -1;  
 Kerjakan untuk i=1 sampai i=C:  
 Gj = Vj – Cij; j=1,2,…,m  
 Hitung: 
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 Jika (MD < 0) atau (Sd < MD), 
maka MD = Sd;  
 Jika (Rasio + √Sd)  1, maka 
(Key = 1), artinya titik data 
diterima sebagai centroid  
 Jika (Rasio + √Sd) < 1, maka 
(Key = 2), artinya titik data 
tidak akan dipertimbangkan 
kembali sebagai centroid  
 Jika Key=1, kerjakan:  
o Cn = Cn+1;  
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o CC = Z;  
o Kurangi potensi dari 
titik-titik di dekat 
clentroid:  
 Hitung: 
; 1,2,..., ; 1,2,...,
hj ij
ij
j
V x
S j m i n
r q

  

 
 Hitung: 
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 P = P – D;  
 Jika Pi ∈ 0, maka Pi = 0; 
 Z = max[Pi|i=1,2,…,n];  
 h = i, sedemikian hingga Pi = 
Z;  
 Jika Key=2, maka Ph = 0;   
6. Kembalikan centroid dari bentuk 
ternormalisasi ke bentuk semula.  
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7. Hitung nilai sigma cluster.  
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3.2. k-NEAREST NEIGHTBOR 
k-Nearest Neightbor (KNN) adalah suatu 
metode yang menggunakan algoritma 
supervised dimana hasil dari query instance 
yang baru diklasifikasikan berdasarkan 
mayoritas dari kategori pada KNN. Tujuan dari 
algoritma ini adalah mengklasifikasi objek baru 
berdasakan atribut dan training sample. 
Classifier tidak menggunakan model apapun 
untuk dicocokkan dan hanya berdasarkan 
pada memori. Diberikan titik query, akan 
ditemukan sejumlah K objek atau (titik training) 
yang paling dekat dengan titik query. 
Klasifikasi menggunakan voting terbanyak di 
antara klasifikasi dari K objek. Algoritma KNN 
menggunakan klasifikasi ketetanggaan 
sebagai nilai prediksi dari query instance yang 
baru.  
Algoritma metode KNN sangatlah 
sederhana, bekerja dengan berdasarkan pada 
jarak terpendek dari query instance ke training 
sample untuk menentukan KNN nya. Setelah 
mengumpulkan KNN, kemudian diambil 
mayoritas dari KNN untuk dijadikan prediksi 
dari query instance. Data untuk algoritma KNN 
terdiri dari beberapa atribut multi-variate Xi 
yang akan digunakan untuk 
mengklasifikasikan Y. Data dari KNN dapat 
dalam skala ukuran apapun, dari ordinal ke 
nominal.  
KNN memiliki beberapa kelebihan yaitu 
bahwa dia tangguh terhadap training data 
yang noisy dan efektif apabila training data-
nya besar. Sedangkan kelemahan dari KNN 
adalah KNN perlu menentukan nilai dari 
parameter K (jumlah dari tetangga terdekat), 
pembelajaran berdasarkan jarak tidak jelas 
mengenai jenis jarak apa yang harus 
digunakan dan atribut mana yang harus 
digunakan untuk mendapatkan hasil yang 
terbaik, dan biaya komputasi cukup tinggi 
karena diperlukan perhitungan jarak dari tiap 
query instance pada keseluruhan training 
sample. 
 
3.3. PEMROGRAMAN MATLAB  
MATLAB (Matrix Laboratory) adalah 
sebuah program untuk analisis dan komputasi 
numerik, merupakan suatu bahasa 
pemrograman matematika lanjutan yang 
dibentuk dengan dasar pemikiran 
menggunakan sifat dan bentuk matriks. 
MATLAB merupakan software yang 
dikembangkan oleh Mathworks, Inc. dan 
merupakan software yang paling efisien untuk 
perhitungan numerik berbasis matriks. Dengan 
demikian jika di dalam perhitungan kita dapat 
memformulasikan masalah ke dalam format 
matriks, maka MATLAB merupakan software 
terbaik untuk penyelesaian numeriknya. 
MATLAB yang merupakan bahasa 
pemrograman tingkat tinggi berbasis pada 
matriks sering digunakan untuk teknik 
komputasi numerik, digunakan untuk 
menyelesaikan masalah-masalah yang 
melibatkan operasi matematika elemen, 
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matrik, optimasi, aproksimasi, dan lain-lain. 
MATLAB banyak digunakan pada : 
 Matematika dan Komputasi 
 Pengembangan dan Algorithma 
 Pemrograman modelig, simulasi 
dan pembuatan prototipe 
 Analisa data, eksplorasi  dan 
visualisasi  
 Analisa numerik dan statistik 
 Pengembangan aplikasi teknik 
 
4. IMPLEMENTASI PROGRAM 
Dalam implementasi program untuk 
menyelesaikan permasalahan diatas 
menggunakan pemrograman MATLAB dengan 
algoritma Subtractive Clustering dan teknik k-
NN Classify. Dari sumber data (object) yang 
diperoleh berupa data numeric sebanyak 9289 
baris dan 32 dimensi (matrik 9289x32) yang 
tersimpan pada file X.doc, maka untuk 
mengklasifikasikan data numeric pada 200 
baris dengan 5 dimensi (matrik 200x5) perlu 
dilakukan pemotongan data, namun untuk 
melakukan pemotongan pada pemrograman 
MATLAB perlu perubahan ekstensi file terlebih 
dahulu dari X.doc ke X.dat melalui aplikasi 
Notepad. Untuk cara pemotongan data adalah 
file X.dat di-load dan disimpan dalam sebuah 
variable (yaitu a) dengan perintah 
a=[load(‘X.dat’)];, kemudian dilakukan 
pemotongan data menjadi data sejumlah 
matrik 200x5 yang tersimpan dalam variable 
datainput dengan perintah datainput = 
[a(1:200,2:6)];,   untuk lebih jelasnya dapat 
dilihat pada gambar berikut: 
 
 
 
 
Gambar 2. Pemotongan Data 
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Gambar 3. Hasil Pemotongan Data 
 
Setelah sumber data telah terpotong, data 
yang diperoleh disimpan pada Datainput.dat 
dengan perintah 
save(‘Datainput.dat’,’datainput’,’-ASCII’);. 
kemudian untuk proses clustering pada data 
input dilakukan pemanggilan fungsi findcluster 
sehingga muncul jendela clustering, seperti 
gambar berikut. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4. Pemanggilan Fungsi Findcluster 
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Kemudian lakukan pengoperasian pada 
fungsi ini, dimana pada Methods telah 
disediakan algoritma Subtractive Clustering. 
Untuk mengelompokkan data input sejumlah 
matrik 200x5 (Datainput.dat) dapat diambil dari 
button Load Data, kemudian diberikan nilai 
pada influence range sebesar 0.2, squash 
sebesar 1, accept ratio sebesar 0.2 dan reject 
ratio sebesar 0.1. Untuk mengetahui hasil dari 
clustering dapat diperoleh dari button Start. 
Hasil dari clustering adalah berupa centroid 
yang dapat disimpan melalui button Save 
Center dengan nama Centroid.dat. Sehingga 
pengelompokan data pada data sejumlah 
matrik 200x5 telah diperoleh. 
 
 
Gambar 5. Centroid 
 
Dari centroid yang telah diperoleh, yaitu 6 
cluster, dapat dilakukan klasifikasi untuk data 
test sejumlah matrik 10x5. Data test diperoleh 
dengan pemotongan data dari sumber data 
(variable a) mulai data ke 201 – 210 
berdimensi 5 dengan cara yang sama pada 
pemotongan data sebelumnya, dan tersimpan 
pada variable datatest dengan perintah 
datatest=[a(201:210,2:6)];. 
Dalam mengklasifikasi 10 data tersebut 
dapat digunakan teknik k-Nearest Neightbor 
dengan cara centroid yang telah tersimpan di-
load dengan perintah c=[load('centroid.dat')];,  
 
 
Gambar 6. Data Centroid 
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Kemudian dilakukan pelabelan untuk 6 centroid tersebut dengan perintah group = [1;2;3;4;5;6];  
 
 
Gambar 7. Pelabelan (Group) 
 
Untuk mengklasifikasikan 10 data tersebut 
digunakan perintah class = 
knnclassify(datatest,c,group); sehingga 
diperoleh hasil pengklasifikasian 10 data 
tersebut yang tersimpan pada variable class. 
Hasilnya adalah [2;4;1;1;3;2;2;3;1;3]. Untuk 
lebih jelasnya dapat dilihat pada gambar 
berikut.
 
 
Gambar 8. Klasifikasi Data Test 
 
5. KESIMPULAN 
Dari impelementasi diatas, dapat ditarik 
kesimpulan sebagai berikut: 
1. Proses pengelompokan data (clustering) 
pada data multi dimensi dapat dilakukan 
dengan menggunakan algoritma 
Subtractive Clustering. 
2. Dalam proses pengelompokan data 
(clustering) untuk menentukan pusat 
cluster (centroid), dipengaruhi oleh 
besarnya nilai parameter yang 
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diantaranya influence range, squash, 
accept_ratio dan reject_ratio. 
3. Kelemahan algoritma Subtractive 
Clustering adalah tidak bisa melihat 
anggota setiap dimensi dari clustering 
yang terbentuk secara visual hanya dapat 
melihat pusat cluster (centroid) saja. 
4. Dalam mengklasifikasikan data terdapat 
beberapa teknik yang dapat digunakan, 
salah satunya adalah metode k-Nearest 
Neightbor yang mengklasifikasikan data 
dengan ketetanggaan sebagai nilai 
prediksi dari query instance yang baru. 
5. Kelebihan KNN adalah ketangguhannya 
terhadap training data yang noisy dan 
efektif kalo nilai training datanya besar. 
Kelemahannya adalah KNN perlu 
menentukan nilai dari parameter K 
(jumlah dari tetangga terdekat), 
pembelajaran berdasarkan jarak tidak 
jelas mengenai jenis jarak apa yang harus 
digunakan dan atribut mana yang harus 
digunakan untuk mendapatkan hasil yang 
terbaik, dan biaya komputasi cukup tinggi 
karena diperlukan perhitungan jarak dari 
tiap query instance pada keseluruhan 
training sample. 
6. MATLAB yang merupakan bahasa 
pemrograman tingkat tinggi berbasis pada 
matriks sering digunakan untuk teknik 
komputasi numerik, digunakan untuk 
menyelesaikan masalah-masalah yang 
melibatkan operasi matematika elemen, 
matrik, optimasi, aproksimasi, dan lain-
lain. Serta tersedianya toolbox pada 
MATLAB yang dapat membantu untuk 
mengimplementasikan kedua teknik 
tersebut, yaitu Subtractive Clustering dan 
k-Nearest Neightbor.  
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