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ABSTRAK 
Kajian ini mengunakan data HlNl daripada Hong Kong yang di kumpulkan daripada pesakit 
dari klinik (sektor persendirian dan swasta) di seluruh Hong Kong dengan influenza yang sama. 
Objektif kajian ini adalah untuk menbina model ramalan untuk penyakit HlNl dengan 
mengunakan Multilayer Perceptron. Eperiment ini mengunakan WEKA machine learning 
sebagai. perkakas untuk mencipta nilai parameter untuk data tersebut. General Methodology of 
Design Research (GMDR) and Knowledge Discovery in Databases (KDD) telah digunakan 
sebagai pengukur rujukan dalarn kajian ini. Model ramalan untuk HlNl  mengunakan MLP telah 
dihasilkan dan MLP menunjukkan keputusan prestasi yang baik dengan nilai ketepatan untuk 
penyakit HlNl  adalah 88.57%. 
Kata kunci: HlNl, Multilayer Perceptron, Nilai ketepatan 
ABSRACT 
This research has used the HlNl disease based on the data collected from outpatient clinics 
(private and public sectors) across Hong Kong with influenza like illness. The objective of this 
project is to develop a prediction model of HlNl  disease using Multilayer Perceptron. The 
experiment using WEKA machine learning tool produced the best parameter's values for the 
datasets. The General Methodology of Design Research (GMDR) and Knowledge Discovery in 
Databases (KDD) has been used throughout the study as a guideline. Prediction model for HlN 1 
disease using MLP has been generated and MLP has perfoms the good result where the value of 
accuracy for the HlNl disease is 88.57%. 
Keywords: HINI disease, Multilayer Perceptron, Accuracy's values 
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CHAPTER 1 
INTRODUCTION 
1.1 The Context of the Study 
In the spring of 2009, a newly identified flu virus called influenza A (or HlNl)  
spread rapidly among people (Mabrouk & Marzouk, 2010). Based on the information from 
the Centers for Disease Control and Prevention (CDC), within a week, the virus spread 
worldwide to 30 countries by animal-to-human and human-to-human. According to the 
latest World Health Organization (WHO) statistics, there are more than 18,000 people died 
because of this virus since it was identified on April 2009. HlNl virus has spread to 
enough countries to be considered as a global pandemic. Influenza epidemics can seriously 
affect the health of all ages particularly children younger than 2 years old and adult age 65 
or older. People especially with certain medical conditions such as liver, lung, chronic 
heart, kidney, blood or metabolic diseases or weakened immune systems are at higher risk 
of being contacted with this disease. 
Patients of HlNl disease suffer because this disease is still unknown. Consequently, 
the determination of HlNl or common flu would require the current model such as 
Multilayer Perceptron (MLP) .Our project intents to focus on the MLP model and how this 
model can be used to predict HlN1. 
The contents of 
the thesis is for 
internal user 
only 
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