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This dissertation focuses on developing statistical models to analyze complex data. The motivat-
ing applications in this work include infectious disease screening, engineering, and public health problems.
Chapters 2 and 3 take a frequentist approach to modeling and parameter estimation while Chapters 4 and
5 proceed with Bayesian methods. Maximum likelihood estimation is implemented in a case of missing
data through latent variables (Chapter 2) as well as by embedding a finite element model within the likeli-
hood framework (Chapter 3). Two Markov Chain Monte Carlo (MCMC) algorithms are applied to estimate
parameters and fit regression models using data obtained from a coupled system (Chapter 4) and data depend-
ing on spatial random effects (Chapter 5). In particular, spike and slab prior distributions, Gibbs steps, and
Metropolis-Hastings steps are used to complete estimation. The finite sample performance of our techniques
are investigated using extensive numerical simulation studies that are based on the motivating data sets. The
methods are then applied to data sets on the Heptatits B infection, spring and mass systems, acceleration data
from vehicle-bridge coupled systems, and opioid overdoses in South Carolina.
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Current trends of large and complex data problems have resulted in the need for more complicated
statistical modeling techniques. These data sets may be obtained from coupled systems or may depend on
spatial random effects. Additionally, these problems may have an element of missing data. For example,
in group testing problems, individuals are screened for infectious diseases by pooling two or more of their
specimen (such as blood, saliva, or urine) into a pool and testing the pool. The goal is to identify which indi-
viduals are positive, but this is unknown due to the pooling. In this dissertation, an expectation-maximization
(EM) algorithm is applied to complete parameter estimation in the group testing setting by introducing the
individuals’ true statuses as latent random variables. The approach is an extension of the work proposed by
McMahan et al. [2013] in which the so-called dilution effect is accounted for in the group testing setting.
Another complexity arising in data structures is the dependence of one model on another. For ex-
ample, engineering problems use these coupled systems in which inputs of one system depend on outputs
of another. This dependence structure must be taken into account while developing statistical models for
these problems. This dissertation proposes a new approach to parameter calibration in these coupled systems
problems. In particular, the uncertain parameters are estimated by embedding the coupled systems models
within a likelihood function. These uncertain parameters are values that are needed for the model, but their
exact values are unknown due to a lack of information or natural variability.
An application of coupled systems problems is the study of the health of bridges. Drive-by health
monitoring is a mobile system of sensors from which data are obtained from a vehicle as it travels over a
bridge. The coupling occurs in modeling the bridge and vehicle systems using finite element models. In
this problem, time series of acceleration data are obtained from sensors on the moving vehicle. Using these
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data, the bridge is classified as healthy or damage by implementing a Markov Chain Monte Carlo (MCMC)
sampling algorithm. This is achieved via a spike and slab prior distribution on the severity of the damage
thereby allowing the study of two bridge states: healthy or damaged. A Metropolis-Hastings algorithm is
applied to estimate the location and severity of the damage.
Another venue in which Bayesian methodology can be implemented is spatial modeling, which is
used in this dissertation to model the number of opioid overdoses in South Carolina. These data were obtained
from Emergency Medical Services (EMS) reports in South Carolina in 2015-2018. A Poisson regression
model containing fixed and spatial random effects is fit, and an intrinsic conditional autoregressive (ICAR)
model is specified for the spatial modeling. To fit the model, both Gibbs and Metropolis-Hastings sampling
steps are implemented using an MCMC algorithm. Results from fitting this model provide public health
experts with a focus on areas with high spatial random effects, or hotpost areas, for opioid overdoses. They
can proceed with interventions in these areas depending on location, race more likely to overdose in the area,
and further analysis to determine what is driving the opioid problem in the area.
The remainder of this dissertation is organized as follows. Chapter 2 develops a regression model in
infectious disease screening using group testing while accounting for the dilution effect. In addition, param-
eters of infection distributions are estimated with no apriori knowledge of cases and controls. In Chapter 3, a
novel approach to parameter calibration of coupled systems problems is developed by embedding a finite ele-
ment model within a likelihood framework. Chapter 4 develops a Bayesian approach to classifying bridges as
healthy or damaged and estimating the location and severity of damage to bridges. This is accomplished via
an MCMC algorithm with the use of spike and slab prior distributions, Gibbs steps, and Metropolis-Hastings
steps. In Chapter 5, an MCMC algorithm consisting of Gibbs and Metropolis-Hastings steps is implemented
to fit a Bayesian spatial regression model to opioid overdoses in South Carolina. Chapter 6 concludes with a
discussion of this dissertation.
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Chapter 2
Incorporating the dilution effect in
group testing regression
2.1 Introduction
Proposed by Dorfman [1943], group testing (pooled testing) involves assaying pools which are
formed by combining biological specimens (e.g., blood, urine, saliva, etc.) collected from different individ-
uals. This process is aimed at reducing the cost associated with completing two separate yet complementary
tasks, namely, screening and surveillance. The former involves identifying the disease status of all partici-
pating individuals while the latter involves estimating the disease characteristics of a population. Completing
both of these tasks usually begins by assaying initially formed (master) pools. Then, based on the testing
outcomes observed from these pools, one can estimate the population prevalence [Liu et al., 2012, Huang
et al., 2017] or initiate a case identification procedure to classify each individual as positive or negative [Kim
et al., 2007, Westreich et al., 2008]. Because of its cost savings potential, group testing has been applied ex-
tensively for the purposes of screening and surveillance in human populations; this includes applications with
HIV [Krajden et al., 2014], HBV/HCV [Dinesha et al., 2018, Novack et al., 2007], chlamydia and gonorrhea
[Tebbs et al., 2013], influenza [Van et al., 2012], and Zika virus [Saá et al., 2018]. Pooling specimens via
group testing arises more generally in other areas, including animal disease studies [Laurin et al., 2019], envi-
ronmental monitoring [Heffernan et al., 2014], entomology [Speybroeck et al., 2012], and genetics [Futschik
and Schlötterer, 2010].
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In recent years, estimation research in group testing has moved towards developing regression meth-
ods which model the probability of disease conditional on individually measured covariates. This research
includes the seminal parametric approaches proposed by Farrington [1992], Vansteelandt et al. [2000], and
Xie [2001], and, more recently, semiparametric [Wang et al., 2013a, Delaigle et al., 2014] and nonparametric
[Delaigle and Meister, 2011, Delaigle and Hall, 2012, Wang et al., 2013b] alternatives. A limitation of most of
these methods is that they do not account for the dilution effect, which is common in group testing−especially
when larger pool sizes are used. To understand what the dilution effect is, one must consider how a diag-
nosis is rendered. Typically, an assay will identify a specimen (individual or pooled) as positive or negative
based on the measured concentration level of a continuous biomarker (e.g., antibody level, antigen concen-
tration, etc.). This binary response is derived based on whether the concentration level exceeds a diagnostic
threshold, with elevated levels typically corresponding to positive individuals. Intuitively, pooling multiple
negative specimens with a single positive one can result in the biomarker concentration level of the pooled
sample being below the diagnostic threshold; i.e., a positive specimen is diluted by the negative ones. In fact,
some practitioners may choose not to use group testing for fear of this happening, especially when the cost
of a false-negative classification is large.
If left unaccounted for, the dilution effect can also have a deleterious impact on regression esti-
mation and the resulting inference from analyzing grouped data; e.g., covariate effects can be misjudged
and estimates of the subject-specific probability of disease can be severely underestimated. In this light, a
smaller collection of regression methods has been developed which incorporate the dilution effect into the
modeling procedure. The seminal work in this area was McMahan et al. [2013], who incorporated dilution
within a generalized linear model (GLM) framework by using the results from master pools only. Offering
a more flexible approach, Delaigle and Hall [2015] proposed a nonparametric analogue of this work, while
Wang et al. [2015] generalized the approach in McMahan et al. [2013] to include testing responses from any
case identification procedure in group testing. In each of these articles, the authors assumed the underlying
biomarker distributions for cases and controls were known or could be estimated by using a separate training
data set. Taking a different approach, Warasi et al. [2017] incorporated dilution not by acknowledging the
underlying biomarker distributions, but by eliciting a parametric submodel to describe its effect.
A common feature of the regression approaches in the last paragraph is that the resulting methods
rely exclusively on the dichotomized (binary) responses, that is, whether specimens are categorized as posi-
tive or negative. Because it is widely accepted that dichotomizing a continuous measurement generally leads
to a loss in information, it is natural to wonder whether improvements are possible. In this article, we develop
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a new regression framework that can be used to analyze group testing data while accounting for the dilution
effect. Unlike previous proposals for regression, this work assumes the outcomes measured on the pools (i.e.,
the biomarker concentration levels) are continuous. We are able to estimate both a regression function de-
scribing the subject-specific probability of disease as well as the distributions of the biomarker concentration
levels for positive and negative individuals. Therefore, we circumvent the restrictive requirement that these
distributions are known a priori, and we do not need additional training data to estimate them. Exploiting the
missing data principle, we develop a computationally efficient expectation-maximization (EM) algorithm that
can estimate the proposed model. We then demonstrate how pool-specific thresholds can be determined from
the estimated biomarker distributions, which increase classification accuracy when compared to thresholds
previously proposed in the group testing literature.
The remainder of this article is organized as follows. In Section 2, we develop our new regres-
sion methodology for group testing data. This includes deriving the observed data likelihood, outlining the
proposed EM algorithm and standard error calculations, and illustrating how pool-specific thresholds can be
identified. In Section 3, we use simulation to assess the performance of both the proposed estimation and case
identification aspects of our work. In Section 4, we apply our methods to a hepatitis B virus (HBV) data set
on Irish prisoners. In Section 5, we conclude with a summary discussion. Additional details and simulation
results are provided in the Supporting Information.
2.2 Methodology
2.2.1 Notation and assumptions
Suppose N individuals are to be tested for a disease (e.g., HIV, influenza, etc.) using group testing
and that each individual is assigned to exactly one of J ≤ N master pools, where cj is the size of the jth
pool. Let Ỹij denote the binary indicator of the true disease status of the ith individual in the jth pool, for
i = 1, . . . , cj and j = 1, . . . , J . That is, Ỹij = 1 if the ith individual in the jth pool is truly positive and
Ỹij = 0 otherwise. In this article, we assume
P (Ỹij = 1|xij ,β) = H(x′ijβ),
for i = 1, . . . , cj and j = 1, . . . , J , where H : R → (0, 1) is the inverse of a binary link function (e.g.,
inverse logit, etc.), xij = (1, xij1, ..., xijr)′ ∈ Rr+1 is a vector of covariates for the ith individual in the jth
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pool, and β = (β0, β1, ..., βr)′ is a vector of regression coefficients. Note that individual testing arises as a
special case; i.e., when J = N so that cj = 1 for all j. Otherwise, because individual specimens are pooled,
the true disease statuses Ỹij are best regarded as latent. We assume throughout the Ỹij’s are conditionally
independent given the covariates.
To capture the dilution effect, we relate the individuals’ binary statuses to a continuous biomarker
concentration level (e.g., antibody level, antigen concentration, etc.). Let ζ̃ij denote the biomarker concentra-
tion level of the ith individual in the jth pool. For modeling purposes, we assume ζ̃ij , given the individual’s
true disease status, arises from one of two underlying distributions. In particular, let fζ̃+(t|θ1) and fζ̃−(t|θ0)
denote the probability density functions of the biomarker concentration levels of positive and negative indi-
viduals, respectively, where θ1 and θ0 are parameter vectors. Thus, conditionally we have
ζ̃ij |Ỹij = 1 ∼ fζ̃+(t|θ1)
ζ̃ij |Ỹij = 0 ∼ fζ̃−(t|θ0).
Common biomarker distribution families are discussed in Section 2.4. Recall that if fζ̃+(t|θ1) and fζ̃−(t|θ0)
were known a priori (or estimated using training data), one could use the approach in McMahan et al. [2013]
to estimate the primary regression model P (Ỹij = 1|xij ,β) = H(x′ijβ). However, by making use of
the continuous biomarker concentration levels, we are able to estimate the primary regression model and




′ and δ = (θ′,β′)′, the methods in this article are designed to estimate δ. Our methods
will work best when the biomarker distributions fζ̃+(t|θ1) and fζ̃−(t|θ0) reasonably discriminate between
positive and negative individuals; otherwise, severe reductions in diagnostic accuracy could result due to
dilution. Fortunately, this level of discrimination is often achieved in realistic scenarios when the biomarker
is indicative of disease; see Section 4.
When implementing group testing, the ζ̃ij’s, like the Ỹij’s, are best regarded as latent random vari-
ables, and the observed responses consist of biomarker concentration levels measured on the pools. Following
Vexler et al. [2008], Malinovsky et al. [2012], and many other articles in the pooling literature, we assume
ζ̃pj , the biomarker concentration level of the jth pool, is the arithmetic average of the individual concentra-
tion levels; i.e., ζ̃pj = cj
−1∑cj
i=1 ζ̃ij , for j = 1, ..., J . This assumption is often viewed as reasonable if the
pooled specimen is formed by amalgamating equal volume aliquots. Under this assumption, the probability
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where fk,j(t|θ) is the probability density function of the biomarker concentration level of a pool of size cj
with k positive individuals and τk,j(β) = P (
∑cj
i=1 Ỹij = k|β) is the probability that k positive individuals












(t|θ0), “∗” denotes the usual convolution operator, and fm∗ is the
m-fold convolution of f with itself. Because
∑cj
i=1 Ỹij is the sum of cj (conditionally) independent but non-
identically distributed Bernoulli random variables, the probability τk,j(β) above can be computed using the
techniques described in Wang [1993].
2.2.2 Estimation
We develop a general methodology to estimate the primary regression model P (Ỹij = 1|xij ,β) =
H(x′ijβ) and the biomarker distributions fζ̃+(t|θ1) and fζ̃−(t|θ0) simultaneously. Unlike previous attempts
which incorporate dilution into group testing regression, the observed data from our approach consist of (a)
biomarker concentration levels of the pools and (b) individually measured covariates. The observed data














where D = {(ζ̃pj ,x1j , ...,xcjj), j = 1, ..., J} aggregates the observed data. Maximizing L(δ|D) directly
is difficult, especially when larger pool sizes cj are used and/or when a large number of master pools is





likelihood estimator (MLE) of δ. This is accomplished by casting the problem as a missing data problem,
where we view each Ỹij as latent. This leads to the following complete data likelihood














i=1 Ỹij and Ỹ aggregates all of the latent individual disease statuses. Because L(δ|D) =∑
Ỹ ∈[0,1]N L(δ|D, Ỹ ), where [0, 1]
N is the collection of all possible 2N values of Ỹ , the targets of inference
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under (2.1) and (2.2) are the same, with the latter being a function of observed and unobserved data. To
maximize (2.2), the proposed EM algorithm iterates between an expectation (E) step and a maximization (M)
step, which we now describe.
In the E-step, we identify the Q(·, ·) function as the conditional expected value of the logarithm of
(2.2) given the current parameter values and the observed data; i.e.,























)′ denotes the current value of δ. An enticing feature of our
proposed algorithm is that all conditional expectations exist in closed form. From (2.2), it follows that
































These formulas are derived in Appendix A.1. The M-step of the algorithm then updates the parameter values
by maximizing Q(δ, δ(d)) with respect to δ; i.e., we identify
δ(d+1) = arg max
δ
Q(δ, δ(d)).
Because Q(δ, δ(d)) = h(θ) + g(β), we can focus on two simpler maximization subproblems. In particular,
we obtain θ(d) as the maximizer of h(·) and β(d) as the maximizer of g(·). Although analytical solutions do
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not exist for these subproblems, they can be solved by using standard numerical techniques. In fact, one will
note the former subproblem is equivalent to fitting a finite-mixture model with known mixing proportions,





)′ is obtained by alternating between the E and M steps until convergence.
A technical remark is in order. Likelihood functions arising from mixture models, such as (2.1), are
known to pose numerous practical and theoretical challenges [Redner and Walker, 1984]. For example, model
dependent constraints are imposed to avoid identifiability issues that arise due to label switching [Grün and
Leisch, 2009]; for examples of such constraints, see Section 2.4. It is also important to consider conditions
under which one can reliably maximize the likelihood (via the EM algorithm or otherwise) to obtain consistent
estimators of the biomarker distribution parameters. With this in mind, we recognize that a special case of
our proposed model (i.e., when cj = 1, for all j) is a mixture of experts (ME) model [Jacobs et al., 1991].
Aside from special cases that reduce to standard mixture models, much less is known about the existence
of consistent estimators of parameters in ME models. In the simplest setting, Yakowitz and Spragins [1968]
prove generic identifiability for both Gaussian and gamma mixtures. Generalizing this work, Jiang and
Tanner [2000] establish the asymptotic properties of estimators associated with hierarchical ME models with
generalized linear mean functions. To the best of our knowledge, no work has completely characterized the
conditions for the existence of consistent estimators in ME models. In fact, Fruhwirth-Schnatter et al. [2019]
suggest, “the only way to investigate if the chosen mixture model suffers from identifiability problems is to
analyze the results obtained from fitting [mixture of experts] models to the data carefully.”
In spite of these technical challenges, which are only amplified in the presence of pooling, our results
in Section 3 demonstrate strong recovery of the unknown parameters in a variety of scenarios, suggesting our
approach leads to estimators which are satisfactory. For statistical inference, we followed McLachlan and
Peel [2004] and approximated standard errors by using the inverse of the Fisher information matrix, the
inverse of the outer product of gradients matrix, and the sandwich estimator. Our simulation study in Section




















performed best at estimating the true covariance matrix var(δ̂).
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2.2.3 Case identification
After the EM algorithm in Section 2.2 is used to estimate δ, the next objective of our proposed
framework is to increase classification accuracy through identifying pool-specific diagnostic thresholds. The
first step in this process involves computing the pool-specific sensitivity and specificity. For a given threshold
t, the sensitivity for the jth pool, which is denoted by S(j)e (t), is the conditional probability a pool is classified
as positive given that it contains at least one positive individual. The specificity, denoted by S(j)p (t), is the
conditional probability a pool is classified as negative given that it contains no positive individuals. Following











is the conditional probability the jth pool consists of k positive individuals, given that it contains at least one,
and Se(cj , k, t) is the conditional probability a pool of size cj tests positively, given that it contains k positive
individuals. If exceeding the threshold t leads to a positive diagnosis, then Se(cj , k, t) can be computed as
































(t|θ) = f cj∗
ζ̃−
(t|θ0). To identify an “optimal” diagnostic threshold, say tj , we use
tj = arg max
t
{S(j)p (t) + Se(cj , 1, t)− 1}.
This threshold was proposed by Wang et al. [2018], who considered the role biomarker distributions poten-
tially have in the case identification problem in group testing. However, like previous regression attempts
which incorporate dilution, these authors were required to assume fζ̃+(t|θ1) and fζ̃−(t|θ0) are known.
One will note that calculating tj is similar to that of calculating Youden’s index [Youden, 1950] with
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individual testing. However, by making use of Se(cj , 1, t), the pool sensitivity when there is one positive in-
dividual in the pool, the threshold tj strikes a balance between the cost of testing and promoting the detection
of positive individuals; for further discussion, see Wang et al. [2018]. Once a pool-specific threshold tj is
identified, a master pool can be classified as positive or negative depending on whether its biomarker concen-
tration level exceeds or fails to exceed the threshold, respectively. Of course, because tj is a function of the
true biomarker distributions fζ̃+(t|θ1) and fζ̃−(t|θ0), it cannot be calculated directly when these distribu-
tions are unknown. However, it can be estimated by replacing θ = (θ′1,θ
′
0)






byproduct of our new regression framework.
2.2.4 Biomarker distributions and a goodness-of-fit testing procedure
We implement our methods using two distribution families commonly used in the biomarker pooling
literature; see, e.g., Faraggi et al. [2003], Mumford et al. [2006], and McMahan et al. [2016]. In particular, we
consider those situations when individual biomarker concentration levels follow (a) Gaussian and (b) gamma
distributions. The Gaussian model assumes ζ̃ij |Ỹij = y ∼ N(µy, σ2y) for y ∈ {1, 0}, while the gamma model
assumes ζ̃ij |Ỹij = y ∼ gamma(αy, φy). Therefore, by including the parameter β from the primary regres-




and δ = (α1, φ1, α0, φ0,β′)′, respectively. To avoid label switching [Grün and Leisch, 2009], we assume
the conditional mean of the biomarker concentration levels for positive individuals (cases) is greater than
the conditional mean for negative individuals (controls); i.e., we require µ1 > µ0 in the Gaussian model
and α1/φ1 > α0/φ0 in the gamma. These constraints are appropriate when large concentration levels are
indicative of disease.
For the Gaussian model, standard results on convolution show fk,j(t|θ) = fk,j(t|µ1, σ21 , µ0, σ20) is
a N(µk,j , σ2k,j) probability density function, where µk,j = {kµ1 + (cj − k)µ0}/cj and σ2k,j = {kσ21 + (cj −
k)σ20}/c2j , for k = 0, 1, ...., cj and j = 1, ..., J . Under the gamma model, we show in Appendix A.2 that





M{(φ1∗ − φ0∗)t}tα1∗+α0∗−1 exp(−tφ0∗),
where M(·) is the confluent hypergeometric function of the first kind [Moschopoulos, 1985], α1∗ = kα1,
α0∗ = (cj − k)α0, φ1∗ = cjφ1, and φ0∗ = cjφ0, for k = 0, 1, ...., cj and j = 1, ..., J .
Although the Guassian and gamma models are common choices in the biomarker pooling literature
(for being closed under addition and averaging), there are no existing tools to assess their goodness-of-fit
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when used with group testing data. Motivated by a comment from an anonymous reviewer, we have developed
a Kolmogorov-Smirnov (KS) type test [Massey Jr, 1951] which can be used within our regression framework.
In general, a KS test is used to compare a random sample with a reference probability distribution. When the
reference distribution itself must be estimated, it is well known that Monte Carlo techniques, such as those
used in Lilleifors test [Lilliefors, 1967], can be utilized to obtain valid p-values. We now adapt this approach
to fit our framework.
Our goodness-of-fit testing procedure is developed for common-sized pools (i.e., cj = c for all j)






where δ∗ = (θ′,β′∗)
′, β∗ = (1,0
′
r)
′, and 0r is an r-dimensional zero vector. This yields an estimated
distribution of the pooled biomarker concentration levels, which we denote by fζ̃pj
(t|δ̂∗). Our KS test statistic
TKS is then formed by comparing the observed pooled biomarker concentration levels {ζ̃pj , j = 1, ..., J} to
fζ̃pj
(t|δ̂∗). Note that this test can be performed using the ks.test function in the R package stats. To
compute a p-value for the test which uses TKS , we implement the following simulation-based approach:
(1) Generate ζ̃(m)pj




∗ ) by fitting (2.3) to ζ̃
(m)
p1 , ..., ζ̃
(m)
pJ via the EM algorithm in Section 2.2.









Steps (1)-(3) are repeated a large number of times, say M . Upon completion, the p-value for the KS test is
approximated by calculating the proportion of times T (m)KS is at least as large as TKS .
2.3 Simulation Evidence
2.3.1 Simulation description
We performed a comprehensive simulation study to assess the performance of our regression and
case identification methods. To generate the individual disease statuses Ỹij , we considered the following
population-level models:
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M1. logit{P (Ỹij = 1|xij1)} = β0 + β1xij1;β = (β0, β1)′ = (−3, 2)′
M2. logit{P (Ỹij = 1|xij1)} = β0 + β1xij1 + β2x2ij1;β = (β0, β1, β2)′ = (−3, 1, 0.5)′
M3. logit{P (Ỹij = 1|xij1, xij2)} = β0 + β1xij1 + β2xij2;β = (β0, β1, β2)′ = (−5, 2, 1)′,
where xij1 ∼ N(0, 1) and xij2 ∼ Bernoulli(0.5). These specifications provide an overall disease prevalence
of 14%, 12%, and 5% under M1, M2, and M3, respectively; the prevalence specified by model M3 is similar
to that of our data application in Section 4. Under each model, we generated statuses for individuals and ran-
domly assigned each individual to master pools of common size c. We considered pool sizes c ∈ {1, 2, 4, 6}
and took the total number of individuals to be N ∈ {600, 1200, 1800}. Note that c = 1 corresponds to
individual testing and serves as a baseline to which the pooled estimates can be compared.
To generate the biomarker concentration levels, we considered four separate models:
D1. ζ̃ij |Ỹij = y ∼ N(µy, σ2y); δ = (3, 0.2, 0.1, 0.05,β
′)′
D2. ζ̃ij |Ỹij = y ∼ gamma(αy, φy); δ = (45, 15, 0.2, 2,β′)′
D3. ζ̃ij |Ỹij = y ∼ N(µy, σ2y); δ = (2, 0.7, 0.1, 0.05,β
′)′
D4. ζ̃ij |Ỹij = y ∼ gamma(αy, φy); δ = (1.6, 0.4, 0.2, 2,β′)′,
where y ∈ {1, 0}. Models D1 and D2 were chosen to mimic the distributional features of our motivating data
(see Section 4) and provide nearly perfect discrimination between positive and negative individuals. Models
D3 and D4 were selected to provide less perfect discrimination. That is, setting the diagnostic threshold based
on Youden’s index for model D3 (D4) provides a sensitivity of 0.95 (0.95) and a specificity of 0.99 (0.95).
Based on these individual level models, the biomarker concentration levels of the pools were subsequently
determined as ζ̃pj = c
−1∑c
i=1 ζ̃ij , for j = 1, ..., N/c.
For each regression model (M1, M2, and M3) and biomarker model (D1, D2, D3, and D4) combi-
nation, we simulated B = 1000 data sets under each (N, c) configuration. Therefore, this study consisted
of simulating 144000 data sets in total, each of which was analyzed using the proposed methodology. We
found that biomarker models D1 and D3 were relatively robust to the choice of parameter initialization,
while models D2 and D4 were slightly more sensitive. Accordingly, under D1 and D3, we initialized the
EM algorithm at δ(0) = (1, 1, 0, 1,0′r+1)
′, where 0r+1 is an (r + 1)-dimensional zero vector (r = 1 in
M1 and r = 2 in M2 and M3). Under D2 and D4, we initialized the EM algorithm at two different points,
δ(0) = (35, 10, 1, 1,0′r+1)
′ and δ(0) = (1, 1, 0.01, 1,0′r+1)
′. This yielded two potential point estimates; we
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retained the one that produced the larger likelihood value. In all cases, convergence of the EM algorithm was
declared when the maximum absolute difference between two successive updates was less than 10−6. Stan-
dard errors were estimated using the inverse of the outer product gradients matrix, as described in Section
2.2.
[Table 1 about here.]
2.3.2 Estimation results
Table 1 summarizes small-sample performance of the maximum likelihood estimates of β in regres-
sion model M1 for biomarker models D1 and D2. The same tables for the remaining regression/biomarker
model combinations are shown in Appendix A.3. At each (N, c) configuration, we calculated the sample
bias and the sample standard deviation (SD) of the 1000 estimates, the averaged standard error (SE) across
the 1000 data sets, and the empirical coverage probabilities associated with nominal large-sample 95% Wald
confidence intervals (CP95). Agreement between SD and SE suggests the large-sample covariance matrix
var(δ̂) is being estimated correctly. Furthermore, with 1000 data sets, the margin of error associated with the
empirical coverage probabilities, assuming a 99% confidence level, is approximately 1.8%. Therefore, values
of CP95 between 93.2% and 96.8% are not inconsistent with the nominal level.
From examining Table 6.1 and the additional tables in the Appendix, one notes that our approach
can estimate the regression parameters accurately, especially when the number of individualsN is large (e.g.,
N = 1800) and/or the pool size c is small. The worst results for bias arise when onlyN = 600 individuals are
tested in pools of size c = 6, which is not surprising as the observed responses in this case consist of only 100
pooled biomarker concentrations. However, even in this worst case, the bias in the regression estimates is not
statistically different from zero; i.e., when one accounts for the relatively larger values of SD/SE. In general,
under both the Gaussian and gamma biomarker assumptions, bias decreases as the number of individuals N
increases for all pool sizes, the values of SD and SE are in general agreement, and, with few exceptions,
the estimated coverage probabilities (CP95) are all on target. When comparing individual testing (c = 1) to
pools of size c = 2 with a fixed number of individuals, N , one notes in Table 1 that little is lost in the way
of estimation efficiency, yet testing costs are reduced by one-half. Moreover, for a fixed number of tests, J ,
efficiency is gained by pooling. For example, in Table 1 when one considers N/c = J = 600 assessments,
there is an approximate 20% reduction in the standard error estimates obtained by using pools of size 2 with
N = 1200 individuals when compared to testing N = 600 individuals one-by-one.
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[Figure 1 about here.]
Switching gears to the biomarker distributions, Figure 1 summarizes the maximum likelihood es-
timates of θ in regression model M1 for biomarker models D1 and D2; the same figures for the remaining
regression/biomarker model combinations are shown in Appendix A.3. All simulation configurations are de-
picted in Figure 1, including the number of individualsN ∈ {600, 1200, 1800} and pool sizes c ∈ {1, 2, 4, 6},
shown in each subfigure. True densities are shown using a solid curve, while different dashed line versions
representing the estimated densities for different pool sizes (averaged across B = 1000 data sets for each c).
The results in Figure 1 and in the Appendix demonstrate that estimating the biomarker distribution depends
predominantly on the total sample size N and less on the pool size c, except when N is small. In this in-
stance, there are minor discrepancies in the positive distribution estimates for different pool sizes, but all are
generally on target. On the other hand, those distributions associated with negative individuals are estimated
with nearly perfect accuracy and precision for all values of N and c. This is also not surprising because
the population prevalence is low in all models; i.e., a majority of the individuals are truly negative, so more
information is available to estimate these distributions.
Finally, we performed an additional simulation study (using regression model M3 for biomarker
models D1 and D2) to assess the operating characteristics of the KS goodness-of-fit test in Section 2.4. We
chose model M3 for this sub-study because the population level prevalence is smallest under this model and
would therefore present the most challenges for estimation and testing. Even in this most challenging case,
the results in Appendix A.3 show that our proposed KS test maintains the correct size for each group size
c ∈ {1, 2, 4, 6} under both biomarker models.
2.3.3 Case identification results
After master pools have been tested, practitioners interested in case identification are left to resolve
those pools which tested positively; i.e., to determine which individual(s) is (are) positive. The first step of
this process is selecting a diagnostic threshold for the master pools. From our simulation study, we assess the
proposed threshold for group testing tj in Section 2.3 and compare this threshold to a threshold for individual
testing t0 and a pool adjusted threshold; i.e., t0/cj . Tu et al. [1994] and Currie et al. [2004] suggested that
individual testing thresholds could also be used in group testing for small pool sizes. The adjusted threshold
t0/cj was proposed in Vansteelandt et al. [2005] and has been adopted by others in pooling feasibility studies
found in the disease-testing literature. Wang et al. [2018] provided a comparison of these three thresholds
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(t0, t0/cj , and tj) when the underlying biomarker distributions were known. We do the same here but by
using the estimated distributions from our regression methods in Section 2.2. Based on our definition of tj
for group testing and therefore to provide a fair comparison, we selected t0 to maximize Youden’s index
[Youden, 1950] for individual testing.
[Table 2 about here.]
Table 2 summarizes the performance of the three thresholding strategies across all simulation con-
figurations in regression model M1 for biomarker models D1 and D2. The same tables for the remaining
regression/biomarker model combinations are shown in Appendix A.3. Based on the B = 1000 simulated
data sets for each configuration, Table 2 shows the proportion of times master pools were correctly classified
(i.e., true negatives and true positives) and incorrectly classified (i.e., false negatives and false positives) when
using t0, t0/c, and tj , calculated from the estimated biomarker distributions. Choosing the individual thresh-
old t0 generally produces a larger proportion of false negative master pools, especially when the pool size is
larger or when the underlying biomarker distribution is skewed. On the other hand, the adjusted individual
threshold t0/c can drastically increase the proportion of false positive master pools; in turn, this increases
testing costs from having to resolve improperly diagnosed pools. Overall, from Table 2 and the additional
tables in the Appendix, the thresholding strategy in Wang et al. [2018] (i.e., tj) strikes the best balance re-
gardless of the pool size or the shape of the underlying biomarker distribution. The proportion of correct
classifications is consistently near unity, even when this threshold is calculated from the estimated biomarker
distributions.
2.4 Irish hepatitis B data
We illustrate the methods in this article using data collected on a prison population in Ireland. These
data include the hepatitis B virus (HBV) status of 1193 prisoners, continuous optical density (OD) readings
from a Murex ICE enzyme immunoassay (on oral fluid samples), and covariate information collected on each
prisoner via voluntary questionnaire. As part of the study, 39 prisoners self identified as HBV positive and
were not tested. In addition, 56 prisoners did not provide complete covariate information pertinent to our
analysis. After removing these individuals, we are left with N = 1098 distinct prisoners in the data set
of whom 60 were HBV positive. Complete details on the Irish study are given in Allwright et al. [2000]
These data are ideal for our purposes because continuous biomarker concentration levels (OD readings) are
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available for each individual prisoner. Therefore, we apply the methods in this article using master pools we
construct ourselves from the original data. This emulates the approach taken in McMahan et al. [2013] and
Delaigle and Hall [2015], who also used these data for illustration purposes.
Our goal is to estimate the first-order logistic regression model
logit{P (Ỹij = 1|xij)} = β0 + β1xij , (2.4)
where Ỹij and xij denote the HBV disease status and the age of the ith individual in the jth pool, respectively.
Because an individual’s true disease status is not known, we used the diagnosed status available in the data
set as a surrogate for illustration. To estimate (2.4), we created B = 1000 group testing data sets for each
pool size c ∈ {2, 3, 4, 5, 6}. Data sets were constructed by assigning individual prisoners to master pools
at random, and remainder pools were used when N/c = 1098/c was not an integer. The OD reading for
a pooled specimen was then determined as the average of the OD readings for individuals in the pool; i.e.,
ODpj = c
−1∑c
i=1 ODij . Note that we use “OD” notation to replace the ζ̃ notation in Sections 2 and 3. For
comparison, we also estimated (2.4) using the individual testing data in Allwright et al. [2000]; i.e., by using
“pools” of size c = 1. All 5001 data sets (5000 group testing data sets and 1 individual testing data set) were
analyzed using the methodology in Section 2.2.
Based on the empirical data shown in Appendix A.4, we assume OD readings are well described by
gamma distributions. To test this assumption, we applied our KS test in Section 2.4 to the individual data and
to each group testing data set we created. Implementing the EM algorithm and calculating standard errors
were completed in the same fashion as described in Section 2.2. Based on the parameter estimates, we then
computed the pool-specific thresholds in Section 2.3 and classified each pool as positive or negative. Because
the available data have the confirmed HBV status for each individual, we are able to assess classification
accuracy; i.e., we can estimate the true negative (TN), true positive (TP), false negative (FN), and false
positive (FN) rates when using our “optimal” diagnostic threshold tj . We also classify the pools using the
individual level threshold (t0) and the pool size adjusted threshold (t0/c), where t0 was determined using the
approach in McMahan et al. [2016].
[Table 3 about here.]
Table 3 summarizes the results of our analysis when estimating the primary regression model in (2.4)
for each pool size. For pool sizes c > 1, we provide the average parameter estimates (over B = 1000 data
sets) and the averaged estimated standard error. Individual testing results; i.e., when c = 1, are also shown
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for comparison purposes. For each group size, including for individual testing, the KS test output in Table
3 provides little to no evidence that the gamma distributions for OD readings are misspecified. In addition,
there are only minor differences in the estimates among the five pool sizes we considered, with the largest
differences occurring for the intercept parameter. In addition, the averaged estimates for the pooled data are
in general agreement with those from analyzing the individual data. In terms of variability, there is a loss in
efficiency due to pooling, but this loss appears to be small across the pool sizes. Of course, this is expected
because the amount of information available decreases with pool size; e.g., when c = 1 we have 1098 OD
readings to analyze but only 549 when c = 2. In Appendix A.4, we display estimates of the OD reading
distributions for HBV-positive and HBV-negative individuals; these estimates are averaged over B = 1000
data sets for each pool size c > 1. Again, the estimated biomarker distributions calculated from using group
testing (c > 1) are similar to those estimated from the individual level data (c = 1).
[Table 4 about here.]
Finally, Table 4 summarizes the classification accuracy rates for the pool-specific thresholds in Sec-
tion 2.3, which are estimated by fitting the primary regression model in (2.4) under gamma biomarker assump-
tions. This analysis illustrates the importance of carefully evaluating diagnostic thresholds. For example, in
this application, the pool size adjusted threshold (t0/c) performed horribly, resulting in a false positive rate
that exceeds 0.75, for all c > 2. On the other hand, the other two thresholding strategies performed much
better in terms of classification accuracy. Using the individual level threshold t0 typically resulted in more
false negatives while the strategy in Wang et al. [2018] led to more false positives.
2.5 Discussion
We have developed a new regression approach that acknowledges the dilution effect in group test-
ing. For the first time, continuous measurements observed from assaying pooled biospecimens are used to fit
group testing regression models. Based on these measurements, our modeling strategy estimates a regression
function describing the covariate-dependent probability of disease for each individual as well as the distri-
butions of the biomarker levels for positive and negative individuals. Using these estimates, we demonstrate
how to identify pool-specific diagnostic thresholds which can be used for case identification. To estimate the
primary regression model and biomarker distributions, an EM algorithm is developed by introducing the in-
dividuals’ disease statuses as latent data. Our estimation and case identification methodologies are evaluated
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through numerical studies and are further illustrated using HBV data on Irish prisoners.
Several modeling extensions could be of interest. For example, although Gaussian and gamma
biomarker assumptions are reasonable in some applications, one could allow for a more flexible specification
of these distributions, say, from a semiparametric or nonparametric perspective. This work could be also
generalized to incorporate retest information from positive pools, as discussed in Wang et al. [2015]. Finally,
a recent trend in infectious disease group testing is to use multiplex assays [Hou et al., 2017], that is, assays
that test for multiple diseases simultaneously (e.g., HIV/HBV/HCV, etc.). Extending the methods in this
article to incorporate continuous measurements from multiplex assays would allow one to estimate joint




Statistical implementation of coupled
systems models for calibration of
uncertain parameters
3.1 Introduction
Coupled systems constitute two or more systems that interact dynamically, with each system having
its own physical or computational components [Felippa et al., 2001]. In coupled systems problems, infor-
mation is moved from one system to the other with the purpose of solving for the shared input and output
values. Specifically, coupled systems in which information is shared in both directions are known as strongly
coupled systems. Figure 6.2 provides a graphical representation of a strongly coupled system. The focus
of our proposed work is on calibration in strongly coupled systems models with respect to uncertainties in
model parameters.
[Figure 2 about here.]
In solving coupled systems problems, two major numerical schemes are often employed. The first is
a monolithic approach in which one numerical scheme is applied on the whole system. Additionally, all state
variables are known at a given calculation. The second is a partitioned analysis approach which involves the
coupling of independently developed models by exchanging the inputs that are dependent on the outputs of
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the other model in an iterative manner [Stevens and Atamturktur, 2017]. The partitioned analysis approach
provides many advantages as compared to monolithic approaches. These benefits include the use of the
most appropriate numerical schemes or mathematical models on each subdomain and the ability to isolate
domains which require special techniques in their analysis [Navon and Cai, 1993]. Given these benefits,
partitioned analysis approaches are being frequently used in various applications including aeroelastic [Farhat
and Lesoinne, 2000, Piperno and Farhat, 2001], soil and structure interaction [Jahromi et al., 2009], and fluid-
structure interaction problems [Vierendeels et al., 2007, van Zuijlen et al., 2007, Degroote et al., 2009, Storti
et al., 2009].
Once predictive models are developed to analyze the coupled systems, the need for model valida-
tion, or the confirmation that the model agrees with the physical world, arises. One factor studied in model
validation is imprecise model parameters caused by natural variability or a lack of knowledge [Farajpour and
Atamturktur, 2012a]. That is, these uncertain parameters are needed for the model but their exact values are
unknown. This uncertainty is often addressed through parameter calibration, an iterative process in which
uncertain parameters are tuned (calibrated) so that the differences between the experiment results and predic-
tion of the model are decreased [Farajpour and Atamturktur, 2012a]. Hence, observations are used to learn
the values of the unknown inputs of a computer model [Kennedy and O’Hagan, 2001]. Due to the interde-
pendence of the models in coupled systems, the effects of the uncertain parameters are often amplified as
uncertainties propagate between the systems throughout the iterations, affecting the predictive abilities of the
coupled models [Stevens et al., 2016]. By using separate-effect analysis of coupled systems, the uncertainties
in each model can be studied separately to improve the accuracy of the coupled models.
Several methods have been considered for the calibration of uncertain model parameters. For exam-
ple, Bayesian frameworks are commonly used calibration techniques [Chen and Wang, 2010, Haukaas and
Gardoni, 2011, Bayarri et al., 2007]. Kennedy and O’Hagan [2001] first proposed a Bayesian model that uses
a Gaussian process to explicitly account for all sources of uncertainty in parameter calibration and computer
models. Although the methodology of the work was not fully Bayesian, the framework was extended by
Higdon et al. [2008] to a fully Bayesian approach for parameter calibration in high-dimensional problems.
Both of these works, however, assumed that the calibration parameters are constant values as a function of the
control inputs, and data were used to determine the posterior distribution of the uncertain parameters. Other
approaches assumed that the uncertain parameters changed depending on the control inputs. Both Plumlee
et al. [2016] and Brown and Atamturktur [2016] considered nonparametric models and used Gaussian process
priors in calibrating functional forms of the uncertain parameters with respect to the control inputs. A similar
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approach was taken by Stevens and Atamturktur [2017] in which uncertain parameters were calibrated in
coupled systems problems.
Although Bayesian techniques are useful in problems with a limited number of observations, they are
often computationally expensive. In addition, the posterior distributions must be inferred on each parameter
[Trucano et al., 2006]. As an alternative method, a maximum likelihood estimation (MLE) approach was
proposed by Loeppky et al. [2006] which uses the problem formulated by Kennedy and O’Hagan [2001]. To
estimate the uncertain parameters, a likelihood function for the joint computer and field data was developed
and maximized. However, the MLE was determined without accounting for uncertainty in the inputs of
the model. This issue was addressed by Xiong et al. [2009], who also used an MLE technique to estimate
uncertain parameters. In this work, the uncertain parameters were allowed to vary as a function of the inputs
and, hence, the MLE estimated distributional properties of these parameters. It was demonstrated that the
MLE approach is easier to implement as compared to Bayesian techniques, but suffers in accuracy when data
are scarce. However, the aforementioned approaches do not account for the probabilistic structure of the
problem.
In this work, we develop a maximum likelihood technique for calibration of uncertain parameters in
coupled systems applications that incorporates the probabilistic structure of the problem. We propose a novel
approach in which uncertain parameters are estimated by embedding the coupled models within a maximum
likelihood framework, known as statistical implementation of models. That is, the coupled system is solved
on the interior of the likelihood function. Hence, the coupled models must first be solved for the coupling
parameters thereby generating observed data from each system. These data, conditional on the inputs of each
system, are assumed to follow a multivariate normal distribution whose mean depends on the solution of the
coupled system. Using this distribution, we obtain a likelihood function. Maximization over this likelihood
function provides an estimate for the uncertain parameters based on the observed data. Using this technique,
the probabilistic structure of the coupled systems problem is taken into account. Although the methodology
is derived under the assumption that the systems are coupled through time, the same method applies to other
types of coupling such as spatial coupling.
The remainder of this article is organized as follows. In section 2, we develop the methodology of
the problem. This includes a description of strong coupled systems and the optimization based coupling algo-
rithm implemented in solving the coupled systems problem, the assumed statistical models, and a derivation
of the likelihood function. In section 3, we assess the performance of our methodology through simulations




Statistical implementation of models such as partial differential equations (PDEs) is a relatively new
approach in which a PDE is embedded within a statistical framework to estimate quantities of interest. The
algorithm estimates the desired parameters in the outer framework while solving the PDE on the interior.
The technique has recently been applied to ecological problems using hierarchical Bayesian models. In these
studies, hierarchical formulations are used that embed PDEs within Bayesian models to study and predict
the spread of diseases as well as other ecological diffusions [Wikle, 2003, Hooten et al., 2013, Hefley et al.,
2017]. In addition, they have been used in atmospheric and ocean sciences for prediction [Wikle et al.,
2001, 2003]. Our proposed approach applies this idea of statistical implementation of PDEs to estimate the
unknown input parameters in coupled systems problems. In particular, the PDE modeling the coupled system
is solved within a likelihood function for estimation of uncertain parameters.
[Figure 3 about here.]
3.2.1 General Coupled Systems
Consider a strong coupled system consisting of two systems, system 1 and system 2, assumed to
be PDEs that are solved continuously through time. We consider the solutions to the system at discrete time
points t ∈ T such that the data are {(Xk(t),Zk(t),Yk(t),γk(t),θk), t ∈ T } for systems k = 1, 2, as shown
in Figure 6.3. Let Xk(t) be a vector of control variables, Zk(t) be a vector of independent input variables,
and Yk(t) be a vector of independent output variables for k = 1, 2. The coupling parameters are given by
γk(t), which are the dependent outputs of one system that become the inputs of the other system, creating the
strong coupled system. Note that these coupling parameters are time dependent. The uncertain parameters
are θk, which are parameters that do not depend on time. Hence, these parameters are fixed throughout all
time steps.
Consider the first time step, t. Given an initialization of θk, k = 1, 2, the coupled system is solved
for the coupling parameters, γk(t). While solving for these coupling parameters, the independent output,
Yk(t), are also generated. Let gk(·) represent the PDE for the kth system, whose inputs are the inputs of this
system at time t. Given the inputs of the kth system at time t, the output of gk(·) is Yk(t). Once these data
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are generated for the first time step, the coupling parameters for this time step become part of the inputs for
solving the coupled system for the next time step, and the process is repeated.
Using the independent output Yk(t), the goal is to calibrate the uncertain parameters against these
observed data. That is, we want to estimate a set of unobserved parameters, θk, in the models of systems 1
and 2. These estimates are based on the observed data Yk(t), which we assume are the independent output
from each system. To determine the distributions of Yk(t), we first must solve the system for the coupling
parameters, which is accomplished in this article using the Optimization Based Coupling (OBC) Algorithm,
as described in the next section.
3.2.2 Optimization Based Coupling Algorithm
We implement the previously established OBC algorithm [Farajpour and Atamturktur, 2012b] as
a benchmark to find the optimal values of γk(t), k = 1, 2, for all t ∈ T . Hence, once the unknown
parameters, θk, are given an initial value, there is a deterministic solution to the coupled system. The OBC
algorithm is similar to gradient-based iterative coupling algorithms but minimizes an objective function to
solve for the coupling parameters. Through the coupling algorithm, the dependent output of one system
become the dependent input of the other. The objective function minimizes the sum of the absolute value of
the difference between the output and input values at each time step. Hence, the result is a solution to the
coupling parameters for all t ∈ T . For a detailed description of the algorithm, see Farajpour and Atamturktur
[2012b].
Although we implement the OBC algorithm to solve the coupled system in this article, other methods
can also be used to solve for the coupling parameters. These include iterative methods such as block Gauss-
Seidel, block Jacobi, and block Newton as well as numerical integration techniques.
3.2.3 Statistical Models
While the coupled system is being solved for the dependent parameters, the observed data Yk(t), k =
1, 2, are generated at some (or all) time steps, t ∈ T . Once the coupled system is solved for the coupling
parameters at all t ∈ T thereby creating the observed data, we let Yk = {Yk(ti)′}nki=1, where nk is the total
number of observations made on the kth system across all time steps. Hence, Yk is a stochastic process in
which observations are made at certain time steps ti, i = 1, . . . , nk. Note that the time steps at which ob-
servations are made from each system are not necessarily the same. That is, we may have observations from
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system 1 at time ti but not from system 2. Similarly, let Xk = {Xk(ti)′}nki=1 and Zk = {Zk(ti)′}
nk
i=1 be the
inputs to the the kth system at the points at which data are observed and γk = {γk(ti)′}
nk
i=1 be the coupling
parameters at these time points. Once γk(t) are determined, then the distributions of Yk, conditional on
the inputs at these times, are independent. That is, we assume that Y1|X1,Z1,γk and Y2|X2,Z2,γ2 are
independent.
Specifically, we assume the following models for the conditional distributions of Yk
Yk|Xk,Zk,γk,θk = gk(Xk(t),Zk(t),γk(t),θk) + εk,
where εk ∼ N(0,Σk), k = 1, 2. Hence, we assume
Yk|Xk,Zk,γk,θk ∼ MVN(µk(t),Σk),
where the mean function is µk(t) := gk(Xk(t),Zk(t),γk(t),θk), k = 1, 2. Recall that the functions gk(·)
are the PDEs of each system with the output being the observed data, Yk(t), given the inputs of the system
at time t ∈ T . Thus, we assume the observation at a time step t follows a multivariate normal distribution.
The independent output may be a vector of observations at a time point t, or they may be a single observation
at that time point. Note that the normality assumption is commonly made as the normal distribution has
nice properties. However, other distributions can be assumed and depend on the specific application under
consideration.
3.2.4 Maximum Likelihood Estimation
For notation, letDk = {Xk,Zk,γk} and δ := (θ1,θ2,Σ1,Σ2)′, i.e., δ is the set of parameters that
need to be estimated. Note that Σk are the variances of the conditional distributions of the observed data.
Since we do not know their true values, we estimate these variances along with the uncertain parameters in






where fYk|Xk,Zk,γk,θk(·) is the probability density function (PDF) for the kth system. Since we assume










Σ−1k {yk − µk(t)}
]
,
where |·| is the determinant of the matrix. Note that we optimize over the logarithm of the likelihood function,
i.e., the log-likelihood function, which is defined by `(δ|Y1,Y2,D1,D2) := ln{L(δ|Y1,Y2,D1,D2)}. To
maximize this function, we must maximize over µk(t) and Σk, which determine the conditional distributions
of Yk, k = 1, 2. Note that the only unknown values in the mean functions, µk(t), are θk, so maximizing
over these functions optimizes over θk.
[Figure 4 about here.]
To proceed with the maximization of the likelihood function, an initial value, δ0, of the parameters to
be estimated is provided. Given δ0, the coupled system is solved for the coupling parameters, and the values
of the independent output at the times at which data were observed are used as the means of the multivariate
normal distributions, µk(t). This allows for the computation of the log-likelihood function given δ0 and the
observed data. We optimize the log-likelihood function by determining the value of δ that maximizes the
log-likelihood. This gives δ̂, the estimate of δ that is most likely to have resulted in the observed data. Hence,
this gives the method of embedding the PDEs within the likelihood function. Figure 6.4 provides a summary
of the methodology to estimate the uncertain parameters.
To estimate the standard errors of the maximum likelihood estimators, we develop an estimator of










where yj is the jth observation’s contribution to the joint likelihood function and N is the total number of
observations from both systems [Griliches et al., 1983].
3.3 Proof of Concept “Academic” Studies
To assess the performance of our methodology, we applied our methods to a benchmark coupled
spring and mass system. In the first set of simulation studies, the methods were applied to a linear problem
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in which the uncertain parameters are independent of time. The methods were then applied to a nonlinear
spring and mass system in which the uncertain parameters are time dependent.
[Figure 5 about here.]
3.3.1 The Linear Spring and Mass System
Consider the coupling of two spring and mass systems in Figure 6.5 as described in Farajpour and
Atamturktur [2012b]. In this problem, there are four masses connected with springs and coupled by a rigid
link. This creates two systems, 1 and 2, each of which having two degrees of freedom. The link combines
the masses m12 and m
2
2. The goal is to estimate the uncertain parameters which are the damping constant, c,
and the spring constants for systems 1 and 2, k1 and k2, respectively. System 2 has two dampers each having
damping coefficient c. The following are the relationships between the input parameters
k2 = αkk











where m is assumed to be a fixed value in our simulation studies.
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2, respectively. The two systems interact through the force F
1, which is
exerted from mass m22 onto mass m
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1(u12 − u11) = F 1. (3.2)
The equilibrium equations of system 2 are created when m12 exerts the force F










2 − u̇21) + k2(u22 − u21) = F 2. (3.4)
In this problem, the coupling parameters are the displacements of mass 2 in system 1 (u12) and mass
2 in system 2 (u22) and the force exerted on each of these masses, F






F 1 + F 2 = 0, ∀t. (3.6)
To evaluate equations (3.1)-(3.6), the backward Euler time integration scheme is applied by obtain-
ing the solutions to the displacement, velocity, and acceleration of the coupled system. Then, for time step tn














where ∆t = tn+1 − tn.
3.3.2 The Nonlinear Spring and Mass System
We next study the nonlinear spring and mass system which has the same setup as the linear spring
and mass system. However, in this problem the spring stiffness is now a function of the initial and deformed
length of the spring. The spring stiffness is given by
Fspring(∆l, l) = k(l,∆l) ∗∆l,
where l is the initial length of the spring and ∆l is the difference between the length of the undeformed and
deformed spring. As implemented by Farajpour and Atamturktur [2012a], the model for the spring constants
are given by


























where k0 is the initial stiffness of the spring. Note that the initial length of the spring is set to be l = 1.2 in
the simulation studies.
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In this problem, the spring stiffness is now a function of time. However, knowing the initial value
of the spring stiffness in each system allows us to solve for the value of the spring stiffness at a time step t,
given l and ∆l. Thus, the parameters calibrated are the same as in the previous problem, k1, k2, and c, where
k1 and k2 are the initial spring stiffness in systems 1 and 2, respectively.
3.3.3 Scope
To generate the observed data for the simulation study, we used the true displacements of mass
1 in system 1 (u11) and mass 1 in system 2 (u
2








1, k2, c, u22(ti), F





1, k2, c, u12(ti), F
1(ti)). For simplicity, we
assumed that ε1 ∼ MVN(0, σ21I) and ε2 ∼ MVN(0, σ22I). That is, we assumed that the observations made
on one system are uncorrelated with errors that have constant variances. Hence, the observed data for the
likelihood function are {Yk(ti)}nki=1, where Yk(ti) = u1k(ti) + εk.
The true parameters were set to be δ = (c, k1, k2, σ21 , σ
2
2) := (2, 80, 160, 0.1, 0.01), where σ
2
1 and
σ22 are the variances of the distribution of an observation from systems 1 and 2, respectively. In order to solve
the coupled system, we set the time length and change in time to be tnk = 20 and ∆t = 0.01, respectively,
giving nk = 2000 time steps for k = 1, 2. To generate the observed data, we assumed that all (2000), one-
half (1000), one-fourth (500), or none (0) of the data at the time steps for one system are actually observed.
To obtain one-half and one-fourth of the observations, we assumed observed data at every other time step and
every fourth time step, respectively. We used different combinations of these values from each system in the
simulation studies.
To optimize the likelihood function, we constrained the optimization to ±20% ∗ δ0 and repeated
our methodology on 500 times for each initialization. In the following results, the initialization was set to
δ0 = (1.8, 96, 192, 0.12, 0.012), which we found was the value that maximized the likelihood.
[Table 5 about here.]
[Table 6 about here.]
3.3.4 Results
Tables 6.5 and 6.6 summarize the estimation results with the number of observations from system 1
fixed at n1 = 1000 with n2 = 1000, 500, and 0 for the linear and nonlinear systems, respectively. Analogous
results under n1 = 2000 with n2 = 2000, 1000, 500, and 0 and n1 = 500 with n2 = 500 and 0 can be
29
found in Appendix B. From these results, it can be seen that as the number of observations from the systems
increases, the bias decreases for both the linear and nonlinear problems.. In addition, the average estimated
standard error and average standard deviation decrease with the estimates being closer together. This indi-
cates that our large-sample covariance matrix, V̂n1+n2(δ̂) is being estimated correctly. As the number of
observations increases, the coverage probabilities also approach their 95% nominal level, with a margin of
error of approximately 2.5% for 500 data sets. Therefore, a CP95 level of 92.5% to 97.5% is not inconsistent
with the nominal level. Hence, it is easily seen that the proposed approach reliably estimates the uncertain
parameters for both the linear and nonlinear spring and mass systems.
[Figure 6 about here.]
[Figure 7 about here.]
Figures 6.6 and 6.7 provide the displacements of mass 1 in each of the two systems and the solution
to the coupling parameters across the 20 seconds of time for the linear and nonlinear systems, respectively.
The displacements and force using the true values of the uncertain parameters are plotted in black. The mean
estimates from the simulation studies are used to solve the coupled system and the results are plotted in the
different colors. From the plots, the solutions to the coupled system problem using the mean estimate of the
uncertain parameters from the proposed methodology appear to be very close to the true solutions. Hence,
the calibration technique performs well in estimating the uncertain parameters. In particular, the uncertain
parameters in system 2 are still estimated well enough to solve the coupled system accurately even when there
are no observations from system 2. Hence, the coupling allows us to estimate the uncertainty in the system
from which we have no data observations. This is useful in problems in which it is expensive to observe data
on one system, so observations are only made on one of the systems.
3.4 Discussion
We have developed a novel approach to calibrating uncertain parameters in strong coupled systems.
In this method, the probabilistic structure of the coupled system is taken into account. We develop a likeli-
hood function based on the observed data, which we assume are the independent output from each system.
To estimate the uncertain parameters, the PDE representing the coupled system must be solved on each step
of maximization over the likelihood function given an estimate for the uncertain parameters. We study the
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performance of our algorithm on two benchmark problems. Several extensions of this work could be con-
sidered. The method can be applied to a more complex, real world model. Additionally, we could estimate
the uncertain parameters using Bayesian models rather than a likelihood function. This would be particularly




Structural health monitoring of highway
bridges using Bayesian spike and slab
models
4.1 Introduction
Across the world bridge structures are regarded as one of the most critical components in any
highway transportation system, fostering the safe and efficient mobilization of people, goods, and services.
Through their continued use over time, these systems begin to deteriorate and develop defects that can af-
fect structural performance. If not properly monitored and maintained, structural defects can cause sudden
and catastrophic failures that threaten public safety and result in heavy economic losses, such as the case
of the I-35 bridge collapse in 2007 [Board and Board, 2008]. To safeguard public health and structural in-
tegrity, researchers have worked to develop methods for mitigating structural degradation through damage
detection strategies. Traditionally, interval based visual inspections have been the primary technique for de-
tecting damage and monitoring bridge health overtime [FHWA, 2009]. In the past few decades, however, this
approach has received criticism for being inefficient and ineffective, leading experts to lean more towards
structural health monitoring (SHM) as an alternative damage detection strategy [Hover, 1996, Moore et al.,
2001, Phares et al., 2004, Gastineau et al., 2009].
SHM is the process of deploying a network of embedded sensors to obtain system response data that
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can be leveraged to identify structural deterioration. Ideal SHM strategies should be automated using cost-
effective online sensors to conduct reliable, real-time updating of sophisticated finite element models (FEMs)
for detecting damage induced changes in system properties [Gastineau et al., 2009, Ntotsios et al., 2009].
The benefit of the methodology over traditional inspection practices is that engineers can rapidly analyze a
variety of response features to determine how damage affects structural performance over time, thus allowing
stakeholders to make more informed life cycle management decisions regarding operation, maintenance, and
rehabilitation [Gastineau et al., 2009]. Historically these practices have proven difficult to implement towards
small to medium span bridge systems due to the high costs associated with equipment, installation, and rou-
tine maintenance of the SHM system [Agdas et al., 2015, Lynch and Loh, 2006, Lynch, 2008]. Additionally,
sensor networks often lack the spatial coverage necessary to capture data at all locations corresponding to a
FEM’s degrees-of-freedom (DoF), making model updating more of a challenge [Sohn and Law, 2000, Huang
and Beck, 2015]. A relatively new indirect health monitoring strategy, known as drive-by health monitoring
(DBHM), addresses these limitations by allowing a smaller network of vehicle mounted sensors to capture
dynamic data across an entire structure and possibly across a network of structures. Because this approach is
mobile and requires less equipment than direct monitoring strategies, it has the potential to be more efficient,
cost effective, and less labor-intensive than traditional damage detection practices, thus making SHM a viable
option for small to medium span bridge systems [Yang and Yang, 2018].
There are four levels of damage classification that can be used to describe health monitoring strate-
gies; Level 1 (L1) strategies determine if damage is present or not; Level 2 (L2) strategies determine the
geometric location of damage; Level 3 (L3) strategies determine damage severity; and Level 4 (L4) strategies
predict a structure’s remaining service life [Rytter, 1993, Sohn et al., 2003]. Ideally, robust SHM strategies
are able to perform all levels of classification with minimal subjective input [Doebling et al., 1996]. How-
ever, as L4 strategies rely on varying subjective design assumptions, estimates for future loading events, and
predictive deterioration models, it is difficult to develop a robust strategy that addresses all levels of clas-
sification [Gastineau et al., 2009, Seo et al., 2016]. Due to complications with operating conditions and
environmental factors, the majority of DBHM strategies tend to focus on achieving only one or two levels of
classification. Nonetheless, there are some multi-level approaches that do address classifications L1 through
L3.
Kim and Kawatani [2008] proposed a pseudo-static damage identification approach that defines a
damage index as the ratio of flexural rigidity of a damaged element to an intact element. Through a numerical
study, the researchers demonstrated they were able to detect, locate, and quantify damage as small as a 5%
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reduction in element stiffness. Additionally, the proposed method was found to be noise tolerant and perform
better at higher vehicle speeds, especially when vehicle frequencies were close to that of the bridge. Chang
et al. [2014] later validated the aforementioned methodology in a laboratory experiment where multiple lev-
els of damage were applied as a series of saw cuts resulting in 11% and 23% reductions in element stiffness,
which respectively translated to 3.7% and 5.57% reductions in frequency. An issue with the pseudo-static
damage identification approach highlighted in these studies is that it is not a purely DBHM damage detec-
tion approach, meaning data is simultaneously required from both the vehicle and bridge to detect damage.
Furthermore, damage is quantified as a general reduction in element stiffness and is not related to physical
levels of crack damage. Quantifying damage as a reduction in element stiffness is an issue, as the severity
of localized stiffness reductions depends on element size and does not directly translate to the severity of
physical damage [Locke et al., 2020]. This is indicated by the fact that in Chang et al. [2014], a single ele-
ment was used to capture the general stiffness reduction introduced by three independent cracks of unknown
size. A prevailing approach to L1-L3 damage classification in DBHM is to leverage various types of wavelet
transforms to capture dynamic discontinuities in response data introduced by cracking [Nguyen and Tran,
2010, Khorram et al., 2012, McGetrick and Kim, 2014, Li and Au, 2015]. As wavelets are extremely sen-
sitive to damage induced discontinuities, they can be used to detect the presence and location of early onset
damage, with numerical studies being able to classify the presence and location of crack ratios as small as
0.10 [Nguyen and Tran, 2010, Khorram et al., 2012]. Additionally, the magnitude of change in wavelet co-
efficients can be leveraged to create a damage index that indicates crack depth. An issue with wavelet based
damage detection is that location classification and damage index accuracy decrease significantly at higher
velocities. In fact, all of the referenced wavelet studies identified that speeds less than 10ms−1 (22mph)
are necessary for reliable damage classification, with speeds of 2ms−1 (4.5mph) to 5ms−1 (11.2mph) being
ideal. At these speeds, bridge inspections would likely need to take place during non-business hours and/or
the bridge be shut down for DBHM to take place. Additionally, with the exception of the study conducted by
Khorram et al. [2012], damage indices also require referencing baseline healthy data, which may be difficult
to obtain for bridges currently in service. It should be noted that in Khorram et al. [2012], damage index
was not tested under varying levels of noise or under the presence of operational effects, such as surface
roughness; these factors have been demonstrated to affect index accuracy in both numerical and experimental
studies [Nguyen and Tran, 2010, McGetrick and Kim, 2014, Li and Au, 2015]. Another common approach
taken to achieve multi-level damage classification in DBHM is to utilize supervised and semi-supervised ma-
chine learning techniques [Cerda et al., 2014, Lederman et al., 2014, Chen et al., 2014, Locke et al., 2020].
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Machine learning techniques, such as support vector machines, kernel regression, and neural networks, are
ideal for DBHM as they have demonstrated resilience in damage classification when exposed to sources of
environmental and/or operational noise. An issue with this approach is that machine learning requires large
quantities of training data, meaning physical tests may need to be conducted hundreds if not thousands of
times to increase the reliability of damage detection. Furthermore, supervised machine learning requires
training data to be labeled (i.e. healthy or damaged), which may be difficult if not impossible to obtain.
From the above review of DBHM literature, it is apparent that there exists the need for a new multi-
level damage classification approach that can: 1) directly quantify crack damage without referencing labeled
or baseline physical data; 2) can be conducted at or near posted speeds limits to avoid interrupting normal
bridge operations; and 3) is tolerant against increasing levels of noise. Furthermore, there exists a need for a
methodology that can relate identified levels of cracking in vehicle-bridge simulations to equivalent levels of
cracking on a physical structure. Mapping damage from a simplified model to a physical structure is needed,
as it sets a precedent for identifying the physical levels of damage that can realistically be detected under the
DBHM paradigm. Additionally, a damage mapping methodology allows for model updating procedures to
be performed with simplified and computationally less expensive vehicle-bridge models without losing the
physical meaning behind an identified crack ratio.
To address the aforementioned gaps in DBHM research, this study proposes a novel Bayesian esti-
mation technique that can reliably analyze experimental vehicle data collected at relatively high velocities to
update a physics based FEM for the purpose of detecting, locating, and quantifying crack damage. To deter-
mine if damage is present under this framework, a spike and slab prior is assumed on the FEM’s crack depth,
which allows for the description of two separate populations (i.e., healthy and damaged) through a mixture
problem; this detects if damage has occurred with the advantage of identifying its location and severity. In
addition to the estimation results, the Bayesian methodology provides uncertainty quantification, potentially
allowing for uncertain bridge and vehicle parameters to be identified and updated simultaneously with dam-
age parameters in the FEM. To address the need for mapping crack ratios in simplified models to equivalent
levels of physical damage, a methodology is proposed that calculates the changes in flexibility of the vehicle-
bridge FEM and cross-references them to various cracking scenarios applied at the identified location on
a higher fidelity model. The higher fidelity model is more representative of a physical structure, and thus
provides a better indication of the true crack conditions on the physical structure. In this paper, the damage
classification and mapping methodology are examined through an analytical study to verify the performance
of the methodology for a variety of damage and operating conditions. The success of the methodology, even
35
in the presence of noise, indicates the methods will likely be successful handling physical data.
This paper is organized as follows: Section 4.2 discusses the applied finite element method for
DBHM, addresses the blackbox representation of the FEM for Bayesian estimation, and describes the dam-
age mapping methodology; Section 4.3 discusses simulation properties and the scope of the analytical inves-
tigation; Section 4.4 discusses the results for L1-L3 damage classification and damage mapping; Section 4.5




In this study, vehicle-bridge interactions are modeled using Yan et al.’s FEM procedure based on the
concept of vehicle-bridge interaction elements [Yang et al., 2004]. In this procedure, the bridge is represented
by a one-dimensional structural model that is discretized into 30 Euler-Bernoulli beam elements. The number
of elements is selected such that computation time is reduced without sacrificing accuracy, see Section 4.2.2
for more details. The equation of motion for a beam element occupied by a vehicle is provided below:
(Mb,id̈b,i + Cb,iḋb,i + Kb,idb,i)t+4t = (fbe,i − fbc,i)t+4t, (4.1)
where Mb,i, Cb,i, and Kb,i are the ith element’s mass, damping, and stiffness matrices, respectively. Vectors
d̈b,i, ḋb,i, and db,i, respectively, represent the nodal acceleration, velocity, and displacement for a subject
element. External forces introduced from dead loads and environmental effects are represented by fbe,i,
while contact loads introduced by vehicles are represented by fbc,i. Subscript t+4t indicates the equation
of motion is being solved for in a future time step.
Parameters Kb,i and Mb,i are modeled using the traditional four degree-of-freedom stiffness matrix
and four degree-of-freedom continuous mass matrix. Axial degrees-of-freedom are ignored in this study, as
thermal effects are not considered and vehicle speeds are held constant (i.e. axial forces are not introduced
from breaking or accelerating). Global mass Mb and stiffness Kb matrices, along with the global external
load vector fbe, are created by piecing together the local element matrices and vectors when the bridge is free
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of traffic. The global damping matrix is calculated using the Rayleigh damping method outlined below:








where Cb is the global damping matrix, and parameters b0 and b1 are numerical constants calculated using
the damping ratio ξ and the first two undamped modal frequencies w1 and w2 [Chopra, 2012].
[Figure 8 about here.]
To solve for the bridge’s global contact forces vector fbc, the equation of motion for a vehicle is
needed. In this study, vehicles are represented using the six degree-of-freedom half-car model outlined in
Fig. 6.8. The half-car model is ideal for this study as it not only accurately captures the dynamic behavior of
a vehicle, but also provides more locations for measuring time history data than a more simplified model (e.g.
quarter-cars) [Yang and Yang, 2018, Gillespie, 1992]. More measurement locations are ideal for improving
the reliability of the statistical model in Section 4.2.3. Eq. (4.4) represents the equation of motion for a vehicle























where subscript u represents properties associated with the upper four DoF of the vehicle in Fig. 6.8 (i.e.
dv , θv , dw1 and dw2), and subscript l represents the properties associated with the lower two DoF where the
vehicle makes contact with the bridge (i.e. dt1 and dt2). As can be seen, matrices for mass, damping, and
stiffness are divided into sub-matrices; the structure of these sub-matrices can be obtained from Yang et al’s.
book on vehicle-bridge interactions [Yang et al., 2004]. In the same manner as Eq. (4.1), vectors d̈, ḋ, and
d, receptively, represent the vehicle’s acceleration, velocity, and displacement, while the force vectors with
subscripts e and c represent the vehicle’s external and contact forces, respectively.
To calculate the vehicle’s contact forces flc, the future acceleration, velocity, and displacement of
the upper vehicle must be solved for first; Newmark Beta numerical integration is leveraged in Eqs. (4.5-4.7)
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below to solve for these parameters in the future time step:
d̈u,t+4t = a04du − a1ḋu,t − a2d̈u,t, (4.5)
ḋu,t+4t = ḋu,t + a3d̈u,t + a4d̈u,t+4t, (4.6)
du,t+4t = du,t +4du, (4.7)
where vector4du represents the change in upper vehicle displacements between the present time step t and
future time step t+4t. Parameters a0 − a4 are constants used to perform the numerical integration; these










− 1 a3 = (1− γ)4t a4 = γ4t, (4.8)
where β ( 14 ) and γ (
1
2 ) represent the variation in acceleration during the incremental time step4t and artificial
damping introduced by discretization in the time domain, respectively [Chopra, 2012]; 4t is set equal to a
thousandth of a second in this study (i.e. 4t = .001s ). The equations for the future acceleration, velocity,
and displacement can be entered into Eq. (4.4) to solve for the unknown 4du. The calculated change in
displacement can then be entered back into Eqs. (4.5-4.7) to solve for the future acceleration, velocity, and
displacement of the upper vehicle directly.
Having solved the equation of motion for the upper vehicle body, flc in Eq. (4.4) can be determined
by employing the Newmark Beta numerical integration scheme to reformulate the equation of motion of the
lower vehicle as seen below:
flc,t+4t =
(




where Mc, Cc, and Kc are respectively contact mass, damping, and stiffness matrices. Vectors pc and qc
represent the effects of external forces on the vehicle in the future time step and the effects of the vehicle’s
displacement vector at the beginning of the present time step, respectively. For the sake of brevity, please
reference Yang et al’s. book on vehicle-bridge interactions for information on how these matrices and vectors
are calculated as a function of the upper vehicle’s dynamic response [Yang et al., 2004]. To relate the vehicle’s
contact forces to the bridge contact forces, d̈l, ḋl, and dl in Eq. (4.9) are reformulated to be in terms of an











where n is a vector containing Cubic Hermitian polynomial shape functions, which are the functions used to
derive the Euler-Bernoulli elemental stiffness matrix [Chopra, 2012]; n′ is the transpose of the shape function
vector. Having reformulated the acceleration, velocity, and displacement in Eq. (4.9) to be in terms of d̈b,i,
ḋb,i, and db,i, the final equation of motion for an occupied bridge element can be derived by multiplying
the now reformulated flc by the transpose of the aforementioned shape functions to obtain fbc,i. Eq. (4.13)
indicates the final equation of motion for an occupied bridge element:
(Mb,id̈b,i + Cb,iḋb,i + Kb,idb,i)t+4t = (fbe,i −M∗c d̈b,i −C∗c ḋb,i −K∗cdb,i − p∗c)t+4t − q∗c,t, (4.13)
where the asterisked matrices and vectors are the contact parameters in Eq. (4.9) that have been modified by
the Cubic Hermitian shape functions.
Having obtained the finalized equation of motion for a vehicle occupied bridge element, the modified
contact matrices are added into Mb,i, Cb,i, and Kb,i on the left side of Eq. (4.13); the local element matri-
ces and vectors are then assembled into the previously assembled global matrices at their respective global
coordinates. The Newmark Beta scheme is then again utilized to solve for the bridge’s global acceleration,
velocity, and displacement vectors in the future time step. The nodal acceleration, velocity, and displacement
values for the vehicle occupied bridge element(s) are then substituted into Eq. (4.10-4.12) to calculate the
future values for d̈l, ḋl, and dl; the resulting values are substituted into Eq. (4.4) to calculate d̈u, ḋu, and
du for the upper vehicle DoFs. Once the future accelerations, velocities, and displacements are known for
both the lower and upper portions of the vehicle occupying the bridge, the global and local positions for the
vehicle are updated for the next time step and the analysis is reiterated. This iterative procedure is repeated
until the rear wheel of a subject vehicle reaches the end of the bridge.
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4.2.2 Crack Model
Crack damage can be modeled in FEMs as either a linear or nonlinear change in system flexibility.
Linear changes are modeled by assuming a crack always remains fully open, while nonlinear changes are
modeled by assuming a crack is allowed to “breathe” (i.e. open and close repeatedly). Open crack models
are more popular in literature as they are easier to implement and have been shown to be accurate at low
frequency excitation levels, where nonlinearities within a physical structure’s dynamic response are often
linearized due to being small and easily masked by noise [Dimarogonas, 1996, Friswell and Penny, 2002].
For this reason, open crack models are leveraged in this study to verify the effectiveness of the proposed
multi-level damage classification approach. Future work may include other more complex models for bridge
damage such as nonlinear breathing cracks.
Within the open crack category, there are four subcategories that are used to classify modeling
approaches, these are: the local stiffness reduction method, the discrete spring method, crack disturbance
functions, and complex multi-dimensional models [Dimarogonas, 1996]. The simplest open crack category
to implement is the local stiffness reduction, as this method only requires altering the moment of inertia (MoI)
of damaged elements. An issue with this approach, however, is it is dependent on element size (i.e. mesh
density) and there is no fixed relationship between changes in localized MoI and global dynamic response
features, such as frequencies [Locke et al., 2020, Dimarogonas, 1996, Friswell and Penny, 2002]. The most
popular method for modeling open crack damage is the discrete spring method, in which the effects of crack
damage are modeled using torsional springs. A benefit of the approach is that by using linear fracture me-
chanics theory, the stiffness of the torsional spring can be calculated as a function of crack depth (dc) and the
geometrical and physical characteristics of the subject structure. An issue with the discrete spring approach is
it requires nodes to be located at crack locations (i.e. the model must be remeshed each time the crack location
changes); furthermore, the model obtains an additional rotational DoF at the crack location, which requires
additional steps when assembling global system matrices. Researchers have employed crack disturbance
functions to develop continuous vibration theories, based on Euler-Bernoulli beam theory, that modify stress,
strain, and displacement fields for the purpose of introducing localized changes in flexibility [Dimarogonas,
1996]. Qian et al. [1990] proposed a crack disturbance methodology that uses fracture mechanics to provide
empirical expressions of stress intensity factors that can be leveraged to approximate changes in flexibility.
The benefit of their approach is that the stiffness matrix for the cracked element(s) can be calculated as a
function of dc; an issue with their method is it requires a crack to be located at the center of a subject element,
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meaning remeshing occurs with changes in crack location [Qian et al., 1990]. In multi-dimensional models,
cracks can be modeled as disconnects between adjacent elements. Multi-dimensional models are known to
produce more detailed and accurate results, but at the cost of being computationally intensive, especially in
regards to time-variant vehicle-bridge systems.
In this study, the crack disturbance methodology proposed by Qian et al. [1990] is leveraged to
model crack damage. This approach is selected over the other methods as it allows the statistical model in
Section 4.2.3 to identify the true crack ratio by directly varying dc as an input into the FEM. Additionally, the
methodology can be directly modified for future research to introduce stiffness and damping nonlinearities
caused by breathing. It should be noted that higher order multi-dimensional models are also leveraged in this
study; however, these are only used for mapping levels of damage from the simplified model to representative
levels of damage on the physical structure.
The calculation of increasing stress field energy caused by cracking has been thoroughly studied
in fracture mechanics, and the flexibility coefficient expressed by a stress intensity factor can be derived by
means of Castigliano’s theorem when operating in the linear-elastic range [Qian et al., 1990]. The typical
approach to this methodology is to regard the behavior of elements on the right of a cracked element as
external forces being applied towards the cracked element, while the behavior of the elements on the left of
a cracked element are regarded as constraints [Qian et al., 1990, Lee and Chung, 2000, Bovsunovsky and
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where parameters E and v are material properties and respectively represent a cracked element’s modulus of
elasticity and Poisson ratio. Parameters W , H , I , and le are geometric properties and represent a cracked
element’s width, height, MoI, and length, respectively. Relative crack size is represented by ψ, and as can be
seen is integrated from 0 to dc/H . Coefficient F 2I (ψ) is the stress intensity correction factor, which can be
approximated as seen below:












Using conditions of equilibrium, the cracked element’s stiffness matrix Kcrack,i in the free-free state can now






where Tr is the transformation matrix calculated as follows:
Tr =
−1 −le 1 0
0 −1 0 1
 . (4.17)
As mentioned, to use this crack modeling strategy, cracks must be located at the center of a sub-
ject element; this makes it difficult to change the crack location for the statistical model while continuously
meshing the structure with the same number and size elements. To address this issue, a unique meshing
scheme is adapted that first assigns the global coordinates of the cracked element’s nodes such that they are
equal distance from the specified crack location; the global coordinates are assigned such that the damaged
element’s length le equals the length of the structure divided by the desired number of elements. Once the
damaged element’s nodes have been assigned, the remaining two sections of the model are proportionally di-
vided such that the average element length is approximately equal to the length of the structure divided by the
desired number of elements. Additionally, lower and upper bounds of .5le and 1.5le are assigned to prevent
any single element from being disproportionately small or large; because of this condition, however, cracks
are not allowed to be assigned within le of a given support. A problem with this unique meshing scheme is
that varying element sizes across different locations can introduce unwarranted changes in a structures dy-
namic properties (i.e. changes occur even if dc equals zero). This problem is easily addressed by increasing
the number of elements such that the act of specifying a new crack location no longer causes a measurable
change in system properties by itself. As indicated in Section 4.2.1, this threshold is 30 elements for this
study.
4.2.3 Statistical Models
Let b̈k ∈ RT be the vector of acceleration data (i.e., physical observations) made at T time steps
for the kth DoF under consideration, where k = {1, ..., N} and N is the total number of DoF. Let xk be the
known inputs to the FEM and let δ = (δ1, δ2) denote the unknown parameters. These unknown variables
represent the damage location (δ1) and crack ratio (δ2). Estimation of these parameters provide L2 and L3
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of the SHM damage classification levels, where the damage location gives L2 classification and crack ratio
results in L3. Note, both of these variables are bounded, i.e., δj ∈ [lj , uj ] for j = 1, 2. It is assumed that:
b̈k = f(xk, δ) + εk, (4.18)
where εk ∼ MVN(0, ϕ−1I) and f(xk, δ) is the solution of the FEM at the time steps which correspond to
the measurements b̈k. Then:
b̈k|xk, δ, ϕ ∼ MVN(f(xk, δ), ϕ−1I). (4.19)
The following priors are assumed on the model parameters:
ϕ ∼ gamma(a0, b0)
δ1 ∼ TN{µ1, τ1, (l1, u1)}
δ2|w ∼ TN{µ2, r(w)τ2, (l2, u2)}
w|p ∼ Bernoulli(p)
where TN(µ, τ, (l, u)) denotes a truncated normal distribution with mean µ, variance τ , and bounds (l, u).
This formulation emits a stochastic search variable selection (SVSS) spike and slab prior for δ2 [George and
McCulloch, 1993]. This is accomplished via the binary switch r(·), which transitions the prior between the
spike and the slab by taking values r(0) = r and r(1) = 1, respectively, where r is taken to be small. This
tuning parameter should be set relative to the variance component; i.e., r << τ2, where τ2 is taken to be
relatively large. An enticing feature of this prior specification is that L1 of SHM damage classification can
be directly obtained by computing the posterior probability of inclusion of δ2, which is approximated by the
proportion of Markov Chain Monte Carlo (MCMC) iterates for which w = 1.
To facilitate model fitting, a posterior sampling algorithm is developed. This algorithm draws real-
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izations from the posterior distribution, which is given by:

























× ϕa0−1 exp {−b0ϕ} , (4.20)
where B = {b̈1, · · · , b̈N}. Since the posterior distribution is not of an amendable form (i.e., of a known dis-
tributional family), an MCMC sampling algorithm consisting of both Gibbs and Metropolis-Hastings (MH)
steps is considered. In particular, w and ϕ are sampled using Gibbs steps, while δ1 and δ2 are sampled using
Metropolis-Hastings steps. To elucidate these steps, the full conditional distribution of w is given by:
w|p̃, δ2 ∼ Bernoulli(p̃), (4.21)
where p̃ = {pπδ2(δ2;µ2, τ2)}/{pπδ2(δ2;µ2, τ2) + (1 − p)πδ2(δ2;µ2, rτ2)} and p = 0.5. In the afore-
mentioned expression, πδ2(·;µ, τ) denotes the density of a truncated normal distributions with mean µ and












Finally, the full conditional distributions of δ1 and δ2 are given by:


























respectively. It is important to note that these distributions do not belong to a common family, and MH steps
were used to sample from these full conditionals. For complete details on the implementation of these MH
steps, as well as a step-by-step description of the entire MCMC posterior sampling routine, see Appendix C.
After implementing this algorithm, posterior estimation and inference proceed as usual; for further discussion
see Gelman et al. [2013].
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4.2.4 Damage Mapping
Under the present framework, crack damage is classified by performing model updating on a simpli-
fied one-dimensional representation of an entire bridge’s cross-section. Representing the cross-section in this
manner presents an issue for L3 damage classification, as cracks in simplified models do not introduce the
same magnitude of change in MOI and system flexibility as the same size cracks on physical structures; thus,
identified crack ratios lose their physical interpretation when performing model updating with physical data.
Because of this, a mapping methodology is needed that can relate magnitudes of damage between physical
structures and simplified models. In this study, the flexibility method is employed to map identified crack
ratios to representative levels of damage on a subject bridge.
The premise of the flexibility method is to identify damage induced changes in system flexibility by
comparing flexibility matrices obtained from healthy and damaged mode shapes, which is only applicable if
the identified mode shapes are mass-normalized to unity [Pandey and Biswas, 1994, Ndambi et al., 2002]. The











4F = Fu − Fd, (4.26)
where Fu,d represents the undamaged or damaged flexibility matrices,4F is the damage indicator matrix, Ω
is the modal stiffness matrix that is equal to diag(1/ω2m), ωm is the mth modal frequency along the diagonal
of the modal stiffness matrix, φm is the mth mode shape, and nm is the number of modes being considered.
In this study, only the first mode is considered for calculating the change in system flexibility.
The columns of4F correspond to nodes in a model. In the past, experts have leveraged the absolute
maximum values of each column to identify and locate damage on a structure; this study does the reverse.
After classifying the magnitude and location of damage on the simplified model, various crack sizes are
applied at the identified location on a higher fidelity representation of the physical structure until a crack ratio
is found that provides equivalent maximums in 4F to that obtained from the simplified model. To relate
the changes in the high fidelity flexibility matrix to that of the simplified model, modal displacement values
are obtained for subsets of nodes along the length of each superstructure element, and the mesh density of
the simplified model is increased to match the number of nodes in a single subset. Furthermore, because the
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simplified model is incapable of capturing transverse variations in cross-section displacement, average mode
shapes are obtained for the cross-section of the higher fidelity model. Lastly, because cracks can occur on a
single element or simultaneously on multiple elements, multiple scenarios need to be mapped. In this study,
three damage scenarios are mapped: 1) where cracking occurs equally on all elements, 2) where a single
crack occurs on the interior girder, and 3) where a single crack occurs on one of the exterior girders.
A problem with this approach is that it requires a higher fidelity representation of the physical
structure, creating the argument that it could be easier to just perform DBHM simulations directly on the more
advanced model. However, the proposed methodology has the benefit of being much more computationally
efficient, allowing thousands of simulations to be conducted in a relatively short time frame. Another benefit
of this approach is that it works in either direction, meaning if crack sizes on the physical structure are
known, they can directly be modeled in the high fidelity FEM to identify equivalent crack sizes for simplified
vehicle-bridge FEMs during initial model development.
4.3 Simulation Study
4.3.1 Vehicle-Bridge System
The half-vehicle model selected for this study was adopted from previous research focused on sim-
ulating coupled vehicle-bridge systems and crack damage detection Nguyen and Tran [2010], Deng and Cai
[2009]. This model was selected because it closely resembles the H-20 AASHTO truck employed for bridge
live load testing. Table 6.7 indicates the properties for the test vehicle.
[Table 7 about here.]
[Figure 9 about here.]
The bridge selected for this study is a full-scale steel girder bridge designed for laboratory testing
at the University of Nebraska-Lincoln [Kathol et al., 1995]. The bridge is composed of a single 21.3m (70ft)
long simply supported span with a width of 7.9m (26ft), which is enough to accommodate two lanes of vehicle
traffic. As demonstrated by the cross-sectional view in Fig. 6.9, the superstructure is built compositely with
a 19.05cm (7.5in) thick reinforced concrete deck resting on top of three welded plate girders spaced at 3m
(10ft) on center. The concrete deck is built with a .92m (3ft) overhang and has typical Nebraska Department
of Road (NDOR) open concrete barrier rails. The welded plate girders are composed of a 22.86x1.905cm
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(9x.75in) top flange, a 137.2x.953cm (54x.375in) web, a 35.56x3.175cm (14x1.25in) bottom flange for the
center girder, and a 35.56x1.905cm (14x.75in) bottom flange for the edge girders. Please reference Kathol et
al. for more details regarding bridge design and dimensions [Kathol et al., 1995].
In this study, both simplified and high-fidelity FEMs were utilized for the purpose of damage de-
tection. The simplified model was employed for DBHM simulations, while a high-fidelity ABAQUS model
served as the physical representation of the structure employed to map simulated crack ratios back to equiva-
lent levels of physical damage. Table 6.8 provides the equivalent structural properties of the simplified model,
while details on the development of the ABAQUS model are briefly discussed below.
[Table 8 about here.]
In the higher fidelity ABAQUS model, only linear elastic material properties were considered; linear
elastic properties were defined by specifying the modulus of elasticity and the Poisson’s ratio. The elastic
modulus and Poisson’s ratio for steel were respectively set to 200,000MPa (29,000ksi) and 0.3, while the
elastic modulus and Poisson’s ratio for concrete were respectively set to 24900MPa (3605ksi) and 0.2. The
deck was designed with longitudinal and transverse reinforcement, which were modeled using one dimen-
sional lines meshed with type B31 beam elements. Reinforcement was connected to the deck by employing
a meshing scheme that allowed all reinforcement nodes to be equivalenced (merged) to neighboring deck
nodes. The steel plate girders and concrete barriers were modeled using solid C3D8R type elements, shear
stiffeners were modeled as shells with type S4R elements, and diaphragm members were modeled using
type B31 beam elements. The shear stiffeners and diaphragms were attached to the structure by employing
a meshing scheme that allowed nodes to be merged to neighboring girder nodes; the barrier rails were also
connected to the deck using this approach. The deck and girders were connected using master-slave tie con-
tact interfaces. Lastly, cracking was modeled at subject locations by disjoining nodes at the lower flanges and
along the height of webs.
[Table 9 about here.]
Static and dynamic test data from previous studies were leveraged to validate the reliability of the
models in this study. In Kathol et al.’s study, elastic load tests were conducted using 2.5xHS-20 truck loads in
each lane to identify the deflection behavior of the superstructure under the presence of different diaphragm
conditions [Kathol et al., 1995]. Table 6.9 provides a comparison between the static deflections measured by
Kathol et al. [1995] and the deflections measured for the models in this study. Abedin and Mehrabi leveraged
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the results from Kathol et al.’s physical tests to validate the static behavior of their high-fidelity FEM before
conducting dynamic tests on the model in both healthy and damaged states. Damage was applied to their
model by fracturing one of the exterior girders completely through the bottom flange and web at mid-span.
Table 6.10 provides a comparison between the healthy and damaged frequencies obtained by Abedin and
Mehrabi and the frequencies identified for the models in this study.
[Table 10 about here.]
As can be seen by Tables 6.9 and 6.10, both the simplified and ABAQUS models reasonably capture
the static and dynamic behavior of the subject structure observed in previous studies; however, there are a few
points of interest that need to be addressed in regards to the simplified model. Because the simplified model is
a one-dimensional representation of the entire cross-section, it is impossible to transversely capture variations
in vertical deflections. This is not an issue, however, as the static displacement of the simplified model falls
within the bounds of deflections observed on the physical structure and is only off from the peak displacement
by approximately eight percent. Additionally, for the simplified model to capture the cracked frequency of
the higher-fidelity FEMs, the mapping methodology outlined in Section 4.2.4 had to be employed. Thus, the
behavior of the simplified model under varying levels of damage was validated with the high-fidelity FEM
that showed good agreement to test data.
4.3.2 Scope
A number of damage cases were considered in this study to analyze the effectiveness of the method-
ology to detect damage of various magnitudes at multiple locations. Damage locations were selected based
on the presence of welded connections for shear stiffeners and/ or diaphragms. Per the Bridge Inspectors
Reference Manual, welded connections, especially those on tension faces, are prone to fatigue cracking due
to a combination of fabrication flaws and high levels of stress [Ryan et al., 2012]. From this study, a dam-
age detection envelope was created to highlight regions where the posterior probability of inclusion for the
Bayesian estimation equaled 0.80 and 1.0, meaning 80% and 100% levels of detection were achieved. The
80% detection threshold was arbitrarily selected for this study; however, it does represent a level where the
statistical model is fairly certain damage is present and serves as a good basis for determining how accurate
L2-L3 classifications are at lower levels of detection. After obtaining the damage detection envelope, a more
detailed analysis was conducted for the 100% and 80% detection cases at damage locations 3.9m (12.8ft),
5.5m (18.04ft), and 7.25m (23.78ft) from the left support. The location specific analyses were to demonstrate
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how L2-L3 classification accuracy was affected by varying levels of L1 damage detection. It should be noted
that raw acceleration data obtained from the vehicle’s vertical DoF (i.e. dv , dw1, and dw2 in Fig. 6.8) was
used for developing the damage envelope and performing the location specific analyses.
Additional studies were conducted to evaluate the impact noise and vehicle velocity have on the
accuracy of L1-L3 classifications. During the initial damage detection studies, vehicle velocity was set to a
moderate 15ms−1 (33.55mph), while a low level of noise was added to each response vector such that an
average signal-to-noise ratio (SNR) of 40db was recorded across all subject output data for observed vehicle







where As and An represent the root mean squares of a clean acceleration response and noise vector, respec-
tively. In this study, simulations with noise ratios of 30db, 20db, and 10db were tested at location 5.5m
(18.04ft) for the crack ratio that provided 100% detection to verify the robustness of the damage detection
methodology under increasing levels of noise. The subject range of SNR values was selected, as they repre-
sent levels of additive noise that have typically been employed in direct and indirect SHM studies [O’Brien
et al., 2014, Li et al., 2014, OBrien et al., 2015, Zhang et al., 2020]. Eq. (4.27) is reformulated as follows to







Hence, it was assumed that εk ∼ MVN(0, AnI) such that ϕ−1 = An in all simulation configurations.
To evaluate the impact vehicle speed has on the accuracy of damage classification, velocities of 10ms−1
(22.37mph), 20ms−1 (44.74mph), and 25ms−1 (55.92mph) were also considered and compared to the initial
results obtained at location 5.5m (18.04ft) for the crack ratio that provided 80% detection. It should be noted
that the initial velocity of 15ms−1 (33.55mph) was employed during noise testing, while the 40db SNR was
employed during vehicle velocity tests.
Under all simulation study configurations, the hyperparameters on the prior distribution of ϕ were
assumed to be a0 = b0 = 1 such that the prior was weakly informative, allowing the observed data to provide
more information to the model. Since a fatigue crack is most likely to occur in higher flexural regions closer
to the center of the bridge, the damage location parameter, δ1, was assumed to have prior distribution with
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mean µ1 = 10.65m (34.9ft) and bounds l1 = 0.72m (2.36ft) and u1 = 20.58m (67.5ft). The variance was set
to be τ1 = 3.552, allowing for the beginning and end of the bridge to be approximately 3 standard deviations
from the mean. The spike and slab prior distribution on the crack ratio parameter was assumed to have mean
µ2 = 0 (i.e. assuming no crack is present) with bounds l2 = 0 and u2 = 0.9. The variance parameter was
chosen such that τ2 = 102, resulting in a prior with sufficiently large variance, and r(0) = 6e− 8.
To perform posterior estimation and inference, the posterior sampling algorithm was used to draw
16000 MCMC samples with a burn in period of 1000 iterations. Note that for the simulated data studies, noisy
data was generated one time prior to running the MCMC algorithm, which is equivalent to obtaining exper-
imental data from a single vehicle run or a single average from multiple runs. Once the MCMC algorithm
began, sampling depended only on running the vehicle-bridge FEM. To reduce the effects of autocorrelation,
thinning was performed such that every 15th iterate was retained, leaving 1000 samples for analysis. For
each simulation configuration, 100 data sets were simulated and analyzed. Note that 100 simulated data sets
were generated to validate the methodology (i.e. to ensure that the mean estimates converged to the truth).
However, experimental data would constitute one data set and hence, only one run of the MCMC algorithm.
The results of the simulation studies are summarized in Section 4.4. In particular, the presented results are the
average posterior mean estimates for the damage location and crack ratio. To quantify uncertainty, the aver-
age estimate of the posterior standard deviation are also provided. Finally, to assess the efficacy of the model
with respect to detecting damage, the average estimated posterior probability of inclusion is also provided.
4.4 Results
Initially, a plot was developed to indicate the damage detection reliability of the indirect method-
ology for all possible combinations of crack locations and ratios at a baseline test velocity of 15ms−1
(33.55mph) with a SNR of 40db. Figure 6.10 identifies the envelopes for which 100% and less than 80%
damage detection were always achieved. Initially, it can be seen that the 100% and 80% detection thresholds
set for L1 classification were reached at lower ratios for cracks occurring further into the bridge span, indicat-
ing cracks initiating in higher flexural regions can be detected sooner than cracks initiating in lower flexural
regions near supports. The area falling below the 80% detection threshold represents a region where the
Bayesian estimation struggled to detect, locate, and quantify damage. Concurrently, the area above the 100%
detection threshold represents a region where the methodology was able to detect the presence of damage per-
fectly, while L2-L3 classifications became increasingly more accurate and precise as the crack ratio increased
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and as the location neared the center of the bridge. The area falling between the 80% and 100% thresholds
represents a transition region where the reliability of L2-L3 damage classification was questionable, indi-
cating probability density plots may capture the true values, but will also have high standard deviations due
to bias. Additionally, it appears that the width of the transition region shrinks as damage occurs closer to
the supports. This is believed to be caused by damage introducing smaller changes in system flexibility that
become increasingly more difficult to accurately classify. Figure 6.11 demonstrates this concept for a crack
occurring 2.1m (6.87ft) into the 21.3m (70ft) long bridge, where the distribution identifies a wide range of
crack locations and ratios, including the truth, that could potentially cause the observed changes in accelera-
tion data. Because cracking near supports decreasingly influences system flexibility, it is believed that there
is a region near the supports where it is impossible to achieve above 80% damage detection; though, this
was not tested in this study due to meshing preventing cracks from being placed within le of the supports.
Sections 4.4.1 and 4.4.2 provide location specific results for the 100% and 80% identification levels that
demonstrate how the regions in Fig. 6.10 were obtained.
[Figure 10 about here.]
[Figure 11 about here.]
4.4.1 100% Level of Detection
As can be seen in Table 6.11, for cracks occurring at 3.9m (12.8ft), 5.5m (18.04ft), and 7.25m
(23.78ft) from the left support, the 100% detection threshold occurs for crack ratios of 0.12, 0.11, and 0.085,
respectively. Additionally, it can be seen that estimates for crack location and magnitude increase in accuracy
and precision for larger crack ratios, demonstrating L2-L3 classifications improve for damage cases occurring
further into the 100% detection region. Figure 6.12 further demonstrates the increase in L2-L3 classification
accuracy and precision with increasing crack ratios, as the bivariate kernel density distributions are narrower
and fall much closer to the truth for the larger crack ratios than what is observed for the cases occurring right
at the 100% detection threshold.
[Table 11 about here.]
[Figure 12 about here.]
The levels of L1-L3 classification accuracy and precision observed in Table 6.11 are on par with
the levels of damage observed in previous multi-level classification DBHM studies, as methods have demon-
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strated the ability to detect crack ratios as small as 0.10 Nguyen and Tran [2010], Khorram et al. [2012]. In
the specific wavelet analysis study conducted by Khorram et al., the researchers demonstrated they could de-
tect a crack ratio of 0.10 within 0.15L of the support Khorram et al. [2012]; this is the equivalent of detecting
a 0.10 crack ratio at a location 3.2m (10.5ft) away from the left support of the subject bridge in this study. In
this regard, Khorram et al’s. methodology appears to be able to detect damage slightly better near the support,
as they detected a smaller crack ratio closer to the support than the proposed Bayesian estimation methodol-
ogy. However, it is worth noting that the L1-L3 classification levels in the aforementioned study were for an
optimal detection velocity, which was much slower than typical driving speeds (i.e. 2ms−1 (4.5mph)). The
presented results for the Bayesian methodology were not run at an optimized speed for detection, but rather a
reasonable speed based on typical posted speed limits. So in this regard, better results may be obtained with
the Bayesian methodology by optimizing driving speed as discussed in Section 4.4.3.
4.4.2 80% Level of Detection
Table 6.12 provides a summary of the L1-L3 damage classifications for the 80% detection threshold
for cracks located at 3.9m (12.8ft), 5.5m (18.04ft), and 7.25m (23.78ft) from the left support. As can be seen,
the minimum threshold for detection is achieved at crack ratios of 0.11, 0.1, and 0.075, respectively. These
results further verify that L2-L3 classification accuracy and precision decrease for lower levels of detection,
with the bivariate kernel density estimates in Fig. 6.13 indicating increased bias from the levels observed in
Fig. 6.12. The results from the 80% detection study demonstrate that there exists an early level of cracking
that can reliably be detected by the Bayesian estimation approach, but further degradation is required to
better classify the location and magnitude. By being able to detect the presence of damage earlier, however,
stakeholders will be able to better allocate resources for monitoring and maintenance strategies based on
bridges exhibiting early stages of deterioration.
[Table 12 about here.]
[Figure 13 about here.]
4.4.3 Velocity and Noise
Table 6.13 compares the results from tests conducted at different velocities for a crack located 5.5m
(18.04ft) from the left support with a ratio resulting in 80% damage detection (i.e. 0.10). Additionally,
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Fig. 6.14 provides the probability density distributions from each test to demonstrate the accuracy and preci-
sion of L2-L3 classifications. As can be seen, all levels of classification increase as velocity increases. The
increase in L1-L3 classification at higher speeds is attributed to the more sudden impulse introduced by the
wheels entering and exiting the bridge. As the bridge is loaded and unloaded more rapidly, the amplitude of
its dynamic response increases, therefore increasing the response captured by vehicle sensors and allowing
damage induced changes to be more readily detected. The results from this analysis indicate that smaller lev-
els of cracking could be identified at higher velocities, suggesting that the peak classification accuracy of the
Bayesian estimation may be better than other multi-level damage detection methods. However, it is important
to note that operational factors, such as surface roughness, can introduce high levels of noise at faster speeds
that may make it difficult to even identify changes caused by larger crack ratios. Therefore, before declaring
higher vehicle speeds are more ideal for the Bayesian estimation methodology, a study needs to be conducted
with surface roughness considered. Future studies will be conducted to identify the impact surface rough-
ness has on damage classification and to identify optimal conditions for improving classification accuracy for
smaller crack ratios.
[Table 13 about here.]
[Figure 14 about here.]
Figure 6.15 demonstrates how the acceleration response of the vehicle DoFs change when various
levels of noise are introduced, while Table 6.14 provides classification results at different noise levels for a
crack occurring at location 5.5m (18.04ft) with a ratio of 0.11. It can be seen that the mean and standard de-
viation for crack ratio estimates are largely unchanged, meaning L3 classification accuracy and precision are
tolerant of increasing levels of noise. Additionally, the damage detection accuracy also appears to be largely
tolerant of noise, decreasing by only 6% at a 10db SNR. Lastly, the mean estimates for damage location move
away from the truth at noise ratios below 30db, while the standard deviation of location estimates continu-
ously increases as the level of noise increases. These results indicate that noise does affect the accuracy and
precision of location detection to a degree; however, it can be seen that the change in location accuracy is only
0.13m (0.4ft) from 40db through 20db, indicating the methodology is mostly tolerant of noise up to a 20db
SNR. This is similar to the results Zhang et al. obtained in their SHM study Zhang et al. [2020]. Overall, the
results from noise testing indicate that increasing levels of noise have a minor impact on L2 classification,
but overall the classification accuracy of the Bayesian estimation appears to be relatively unaffected.
[Figure 15 about here.]
53
[Table 14 about here.]
4.4.4 Damage Mapping
To address the need for mapping crack ratios in simplified models to equivalent levels of physical
damage, changes in flexibility of the simplified vehicle-bridge FEM were calculated and cross-referenced to
changes in the flexibility of a higher fidelity model for various cracking scenarios applied at the identified
damage location. The higher fidelity model is more representative of a physical structure, and thus provides
a better indication of the true crack conditions on the physical structure. Table 6.15 identifies the equivalent
crack ratios on the physical structure when compared to results from tests conducted at a speed of 20ms−1
(44.74mph) for damage applied at locations 3.9m (12.8ft), 5.5m (18.04ft), and 7.25m (23.78ft) using the
crack ratios that provided the 100% detection threshold during the initial damage detection studies. A speed
of 20ms−1 (44.74mph) was used to improve classification accuracy and obtain estimates right at the truth.
When relating the crack ratios to physical crack depths, the smallest identifiable crack depth is
1.42cm (0.56in) for the case where cracking occurs on all girders at 7.25m (23.78ft) from the left support;
this is the equivalent of a crack having propagated approximately half-way through the lower flange of all
girders. The largest crack depth required for identification on a single member is 5.36cm (2.11in) for the
case where cracking occurs on one of the exterior girders at 3.98m (13.05ft) from the left support; this is
the equivalent of a crack having propagated through the flange and 3.46cm (1.36in) into the web. It should
be noted that the crack ratio associated with damage on all girders at location 3.98m (13.05ft) produced a
higher change in flexibility and frequency than the simplified model. The reason for this has to deal with
flange members only being one element deep at this location in ABAQUS. Because cracking was simulated
in ABAQUS by disjoining nodes, the result is an initial crack that had already propagated through the lower
flange. This problem can be addressed in the future by employing a more dense meshing scheme for the
lower flange of end girder members. The aforementioned issue did not affect location 5.54m (18.17ft) and
7.25m (23.78ft), as the lower flange at these locations is thicker and thus was multiple elements deep.
[Table 15 about here.]
Per the Bridge Inspectors Reference Manual, the levels of cracking detected by the Bayesian estima-
tion methodology are on par, or better than what is visually detectable by an inspector. Typically, inspectors
are only readily able to visually detect cracks when they are classified as through cracks, meaning 95% of the
fatigue life of a connection detail is gone and a crack has propagated deep into the web [Ryan et al., 2012].
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Figure 6.16 provides a description of what the inspectors manual classifies as a through crack [Ryan et al.,
2012]. By being able to detect, locate, and quantify low levels of cracking, the proposed DBHM methodology
appears to offer a viable alternative to continuously monitoring the health of bridge structures.
[Figure 16 about here.]
4.5 Conclusion
From a review of DBHM literature, it is apparent that there exists the need for a new multi-level
damage classification approach that can: 1) directly quantify crack damage without referencing labeled or
baseline physical data; 2) can be conducted at or near posted speed limits to avoid interrupting normal bridge
operations; and 3) is tolerant against increasing levels of noise. Furthermore, there exists a need for a method-
ology that can relate identified levels of cracking in vehicle-bridge simulations to equivalent levels of cracking
on a physical structure. This study aimed to address these research needs through the development of a novel
Bayesian estimation technique that can reliably analyze experimental vehicle data collected at relatively high
velocities to update a physics based FEM for the purpose of detecting, locating, and quantifying crack dam-
age. To determine if damage is present under this framework, a spike and slab prior was assumed on the
FEM’s crack depth, which allowed for the description of two separate populations (i.e., healthy and dam-
aged) through a mixture problem; this detected if damage had occurred with the advantage of identifying
its location and severity. To address the need for mapping crack ratios in simplified models to equivalent
levels of physical damage, a methodology was also proposed that calculated the changes in flexibility of the
vehicle-bridge FEM and cross-referenced them to various cracking scenarios applied at the identified loca-
tion on a higher fidelity model. An analytical study was conducted to verify the performance of the damage
classification and mapping methodologies for a variety of damage and operating conditions.
Results of the analytical study indicate the Bayesian estimation methodology was successful at de-
tecting crack ratios on par with other multi-level damage detection methodologies, while simultaneously not
relying on referenced or labeled data and traveling at or greater than 15ms−1 (33.55mph). Results from noise
testing also demonstrated the methodology is robust against increasingly higher levels of noise, with the ac-
curacy of location estimates being mostly unaffected down to a SNR of 20db. It was also demonstrated that
100% and 80% detection thresholds set for L1 classification were reached at lower crack ratios for cracks
occurring further into the bridge span, indicating cracks initiating in higher flexural regions can be detected
sooner than cracks initiating in lower flexural regions near supports. Additionally, it was determined that as
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crack ratios reached and exceed the 100% detection threshold, the accuracy and precision of L2-L3 classifi-
cations increased significantly. At levels of detection at or below 80%, however, L2-L3 classifications were
difficult to predict accurately. Lastly, the mapping analysis identified that physical cracks can be detected at
depths less than half-way through the flange of multiple girders or after propagating only a few inches into
the web of a single girder. This level of detection was found to be on par with, or better than the levels of
cracking that can typically be identified by visual inspection; indicating the given methodology could po-
tentially be employed as a viable alternative or supplemental approach to detecting crack damage before it
reaches critical levels.
Overall, the Bayesian estimation methodology was found to be able to perform all three levels of
classification with reliable accuracy and precision. Furthermore, the methodology demonstrated excellent
abilities to perform with data collected at higher velocities, while remaining mostly tolerant to high levels of
noise. However, before being able to test the methodology on physical data, more tests need to be conducted
that consider noise inducing operational parameters, such as surface roughness. Additionally, to identify
the impact model accuracy has on detection, future work is needed that considers uncertainty in vehicle and
bridge parameters, such as suspension and bearing stiffness. Furthermore, breathing crack damage also needs
to be considered to identify how L2-L3 classifications are affected by nonlinear changes in bridge stiffness.
Lastly, an optimization study is needed in order to identify the conditions required for obtaining the most




A Bayesian approach to spatial modeling
of opioid overdoses in South Carolina
5.1 Introduction
In the United States, the opioid epidemic has drawn much attention with over 630,000 opioid-related
deaths from 1999-2016, 66% of which occurred in 2016 [CDC, 2017]. In 2017, the US Department of Health
and Human Services [USDHHS, 2017] identified the opioid epidemic as a national public health emergency,
thus increasing resources for surveillance, research, opioid addiction treatment, and reducing heroin access.
To explore opioid abuse, studies have been conducted by geographic locations and neighborhood
characteristics. Rigg and Monnat [2015] found urban residents were more likely to engage in opioid misuse
than in rural areas. However, in that study, data were collected based on the National Drug Use and Health
survey. Urban and rural locations were operationally defined based on whether survey respondents lived in a
Metropolitan Statistical Area (MSA) or not.
In contrast, in a study of opioid-dependent patients in treatment programs, risk of opioid addiction
was associated with lower urbanicity, or low population density counties [Rosenblum et al., 2007]. However,
this was based on the locations of treatment programs [Rosenblum et al., 2007]. Yet, Young et al. [2012]
compared rural and urban opioid users’ lifetime and recent drug use and found that there was no signifi-
cant difference between rural and urban locations. Unlike the aforementioned studies, Young et al. [2012]
recruited drug users for the study, resulting in a much smaller sample size.
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Cerdá et al. [2017] examined the relationship between urban and rural areas in identifying vulner-
ability groups of prescription opioid poisoning. Geographic comparisons were based on postal code as the
geographic unit analysis. This unit of analysis allowed Cerdá et al. [2017] to examine socio-economic and
built environment variables of postal code areas, but these data were collected from prescription-overdose-
related hospital discharges. In exploring the relationship of overdose fatalities and community characteristics,
Cerdá et al. [2013] collected analgesic overdose fatality data from the Office of the Chief Medical Examiner
of New York City, while community characteristics were collected from census data. Analgesic overdose
fatalities were associated with neighborhoods of low-income and more fragmented families, as well as high
income, less fragmented, than heroin overdoses [Cerdá et al., 2013].
Recently, geographic information systems (GIS) have been widely used in public health fields to
analyze spatial data; in particular, GIS analysis is frequently used to determine infection hotspots in order
to guide allocation of resources [Des Jarlais et al., 2018]. Rowe et al. [2016] aggregated addresses of out-
of-hospital opioid overdose deaths and patient residential addresses of in-hospital deaths to the census tract
level. With the census tract as a unit of analysis, these data, as well as locations of naloxone administration
reversals and naloxone distribution sites, were analyzed with income inequality, race/ethnicity and population
density. In that study, distribution sites of up to 4000 meters were associated with less naloxone administration
reversals, which were not significantly associated in opioid overdose fatalities [Rowe et al., 2016].
In recent years, there has been emerging literature that examines opioid overdoses using data from
Emergency Medicine Services (EMS) reports. EMS reports offer numerous advantages that other health
services data cannot provide at the pre-hospital level, including location of overdose, patient characteristics,
initial treatment and care provided, and circumstantial context surrounding the overdose [Knowlton et al.,
2013, Kinsman et al., 2016]. In addition, EMS providers are the front line workers with insight regarding
local-level opioid use activity [Kinsman et al., 2016]. Further, EMS data have been standardized in how they
are collected, stored, and shared through the National EMS Information System, which allows for aggregation
and analysis at multiple geographic levels [Kinsman et al., 2016]. EMS data of opioid overdoses allow for
geospatial analysis including identifying hot spots in local areas [Pesarsick et al., 2019]. However, many of
the EMS studies on opioid overdoses focused on the administration of naloxone, often due to their timely
response to reverse the effects of an opioid overdose.
To date, there has been no literature to explore Bayesian approaches for spatially modeling opioid
overdoses. However, recent works on disease mapping have demonstrated positive results in spatio-temporal
Bayesian modeling, including model selection with spatial-referenced data [Carroll et al., 2016, 2018]. In
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this work, we fit a Bayesian spatial regression model to the number of opioid overdoses by zip code in South
Carolina with a goal of disentagnling spatial differences in overdoses with a focus on urban versus rural areas.
In particular, we considered a weighted Poisson spatial regression model in which parameter estimation was
completed via a Markov chain Monte Carlo algorithm.
5.2 Materials and Methods
5.2.1 Data Collection
Most opioid-related overdose data collection occur in hospital settings. However, emergency med-
ical services offer an opportunity for estimating opioid overdose incidence, including the administration of
naloxone as a proxy of opioid overdose [Knowlton et al., 2013]. In this study, opioid overdose data were
collected from the South Carolina Department of Health and Environmental Control, Office of Emergency
Medical Services (EMS). Data included EMS calls (i.e. 911) from all South Carolina counties for opioid-
related overdoses and where naloxone was administered to counter the effects of an opioid overdose. Data
were collected from years 2015 − 2018 and included address of the incident, patient age, race, gender, and
scene description. Data did not include type of opioid. Further, only data of subjects over the age of 18 years
were collected. For analyses, only incident data, or locations of opioid-related overdose calls were included.
Data collection was approved by Clemson University’s Institutional Review Board for Human Subjects.
Ages were aggregated into 6 different age groups: 18 − 24, 25 − 34, 35 − 44, 45 − 54, 55 − 64
and 65 − 84. There were incidents of ages over 84 years, but those cases were not included in this study.
Further, this study included only White and Black races. The number of cases of other races were too small to
include in the study. Overdose incident addresses were geocoded on ESRI ArcMap version 10.3. These data
were then aggregated at the zip code level. While these data included all opioid-related EMS responses in
South Carolina, it is unknown if there are any repeated patients, or patients with more than one opioid-related
incident during the study period. Further, this study focused on the location of the incidents and does not
assume these locations are all places of residence or that the patient is a resident of South Carolina.
There are a total of 534 zip codes in South Carolina. However, based on the gecoded data, 376 zip
codes were included in the models. Each zip code was codified as rural or urban which was determined by the




The data set was stratified into 24 different strata by gender, White or Black race, and age group.
We let Yits, i = 1, . . . , 24, t =2015, 2016, 2017, 2018, and s = 1, . . . , 376 be the total number of overdoses
for the ith stratum in the sth zip code of South Carolina in year t. Hence, we proceed by fitting 24 models,
one for each of the strata.
Assume that Yits|γits, nits
ind∼ Poisson(nitspits). That is, conditional on γits and nits, the observa-




Here, nits is the population of the ith stratum in the sth zip code, bis is the spatial random effect for the sth
zip code in the ith stratum, and βi = (βi0, βi1) is a vector of fixed effect parameters for the ith stratum. We
let xis = (1, xs)′, where xs is a rurality indicator variable such that xs = 1 if the sth zip code is rural and
xs = 0 otherwise. Let bi = (bi1, bi2, ..., bi376)′ be the spatial random effects vector of the ith stratum, which
we assume is constant across the four years. To capture the spatial dependence, we assume that the spatial
random effects follow an intrinsic conditional autoregressive (ICAR) model such that
bi|τi = (bi1, bi2, ..., bi376)′|τi ∼ MVN{0, τ2i (D−W)},
where τi(D−W) is the precision matrix. This matrix is the inverse of the covariance matrix which usually
does not exist in the ICAR specification resulting in an improper prior distribution. However, the posterior
distribution is proper as we have an observation in every spatial unit. In this prior specification, W is a
376× 376 adjacency matrix such that W (s, s′) = 1 if zip codes s and s′ share a border and 0 otherwise. The
sth diagonal element of the diagonal matrix D provides the number of zip codes that neighbor the sth zip
code, i.e., D(s, s) =
∑376
s′=1 W(s, s
′). The variance parameter, τ2i , is an unknown positive constant.
The following are the prior specifications on the remaining model parameters:
βi ∼ MVN(0, σ−2I) for i = 1, 2, ..., 24
τ2i
iid∼ G(ατ , βτ ) for i = 1, 2, ..., 24,
where iid∼ indicates that the random vectors are independent and identically distributed, and G(ατ , βτ ) denotes
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a gamma distribution with ατ and βτ being shape and scale parameters, respectively. For the hyperparameters
on the prior distributions, we let σ2 = 1000 and ατ = βτ = 1. In both of the aforementioned cases, we
specify the priors to be weakly informative, allowing the observed data to provide more information to the
model.
To allow for model fitting, a posterior sampling algorithm is developed which draws realizations























ατ−1 exp(−τ2i βτ ),
where Yi = (Yi1, ...,Yi376)′ and Yis = (Yi2015s, Yi2016s, Yi2017s, Yi2018s)′. Since the posterior distribution
is not of a known form, we sample τ2i with a Gibbs step and βij , j = 0, 1 and bis via Metropolis-Hastings
(MH) steps. For complete details on the full conditional distributions and a step-by-step description of the
entire MCMC posterior sampling routine, see the Appendix D. Posterior estimation and inference proceed as
usual once the algorithm is implemented; for further discussion see Gelman et al. [2013].
The MCMC sampling algorithm was implemented with the first 1000 iterations removed as burn in.
The 10000 remaining MCMC iterations were used for estimation and inference. To determine the proportion
of zip codes in each stratum with important differences in spatial random effect estimates, we computed a
95% highest posterior density (HPD) interval for each pair of difference; for further details on HPD intervals
see Turkkan and Pham-Gia [1993]. Since there were 376 spatial units, this provided intervals for 70500
differences. Note that caution needs to be taken in making multiple comparisons, which was not accounted
for in these results. Level plots were also created to focus on the important differences between zip codes of
interest. To further summarize our results, we created heat maps of South Carolina in which the estimated
posterior mean of the spatial random effects, b̂is, were plotted by zip code for all the strata. Additionally, the
fixed effects estimates were summarized with their estimated posterior means along with a 95% HPD interval
for the rurality parameter.
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Results
[Figure 17 about here.]
5.2.3 Descriptive Statistics
The proportion of individuals that overdosed on opioids from each age group across race and gender
are provided in the bar graph in Figure 6.17. Age groups 25−34 contained the largest proportion of individu-
als overdosing for both White Males and White Females. The largest proportion of individuals that overdosed
in the Black Males and Black Females were age groups 55−64 and 65−84, respectively. Age group 18−24
held the smallest proportion for all strata except White Males which held age group 65 − 84 with smallest
proportion. Note, however, that age group 18−24 spans only 7 years of ages versus the remaining age groups
spanning at least 10 years.
[Figure 18 about here.]
5.2.4 Inferential Statistics
Figure 6.18 provides the proportion of zip codes with important differences in estimated spatial
effects for each stratum. The smallest number of important differences was for age groups 65 − 84 and
18 − 24 for Whites (Males and Females) and Blacks (Males and Females), respectively. Additionally, we
can see that age group 25 − 34 had the greatest number of important differences in spatial effect estimates
for White Males and the second greatest number of important difference for the Black Males. However, age
group 45 − 54 contained the greatest number of important differences in spatial effect estimates for Black
Males and both White and Black Females. Based on these numbers, we focus on our attention on results
for White and Black Males in age group 25 − 34 and White and Black Females in age group 45 − 54 in the
proceeding analyses.
[Figure 19 about here.]
A summary of the posterior mean of the spatial random effects, b̂is, for these four strata are pre-
sented in the heat maps in Figure 6.41. Analogous heat maps for the remaining strata can be found in the
Supplementary Material. From these plots, one can see that the Upstate holds several zip codes with large
spatial effects across all four strata. In addition, several zip codes in coastal areas have large spatial effects for
both White strata. Note that large spatial effects within a stratum correspond to larger mean effects, E(Yits),
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and are associated with a greater number of overdoses in a zip code. Since the model for a given stratum
includes fixed and spatial random effects, the spatial effects represent a shift from an overall mean associated
with the intercept and rurality parameter for that stratum, with larger values corresponding to zip codes with
a higher number of overdoses.
[Table 16 about here.]
Table 6.36 provides more details on a subset of the zip codes with important differences in spatial
random effects estimates including their mean estimates and standard deviations (SD). This table also includes
the mean of the fixed effect estimates along with their SD and a 95% HPD interval for the rurality parameter.
Analogous tables for the remaining strata can be found in Appendix D. From the results, we see that 29577
(in Myrtle Beach) had a large spatial effect for both White Males age 25-34 and White Females age 45-54,
although it is among the smallest spatial effects for Black Females age 45-54. Additionally, several zip codes
in the Upstate region of South Carolina had large mean spatial effects for both White strata (e.g., 29673 in
Piedmont, 29671 in Easley, 29605 in Greenville). The Black strata both held 29439 (in Folly Beach), 29346
(in Glendale), and 29838 (in Modoc) as zip codes with a large mean spatial effect. It is interesting to note that
the rural zip code 29899 (in McCormick) is among those with the largest mean spatial effects for both Female
strata. Additionally, all four strata held a zip code in a beach area (29577, in Myrtle Beach, for Whites and
29439, in Folly Beach, for Blacks) as a top five with largest mean spatial effect.
One should note that the majority of the the zip codes in Table 6.36 with the largest mean spatial
effects were in urban areas (15 out of the 20). To study this further, we turn our attention to the results for the
fixed effect parameter for rurality. For both White Males and Females, the rurality parameter was estimated
to be negative with the HPD interval completely below 0. Hence, we conclude White Males age 25− 34 and
White Females age 45 − 54 were more likely to overdose in urban areas. The HPD intervals for the rurality
parameter for both Black strata contain 0, hence we cannot conclude that Black Males age 25− 34 or Black
Females age 45− 54 were more likely to overdose in rural or urban areas.
[Figure 20 about here.]
To further study important differences in the spatial random effects, we focus our attention on several
zip codes of interest. In particular, Figure 6.40 provides comparisons between 29899 (McCormick), 29404
(Charleston), 29406 (Charleston), 29439 (Folly Beach), 29588 (Myrtle Beach), 29577 (Myrtle Beach), 29671
(Pickens), 29640 (Easley), 29605 (Greenville), and 29611 (Greenville). These were zip codes that were
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common among the spatial random effects among many of the strata from the results in Table 6.36 and the
corresponding tables in Appendix D. Except for 29899, these zip codes are either in the Upstate or the beach
areas. Figure 6.40 was created using a subset of the important differences from Figure 6.18. Analogous level
plots for the remaining strata can be found in the Supplementary Material. From these results, we see that
there are important spatial differences among these zip codes for White and Black Males age 25 − 34 and
White and Black Females age 45− 54. However, these differences depend on the stratum. For example, the
spatial random effect estimates for 29439 (Folly Beach) and 29577 (Myrtle Beach) were the two zip codes
importantly different than the remaining zip codes in Figure 6.40 and different than each other, with 29439
having the largest spatial effect estimate. Similar conclusions can be drawn on the remaining strata. Hence,
although these zip codes are common to have large spatial random effects, their significance differ depending
on the stratum.
The results in the Appendix also lead to similar conclusions. In particular, zip codes in Myrtle
Beach, Folly Beach, Charleston, and the Upstate area (Greenville, Pickens, Easley) were common for large
mean spatial effect values across many of the strata. It is interesting to note that 29899, a rural zip code in
McCormick, was contained in the top five largest mean spatial effects across all Female strata. In addition,
urban zip codes in Myrtle Beach had large mean spatial effects for all of the White strata (except White
Females age 65 − 84). In addition, 29439 (in urban Folly Beach) was also among the largest mean spatial
effects for all Black strata. Finally, the rurality parameter estimate was always negative for the White strata
with HPD intervals completely below 0 (except for White Females age 18− 24), indicating that a majority of
Whites were more likely to overdose in urban areas. The rurality parameter estimate was also negative for a
majority of the Black strata, with a few exceptions. However, the HPD intervals for all Black strata contained
0 except Black Males age 55 − 64 and Black Females age 65 − 84. Hence, rurality is was not important in
explaining overdose rates for a majority of Black strata. For complete details on these results, please refer to
the Supplementary Material.
5.3 Discussion
The United States has been facing a nationwide opioid epidemic, especially in the last several years.
The opioid crisis has resulted in a National Public Health Emergency thus allocating numerous resources to
better understand and treat opioid abuse [USDHHS, 2017]. With the development of naloxone, first respon-
ders have the ability to reverse the effects of opioid overdoses in a timely manner, thus preventing overdose
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deaths. The use of EMS data provides many advantages and can be valuable to inform public health inter-
ventions and policy recommendations, including surveillance and disease monitoring. With national stan-
dardization of EMS reporting, EMS data can be widely used to examine regional and geographic differences.
Further, the Bayesian framework facilitates the exploration of spatial patterns in opoid overdose data while
allowing for easier inference as compared to frequentist approaches. In this study, we utilized a Bayesian
weighted spatial Poisson regression model to analyze EMS-reported overdose data by zip code and demo-
graphic characteristics. Such spatial models allow public health practitioners and policy makers to prioritize
areas for targeted interventions.
5.3.1 Race, Gender, and Age
According to Alexander et al. [2018], between the years 2000 and 2010, Whites were twice as
likely to experience opioid overdose deaths than Blacks. Between 2010-2015, both population groups saw
an increase mortality largely driven by heroin and synthetic opioids [Alexander et al., 2018]. Although this
study did not differentiate between types of opioids, the findings were consistent to the racial differences of
opioid overdoses found in existing literature [Lippold and Ali, 2020].
As it relates to age and gender, among White Males, age group 25 − 34 had the largest number of
important differences in spatial random effects. Among Black Males and Females of both races, age group
45− 54 had the largest number of important differences in spatial random effects. Similar to what was seen
by Lippold et al. [2019], overdoses were highest among older age groups in Blacks. Regardless of age, men
have a higher rate of opioid use which is consistent in related literature regardless of opioid type [Marsh et al.,
2018].
5.3.2 Urban, Rural and Geographic Differences
There have been several studies that examined the urban and rural differences in opioid use and
overdoses. However, much of these data focused on county-level data. This study examined the geographic
differences among race, age and gender that were aggregated by zip codes. Each zip code was codified as
rural or urban which allowed for geographic examination. The literature suggests that there are urban and
rural differences in the characteristics of opioid overdoses. While there are higher rates of overdoses deaths
in urban areas, there are increasing rates of overdoses in rural areas [Mack et al., 2017]. Despite the lower
prevalence in rural areas, the consequences can be higher due to limited access to treatment modalities and
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facilities and lower socioeconomic status [Mack et al., 2017].
With the emergence of synthetic opioid use, over time, non-Hispanic Black opioid deaths decreased
in metropolitan areas and increased in non-metropolitan areas [Lippold and Ali, 2020]. In addition, neigh-
borhoods that are racially-concentrated with high poverty are indicators of increased opioid deaths [Lippold
and Ali, 2020]. In terms of gender, there are increasing rates of Female illicit drug use in large metropoli-
tan areas, however there has been significant decrease in Male use of illicit drugs in non-metropolitan areas
[Mack et al., 2017].
Most of the large spatial effects occurred in urban zip codes. Based on the zip codes, this study
found large spatial effects among younger White and Black Males in the urban coastal communities, which
are popular destinations for beach tourism. However, White and Black Females of all ages had a rural zip
code in McCormick among the top five zip codes with largest spatial effects. A closer look at this specific
community, at the county level, found that there is disparity of mental health providers such the population
to mental health provider ratio was 1,570:1 compared to the state’s ratio of 570:1 [County Health Rankings
Key Findings, 2020]. The differences in patterns of race, gender and age suggest a sub-epidemic [Lippold
et al., 2019]. In addition to these differences, further study is recommended to explore characteristics of
opioid overdoses among tourism communities. There is some literature demonstrating the relationship of
college-aged adults, illicit activity and beach resorts [Bellis et al., 2003, 2009, Schwartz et al., 1999].
5.4 Limitations
As with any study, there are limitations that need to be addressed. One of the biggest limitations of
this study is not knowing the opioid type in the data collection. There are differences in opioid type between
rural and urban users [Wang et al., 2013c, Young et al., 2012]. While this study focused on an innovated
methodolocial approach in understanding the spatial and non-spatial characteristics of opioid overdoses, we
did not include zip code-level demographic and socioeconomic characteristics as predictor variables. This
would be worth including in future studies to examine relationships of community characteristics with the
patient overdose data.
In addition, the population was assumed to be fixed between the years 2015− 2018, with data from
the American Community Survey 2017 5-year estimates. Finally, we first fit one model without dividing into
24 strata. However, there was an interaction effect between the zip codes and different strata so the model
failed to properly fit the data. To remedy this issue, an interaction effect of 24 strata by 376 zip codes would
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need to be included in the model, which would in turn reduce the interpretability of our results. To ensure our
model would both correctly fit the data and provide interpretable results, we chose to run 24 different models.
Additionally, the 24 models were sufficient to answer the questions of interest in this study.
5.5 Conclusions
This study applied Bayesian methods to spatially model patient opioid overdose characteristics us-
ing Emergency Medical Services (EMS) report data. Unlike traditional regression modeling, this study’s
methodological approach allows for easy interpretation of spatial units though Bayesian approaches. Based
on EMS responses, there are racial, age and gender differences among opioid overdoses between urban and





This dissertation provides frequentist and Bayesian methodologies for the analysis of complex data.
Chapters 2 and 3 outlined maximum likelihood approaches to estimate parameters of interest. In Chapter
2, an expectation-maximization algorithm was applied to estimate a regression model and parameters for
infection distributions in pool testing while accounting for the dilution effect. The technique was used to
analyze a data set on the Hepatitis B infection among Irish prisoners. Chapter 3 proposed a novel approach
to estimation of uncertain parameters in coupled systems problems. The estimation was accomplished by
embedding the finite element coupled system model within the likelihood function. A Bayesian approach
was proposed in Chapter 4 to study the health of bridges. In particular, the bridge was classified as healthy
or damaged through a spike and slab prior specification. Estimation of the damage location and severity
was accomplished via a Markov Chain Monte Carlo sampling algorithm consisting of Gibbs and Metropolis-
Hastings steps. The technique was applied to study the health of a bridge using acceleration data obtained via
drive-by health monitoring. The dissertation concluded with an application in Chapter 6 on opioid overdoses.
A Bayesian spatial Poisson regression model was fit using a Marko Chain Monte Carlo sampling algorithm
on the number of opioid overdoses in South Carolina. Spatial random effect estimates were estimated for zip




Appendix A Supplementary Material for Chapter 2
A.1 EM algorithm details in Section 2.2
For the jth pool, let Ỹ j = (Ỹ1j , . . . , Ỹcjj)
′ and pij = H(x′ijβ). The joint distribution of the pooled
biomarker concentration level ζ̃pj and Ỹ j is










The joint distribution of ζ̃pj and the true status of the ith individual in the jth pool, Ỹij , can be obtained by
marginalizing (A.1) over Ỹ (−i)j = (Ỹ1j , . . . , Ỹ(i−1)j , Ỹ(i+1)j , . . . , Ỹcjj)
′, that is,
f(ζ̃pj , Ỹij |δ) =
∑
Ỹ (−i)j∈{0,1}cj−1
f(ζ̃pj , Ỹ j |δ). (A.2)
This joint distribution in (A.2) can be written as












Therefore, the conditional distribution of Ỹij , given ζ̃pj and δ, is Bernoulli with success probability








l=0 fl+yij ,j(ζ̃pj |θ)P (
∑
m6=i Ỹmj = l|β), for yij ∈ {0, 1}. Thus, from
(A.3) we have E(Ỹij |ζ̃pj , δ) = ωij1/(ωij1 + ωij0), as noted in Section 2.2. We now derive E{I(Ỹ·j =
k)|δ,D}. First note that Ỹ·j is an integer-valued random variable whose support is {0, 1, ..., cj}. From (A.1),
the joint distribution of ζ̃pj and Ỹ·j is
f(ζ̃pj , Ỹ·j = k|δ) = f(ζ̃pj |Ỹ·j = k, δ)P (Ỹ·j = k|δ) = fk,j(ζ̃pj |θ)τk,j(β).
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Given this joint distribution, it follows that Ỹ·j conditionally, given ζ̃pj and δ, obeys a discrete distribution
with probability mass function




Thus, E{I(Ỹ·j = k)|δ,D} = P (Ỹ·j = k|δ, ζ̃pj ), as noted in Section 2.2.
A.2 Gamma convolution details in Chapter 2.3
Suppose ζ̃ij |Ỹij = y ∼ gamma(αy, φy), for y ∈ {0, 1}, where θ = (α1, φ1, α0, φ0)′. If Ukj ∼
fk,j(·|θ), then it is equal in distribution to U1kj + U0kj , where U1kj ∼ gamma(kα1, cjφ1) and U0kj ∼
gamma{(cj − k)α0, cjφ0}. Hence, the convolution of the probability density functions of U1kj and U0kj








































M{(φ1∗ − φ0∗)t}tα1∗+α0∗−1 exp(−tφ0∗),
where M(·) is the moment generating function of a beta(α1∗, α0∗) random variable.
A.3 Additional simulation results from Chapter 2.3
[Figure 21 about here.]
[Figure 22 about here.]
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[Figure 23 about here.]
[Figure 24 about here.]
[Figure 25 about here.]
[Table 17 about here.]
[Table 18 about here.]
[Table 19 about here.]
[Table 20 about here.]
[Table 21 about here.]
[Table 22 about here.]
[Table 23 about here.]
[Table 24 about here.]
[Table 25 about here.]
[Table 26 about here.]
[Table 27 about here.]
A.4 Additional details from Section 2.4
[Figure 26 about here.]
[Figure 27 about here.]
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Appendix B Supplementary Material for Chapter 3
B.1 Additional Spring and Mass Simulation Results
[Table 28 about here.]
[Table 29 about here.]
[Figure 28 about here.]
[Figure 29 about here.]
[Table 30 about here.]
[Figure 30 about here.]
[Table 31 about here.]
[Figure 31 about here.]
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Appendix C Supplementary Material for Chapter 4
Metropolis-Hastings Steps:
The Metropolis-Hastings step for sampling δ1 begins by sampling γ∗1 from
γ∗1 ∼ N(ψ1, c21), (C.1)
where ψ1 = log{g(δ(s−1)1 )}/{1 − g(δ
(s−1)
1 )}, g(z) = (z − l1)/(u1 − l1), δ
(s−1)
1 is the previous value

































p(δ∗1 |B, ϕ, δ2)π(δ
(s−1)
1 |δ∗1 , c21)
p(δ
(s−1)













δ∗1 with probability α1
δ
(s−1)
1 with probability 1− α1
. (C.4)
The Metropolis-Hastings step to sample δ2 is practically identical and is therefore omitted for brevity.
MCMC Routine:
1. Initialize δ(0)1 and δ
(0)
2 using a sequence of values for each parameter and choosing the combination
that maximizes the observed data likelihood function.
2. Set s = 1.
















2 ;µ2, τ2) + (1−
p)πδ2(δ
(s−1)
2 ;µ2, rτ2)} and p = 0.5 using a Gibbs step.
(c) Sample δ(s)1 using a Metropolis-Hastings step.
i. Compute ψ1 = log{g(δ(s−1)1 )}/{1− g(δ
(s−1)
1 )}.
ii. Sample γ∗1 from N(ψ1, c
2
1).









1 |δ∗1 , c21)
p(δ
(s−1)
















δ∗1 with probability α1
δ
(s−1)
1 with probability 1− α1
. (C.6)
(d) Sample δ(s)2 using a Metropolis-Hastings step.
i. Compute ψ2 = log{g(δ(s−1)2 )}/{1− g(δ
(s−1)
2 )}.
ii. Sample γ∗2 from N(ψ2, c
2
2).










2 |δ∗2 , c22)
p(δ
(s−1)















δ∗2 with probability α2
δ
(s−1)
2 with probability 1− α2
. (C.8)
(e) Increment s and return to Step (a).
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Appendix D Supplementary Material for Chapter 5
D.1 Details on MCMC Algorithm
Full Conditional Distributions:
The full conditional distribution of τ2i is given by
τ2i |bi ∼ G
{





Similarly, the full conditional distributions of βij , j = 1, 2, and bis are given by




























whereβ(ij) and b(is) are the fixed and random effect parameters without the jth and sth element, respectively.
Since these distributions do not belong to a common family, we therefore proceed with Metropolis-Hastings
steps to sample βij and bis.
MCMC Routine:
1. Initialize β(0)ij , b
(0)
is , and τ
(0)
i .
2. For g = 1, 2, . . . , G:
(a) Sample βij using a Metropolis-Hastings step. For j = 0, 1:




























where p(βij |σ−2,Yi,b(g−1)i ) is the density of the full conditional distribution of βij given
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β∗ij with probability Aβij
β
(g−1)
ij with probability 1−Aβij
.
(b) Sample b(g)is using a Metropolis-Hastings step. For s = 1, 2, . . . , 376:





























where p(bis|τ (g−1)i ,Yi,β
(g)
i ) is the density of the full conditional distribution of bis given in










b∗is with probability Abis
b
(g−1)












using a Gibbs step.
D.2 Inferential Statistics Results
[Figure 32 about here.]
[Table 32 about here.]
[Figure 33 about here.]
[Figure 34 about here.]
[Table 33 about here.]
[Figure 35 about here.]
[Figure 36 about here.]
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[Table 34 about here.]
[Figure 37 about here.]
[Figure 38 about here.]
[Table 35 about here.]
[Figure 39 about here.]
[Figure 40 about here.]
[Table 36 about here.]
[Figure 41 about here.]
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Eugene J O’Brien, P McGetrick, and Arturo González. A drive-by inspection system via vehicle moving
force identification. Smart Structures and Systems, 13(5):821–848, 2014.
AK Pandey and M Biswas. Damage detection in structures using changes in flexibility. Journal of sound and
vibration, 169(1):3–17, 1994.
Jeffrey Pesarsick, Melody Gwilliam, Olayemi Adeniran, Toni Rudisill, Gordon Smith, and Brian Hendricks.
Identifying high-risk areas for nonfatal opioid overdose: a spatial case-control study using ems run data.
Annals of epidemiology, 36:20–25, 2019.
B.M. Phares, G. Washer, D. Rolander, B. Graybeal, and M. Moore. Routine highway bridge inspection
condition documentation accuracy and reliability. Journal of Bridge Engineering, 9(4):403–413, 2004.
Serge Piperno and Charbel Farhat. Partitioned procedures for the transient solution of coupled aeroelas-
tic problems–part ii: energy transfer analysis and three-dimensional applications. Computer methods in
applied mechanics and engineering, 190(24-25):3147–3170, 2001.
Matthew Plumlee, V Roshan Joseph, and Hui Yang. Calibrating functional parameters in the ion channel
models of cardiac cells. Journal of the American Statistical Association, 111(514):500–509, 2016.
G-L Qian, S-N Gu, and J-S Jiang. The dynamic behaviour and crack detection of a beam with a crack.
Journal of sound and vibration, 138(2):233–243, 1990.
R Redner and H Walker. Mixture densities, maximum likelihood, and the EM algorithm. SIAM Review, 26
(2):195–239, 1984.
Khary K Rigg and Shannon M Monnat. Urban vs. rural differences in prescription opioid misuse among
adults in the united states: Informing region specific drug policies and interventions. International Journal
of Drug Policy, 26(5):484–491, 2015.
Andrew Rosenblum, Mark Parrino, Sidney H Schnoll, Chunki Fong, Carleen Maxwell, Charles M Cleland,
Stephen Magura, and J David Haddox. Prescription opioid abuse among enrollees into methadone main-
tenance treatment. Drug and Alcohol Dependence, 90(1):64–71, 2007.
Christopher Rowe, Glenn-Milo Santos, Eric Vittinghoff, Eliza Wheeler, Peter Davidson, and Philip O Coffin.
Neighborhood-level and spatial characteristics associated with lay naloxone reversal events and opioid
overdose deaths. Journal of Urban Health, 93(1):117–130, 2016.
TW Ryan, JE Mann, ZM Chill, and BT Ott. Bridge inspector’s reference manual (birm). Publication No.
FHWA NHI, pages 12–049, 2012.
Anders Rytter. Vibrational based inspection of civil engineering structures. PhD thesis, Dept. of Building
Technology and Structural Engineering, Aalborg University, 1993.
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Figure 6.1: Simulation study. Summary of the maximum likelihood estimates of θ in regression model M1
under biomarker models D1 and D2. The curves shown represent the parametric densities evaluated at the
mean parameter estimates (averaged across B = 1000 data sets). The estimates of the positive (grey) and
negative (black) distributions are shown for biomarker model D1 (left) and D2 (right). Results are stratified
by pool size c within each panel, with dashed, dotted, dot-dashed and long-dashed lines corresponding to
c = 1, c = 2, c = 4, and c = 6, respectively. The solid curves depict the true densities. From top to bottom,
the estimates correspond to sample sizes N = 600, N = 1200, and N = 1800. The same summaries for the
other regression and biomarker models are shown in Appendix A.3.
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Figure 6.2: A general example of two systems that are strongly coupled.
90
Figure 6.3: The setup of the strong coupled system under consideration, including the input and output
variables.
91
Figure 6.4: A summary of the methodology used to estimate the uncertain parameters.
92
Figure 6.5: Four DOF spring and mass system, as described in Farajpour and Atamturktur [2012b].
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Figure 6.6: Plots of the displacements of mass 1 in each of the systems and solutions to the coupling
parameters across 20 seconds for the linear spring and mass system. The results using the true value of the
uncertain parameters are plotted in black. The displacements and force using the mean estimate of the
uncertain parameters from the simulation results are plotted in the various colors.
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Figure 6.7: Plots of the displacements of mass 1 in each of the systems and solutions to the coupling
parameters across 20 seconds for the nonlinear spring and mass system. The results using the true value of
the uncertain parameters are plotted in black. The displacements and force using the mean estimate of the
uncertain parameters from the simulation results are plotted in the various colors.
95
Figure 6.8: Six degree-of-freedom half-car model coupled with a simply supported bridge.
96
Figure 6.9: Cross sectional view of steel girder bridge at University of Nebrask-Lincoln campus.
97
Figure 6.10: Demonstrates levels of damage detection for crack ratios across the length of the 21.3m (70ft)
long bridge for a vehicle velocity of 15ms−1 (33.55mph) and noise ratio of 40db.
98
Figure 6.11: Example demonstrating how the width of the bivariate kernel density distribution increases for




Figure 6.12: Bivariate kernel density distributions developed using location and crack ratio estimates obtained
from 100 data sets for 100% L1 damage classification. (a): Location: 3.9m (12.8ft)— Ratio: 0.15; (b):
Location: 5.5m (18.04ft)— Ratio: 0.15; (c): Location: 7.25m (23.78ft)— Ratio: 0.10; (d): Location: 3.9m




Figure 6.13: Bivariate kernel density distributions developed using location and crack ratio estimates obtained
from 100 data sets for 80% L1 damage classification. (a): Location 3.9m (12.8ft)— Ratio 0.11; (b): Location
5.5m (18.04ft)— Ratio 0.1; (c): Location 7.25m— Ratio 0.075.
101
(a) (b) (c)
Figure 6.14: Bivariate kernel density distributions developed using location and crack ratio estimates ob-
tained from 100 data sets for location 5.5m (18.04ft)— Ratio 0.11. (a): 10ms−1 (22.37mph); (b): 20ms−1
(44.74mph); (c): 25ms−1 (55.92mph).
102
(a) (b) (c)
Figure 6.15: Acceleration response for vehicle DoF considering varying levels of noise. (a): Sprung DoF dv;
(b): Front unsprung DoF dw1 ; (c): Rear unsprung DoF dw2.
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Figure 6.17: A summary of the proportion of individuals that overdosed from each age group used in the
analysis, with White and Black races on the left and right, respectively. Within each plot, Males and























































Figure 6.18: A summary of the proportion of important differences in spatial effects between zip codes for
each stratum. These values were determined by computing the difference in the spatial random effect
estimate of two zip codes on each iteration of the MCMC algorithm and building a 95% HPD interval for
the differences. Since there were 376 spatial units, there were 70500 comparisons. The results presented are
for White and Black races on the left and right, respectively. Within each plot, Males and Females are
represented in dark and light gray, respectively.
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Figure 6.19: A summary of the estimated posterior mean of the spatial random effects by zip code. The plots
provide results for White and Black Males age 25− 34 in the top left and right panels, respectively, and
White and Black Females age 45− 54 in the bottom left and right panels, respectively. The spatial effects






















































































































































































Figure 6.20: A summary of a subset of zip codes with important differences in spatial random effects based
on highest posterior density (HPD) intervals. The plots provide results for White and Black Males age
25− 34 in the top left and right panels, respectively, and White and Black Females age 45− 54 in the bottom
left and right panels, respectively. The indices on the x- and y-axes represent the zip codes. Values of -1 and
1 represented in black and white, respectively, indicate an important difference in spatial effects between the
two zip codes. A value of 0 represented in gray indicates no important difference between the two zip codes.
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Figure 6.21: Simulation study. Summary of the maximum likelihood estimates of θ in regression model M2
under biomarker models D1 and D2. The curves shown represent the parametric densities evaluated at the
mean parameter estimates (averaged across B = 1000 data sets). The estimates of the positive (grey) and
negative (black) distributions are shown for biomarker model D1 (left) and D2 (right). Results are stratified
by pool size c within each panel, with dashed, dotted, dot-dashed and long-dashed lines corresponding to
c = 1, c = 2, c = 4, and c = 6, respectively. The solid curves depict the true densities. From top to bottom,
the estimates correspond to sample sizes N = 600, N = 1200, and N = 1800.
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Figure 6.22: Simulation study. Summary of the maximum likelihood estimates of θ in regression model M3
under biomarker models D1 and D2. The curves shown represent the parametric densities evaluated at the
mean parameter estimates (averaged across B = 1000 data sets). The estimates of the positive (grey) and
negative (black) distributions are shown for biomarker model D1 (left) and D2 (right). Results are stratified
by pool size c within each panel, with dashed, dotted, dot-dashed and long-dashed lines corresponding to
c = 1, c = 2, c = 4, and c = 6, respectively. The solid curves depict the true densities. From top to bottom,
the estimates correspond to sample sizes N = 600, N = 1200, and N = 1800.
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Figure 6.23: Simulation study. Summary of the maximum likelihood estimates of θ in regression model M1
under biomarker models D3 and D4. The curves shown represent the parametric densities evaluated at the
mean parameter estimates (averaged across B = 1000 data sets). The estimates of the positive (grey) and
negative (black) distributions are shown for biomarker model D3 (left) and D4 (right). Results are stratified
by pool size c within each panel, with dashed, dotted, dot-dashed and long-dashed lines corresponding to
c = 1, c = 2, c = 4, and c = 6, respectively. The solid curves depict the true densities. From top to bottom,
the estimates correspond to sample sizes N = 600, N = 1200, and N = 1800.
111








































































Figure 6.24: Simulation study. Summary of the maximum likelihood estimates of θ in regression model M2
under biomarker models D3 and D4. The curves shown represent the parametric densities evaluated at the
mean parameter estimates (averaged across B = 1000 data sets). The estimates of the positive (grey) and
negative (black) distributions are shown for biomarker model D3 (left) and D4 (right). Results are stratified
by pool size c within each panel, with dashed, dotted, dot-dashed and long-dashed lines corresponding to
c = 1, c = 2, c = 4, and c = 6, respectively. The solid curves depict the true densities. From top to bottom,
the estimates correspond to sample sizes N = 600, N = 1200, and N = 1800.
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Figure 6.25: Simulation study. Summary of the maximum likelihood estimates of θ in regression model M3
under biomarker models D3 and D4. The curves shown represent the parametric densities evaluated at the
mean parameter estimates (averaged across B = 1000 data sets). The estimates of the positive (grey) and
negative (black) distributions are shown for biomarker model D3 (left) and D4 (right). Results are stratified
by pool size c within each panel, with dashed, dotted, dot-dashed and long-dashed lines corresponding to
c = 1, c = 2, c = 4, and c = 6, respectively. The solid curves depict the true densities. From top to bottom,
the estimates correspond to sample sizes N = 600, N = 1200, and N = 1800.
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Figure 6.26: Irish prisoner data. Histograms of the individual OD reading levels corresponding to 1038
HBV-negative prisoners (upper panel) and 60 HBV-positive prisoners (lower panel). In both figures, the
horizontal axis is the OD reading level.
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Figure 6.27: Irish prisoner data. Estimated biomarker distributions for HBV-negative prisoners (upper
panel) and HBV-positive prisoners (lower panel). Results are stratified by pool size within each panel, with
dashed, dotted, dot-dashed, long-dashed, and two-dashed lines representing the estimate based on pools of
size c = 2, 3, 4, 5 and 6, respectively. The densities from individual testing are shown using solid curves.
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Figure 6.28: Plots of the displacements of mass 1 in each of the systems and the coupling parameters across
20 seconds for the linear spring and mass system. The results using the true value of the uncertain
parameters are plotted in black. The displacements and force using the mean estimate of the uncertain
parameters from the simulation results are plotted in the various colors.
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Figure 6.29: Plots of the displacements of mass 1 in each of the systems and the coupling parameters across
20 seconds for the linear spring and mass system for the nonlinear spring and mass system. The results
using the true value of the uncertain parameters are plotted in black. The displacements and force using the
mean estimate of the uncertain parameters from the simulation results are plotted in the various colors.
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Figure 6.30: Plots of the displacements of mass 1 in each of the systems and the coupling parameters across
20 seconds for the linear spring and mass system. The results using the true value of the uncertain
parameters are plotted in black. The displacements and force using the mean estimate of the uncertain
parameters from the simulation results are plotted in the various colors.
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Figure 6.31: Plots of the displacements of mass 1 in each of the systems and the coupling parameters across
20 seconds for the linear spring and mass system for the nonlinear spring and mass system. The results
using the true value of the uncertain parameters are plotted in black. The displacements and force using the
mean estimate of the uncertain parameters from the simulation results are plotted in the various colors.
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Figure 6.32: A summary of the estimated posterior mean of the spatial random effects by zip code. The plots
provide results for White and Black Males age 45− 54 in the top left and right panels, respectively, and
White and Black Females age 25− 34 in the bottom left and right panels, respectively. The spatial effects






















































































































































































Figure 6.33: A summary of a subset of zip codes with important differences in spatial random effects based
on highest posterior density (HPD) intervals. The plots provide results for White and Black Males age
35− 54 in the top left and right panels, respectively, and White and Black Females age 25− 34 in the bottom
left and right panels, respectively. The indices on the x- and y-axes represent the zip codes. Values of -1 and
1 represented in black and white, respectively, indicate an important difference in spatial effects between the
two zip codes. A value of 0 represented in gray indicates no important difference between the two zip codes.
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Figure 6.34: A summary of the estimated posterior mean of the spatial random effects by zip code. The plots
provide results for White and Black Males age 18− 24 in the top left and right panels, respectively, and
White and Black Females age 18− 24 in the bottom left and right panels, respectively. The spatial effects






















































































































































































Figure 6.35: A summary of a subset of zip codes with important differences in spatial random effects based
on highest posterior density (HPD) intervals. The plots provide results for White and Black Males age
18− 24 in the top left and right panels, respectively, and White and Black Females age 18− 24 in the bottom
left and right panels, respectively. The indices on the x- and y-axes represent the zip codes. Values of -1 and
1 represented in black and white, respectively, indicate an important difference in spatial effects between the
two zip codes. A value of 0 represented in gray indicates no important difference between the two zip codes.
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Figure 6.36: A summary of the spatial random effects estimates by zip code. The plots provide results for
White and Black Males age 35− 44 in the top left and right panels, respectively, and White and Black
Females age 35− 44 in the bottom left and right panels, respectively. The spatial effects range from white to






















































































































































































Figure 6.37: A summary of a subset of zip codes with important differences in spatial random effects based
on highest posterior density (HPD) intervals. The plots provide results for White and Black Males age
35− 44 in the top left and right panels, respectively, and White and Black Females age 35− 44 in the bottom
left and right panels, respectively. The indices on the x- and y-axes represent the zip codes. Values of -1 and
1 represented in black and white, respectively, indicate an important difference in spatial effects between the
two zip codes. A value of 0 represented in gray indicates no important difference between the two zip codes.
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Figure 6.38: A summary of the estimated posterior mean of the spatial random effects by zip code. The plots
provide results for White and Black Males age 55− 64 in the top left and right panels, respectively, and
White and Black Females age 55− 64 in the bottom left and right panels, respectively. The spatial effects






















































































































































































Figure 6.39: A summary of a subset of zip codes with important differences in spatial random effects based
on highest posterior density (HPD) intervals. The plots provide results for White and Black Males age
55− 64 in the top left and right panels, respectively, and White and Black Females age 55− 64 in the bottom
left and right panels, respectively. The indices on the x- and y-axes represent the zip codes. Values of -1 and
1 represented in black and white, respectively, indicate an important difference in spatial effects between the
two zip codes. A value of 0 represented in gray indicates no important difference between the two zip codes.
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Figure 6.40: A summary of the estimated posterior mean of the spatial random effects by zip code. The plots
provide results for White and Black Males age 65− 84 in the top left and right panels, respectively, and
White and Black Females age 65− 84 in the bottom left and right panels, respectively. The spatial effects






















































































































































































Figure 6.41: A summary of a subset of zip codes with important differences in spatial random effects based
on highest posterior density (HPD) intervals. The plots provide results for White and Black Males age
65− 84 in the top left and right panels, respectively, and White and Black Females age 65− 84 in the bottom
left and right panels, respectively. The indices on the x- and y-axes represent the zip codes. Values of -1 and
1 represented in black and white, respectively, indicate an important difference in spatial effects between the
two zip codes. A value of 0 represented in gray indicates no important difference between the two zip codes.
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Table 6.1: Simulation study. Summary of the maximum likelihood estimates of β in regression model M1
under biomarker models D1 and D2. This summary includes the empirical bias (Bias) and the sample
standard deviation of the B = 1000 parameter estimates (SD), the average estimated standard error (SE),
and the empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Results are
shown for the number of individuals N ∈ {600, 1200, 1800} and pool sizes c ∈ {1, 2, 4, 6}. The same
summaries for the other regression and biomarker models are shown in Appendix A.3.
D1(Gaussian) D2(Gamma)
N c β0 β1 β0 β1
600
1
Bias(SD) −0.03(0.24) 0.02(0.21) −0.04(0.26) 0.03(0.23)
CP95(SE) 95.6(0.25) 95.5(0.22) 95.9(0.25) 96.6(0.23)
2
Bias(SD) −0.05(0.28) 0.03(0.25) −0.03(0.28) 0.03(0.27)
CP95(SE) 95.8(0.27) 96.0(0.25) 95.3(0.27) 94.6(0.27)
4
Bias(SD) −0.05(0.32) 0.04(0.32) −0.06(0.33) 0.06(0.33)
CP95(SE) 95.6(0.32) 94.8(0.31) 94.8(0.33) 94.8(0.32)
6
Bias(SD) −0.02(0.50) 0.07(0.42) −0.07(0.38) 0.06(0.38)
CP95(SE) 91.3(0.37) 95.1(0.39) 96.8(0.39) 95.7(0.39)
1200
1
Bias(SD) −0.02(0.18) 0.02(0.16) −0.02(0.17) 0.02(0.16)
CP95(SE) 94.3(0.17) 94.9(0.16) 95.5(0.18) 95.6(0.16)
2
Bias(SD) −0.02(0.19) 0.01(0.18) −0.01(0.19) 0.01(0.19)
CP95(SE) 95.9(0.19) 94.5(0.18) 95.2(0.19) 95.0(0.18)
4
Bias(SD) −0.04(0.22) 0.03(0.22) −0.01(0.21) 0.01(0.21)
CP95(SE) 95.2(0.22) 95.4(0.21) 95.8(0.22) 95.5(0.22)
6
Bias(SD) −0.02(0.27) 0.02(0.27) −0.03(0.26) 0.05(0.26)
CP95(SE) 94.1(0.25) 94.2(0.25) 95.3(0.26) 96.6(0.26)
1800
1
Bias(SD) −0.01(0.14) 0.01(0.13) −0.01(0.14) 0.01(0.13)
CP95(SE) 94.6(0.14) 95.4(0.13) 95.8(0.14) 95.0(0.13)
2
Bias(SD) −0.01(0.15) 0.01(0.14) −0.01(0.15) 0.01(0.14)
CP95(SE) 95.4(0.15) 94.9(0.14) 96.1(0.15) 95.7(0.14)
4
Bias(SD) −0.01(0.17) 0.01(0.17) −0.01(0.18) 0.01(0.18)
CP95(SE) 96.1(0.17) 95.2(0.17) 94.3(0.18) 95.1(0.18)
6
Bias(SD) −0.02(0.20) 0.02(0.20) −0.01(0.21) 0.03(0.22)
CP95(SE) 95.1(0.20) 94.6(0.20) 94.2(0.21) 94.0(0.21)
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Table 6.2: Simulation study. Summary of case identification performance in regression model M1 under
biomarker models D1 and D2 with pool sizes c ∈ {1, 2, 4, 6}. The threshold t0 maximizes Youden’s index
for individual testing; the threshold tj maximizes Youden’s index for group testing as described in Section
2.3. The following rates (averages from B = 1000 data sets) are provided for the master pools: true negative
(TN), true positive (TP), false negative (FN), and false positive (FP). The same summaries for the other
regression and biomarker models are shown in Appendix A.3.
D1(Gaussian) D2(Gamma)
N c t0 t0/c tj t0 t0/c tj
600
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 0.99
TP 0.96 1.00 1.00 0.27 1.00 1.00
FN 0.04 0.00 0.00 0.73 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.01
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.25 1.00 1.00 0.05 1.00 1.00
FN 0.75 0.00 0.00 0.95 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.79 1.00 1.00 0.94 0.97
TP 0.22 1.00 0.99 0.05 1.00 1.00
FN 0.78 0.00 0.01 0.95 0.00 0.00
FP 0.00 0.21 0.00 0.00 0.06 0.03
1200
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 1.00
TP 0.97 1.00 1.00 0.27 1.00 1.00
FN 0.03 0.00 0.00 0.73 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.00
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.25 1.00 1.00 0.05 1.00 1.00
FN 0.75 0.00 0.00 0.95 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.81 0.99 1.00 0.95 0.97
TP 0.17 1.00 0.99 0.01 1.00 1.00
FN 0.83 0.00 0.01 0.99 0.00 0.00
FP 0.00 0.19 0.01 0.00 0.05 0.03
1800
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 0.99
TP 0.96 1.00 1.00 0.27 1.00 1.00
FN 0.04 0.00 0.00 0.73 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.01
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.23 1.00 1.00 0.05 1.00 1.00
FN 0.77 0.00 0.00 0.95 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.81 0.99 1.00 0.94 0.97
TP 0.17 1.00 0.99 0.02 1.00 1.00
FN 0.83 0.00 0.01 0.98 0.00 0.00
FP 0.00 0.19 0.01 0.00 0.06 0.03
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Table 6.3: Irish prisoner data. Parameter estimates (Est.) and estimated standard errors (SE) from fitting the
regression model in (2.4). Probability values from the KS test in Section 2.4 are also shown. Parameter
estimates and p-values corresponding to c > 1 represent averages over B = 1000 data sets.
c = 1 c = 2 c = 3 c = 4 c = 5 c = 6
Parameter Est.(SE) Est.(SE) Est.(SE) Est.(SE) Est.(SE) Est.(SE)
β0 −3.652(0.431) −3.699(0.532) −3.731(0.617) −3.772(0.693) −3.769(0.770) −3.827(0.843)
β1 0.048(0.013) 0.045(0.017) 0.044(0.019) 0.043(0.022) 0.042(0.025) 0.043(0.027)
p-value 0.269 0.571 0.488 0.392 0.356 0.321
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Table 6.4: Irish prisoner data. Summary of thresholding performance for master pools of size
c ∈ {1, 2, 3, 4, 5, 6}. The misclassification rates TN, TP, FN, and FP are defined in the Table 2 caption.
c t0 t0/c tj
1
TN 0.98 0.98 0.97
TP 1.00 1.00 1.00
FN 0.00 0.00 0.00
FP 0.02 0.02 0.03
2
TN 0.98 0.86 0.96
TP 1.00 1.00 1.00
FN 0.00 0.00 0.00
FP 0.02 0.14 0.04
3
TN 0.99 0.25 0.95
TP 1.00 1.00 1.00
FN 0.00 0.00 0.00
FP 0.01 0.75 0.05
4
TN 0.99 0.02 0.93
TP 0.98 1.00 1.00
FN 0.02 0.00 0.00
FP 0.01 0.98 0.07
5
TN 0.99 0.00 0.93
TP 0.95 1.00 1.00
FN 0.05 0.00 0.00
FP 0.01 1.00 0.07
6
TN 1.00 0.00 0.93
TP 0.92 1.00 1.00
FN 0.08 0.00 0.00
FP 0.00 1.00 0.07
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Table 6.5: The bias, average standard deviation (SD), coverage probabilities (CP), and average estimated
standard error (SE) for the linear 4DOF spring and mass system, where n1 and n2 are the number of
observations from systems 1 and 2, respectively.
Param. Bias(SD) Bias(SD) Bias (SD)
CP95(SE) CP95(SE) CP95(SE)
n1 = 1000 n1 = 1000 n1 = 1000
n2 = 1000 n2 = 500 n2 = 0
c = 2 −0.04(0.19) −0.07(0.24) −0.12(0.30)
0.98(0.25) 1.00(0.34) 1.00(0.66)
k1 = 80 0.01(0.31) 0.01(0.42) 0.06(0.60)
0.95(0.31) 0.97(0.44) 0.96(0.67)
k2 = 160 −0.03(0.96) −0.04(1.31) −0.12(2.11)
0.95(0.92) 0.95(1.31) 0.97(2.24)
σ21 = 0.1 0.00(0.00) 0.00(0.01) 0.00(0.00)
0.93(0.00) 0.94(0.01) 0.96(0.00)
σ22 = 0.01 0.00(0.00) 0.00(0.00) —
0.96(0.00) 0.95(0.01) —
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Table 6.6: The bias, average standard deviation (SD), coverage probabilities (CP), and average estimated
standard error (SE) for the nonlinear 4DOF spring and mass system, where n1 and n2 are the number of
observations from systems 1 and 2, respectively.
Param. Bias(SD) Bias(SD) Bias (SD)
CP95(SE) CP95(SE) CP95(SE)
n1 = 1000 n1 = 1000 n1 = 1000
n2 = 1000 n2 = 500 n2 = 0
c = 2 −0.04(0.19) −0.03(0.20) −0.11(0.29)
0.98(0.24) 0.94(0.34) 1.00(0.59)
k1 = 80 −0.01(0.21) 0.02(0.36) 0.05(0.62)
0.93(0.30) 0.94(0.34) 0.95(0.64)
k2 = 160 0.04(0.94) −0.03(1.07) −0.07(2.21)
0.94(0.91) 0.95(1.07) 0.94(2.21)
σ21 = 0.1 0.00(0.00) 0.00(0.00) 0.00(0.00)
0.95(0.00) 0.93(0.00) 0.94(0.00)
σ22 = 0.01 0.00(0.00) 0.00(0.00) —
0.95(0.00) 0.93(0.00) —
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Table 6.7: Half-vehicle model properties
Properties Values
Mv [kg (kip)] 12404 (27.35)
Mw1,2 [kg (kip)] 725.4 (1.6)
Iv [kg m2 (kip ft2)] 172160 (4085.4)
Kv,1 [kN/m (kip/ft)] 1969 (135)
Kv,2 [kN/m (kip/ft)] 727.8 (49.9)
Kw,1 [kN/m (kip/ft)] 4735 (324.5)
Kw,2 [kN/m (kip/ft)] 1972.9 (135.2)
Cv,1 [kN s/m (kip s/ft)] 7181.8 (0.49)
Cv,2 [kN s/m (kip s/ft)] 2189.6 (0.15)
Cw,1,2 [kN s/m (kip s/ft)] 0 (0)
a, b [m (ft)] 3 (9.84)
Vehicle bounce, pitch and wheel-hop frequencies are 1.3Hz, 2.2Hz, 9.7Hz, and 15.4Hz, respectively.
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Table 6.8: Simplified bridge model properties
Mass per Length Elastic Modulus MoI Area Damping Ratio
[kgm (
kip
ft )] [GPa (ksi)] [m
4 (ft4)] [m2 (ft2)] [%]
5600 (3.763) 200 (29000) 0.0842 (9.746) 0.2717 (2.923) 3
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Table 6.9: Comparing static deflections of FEMs against physical structure
Physical Bridge Mid-span Deflections [cm (in)]
Diaphragm Present Center Girder Edge Girders
No 1.91 (0.75) 1.40 (0.55)
Yes 1.75 (0.69) 1.45 (0.57)
ABAQUS Model Mid-Span Deflections [cm (in)]
Diaphragm Present Center Girder Edge Girders
No 1.96 (0.77) 1.52 (0.60)
Yes 1.85 (0.73) 1.56 (0.61)
Simplified Model Mid-Span Deflection [cm (in)]
Diaphragm Present Center Girder Edge Girders
N.A. 1.75 (0.69)
Static deflections are obtained from elastic load tests when 2.5xHS-20 trucks were used to load each lane of
the bridge. Please reference Kathol et al. for more details on front and rear wheel load positions Kathol et al.
[1995].
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Table 6.10: Comparing healthy and damaged frequencies of FEMs
Abedin’s and Mehrabi’s FEM








Damage State Frequency [Hz] Percent Change [%]
Healthy 6.00 -
Cracked 4.87 18.83
Identifies principle frequencies of simplified and high-fidelity ABAQUS models when in healthy and
damaged states. It should be noted the diaphragm is present in the ABAQUS model.
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Table 6.11: Results for 100% damage detection in DBHM
Cracking Above 100% Threshold
Parameter True Mean SSD PI
Value Estimate
Damage Location [m (ft)] 3.90 (12.80) 3.90 (12.80) 0.00 –
Crack Ratio 0.15 0.15 0.00 1.0
Damage Location [m (ft)] 5.50 (18.04) 5.50 (18.04) 0.00 –
Crack Ratio 0.15 0.15 0.00 1.0
Damage Location [m (ft)] 7.25 (23.78) 7.32 (24.01) 0.10 –
Crack Ratio 0.10 0.10 0.00 1.0
Cracking at 100% Threshold
Parameter True Mean SSD PI
Value Estimate
Damage Location [m (ft)] 3.90 (12.8) 4.68 (15.35) 0.57 –
Crack Ratio 0.12 0.11 0.01 0.99
Damage Location [m (ft)] 5.50 (18.04) 6.45 (21.16) 0.47 –
Crack Ratio 0.11 0.10 0.01 0.99
Damage Location [m (ft)] 7.25 (23.78) 8.26 (27.09) 0.19 –
Crack Ratio 0.085 0.08 0.00 1.0
The average estimates and sample standard deviations (SSD) for the L2 and L3 damage classifications from
100 data sets. The L1 classification is given by the posterior probability of inclusion (PI).
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Table 6.12: Results for 80% damage detection in DBHM
DBHM
Parameter True Mean SSD PI
Value Estimate
Damage Location [m (ft)] 3.90 (12.8) 7.80 (25.58) 0.82 –
Crack Ratio 0.11 0.07 0.02 0.79
Damage Location [m (ft)] 5.50 (18.04) 8.72 (28.60) 0.47 –
Crack Ratio 0.10 0.06 0.01 0.78
Damage Location [m (ft)] 7.25 (23.78) 9.63 (31.59) 0.24 –
Crack Ratio 0.075 0.06 0.01 0.82
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Table 6.13: Comparison between different vehicle speeds using DBHM
Parameter Vehicle Speed True Mean SSD PI
ms−1 (mph) Value Estimate
Damage Location [m (ft)] 10 (22.37) 5.50 (18.04) 10.42 (34.18) 0.18 –Crack Ratio 0.10 0.04 0.01 0.50
Damage Location [m (ft)] 15 (33.55) 5.50 (18.04) 8.72 (28.60) 0.47 –Crack Ratio 0.10 0.06 0.01 0.77
Damage Location [m (ft)] 20 (44.74) 5.50 (18.04) 5.54 (18.17) 0.13 –Crack Ratio 0.10 0.10 0.00 1.00
Damage Location [m (ft)] 25 (55.92) 5.50 (18.04) 5.60 (18.37) 0.61 –Crack Ratio 0.10 0.10 0.01 0.98
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Table 6.14: Comparison between different levels of noise using indirect SHM
Parameter Noise True Mean SSD PI
Level (db) Value Estimate
Damage Location [m (ft)] 40 5.50 (18.04) 6.45 (21.16) 0.47 –Crack Ratio 0.11 0.10 0.01 0.99
Damage Location [m (ft)] 30 5.50 (18.04) 6.43 (21.10) 0.53 –Crack Ratio 0.11 0.10 0.01 0.99
Damage Location [m (ft)] 20 5.50 (18.04) 6.58 (21.58) 0.66 –Crack Ratio 0.11 0.10 0.01 0.97
Damage Location [m (ft)] 10 5.50 (18.04) 7.44 (24.4) 1.13 –Crack Ratio 0.11 0.09 0.02 0.93
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Table 6.15: Mapping simulated damage to physical levels of cracking
Simplified FEM
Parameter Identified % Change in Frequency % Change in
Crack Ratio Flexibility [Hz] Frequency
Identified Location: 3.98m (13.05ft) 0.115 1.83 5.98 0.33
Identified Location: 5.54m (18.17ft) 0.100 2.14 5.97 0.50
Identified Location: 7.25m (23.78ft) 0.085 1.71 5.97 0.50
ABAQUS FEM: All Girders Damaged
Parameter Physical % Change in Frequency % Change in
Crack Ratio Flexibility [Hz] Frequency
Identified Location: 3.98m (13.05ft) ¡0.014 5.66 5.95 0.90
Identified Location: 5.54m (18.17ft) 0.011 2.14 5.98 0.37
Identified Location: 7.25m (23.78ft) 0.010 1.71 5.98 0.26
ABAQUS FEM: Interior Girder Damaged
Parameter Physical % Change in Frequency % Change in
Crack Ratio Flexibility [Hz] Frequency
Identified Location: 3.98m (13.05ft) 0.031 1.83 5.98 0.28
Identified Location: 5.54m (18.17ft) 0.020 2.14 5.97 0.45
Identified Location: 7.25m (23.78ft) 0.017 1.71 5.97 0.46
ABAQUS FEM: Exterior Girder Damaged
Parameter Physical % Change in Frequency % Change in
Crack Ratio Flexibility [Hz] Frequency
Identified Location: 3.98m (13.05ft) 0.038 1.83 5.98 0.29
Identified Location: 5.54m (18.17ft) 0.021 2.14 5.97 0.49
Identified Location: 7.25m (23.78ft) 0.019 1.71 5.97 0.50
Physical crack ratios are based on the crack to depth ratio of the girders only.
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Table 6.16: A summary of fixed and spatial random effects results for White and Black Males age 25− 34
and White and Black Females age 45− 54. The summary includes the mean estimates of the intercept and
rurality parameters along with their standard deviations (SD) for these four strata. In addition, a 95% highest
posterior density interval (HPD) for rurality is included. The summary also provides the zip codes with the
top five largest and smallest mean spatial effects for the four strata along with the mean estimate and SD of
their spatial effects. An indicator of rurality (Rural; 1 for rural and 0 for urban) and the city to which each
zip code belongs are also provided in the table.
White Black
Gender Intercept(SSD) Rurality(SSD) Rurality HPD Intercept(SSD) Rurality(SSD) Rurality HPD
Male −5.45(0.04) −0.55(0.09) (−0.75,−0.39) −4.68(0.05) −0.05(0.10) (−0.23, 0.13)
Female −5.85(0.04) −0.29(0.08) (−0.44,−0.14) −5.00(0.05) 0.04(0.11) (−0.18, 0.22)








29941(1) Sheldon 3.71(0.46) 29439(0) Folly Beach 3.42(0.52)
29577(0) Myrtle Beach 3.48(0.08) 29667(0) Cateechee 3.17(0.64)
29720(1) Lancaster 2.74(0.15) 29346(0) Glendale 3.00(0.68)
29673(0) Piedmont 2.57(0.19) 29838(0) Modoc 2.70(0.64)





29429(0) Awendaw −1.13(0.39) 29546(1) Gresham −1.01(0.51)
29105(0) Monetta −1.16(0.38) 29466(0) Mt. Pleasant −1.01(0.41)
29635(0) Cleveland −1.18(0.39) 29728(1) Pageland −1.06(0.40)
29593(0) Society Hills −1.20(0.43) 29040(0) Dalzell −1.14(0.46)








29899(1) McCormick 3.21(0.60) 29439(0) Folly Beach 3.70(0.61)
29577(0) Myrtle Beach 2.52(0.14) 29899(1) McCormick 3.62(0.63)
29671(0) Pickens 2.30(0.18) 29838(0) Modoc 3.39(0.55)
29605(0) Greenville 1.93(0.24) 29346(0) Glendale 3.20(0.67)





29929(1) Islandton −0.89(0.53) 29525(1) Clio −0.97(0.48)
29105(0) Monetta −0.91(0.41) 29052(0) Gadsden −0.99(0.47)
29081(1) Ehrhardt −0.96(0.50) 29572(0) Myrtle Beach −1.00(0.53)
29434(0) Cordesville −0.97(0.39) 29907(1) Beaufort −1.00(0.45)
29492(0) Daniel Island −1.32(0.44) 29847(0) Trenton −1.07(0.51)
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Table 6.17: Simulation study. Summary of the maximum likelihood estimates of β in regression model M2
under biomarker models D1 and D2. This summary includes the empirical bias (Bias) and the sample
standard deviation of the B = 1000 parameter estimates (SD), the average estimated standard error (SE),
and the empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Results are
shown for the number of individuals N ∈ {600, 1200, 1800} and pool sizes c ∈ {1, 2, 4, 6}.
D1(Gaussian) D2(Gamma)
N c β0 β1 β2 β0 β1 β2
600
1
Bias(SD) −0.01(0.21) 0.02(0.16) −0.01(0.11) −0.02(0.23) 0.04(0.19) −0.01(0.12)
CP95(SE) 96.5(0.22) 96.5(0.17) 96.4(0.12) 95.4(0.23) 96.8(0.18) 97.0(0.12)
2
Bias(SD) −0.03(0.24) 0.06(0.25) −0.02(0.16) −0.04(0.25) 0.07(0.27) −0.02(0.16)
CP95(SE) 95.4(0.24) 97.6(0.24) 97.0(0.16) 95.0(0.25) 96.3(0.24) 95.2(0.16)
4
Bias(SD) −0.07(0.28) 0.15(0.42) −0.05(0.23) −0.08(0.28) 0.13(0.42) −0.04(0.22)
CP95(SE) 95.8(0.29) 97.0(0.39) 96.2(0.24) 96.2(0.30) 96.5(0.39) 96.5(0.24)
6
Bias(SD) −0.05(0.48) 0.19(0.58) −0.05(0.31) −0.12(0.36) 0.18(0.53) −0.04(0.28)
CP95(SE) 93.0(0.36) 96.5(0.53) 95.5(0.31) 96.7(0.37) 95.9(0.53) 95.3(0.31)
1200
1
Bias(SD) −0.01(0.15) 0.02(0.12) −0.01(0.08) −0.01(0.16) 0.01(0.12) 0.00(0.07)
CP95(SE) 95.7(0.15) 95.7(0.11) 96.6(0.08) 95.2(0.16) 95.9(0.11) 97.0(0.08)
2
Bias(SD) −0.02(0.17) 0.02(0.15) 0.00(0.09) −0.02(0.16) 0.03(0.15) −0.01(0.10)
CP95(SE) 95.7(0.16) 96.0(0.14) 96.6(0.10) 95.9(0.17) 97.0(0.15) 95.3(0.10)
4
Bias(SD) −0.04(0.19) 0.07(0.24) −0.02(0.15) −0.02(0.19) 0.07(0.28) −0.03(0.15)
CP95(SE) 95.4(0.19) 97.0(0.22) 94.6(0.14) 95.9(0.19) 95.1(0.23) 95.8(0.14)
6
Bias(SD) −0.06(0.22) 0.08(0.32) −0.02(0.18) −0.05(0.22) 0.10(0.32) −0.02(0.18)
CP95(SE) 95.3(0.22) 96.7(0.29) 95.3(0.18) 96.6(0.23) 97.5(0.30) 96.4(0.18)
1800
1
Bias(SD) −0.01(0.12) 0.02(0.09) 0.00(0.06) −0.01(0.13) 0.01(0.09) 0.00(0.06)
CP95(SE) 95.9(0.13) 95.6(0.09) 94.2(0.06) 95.2(0.13) 96.2(0.09) 95.4(0.06)
2
Bias(SD) −0.02(0.13) 0.02(0.12) 0.00(0.08) −0.01(0.13) 0.01(0.12) 0.00(0.08)
CP95(SE) 95.1(0.13) 95.2(0.11) 95.6(0.08) 95.7(0.14) 96.2(0.11) 96.4(0.08)
4
Bias(SD) −0.03(0.15) 0.04(0.19) −0.01(0.11) −0.02(0.14) 0.05(0.19) −0.01(0.11)
CP95(SE) 94.7(0.15) 96.0(0.16) 94.9(0.10) 97.0(0.15) 97.0(0.17) 96.5(0.11)
6
Bias(SD) −0.04(0.17) 0.07(0.23) −0.02(0.14) −0.02(0.17) 0.07(0.26) −0.02(0.15)
CP95(SE) 95.0(0.17) 96.5(0.22) 93.7(0.13) 95.9(0.18) 95.6(0.22) 95.0(0.14)
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Table 6.18: Simulation study. Summary of the maximum likelihood estimates of β in regression model M3
under biomarker models D1 and D2. This summary includes the empirical bias (Bias) and the sample
standard deviation of the B = 1000 parameter estimates (SD), the average estimated standard error (SE),
and the empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Results are
shown for the number of individuals N ∈ {600, 1200, 1800} and pool sizes c ∈ {1, 2, 4, 6}.
D1(Gaussian) D2(Gamma)
N c β0 β1 β2 β0 β1 β2
600
1
Bias(SD) −0.16(0.63) 0.06(0.32) 0.06(0.51) −0.15(0.66) 0.06(0.33) 0.06(0.52)
CP95(SE) 96.2(0.62) 96.8(0.33) 95.4(0.63) 95.8(0.34) 96.3(0.51) 98.7(0.51)
2
Bias(SD) −0.15(0.63) 0.06(0.35) 0.03(0.55) −0.18(0.71) 0.08(0.37) 0.05(0.58)
CP95(SE) 95.8(0.66) 96.7(0.36) 95.6(0.70) 96.0(0.38) 95.8(0.57) 98.6(0.58)
4
Bias(SD) −0.26(0.78) 0.12(0.42) 0.08(0.68) −0.25(0.84) 0.10(0.45) 0.08(0.69)
CP95(SE) 96.8(0.80) 95.9(0.42) 97.8(0.71) 96.0(0.83) 96.2(0.44) 97.5(0.72)
6
Bias(SD) −0.16(1.17) 0.12(0.58) 0.09(0.82) −0.30(1.08) 0.13(0.57) 0.08(0.80)
CP95(SE) 91.9(0.91) 94.4(0.50) 97.0(0.83) 97.4(0.95) 97.3(0.50) 98.1(0.83)
1200
1
Bias(SD) −0.05(0.40) 0.03(0.22) 0.01(0.33) −0.06(0.43) 0.02(0.24) 0.02(0.34)
CP95(SE) 94.2(0.40) 95.8(0.22) 95.7(0.34) 95.3(0.42) 94.9(0.23) 95.6(0.34)
2
Bias(SD) −0.08(0.43) 0.02(0.24) 0.04(0.38) −0.06(0.46) 0.03(0.24) 0.02(0.39)
CP95(SE) 95.9(0.44) 95.3(0.24) 95.6(0.38) 94.5(0.46) 95.4(0.25) 95.5(0.38)
4
Bias(SD) −0.09(0.50) 0.04(0.27) 0.03(0.46) −0.10(0.55) 0.04(0.29) 0.03(0.48)
CP95(SE) 96.7(0.50) 96.3(0.27) 96.5(0.46) 95.2(0.53) 95.6(0.28) 95.0(0.47)
6
Bias(SD) −0.15(0.63) 0.06(0.33) 0.04(0.53) −0.11(0.60) 0.06(0.31) 0.03(0.56)
CP95(SE) 95.4(0.58) 95.7(0.32) 96.8(0.53) 96.3(0.61) 97.3(0.32) 96.0(0.54)
1800
1
Bias(SD) −0.05(0.33) 0.02(0.17) 0.02(0.27) −0.05(0.33) 0.02(0.19) 0.02(0.27)
CP95(SE) 95.1(0.33) 96.9(0.18) 95.3(0.27) 95.1(0.34) 95.0(0.18) 95.5(0.27)
2
Bias(SD) −0.05(0.34) 0.02(0.19) 0.02(0.29) −0.05(0.36) 0.02(0.19) 0.02(0.31)
CP95(SE) 96.6(0.35) 95.5(0.19) 96.0(0.31) 95.9(0.36) 96.1(0.20) 95.4(0.31)
4
Bias(SD) −0.07(0.41) 0.03(0.22) 0.02(0.35) −0.05(0.42) 0.03(0.23) 0.01(0.37)
CP95(SE) 94.8(0.40) 94.8(0.22) 95.9(0.36) 94.9(0.42) 94.4(0.23) 96.0(0.37)
6
Bias(SD) −0.08(0.44) 0.04(0.24) 0.01(0.42) −0.08(0.47) 0.04(0.25) 0.05(0.44)
CP95(SE) 95.8(0.45) 95.7(0.25) 95.5(0.42) 95.5(0.48) 95.4(0.26) 95.6(0.43)
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Table 6.19: Simulation study. Summary of the maximum likelihood estimates of β in regression model M1
under biomarker models D3 and D4. This summary includes the empirical bias (Bias) and the sample
standard deviation of the B = 1000 parameter estimates (SD), the average estimated standard error (SE),
and the empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Results are
shown for the number of individuals N ∈ {600, 1200, 1800} and pool sizes c ∈ {1, 2, 4, 6}.
D3(Gaussian) D4(Gamma)
N c β0 β1 β0 β1
600
1
Bias(SD) −0.04(0.26) 0.04(0.24) −0.05(0.34) 0.04(0.26)
CP95(SE) 96.0(0.26) 95.8(0.24) 95.4(0.32) 96.4(0.26)
2
Bias(SD) −0.03(0.31) 0.03(0.28) −0.07(0.39) 0.07(0.33)
CP95(SE) 95.7(0.31) 96.5(0.30) 95.2(0.38) 95.4(0.32)
4
Bias(SD) −0.11(0.50) 0.13(0.50) −0.14(0.61) 0.15(0.59)
CP95(SE) 95.2(0.43) 97.4(0.43) 95.4(0.52) 97.0(0.46)
6
Bias(SD) −0.14(0.72) 0.23(0.69) −0.19(1.11) 0.30(0.96)
CP95(SE) 91.1(0.58) 94.8(0.60) 91.8(0.74) 95.9(0.71)
1200
1
Bias(SD) −0.02(0.19) 0.02(0.18) −0.04(0.22) 0.03(0.18)
CP95(SE) 95.2(0.18) 94.5(0.17) 95.3(0.22) 95.8(0.18)
2
Bias(SD) −0.02(0.22) 0.02(0.21) −0.03(0.27) 0.03(0.22)
CP95(SE) 95.5(0.22) 95.1(0.20) 94.9(0.26) 95.0(0.22)
4
Bias(SD) −0.05(0.29) 0.06(0.29) −0.06(0.37) 0.07(0.35)
CP95(SE) 95.2(0.29) 95.8(0.28) 95.2(0.34) 96.1(0.29)
6
Bias(SD) −0.05(0.43) 0.10(0.40) −0.12(0.55) 0.15(0.57)
CP95(SE) 94.0(0.38) 95.2(0.38) 93.3(0.44) 95.4(0.39)
1800
1
Bias(SD) −0.02(0.15) 0.02(0.14) −0.02(0.20) 0.02(0.15)
CP95(SE) 94.5(0.15) 95.4(0.14) 95.4(0.18) 95.1(0.15)
2
Bias(SD) −0.02(0.18) 0.02(0.17) −0.03(0.21) 0.03(0.18)
CP95(SE) 93.5(0.17) 94.5(0.16) 95.3(0.21) 95.9(0.18)
4
Bias(SD) −0.02(0.24) 0.03(0.23) −0.04(0.27) 0.03(0.23)
CP95(SE) 95.5(0.23) 95.0(0.23) 95.1(0.27) 95.3(0.23)
6
Bias(SD) −0.03(0.33) 0.06(0.31) −0.07(0.36) 0.08(0.31)
CP95(SE) 94.0(0.30) 94.5(0.30) 94.8(0.34) 95.3(0.30)
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Table 6.20: Simulation study. Summary of the maximum likelihood estimates of β in regression model M2
under biomarker models D3 and D4. This summary includes the empirical bias (Bias) and the sample
standard deviation of the B = 1000 parameter estimates (SD), the average estimated standard error (SE),
and the empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Results are
shown for the number of individuals N ∈ {600, 1200, 1800} and pool sizes c ∈ {1, 2, 4, 6}.
D3(Gaussian) D4(Gamma)
N c β0 β1 β2 β0 β1 β2
600
1
Bias(SD) −0.03(0.23) 0.04(0.20) −0.02(0.13) −0.07(0.34) 0.08(0.32) −0.02(0.17)
CP95(SE) 96.2(0.24) 97.0(0.19) 96.3(0.13) 94.7(0.30) 97.1(0.22) 95.3(0.15)
2
Bias(SD) −0.06(0.29) 0.09(0.34) −0.03(0.20) −0.06(0.40) 0.15(0.43) −0.01(0.25)
CP95(SE) 95.0(0.28) 96.4(0.29) 95.4(0.19) 95.3(0.36) 96.3(0.35) 95.6(0.22)
4
Bias(SD) −0.12(0.44) 0.20(0.54) −0.04(0.30) −0.14(0.58) 0.21(0.68) 0.00(0.36)
CP95(SE) 95.9(0.41) 97.2(0.51) 94.7(0.31) 95.9(0.51) 95.7(0.58) 95.7(0.36)
6
Bias(SD) −0.21(0.62) 0.27(0.74) −0.03(0.43) −0.35(1.06) 0.44(1.18) 0.01(0.55)
CP95(SE) 93.1(0.55) 96.4(0.71) 95.9(0.41) 94.4(0.78) 96.7(0.96) 94.7(0.53)
1200
1
Bias(SD) −0.02(0.17) 0.01(0.12) 0.00(0.08) −0.03(0.22) 0.03(0.13) 0.00(0.09)
CP95(SE) 94.5(0.16) 94.9(0.12) 94.8(0.08) 94.9(0.20) 96.8(0.13) 95.3(0.09)
2
Bias(SD) −0.02(0.19) 0.06(0.20) −0.02(0.13) −0.04(0.24) 0.06(0.21) −0.01(0.13)
CP95(SE) 95.5(0.19) 96.5(0.17) 96.2(0.12) 95.9(0.24) 96.7(0.19) 96.5(0.12)
4
Bias(SD) −0.06(0.27) 0.09(0.33) −0.01(0.19) −0.09(0.35) 0.15(0.41) −0.04(0.22)
CP95(SE) 94.8(0.26) 96.1(0.28) 95.2(0.17) 94.6(0.32) 96.0(0.34) 95.7(0.20)
6
Bias(SD) −0.10(0.37) 0.16(0.45) −0.03(0.26) −0.14(0.43) 0.20(0.57) −0.04(0.30)
CP95(SE) 94.3(0.34) 96.7(0.40) 95.6(0.24) 96.0(0.41) 96.2(0.46) 95.1(0.26)
1800
1
Bias(SD) −0.01(0.13) 0.01(0.10) −0.01(0.07) −0.02(0.17) 0.02(0.11) 0.00(0.07)
CP95(SE) 94.9(0.13) 95.9(0.10) 96.5(0.07) 94.3(0.17) 96.3(0.10) 95.3(0.07)
2
Bias(SD) −0.02(0.15) 0.02(0.14) 0.00(0.09) −0.01(0.20) 0.04(0.17) −0.01(0.10)
CP95(SE) 95.5(0.15) 95.3(0.13) 95.8(0.09) 94.2(0.19) 95.3(0.14) 96.2(0.09)
4
Bias(SD) −0.03(0.20) 0.06(0.22) −0.01(0.13) −0.05(0.25) 0.07(0.27) −0.02(0.15)
CP95(SE) 94.8(0.20) 97.4(0.20) 96.0(0.13) 95.0(0.25) 95.2(0.23) 95.8(0.14)
6
Bias(SD) −0.06(0.30) 0.10(0.35) −0.02(0.20) −0.09(0.36) 0.14(0.44) −0.04(0.22)
CP95(SE) 95.0(0.26) 95.8(0.29) 94.5(0.18) 95.3(0.32) 95.9(0.34) 94.8(0.20)
149
Table 6.21: Simulation study. Summary of the maximum likelihood estimates of β in regression model M3
under biomarker models D3 and D4. This summary includes the empirical bias (Bias) and the sample
standard deviation of the B = 1000 parameter estimates (SD), the average estimated standard error (SE),
and the empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Results are
shown for the number of individuals N ∈ {600, 1200, 1800} and pool sizes c ∈ {1, 2, 4, 6}.
D3(Gaussian) D4(Gamma)
N c β0 β1 β2 β0 β1 β2
600
1
Bias(SD) −0.15(0.63) 0.06(0.33) 0.04(0.52) −0.20(0.86) 0.11(0.42) 0.06(0.58)
CP95(SE) 97.1(0.66) 97.3(0.36) 96.9(0.53) 95.9(0.80) 96.3(0.41) 96.1(0.58)
2
Bias(SD) −0.20(0.82) 0.08(0.44) 0.09(0.65) −0.32(1.03) 0.18(0.54) 0.12(0.73)
CP95(SE) 94.3(0.77) 94.7(0.42) 98.8(0.64) 95.9(0.95) 96.7(0.50) 96.8(0.72)
4
Bias(SD) −0.29(1.22) 0.15(0.62) 0.08(0.87) −0.40(1.14) 0.29(0.64) 0.14(0.91)
CP95(SE) 95.1(1.02) 95.8(0.55) 96.9(0.84) 96.9(1.17) 97.8(0.61) 97.1(0.92)
6
Bias(SD) −0.47(1.48) 0.35(0.92) 0.11(1.02) −0.51(1.67) 0.55(1.00) 0.13(1.26)
CP95(SE) 93.7(1.33) 94.7(0.75) 95.0(1.04) 92.6(1.53) 95.9(0.98) 95.6(1.21)
1200
1
Bias(SD) −0.09(0.44) 0.03(0.24) 0.03(0.36) −0.11(0.53) 0.05(0.26) 0.04(0.40)
CP95(SE) 96.1(0.44) 96.1(0.24) 94.7(0.35) 95.5(0.52) 96.3(0.27) 95.3(0.38)
2
Bias(SD) −0.12(0.48) 0.05(0.26) 0.04(0.40) −0.15(0.61) 0.07(0.33) 0.08(0.45)
CP95(SE) 96.7(0.50) 96.3(0.27) 96.9(0.42) 95.9(0.59) 95.6(0.30) 95.8(0.45)
4
Bias(SD) −0.19(0.66) 0.10(0.35) 0.07(0.55) −0.21(0.74) 0.11(0.40) 0.09(0.58)
CP95(SE) 96.1(0.64) 95.0(0.35) 96.5(0.54) 96.4(0.72) 97.4(0.37) 95.8(0.57)
6
Bias(SD) −0.18(0.97) 0.13(0.51) 0.04(0.70) −0.31(1.09) 0.29(0.75) 0.12(0.85)
CP95(SE) 94.2(0.79) 94.7(0.43) 94.7(0.65) 96.2(0.95) 96.4(0.55) 96.1(0.74)
1800
1
Bias(SD) −0.03(0.35) 0.02(0.19) 0.00(0.28) −0.08(0.42) 0.03(0.21) 0.03(0.31)
CP95(SE) 95.6(0.35) 94.6(0.19) 95.9(0.28) 95.2(0.41) 95.6(0.21) 95.5(0.31)
2
Bias(SD) −0.06(0.40) 0.02(0.21) 0.03(0.34) −0.09(0.47) 0.05(0.25) 0.03(0.36)
CP95(SE) 94.9(0.39) 96.3(0.21) 94.7(0.33) 93.9(0.47) 93.7(0.24) 95.3(0.36)
4
Bias(SD) −0.09(0.50) 0.05(0.28) 0.03(0.43) −0.17(0.60) 0.09(0.31) 0.05(0.48)
CP95(SE) 95.1(0.50) 95.6(0.27) 95.9(0.42) 94.9(0.57) 95.3(0.29) 94.6(0.45)
6
Bias(SD) −0.15(0.68) 0.08(0.34) 0.07(0.55) −0.22(0.71) 0.11(0.37) 0.08(0.57)
CP95(SE) 94.1(0.60) 95.1(0.33) 95.0(0.51) 95.9(0.67) 97.3(0.34) 95.4(0.53)
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Table 6.22: Simulation study. Summary of case identification performance in regression model M2 under
biomarker models D1 and D2 with pool sizes c ∈ {1, 2, 4, 6}. The threshold t0 maximizes Youden’s index
for individual testing; the threshold tj maximizes Youden’s index for group testing as described in Section
2.3. The following rates (averages from B = 1000 data sets) are provided for the master pools: true negative
(TN), true positive (TP), false negative (FN), and false positive (FP).
D1(Gaussian) D2(Gamma)
N c t0 t0/c tj t0 t0/c tj
600
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 1.00
TP 0.96 1.00 1.00 0.26 1.00 1.00
FN 0.04 0.00 0.00 0.74 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.00
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.23 1.00 1.00 0.04 1.00 1.00
FN 0.77 0.00 0.00 0.96 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.79 0.97 1.00 0.94 0.97
TP 0.20 1.00 0.99 0.02 1.00 1.00
FN 0.80 0.00 0.01 0.98 0.00 0.00
FP 0.00 0.21 0.03 0.00 0.06 0.03
1200
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 0.99
TP 0.97 1.00 1.00 0.26 1.00 1.00
FN 0.03 0.00 0.00 0.74 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.01
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.23 1.00 1.00 0.04 1.00 1.00
FN 0.77 0.00 0.00 0.96 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.81 0.99 1.00 0.95 0.97
TP 0.15 1.00 0.99 0.01 1.00 1.00
FN 0.85 0.00 0.01 0.99 0.00 0.00
FP 0.00 0.19 0.01 0.00 0.05 0.03
1800
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 0.99
TP 0.97 1.00 1.00 0.26 1.00 1.00
FN 0.03 0.00 0.00 0.74 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.01
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.23 1.00 1.00 0.04 1.00 1.00
FN 0.77 0.00 0.00 0.96 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.82 0.99 1.00 0.95 0.97
TP 0.15 1.00 0.99 0.01 1.00 1.00
FN 0.85 0.00 0.01 0.99 0.00 0.00
FP 0.00 0.18 0.01 0.00 0.05 0.03
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Table 6.23: Simulation study. Summary of case identification performance in regression model M3 under
biomarker models D1 and D2 with pool sizes c ∈ {1, 2, 4, 6}. The threshold t0 maximizes Youden’s index
for individual testing; the threshold tj maximizes Youden’s index for group testing as described in Section
2.3. The following rates (averages from B = 1000 data sets) are provided for the master pools: true negative
(TN), true positive (TP), false negative (FN), and false positive (FP).
D1(Gaussian) D2(Gamma)
N c t0 t0/c tj t0 t0/c tj
600
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 0.99
TP 0.95 1.00 1.00 0.24 1.00 1.00
FN 0.05 0.00 0.00 0.76 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.01
4
TN 1.00 0.94 1.00 1.00 0.97 0.99
TP 0.16 1.00 1.00 0.04 1.00 1.00
FN 0.84 0.00 0.00 0.96 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.03 0.01
6
TN 1.00 0.78 0.97 1.00 0.87 0.97
TP 0.15 1.00 0.97 0.04 1.00 1.00
FN 0.85 0.00 0.03 0.99 0.00 0.00
FP 0.00 0.22 0.03 0.00 0.13 0.03
1200
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 0.99
TP 0.96 1.00 1.00 0.24 1.00 1.00
FN 0.04 0.00 0.00 0.76 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.01
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.15 1.00 1.00 0.02 1.00 1.00
FN 0.85 0.00 0.00 0.98 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.82 0.99 1.00 0.90 0.97
TP 0.06 1.00 0.99 0.02 1.00 1.00
FN 0.94 0.00 0.01 0.98 0.00 0.00
FP 0.00 0.18 0.01 0.00 0.10 0.03
1800
1
TN 1.00 1.00 1.00 1.00 1.00 1.00
TP 1.00 1.00 1.00 1.00 1.00 1.00
FN 0.00 0.00 0.00 0.00 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.00 0.00
2
TN 1.00 1.00 1.00 1.00 0.99 0.99
TP 0.96 1.00 1.00 0.24 1.00 1.00
FN 0.04 0.00 0.00 0.76 0.00 0.00
FP 0.00 0.00 0.00 0.00 0.01 0.01
4
TN 1.00 0.94 1.00 1.00 0.98 0.99
TP 0.13 1.00 1.00 0.02 1.00 1.00
FN 0.87 0.00 0.00 0.98 0.00 0.00
FP 0.00 0.06 0.00 0.00 0.02 0.01
6
TN 1.00 0.82 0.99 1.00 0.91 0.97
TP 0.06 1.00 0.99 0.01 1.00 1.00
FN 0.94 0.00 0.01 0.99 0.00 0.00
FP 0.00 0.18 0.01 0.00 0.09 0.03
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Table 6.24: Simulation study. Summary of case identification performance in regression model M1 under
biomarker models D3 and D4 with pool sizes c ∈ {1, 2, 4, 6}.The threshold t0 maximizes Youden’s index
for individual testing; the threshold tj maximizes Youden’s index for group testing as described in Section
2.3. The following rates (averages from B = 1000 data sets) are provided for the master pools: true negative
(TN), true positive (TP), false negative (FN), and false positive (FP).
D3(Gaussian) D4(Gamma)
N c t0 t0/c tj t0 t0/c tj
600
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.94
TP 0.85 0.96 0.93 0.89 0.96 0.93
FN 0.15 0.04 0.07 0.11 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.06
4
TN 1.00 0.69 0.96 0.99 0.74 0.92
TP 0.52 0.97 0.90 0.77 0.98 0.90
FN 0.48 0.03 0.10 0.23 0.02 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.08
6
TN 1.00 0.51 0.87 1.00 0.57 0.88
TP 0.31 0.98 0.88 0.69 0.99 0.90
FN 0.69 0.02 0.12 0.31 0.01 0.10
FP 0.00 0.49 0.13 0.00 0.43 0.12
1200
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.94
TP 0.85 0.96 0.93 0.89 0.96 0.93
FN 0.15 0.04 0.07 0.11 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.06
4
TN 1.00 0.69 0.96 0.99 0.74 0.93
TP 0.53 0.97 0.90 0.77 0.98 0.90
FN 0.47 0.03 0.10 0.23 0.02 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.07
6
TN 1.00 0.51 0.93 1.00 0.57 0.92
TP 0.31 0.98 0.89 0.69 0.99 0.89
FN 0.69 0.02 0.11 0.31 0.01 0.11
FP 0.00 0.49 0.07 0.00 0.43 0.08
1800
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.94
TP 0.85 0.96 0.93 0.88 0.96 0.93
FN 0.15 0.04 0.07 0.12 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.06
4
TN 1.00 0.69 0.96 0.99 0.74 0.93
TP 0.52 0.97 0.90 0.77 0.98 0.90
FN 0.48 0.03 0.10 0.23 0.02 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.07
6
TN 1.00 0.51 0.94 1.00 0.57 0.93
TP 0.31 0.98 0.89 0.69 0.99 0.90
FN 0.69 0.02 0.11 0.31 0.01 0.10
FP 0.00 0.49 0.06 0.00 0.43 0.07
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Table 6.25: Simulation study. Summary of case identification performance in regression model M2 under
biomarker models D3 and D4 with pool sizes c ∈ {1, 2, 4, 6}. The threshold t0 maximizes Youden’s index
for individual testing; the threshold tj maximizes Youden’s index for group testing as described in Section
2.3. The following rates (averages from B = 1000 data sets) are provided for the master pools: true negative
(TN), true positive (TP), false negative (FN), and false positive (FP).
D3(Gaussian) D4(Gamma)
N c t0 t0/c tj t0 t0/c tj
600
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.94
TP 0.85 0.96 0.93 0.89 0.96 0.93
FN 0.15 0.04 0.07 0.11 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.06
4
TN 1.00 0.69 0.96 0.99 0.74 0.92
TP 0.52 0.97 0.90 0.77 0.98 0.90
FN 0.48 0.03 0.10 0.23 0.02 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.08
6
TN 1.00 0.51 0.87 1.00 0.57 0.88
TP 0.29 0.98 0.88 0.69 0.99 0.90
FN 0.71 0.02 0.12 0.31 0.01 0.10
FP 0.00 0.49 0.13 0.00 0.43 0.12
1200
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.94
TP 0.85 0.96 0.93 0.89 0.96 0.93
FN 0.15 0.04 0.07 0.11 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.06
4
TN 1.00 0.69 0.96 0.99 0.74 0.93
TP 0.52 0.97 0.90 0.77 0.98 0.90
FN 0.48 0.03 0.10 0.23 0.02 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.07
6
TN 1.00 0.51 0.93 1.00 0.57 0.92
TP 0.29 0.98 0.88 0.69 0.99 0.89
FN 0.71 0.02 0.12 0.31 0.01 0.11
FP 0.00 0.49 0.07 0.00 0.43 0.08
1800
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.94
TP 0.85 0.96 0.93 0.88 0.96 0.93
FN 0.15 0.04 0.07 0.12 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.06
4
TN 1.00 0.69 0.96 0.99 0.74 0.93
TP 0.52 0.97 0.90 0.77 0.98 0.90
FN 0.48 0.03 0.10 0.23 0.02 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.07
6
TN 1.00 0.51 0.94 1.00 0.57 0.93
TP 0.29 0.98 0.88 0.69 0.99 0.90
FN 0.71 0.02 0.12 0.31 0.01 0.10
FP 0.00 0.49 0.06 0.00 0.43 0.07
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Table 6.26: Simulation study. Summary of case identification performance in regression model M3 under
biomarker models D3 and D4 with pool sizes c ∈ {1, 2, 4, 6}. The threshold t0 maximizes Youden’s index
for individual testing; the threshold tj maximizes Youden’s index for group testing as described in Section
2.3. The following rates (averages from B = 1000 data sets) are provided for the master pools: true negative
(TN), true positive (TP), false negative (FN), and false positive (FP).
D3(Gaussian) D4(Gamma)
N c t0 t0/c tj t0 t0/c tj
600
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.93
TP 0.85 0.96 0.93 0.88 0.96 0.93
FN 0.15 0.04 0.07 0.12 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.07
4
TN 1.00 0.68 0.95 0.99 0.74 0.91
TP 0.52 0.97 0.89 0.74 0.97 0.90
FN 0.48 0.03 0.11 0.26 0.03 0.10
FP 0.00 0.32 0.05 0.01 0.26 0.09
6
TN 1.00 0.51 0.86 1.00 0.57 0.89
TP 0.18 0.98 0.81 0.63 0.99 0.89
FN 0.82 0.02 0.19 0.37 0.01 0.11
FP 0.00 0.49 0.14 0.00 0.43 0.11
1200
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.93
TP 0.84 0.96 0.93 0.88 0.96 0.93
FN 0.16 0.04 0.07 0.12 0.04 0.07
FP 0.00 0.09 0.02 0.03 0.11 0.07
4
TN 1.00 0.69 0.96 0.99 0.74 0.92
TP 0.47 0.97 0.89 0.74 0.97 0.90
FN 0.53 0.03 0.11 0.26 0.03 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.08
6
TN 1.00 0.51 0.92 1.00 0.57 0.91
TP 0.18 0.97 0.86 0.62 0.99 0.88
FN 0.82 0.03 0.14 0.38 0.01 0.12
FP 0.00 0.49 0.08 0.00 0.43 0.09
1800
1
TN 0.99 0.99 0.99 0.95 0.95 0.95
TP 0.95 0.95 0.95 0.95 0.95 0.95
FN 0.05 0.05 0.05 0.05 0.05 0.05
FP 0.01 0.01 0.01 0.05 0.05 0.05
2
TN 1.00 0.91 0.98 0.97 0.89 0.94
TP 0.85 0.96 0.93 0.88 0.96 0.92
FN 0.15 0.04 0.07 0.12 0.04 0.08
FP 0.00 0.09 0.02 0.03 0.11 0.06
4
TN 1.00 0.69 0.96 0.99 0.74 0.93
TP 0.41 0.97 0.89 0.74 0.98 0.90
FN 0.59 0.03 0.11 0.26 0.02 0.10
FP 0.00 0.31 0.04 0.01 0.26 0.07
6
TN 1.00 0.51 0.94 1.00 0.57 0.92
TP 0.18 0.98 0.87 0.62 0.99 0.88
FN 0.82 0.02 0.13 0.38 0.01 0.12
FP 0.00 0.49 0.06 0.00 0.43 0.08
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Table 6.27: Simulation study. Summary of the results from the Kilmogorov-Smirnov type test in regression
model M3 under biomarker models D1 and D2. This summary includes the proportion of times the
Kolmogorov-Smirnov type test rejected the null hypothesis (KS) from the test of B = 1000 data sets.








Table 6.28: The bias, average standard deviation (SD), coverage probabilities (CP), and average estimated
standard error (SE) for the 4DOF linear spring and mass system, where n1 and n2 are the number of
observations from systems 1 and 2, respectively.
Param. Bias(SD) Bias(SD) Bias (SD) Bias(SD)
CP95(SE) CP95(SE) CP95(SE) CP95(SE)
n1 = 2000 n1 = 2000 n1 = 2000 n1 = 2000
n2 = 2000 n2 = 1000 n2 = 500 n2 = 0
c = 2 −0.01(0.15) −0.03(0.18) −0.03(0.21) −0.10(0.26)
0.96(0.18) 0.99(0.25) 0.98(0.28) 1.00(0.47)
k1 = 80 0.00(0.26) 0.01(0.32) −0.03(0.33) 0.06(0.45)
0.91(0.22) 0.94(0.30) 0.94(0.32) 0.94(0.47)
k2 = 160 0.00(0.72) −0.03(0.95) 0.08(1.05) −0.14(1.60)
0.93(0.65) 0.95(0.93) 0.94(1.03) 0.93(1.58)
σ21 = 0.1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
0.95(0.00) 0.95(0.00) 0.96(0.00) 0.95(0.00)
σ22 = 0.01 0.00(0.00) 0.00(0.00) 0.00(0.00) —
0.95(0.00) 0.95(0.00) 0.94(0.00) —
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Table 6.29: The bias, average standard deviation (SD), coverage probabilities (CP), and average estimated
standard error (SE) for the 4DOF nonlinear spring and mass system, where n1 and n2 are the number of
observations from systems 1 and 2, respectively.
Param. Bias(SD) Bias(SD) Bias (SD) Bias(SD)
CP95(SE) CP95(SE) CP95(SE) CP95(SE)
n1 = 2000 n1 = 2000 n1 = 2000 n1 = 2000
n2 = 2000 n2 = 1000 n2 = 500 n2 = 0
c = 2 −0.02(0.14) −0.04(0.18) −0.05(0.19) −0.09(0.26)
0.98(0.17) 0.97(0.22) 0.97(0.25) 1.00(0.43)
k1 = 80 0.01(0.21) 0.03(0.26) −0.01(0.29) 0.02(0.43)
0.95(0.21) 0.95(0.26) 0.95(0.29) 0.95(0.46)
k2 = 160 −0.02(0.65) −0.05(0.84) 0.03(0.97) −0.08(1.54)
0.95(0.65) 0.94(0.83) 0.95(0.95) 0.95(1.57)
σ21 = 0.1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
0.94(0.00) 0.96(0.00) 0.95(0.00) 0.96(0.00)
σ22 = 0.01 0.00(0.00) 0.00(0.00) 0.00(0.00) —
0.96(0.00) 0.95(0.00) 0.96(0.00) —
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Table 6.30: The bias, average standard deviation (SD), coverage probabilities (CP), and average estimated
standard error (SE) for the 4DOF spring and mass system, where n1 and n2 are the number of observations
from systems 1 and 2, respectively.
Param. Bias(SD) Bias(SD)
CP95(SE) CP95(SE)
n1 = 500 n1 = 500
n2 = 500 n2 = 0
c = 2 −0.07(0.24) −0.17(0.33)
1.00(0.34) 1.00(0.95)
k1 = 80 0.01(0.42) 0.04(0.82)
0.97(0.45) 0.98(0.98)
k2 = 160 −0.04(1.31) −0.02(2.72)
0.95(1.31) 0.97(3.29)
σ21 = 0.1 0.00(0.01) 0.00(0.01)
0.94(0.01) 0.95(0.01)
σ22 = 0.01 0.00(0.00) —
0.95(0.00) —
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Table 6.31: The bias, average standard deviation (SD), coverage probabilities (CP), and average estimated
standard error (SE) for the nonlinear 4DOF spring and mass system, where n1 and n2 are the number of
observations from systems 1 and 2, respectively.
Param. Bias(SD) Bias(SD)
CP95(SE) CP95(SE)
n1 = 500 n1 = 500
n2 = 500 n2 = 0
c = 2 -0.06(0.22) -0.14(0.31)
0.97(0.29) 1.00(0.72)
k1 = 80 0.01(0.37) 0.10(0.76)
0.95(0.36) 0.94(0.78)
k2 = 160 0.03(1.10) -0.17(2.58)
0.96(1.12) 0.95(2.70)
σ21 = 0.1 0.00(0.01) 0.00(0.01)
0.95(0.01) 0.94(0.01)
σ22 = 0.01 0.00(0.00) —
0.93(0.00) —
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Table 6.32: A summary of fixed and spatial random effects results for White and Black Males age 45− 54
and White and Black Females age 25− 34. The summary includes the mean estimates of the intercept and
rurality parameters along with their standard deviations (SD) for these four strata. In addition, a 95% highest
posterior density interval (HPD) for rurality is included. The summary also provides the zip codes with the
top five largest and smallest mean spatial effects for the four strata along with the mean estimate and SD of
their spatial effects. An indicator of rurality (Rural; 1 for rural and 0 for urban) and the city to which each
zip code belongs are also provided in the table.
White Black
Gender Intercept(SD) Rurality(SD) Rurality HPD Intercept(SD) Rurality(SD) Rurality HPD
Male −5.79(0.04) −0.35(0.09) (−0.52,−0.20) −4.81(0.05) 0.04(0.10) (−0.15, 0.23)
Female −5.76(0.04) −0.27(0.09) (−0.43,−0.09) −4.91(0.05) −0.02(0.09) (−0.19, 0.16)








29941(1) Sheldon 3.47(0.52) 29667(0) Cateechee 3.34(0.65)
29577(0) Myrtle Beach 3.17(0.10) 29373(0) Pacolet Mills 3.12(0.68)
29611(0) Greenville 1.94(0.19) 29331(0) Cross Anchor 3.03(0.61)
29605(0) Greenville 1.82(0.24) 29838(0) Modoc 2.98(0.62)





29816(0) Bath −0.97(0.46) 29847(0) Trenton −1.01(0.48)
29434(0) Cordesville −0.97(0.35) 29351(1) Joanna −1.01(0.53)
29377(0) Startex −0.98(0.37) 29627(0) Belton −1.05(0.46)
29054(0) Gilbert −1.04(0.40) 29546(1) Gresham −1.07(0.46)








29577(0) Myrtle Beach 3.60(0.10) 29439(0) Folly Beach 3.62(0.61)
29941(1) Sheldon 3.34(0.55) 29899(1) McCormick 3.49(0.65)
29899(1) McCormick 2.96(0.61) 29838(0) Modoc 3.23(0.65)
29406(0) North Charleston 2.05(0.14) 29667(0) Cateechee 3.09(0.70)





29030(1) Cameron −0.78(0.50) 29566(0) Litte River −0.93(0.55)
29018(1) Bowman −0.79(0.37) 29907(1) Beaufort −0.96(0.44)
29081(1) Ehrhardt −0.85(0.37) 29516(1) Blenheim −0.98(0.54)
29945(1) Yemassee −0.88(0.36) 29567(1) Little Rock −0.99(0.45)
29492(1) Daniel Island −1.36(0.42) 29941(1) Sheldon −1.00(0.46)
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Table 6.33: A summary of fixed and spatial random effects results for White and Black Males age 18− 24
and White and Black Females age 18− 24. The summary includes the mean estimates of the intercept and
rurality parameters along with their standard deviations (SD) for these four strata. In addition, a 95% highest
posterior density interval (HPD) for rurality is included. The summary also provides the zip codes with the
top five largest and smallest mean spatial effects for the four strata along with the mean estimate and SD of
their spatial effects. An indicator of rurality (Rural; 1 for rural and 0 for urban) and the city to which each
zip code belongs are also provided in the table.
White Black
Gender Intercept(SD) Rurality(SD) Rurality HPD Intercept(SD) Rurality(SD) Rurality HPD
Male −5.51(0.04) −0.25(0.08) (−0.41,−0.09) −5.29(0.03) −0.02(0.06) (−0.13, 0.09)
Female −5.73(0.03) −0.09(0.07) (−0.22, 0.04) −5.36(0.03) 0.02(0.06) (−0.09, 0.13)








29331(0) Cross Anchor 2.30(0.62) 29516(1) Blenheim 0.72(0.54)
29922(1) Garnett 2.20(0.69) 29439(0) Folly Beach 0.69(0.48)
29577(0) Myrtle Beach 2.14(0.14) 29331(0) Cross Anchor 0.61(0.36)
29588(0) Myrtle Beach 1.87(0.18) 29667(0) Cateechee 0.44(0.35)





29429(0) Awendaw −0.75(0.42) 29510(1) Andrews −0.28(0.50)
29809(0) New Ellenton −0.81(0.53) 29546(1) Gresham −0.30(0.53)
29928(0) Hilton Head −0.81(0.39) 29941(1) Sheldon −0.32(0.53)
29596(1) Wallace −0.82(0.36) 29511(1) Aynor −0.36(0.56)








29941(1) Sheldon 3.64(0.51) 29439(0) Folly Beach 0.95(0.52)
29899(1) McCormick 2.63(0.68) 29899(1) McCormick 0.85(0.52)
29577(0) Myrtle Beach 2.01(0.17) 29331(0) Cross Anchor 0.59(0.39)
29588(0) Myrtle Beach 1.60(0.22) 29373(0) Pacolet Mills 0.49(0.35)





29466(0) Mt. Pleasant −0.55(0.52) 29404(0) Charleston −0.21(0.54)
29843(1) Olar −0.58(0.35) 29332(1) Cross Hill −0.23(0.28)
29809(0) New Ellenton −0.58(0.31) 29511(0) Aynor −0.23(0.53)
29627(0) Belton −0.59(0.36) 29592(1) Sellers −0.31(0.22)
29596(1) Wallace −0.64(0.37) 29492(0) Daniel Island −0.42(0.27)
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Table 6.34: A summary of fixed and spatial random effects results for White and Black Males age 35− 44
and White and Black Females age 35− 44. The summary includes the mean estimates of the intercept and
rurality parameters along with their standard deviations (SD) for these four strata. In addition, a 95% highest
posterior density interval (HPD) for rurality is included. The summary also provides the zip codes with the
top five largest and smallest mean spatial effects for the four strata along with the mean estimate and SD of
their spatial effects. An indicator of rurality (Rural; 1 for rural and 0 for urban) and the city to which each
zip code belongs are also provided in the table..
White Black
Gender Intercept(SD) Rurality(SD) Rurality HPD Intercept(SD) Rurality(SD) Rurality HPD
Male −5.67(0.04) −0.38(0.10) (−0.56,−0.19) −4.79(0.05) −0.06(0.09) (−0.23, 0.14)
Female −5.80(0.04) −0.33(0.09) (−0.50,−0.14) −4.94(0.05) −0.02(0.09) (−0.21, 0.15)








29577(0) Myrtle Beach 3.63(0.09) 29838(0) Modoc 3.28(0.63)
29605(0) Greenville 2.57(0.17) 29346(0) Glendale 3.11(0.68)
29567(1) Little Rock 1.51(0.63) 29686(1) Tamassee 3.02(0.65)
29331(0) Cross Anchor 2.32(0.60) 29373(0) Pacolet Mills 2.97(0.73)





29928(0) Hilton Head −1.03(0.46) 29516(1) Blenheim −0.89(0.45)
29860(0) North Augusta −1.06(0.41) 29707(0) Indian Land −0.93(0.52)
29016(0) Blythewood −1.07(0.35) 29351(1) Joanna −0.95(0.46)
29458(0) McClellanville −1.08(0.37) 29941(1) Sheldon −1.00(0.45)








29577(0) Myrtle Beach 3.26(0.11) 29899(1) McCormick 3.54(0.65)
29331(0) Modoc 3.19(0.62) 29439(0) Folly Beach 3.53(0.64)
29899(1) McCormick 2.25(0.66) 29838(0) Modoc 2.89(0.64)
29836(1) Martin 2.18(0.62) 29346(0) Glendale 2.88(0.73)





29450(0) Huger −0.87(0.52) 29929(1) Islandton −0.85(0.42)
29160(0) Sandy Run −0.88(0.47) 29627(0) Belton −0.87(0.43)
29369(0) Moore −0.90(0.37) 29466(0) Mt. Pleasant −0.89(0.43)
29585(1) Litchfield −0.93(0.36) 29351(1) Joanna −0.90(0.44)
29492(0) Daniel Island −1.23(0.36) 29832(0) Johnston −0.93(0.43)
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Table 6.35: A summary of fixed and spatial random effects results for White and Black Males age 55− 64
and White and Black Females age 55− 64. The summary includes the mean estimates of the intercept and
rurality parameters along with their standard deviations (SD) for these four strata. In addition, a 95% highest
posterior density interval (HPD) for rurality is included. The summary also provides the zip codes with the
top five largest and smallest mean spatial effects for the four strata along with the mean estimate and SD of
their spatial effects. An indicator of rurality (Rural; 1 for rural and 0 for urban) and the city to which each
zip code belongs are also provided in the table.
White Black
Gender Intercept(SD) Rurality(SD) Rurality HPD Intercept(SD) Rurality(SD) Rurality HPD
Male −5.77(0.04) −0.35(0.07) (−0.49,−0.21) −4.81(0.04) −0.20(0.07) (−0.35,−0.06)
Female −5.87(0.04) −0.28(0.08) (−0.42,−0.11) −5.06(0.04) −0.04(0.06) (−0.16, 0.09)








29577(0) Myrtle Beach 2.84(0.14) 29439(0) Folly Beach 2.68(0.55)
29404(0) Charleston 2.45(0.62) 29838(0) Modoc 1.82(0.68)
29640(0) Easley 1.94(0.15) 29346(0) Glendale 1.78(0.60)
29617(0) Greenville 1.68(0.23) 29404(0) Charleston 1.78(0.66)





29525(1) Clio −0.82(0.44) 29487(0) Wadmalaw Island −0.57(0.52)
29105(0) Monetta −0.83(0.49) 29546(1) Gresham −0.57(0.46)
29434(0) Cordesville −0.85(0.38) 29832(0) Johnston −0.61(0.35)
29081(1) Ehrhardt −0.87(0.37) 29565(1) Latta −0.68(0.54)








29899(1) McCormick 3.09(0.67) 29899(1) McCormick 1.93(0.76)
29404(0) Charleston 2.60(0.64) 29439(0) Folly Beach 1.67(0.70)
29577(0) Myrtle Beach 2.13(0.18) 29574(1) Mullins 1.05(0.32)
29671(0) Pickens 2.07(0.22) 29667(0) Cateechee 1.04(0.58)





29081(1) Ehrhardt −0.82(0.46) 29566(0) Little River −0.48(0.56)
29401(0) Charleston −0.82(0.40) 29572(0) Myrtle Beach −0.49(0.53)
29105(0) Monetta −0.88(0.38) 29847(0) Trenton −0.53(0.34)
29915(0) Daufuskie Island −0.96(0.35) 29546(1) Gresham −0.66(0.53)
29492(0) Daniel Island −1.04(0.47) 29516(1) Blenheim −0.86(0.39)
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Table 6.36: A summary of fixed and spatial random effects results for White and Black Males age 65− 84
and White and Black Females age 65− 84. The summary includes the mean estimates of the intercept and
rurality parameters along with their standard deviations (SD) for these four strata. In addition, a 95% highest
posterior density interval (HPD) for rurality is included. The summary also provides the zip codes with the
top five largest and smallest mean spatial effects for the four strata along with the mean estimate and SD of
their spatial effects. An indicator of rurality (Rural; 1 for rural and 0 for urban) and the city to which each
zip code belongs are also provided in the table.
White Black
Gender Intercept(SD) Rurality(SD) Rurality HPD Intercept(SD) Rurality(SD) Rurality HPD
Male −5.97(0.03) −0.26(0.06) (−0.39,−0.15) −4.78(0.04) −0.11(0.07) (−0.25, 0.01)
Female −6.10(0.03) −0.22(0.07) (−0.36,−0.11) −5.09(0.03) −0.17(0.06) (−0.30,−0.04)








29640(0) Easley 1.37(0.16) 29439(0) Folly Beach 2.08(0.65)
29404(0) Charleston 1.25(0.58) 29331(0) Cross Anchor 1.80(0.60)
29671(0) Pickens 1.18(0.15) 29404(0) Charleston 1.54(0.59)
29576(0) Murrells Inlet 1.17(0.19) 29838(0) Modoc 1.46(0.59)





29439(0) Folly Beach −0.61(0.35) 29520(1) Cheraw −0.60(0.44)
29492(0) Daniel Island −0.61(0.45) 29922(1) Garnett −0.67(0.54)
29583(0) Pamplico −0.61(0.34) 29335(0) Enoree −0.67(0.34)
29944(1) Varnville −0.62(0.46) 29492(0) Daniel Island −0.71(0.39)








29899(1) McCormick 2.46(0.64) 29512(1) Bennettsville 1.92(0.30)
29404(0) Charleston 1.83(0.61) 29899(1) McCormick 1.85(0.69)
29621(0) Anderson 1.47(0.20) 29439(0) Folly Beach 1.77(0.66)
29640(0) Easley 1.46(0.15) 29331(0) Cross Anchor 1.41(0.60)





29114(0) Olanta −0.64(0.54) 29906(1) Beaufort −0.45(0.57)
29450(0) Huger −0.65(0.45) 29505(0) Florence −0.48(0.32)
29487(0) Wadmalaw Island −0.67(0.42) 29526(0) Conway −0.55(0.47)
29944(1) Varnville −0.70(0.35) 29414(0) Charleston −0.60(0.29)
29492(0) Daniel Island −0.85(0.33) 29511(0) Aynor −0.88(0.35)
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