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In a sector determined by two real quadratic conjugate rays in the plane, the 
integral lattice points form a vector semigroup, which in turn determines a 
formal monoid ring over a field. The subring invariant under the unit auto- 
morphism of the corresponding quadratic form is shown to be finitely generated 
and a listing is made of those cases where a complete set of defining relations 
is easiest to determine. This problem arises in the uniformimtion of the Hilbert 
modular function cusp singularities (as given in Hirrebruch, Sem. N. Bourbaki, 
Exp. 396, 1970/71). Here, a purely formal analog is discussed. 
1. INTRODUCTION 
A recent problem involving the resolution of cusp singularities of 
Hilbert modular functions has called attention to an analog of a purely 
number-theoretic nature that perhaps deserves attention on its own merits. 
For the background in complex analysis, we refer to the work of Siegel [93 
and Gundlach [3], and for the resolution of singularities with topological 
interpretation we refer to the work of Hirzebruch [4, 61, which is also 
related to work of Serre [8]. 
We give an isolated description of the formal ring of a quadratic sector 
referring to the recent paper [l] for details and proofs. Let an indefinite 
(nonfactorable) quadratic form be given in Z 
@(x, y) = Ay2 + Byx + Cx2 (1.1) 
and consider one sector defined by 
s : qx, y) > 0. U.2) 
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The integral lattice points in S form a semigroup under addition that is 
augmentented into a monoid M by adjoining the origin. Thus 
M: v = (3, v’ = (Cl), 1 = (i), vu’ = (; 1 I:), (1.3) 
where (x, u) and (x’, y’) are lattice points in S. The monoid A4 determines 
a formal ring over a field (taken for convenience as C so as to have 
algebraic closure in Section 5 below), 
R = C[[ . . . . D ,... I], v E M. (1.4) 
The integral lattice points in the sector S have a convex stcpport polygon 
P whose vertices form a chain of special monoid elements of M written as 
“ 3, 
44 > 
P: .*. u-2 ) u-1 ) ug ) u1 ) u2 ).... - 
Any consecutrve Ui , ui+l positively span a coordinate sector St 
Si: V = UinU~n+l , 0 < n, m E: Z, (n, m) # (0, 0) 
(1.5) 
(1.6) 
using monoid notation. The sectors Si-r , Si intersect in elements uin. 
They are said to have an intersection number b6 E Z determined by 
Here bi > 2 by convexity, but bi = 2 exactly where the polygon P is 
straight. The chain of intersection numbers 
‘-a b-, , b-, , b, , bl , b, . . . . 
is the sole affme invariant of S under G&(Z). 
The chain (1.8) is periodic with period p, written 
(1.8) 
((4, , h ,..., b-d). (1.9) 
Here p >, 1 and some b( > 2. The period corresponds to an automorph of 
@ by a construction detailed in [l]. (We do not need to select the period as 
primitive.) The automorph U is written either as an operation that trans- 
forms ui into u~+~ or, more concretely as a matrix (note the order) 
(1.10) 
the transformation leaving @ invariant. 
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The fundamental sector for U is given by 
s, = v s+ ) O<l<P, (1.11) 
and, within a fundamental sector, we call a straight sector S* a collection 
corresponding to a straight segment of P, i.e., if b, > 2, bt+l = *** = 
b,+,-, = 2, bt+k > 2, then 
s* = v si ) t<i<t+k. (1.12) 
Note the illustrations in Fig. 1 and in Table I. (The negative period 
designation refers to the sector adjacent to S as given by Cp -C 0. This is the 
period that is directly involved in the resolution problem [4] by the duality 
of the Fourier coefficients.) 
/ 
93 
FIG. 1. The “general” case illustrated by the period ((3, 2, 3, 2, 2)) - -((4,5)). 
Note the level lines and the fundamental sector SF = SO u S, u S, u S, u S., . Also 
SO u S, and S, u S, u S, constitute the two straight sectors. 
2. THE FORMAL RING AND ITS METRIC 
Let RU denote the subring of R invariant under U. We shall call Rv 
(rather than R) the formal ring of the sector. (The period shall be under- 
stood although it need not be primitive). A convenient operation mapping 
the nonneutral element u in M into an element of RU is 
U(t$ = c UV, --oo<m<+oo. (2-l) 
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The most general element of RLI is then 
(2.2) 
where ui # iY$, , if i # j (for any k). The sum may be infinite of course. 
We note the product 
cJ(v} U(u’j = c U(vUW), --cc < 111 < $03. (2.3) 
Hence the product of two elements of RU will not produce a “formally 
infinite sum” as a coefficient, by the finiteness of the number of factoriza- 
tions of any element of M. 
We wish to introduce into M, R, and Ru an “order” metric invariant 
under U. We call it the level and write it as lev v if v 6 A4 or lev t if t E R. 
Start with v E M (v # 1) and write 2r in terms of the coordinates of its 
sector Si 
v = mn ui &+I . (2.4) 
Then even if Si is not unique (i.e., v = I.@), we uniquely define 
levv=m+n>l. (2.5) 
We extend the definition to R by 
lev y = 0, y E C*; (lev 1 = 0); lev 0 = +c0 (2.6) 
lev (y, + 1 yivi) = min lev oi , yi E C*. (2.7) 
Thus, within M, lev v = 0 exactly for v = 1; lev u = 1 exactly for v = ui 
(GP); and, in R, lev t = 0 exactly for t E R* (a unit). Note that the “level 
lines” are literally level in a straight sector (see Fig. l-4). 
The level, unlike the classical order, is supermultiplicative. 
LEMMA 2.8. Let v and u’ E M, (neither = l), then 
lev vu’ > lev v + lev 21’ 
with eqbality exactly when v and v’ lie in the same straight sector. 
(2.9) 
The proof is easy to see when v and a’ lie in the same sector (parallelo- 
gram addition). Otherwise, start with S, the straight sector to which au’ 
belongs, and imagine its level lines extended as straight lines in both 
directions. Now whichever of v or v’ did not belong to S* would then lie 
on a lower level line relative to the straight sector in which it lies, as a 
641 /S/2-6 
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result of the convexity of S. (For instance, in Fig. 1, if u = (-i), a’ = (3, 
then VU’ = (-3, but lev vu’ = 6, lev v = 3, while lev v’ = 2.) 
LEMMA 2.10 If t, t’ E R, 
lev tt’ 3 lev t + lev t’ 
lev (t + t’) > min (lev t, lev t’). 
(2.11) 
(2.12) 
LEMMA 2.13 For given v, v’ EM, (neither = l), there exists a finite 
collection w, , . . ., w, in M (possibly s = 0) such that 
lev wi = lev v + lev v’ (2.14) 
lev (U{U} U{v’} - C U{w,}) > lev v + lev v’. (2.15) 
For proof, observe that the wj are those terms of the type VU% (in- 
equivalent under U) where v and 17%’ lie in the same straight sector. Of 
course there are only a finite number of U{u} of any given level L, actually 
pL when the period is p. 
The main finiteness proofs shall consist of devices for controlling the set 
of “W”. 
3. THE GENERAL CASE 
Let us call it the “general” case when the polygon has a period of 
length p 3 3 and consists of more than one stright sector. Thus the first 
line of Table I represents the general case (also see Fig. I), while the other 
four lines are “special” (also see Figs. 2-4). 
LEMMA 3.1. In the general case if v E M and lev v = L > 1, we can 
find two elements v’ and u’ with lev v’ = L - 1 and lev u’ = 1 such that 
lev (U{v} - U{v’} U{u’}) z=- L. (3.2) 
The proof lies in the choice of v’ and U’ in the coordinate sector S, in 
which v lies, so that we write v = v’u’. Then the set “w” of Lemma 2.13 
consists only of terms equivalent under U to v’u’. This follows from the 
general case, for if v’ and U’ are in the same straight sector, v’ and Pu’ 
cannot be (m # 0) by virtue of the fact that U’ and Uu’, for instance, are 
separated by more than two straight sectors. Note that we need ample 
separation because of the case where v’ or u’ may be on the boundary of a 
straight sector and therefore a member of two straight sectors. 
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LEMMA 3.3. In the general case $ v E A4 and lev v 
exists a product over L indices i (possibly repeated) 
fL = Jwud, (lev ui = 1) 
such that fL has level L and 
WV> ==fL + f 
with lev t > L. 
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L31, there 
(3.4) 
(3.5) 
For proof, note the case L = 1 is valid with t = 0. To perform induction 
assume case “L” and take lev v = L + 1. By Lemma 3.1, there exist 
v’, u’ and t such that v = v’u’ and 
U(v) = U{v’} U{u’} + t, (3.6) 
where lev v’ = L, lev u’ = 1, lev t > L + 1. Thus (3.5) is valid, i.e., 
U(d) = fL’ + t’, (3.7) 
where lev fL' = L, lev t’ > L. Finally, 
w> =fL + t1, (3.8) 
where fL = fL'U{u') and tl = t’U{u’) + t. Easily, fL is the product of 
L $- 1 factors U(ui}, furthermore 
lev tl > min (lev t’U{u’}, levt)>L+l. (3.9 
By continuing to expand the remainder t of (3.5) into sums of products 
of U(ui}, we find U{v} is a polynomonial in U{u,> over Z to within an error 
of arbitrarily high level, and indeed, the coefficients of the terms remain 
permanent as the level increases. 
THEOREM 3.10. For the general case, 
Ru = WW,~,..., WUll 
the formal power series in p generators. 
(3.11) 
4. SPECIAL CASES 
The “special” cases, shown in the last four lines of Table I, are either 
the straight sector ((b,29), b > 2, of period p = II + 1 > 0, and ((b, , 
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FIG. 2. The “special” case of a long period for n = 2,~ = 3 with period ((3,2,2)) - 
-((S)) and fundamental sector SF = SO u S, u S, . The coordinates in this and the 
following figures are presented so as to display reflectional symmetry. 
b,)), b, > 2, of period p = 2. We make one further distinction, between 
the “long” period where p > 3 and the “short” period where p = 1 or 2. 
LEMMA 4.1. In the long period case, let v E M, and let lev v = L > 1, 
then either Lemma 3.1 holds or else we can find two pairs of elements u’, v’ 
and u”, v’ such that 
lev v = lev v’ = L - 1, lev 24 = lev U’ = 1, (4.2) 
lev (U(v) - U(v’} U{u’} + Ujv”} U{u”}) > L. (4.3) 
To see the proof, begin by decomposing v = v’u’ in the coordinate 
sector for v. Then Lemma 3.1 would fail to hold only in the difficult case 
where v’ or U’ lay on the boundary of the (straight) fundamental sector. 
The possibilities are 
2’ = u,“, u/; u;-1u1 ) u,L-lu,-l . (4.4) 
(This is shown in Fig. 2 with n = 2 andp = 3 by the rows of lattice points 
labeled A and B). In such cases, we decompose v = V’U’ but we find (say) 
that v’UU’ = w  fails to be of a higher level, indeed lev w  = lev v = L. 
Now by Lemma 3.1, we write w  = z/v” because, this time w  can not be 
of the form (4.4). (Referring to Fig. 2, we see that w  can not be in the A 
or B rows if v started there, by virtue of the fact this is a long period.) Thus 
lev(U{w} - U{v”> U(Q) > L, and (4.3) follows. (Again, in Fig. 2, if say, 
v = us , we try Al’ = u, , v’ = u1 , then Uu’ = us , w = v’ Uu’ = w2 = uzz.) 
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LEMMA 4.5. In the long period case if v E A4 and lev v = L(b l), 
there exists a homogeneous polynomial fL of degree L (and level L) in 
U{u,> such that 
WV> = ft + t (4.6) 
and lev t > L. 
The proof is strictly analogous with that of Lemma 3.3, and by pursuing 
matters further we prove the following result analogously with Theorem 
3.10. 
THEOREM 4.7. In the long period case as well as the general case 
RLJ = CWG&.., W,-dl. (4.8) 
The finiteness of all RU (even the short period cases) is finally established 
by the following supplementary result: 
THEOREM 4.8. For the short period cases when p = 1, i.e., ((b)), b > 2, 
&r = CKWd, We2W,l> WwWuo)2>11, (4.9) 
and when p = 2, i.e., ((b, 2)), b > 2, and ((bl , b,)), b1 > 2, 
Ru = ‘XWcJ~ Ww&, Wdll. (4.10) 
We could prove Theorem 4.8 directly by use of an analog of Lemma 4.1. 
It would be easier to begin with the symmetric (but superfluous) basis as 
shown in the third and fourth lines of Table I and Figs. 3 and 4. This new 
basis would serve for Lemma 4.1 the function of the symbols u although 
the levels would now be 1,2, or 3. Finally, the basis could be reduced to 
FIG. 3. The “special” case of a short period for n = 0, p = 1 ((3)) N -((3)), 
s, = s, . 
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FIG. 4. The “special” case of a short period for n = 1, p = 2 ((3,2)) N -((4)), 
SF = &, u s, . 
that of Theorem 4.8. Fortunately, we can derive Theorem 4.8 from 
special calculations (see below). 
For the present, let us note that such a basis constitutes a nonconvex 
“support polygon” with intersection numbers as shown in Table I. For 
example 
. ..b.,,bl,bz,bg;~~= . ..b.,b,+l,l,b,+l,b,;... (4.11) 
This is analogous to the process of “blowing up” and “blowing down” 
singularities (see [5]). 
5. SPECIAL CALCULATIONS 
In Table I1 we represent some cases of R. and RU* the subring invariant 
under reflectional symmetry, (e.g., (x, y) ---f (-x + (n + 1) y, JJ) for 
((b, 29), b > 2, as in Table I). The cases shown here are n = 0 and 1 
(required for Theorem 4.8) and n = 3 (gratuitous). Here relations exist 
such that two variables X0 , Y,, are isolated on one side of the equation so 
that the Weierstrass Vorbereitungssatz produces actual polynomials by 
slight changes in variable (e.g., unit factors). The case n = 0 was detailed 
in [2], where n = 1,3 were stated without proof, but they can now be 
constructed from the table. 
The results for n = 0, 1 and ((6, , b,)), b, > 2, were found independently 
by Karras [6] by a different approach and kindly communicated in advance. 
Of special importance is ((b, , b,)), b, > 2, where, (analogously with the 
cases in Table II), 
Ru = CW, Y, WI. w2 = (X2 + Y”l))Y” t x”q. (5.1) 
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In general, these relations are hard to find. We can note easily, however, 
that no one basis element U{uJ can be expressed as a formal power series 
in all the others, since the linear terms (of level 1) could not possibly form 
an identity. This conforms with a result proved by Karras [6] and 
H. Laufer [7] that the embedding dimension of the ring RU is essentially 
min (p, 3). 
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