We demonstrate that the global fields of temperature, humidity and geopotential heights admit a nearly sparse representation in the wavelet domain, offering a viable path forward to explore new paradigms of sparsity-promoting assimilation and compressive retrieval of spaceborne earth observations. We illustrate this idea using retrieval products of the Atmospheric Infrared Sounder (AIRS) and Advanced Microwave Sounding Unit (AMSU) on board the Aqua satellite. The results reveal that the sparsity of the fields of temperature and geopotential height is relatively pressure-independent while atmospheric humidity fields are typically less sparse at higher pressures. Using the sparsity prior, we provide evidence that the global variability of these land-atmospheric states can be accurately estimated from space in a compressed form, using a small set of randomly chosen measurements/retrievals.
Introduction
Earth observations from space are an invaluable component for global circulations models, reanalysis products, and regional/local predictive models in places where no ground observations are available for model initialization and/or data assimilation. These earth observations from space are increasing at an unprecedented rate as new satellites are launched and new missions planned in the next decade, such as the Global Precipitation Measuring (GPM) mission whose core satellite was launched in February 2014 [1] , the Soil Moisture Active Passive (SMAP) mission to be launched in late 2014 [2] and a series of other soon-to-follow missions (see, National Research Council report on Earth Science and Applications from Space, A Midterm Assessment of NASA's Implementation of the Decadal Survey, 2012). In this paper we put forward the idea that efficient acquisition and processing of such earth observations from space can tremendously benefit by exploring the underlying statistical structure of land-surface and atmospheric states together with recent advances in the theories of sparse approximation and compressive sensing [3, 4, and references therein] .
A finite dimensional state vector of a physical process is (nearly) sparse in a certain domain if the amplitudes of a large number of its representation coefficients are (nearly) zero in that domain. Thus, a sparse discrete state variable can be well approximated using only a few of its largest representation coefficients. Fourier and wavelet transforms are typically the gateway to reveal sparsity of natural processes through representing them via a few elementary waveforms. As long as the state variable of interest is uniformly regular, that is continuous and smooth with derivatives of all orders, typically the Fourier decomposition is an effective sparsifying transform. However, the Fourier decomposition yields dense representations with many non-zero coefficients for piecewise smooth states that may contain transients and localized events. Typically, regularity of these states, can be sparsely captured in the amplitude of their wavelet coefficients [5] and encoded as a priori knowledge to obtain improved solutions for related inverse problems. Recent and fundamental developments in the theory of sparse approximation and Compressive Sensing (CS) have offered new directions enabling to obtain highly accurate estimate of a sparse state variable only from a small set of random linear combinations of the state samples-much smaller than the number of samples required to traditionally characterize it [6, 7, 8, 9, 10] . In other words, while s state of interest is sparse in an appropriate domain, the fundamental idea is to design a compressed sampling scheme that allows us to acquire a small number of state samples and then accurately reconstruct it via a sparsity-promoting convex optimization.
In land surface-atmosphere studies, these developments have inspired recently proposed sparsity-promoting data assimilation methods to address analysis of sharp weather fronts [11] and, in a more general setting, incorporate the sparsity of the underlying state of interest in a transform domain for downscaling, data fusion and assimilation problems [12, 13, 14] . In this paper, we pursue two main goals using the AIRS/AMSU-A retrieval products. First, we show that the global fields of temperature, humidity and geo-potential heights are sparse in the wavelet domain, leveraging further developments of the recently proposed sparsity-promoting variational data assimilation approach. Second, owing to the observed sparsity, we provide evidence that the global variability of these atmospheric and land-surface states can be monitored from space in a compressed form. The implications of these results for new classes of data assimiation and retrieval algorithms can be significant and are expected to spearhead new research directions in the coming years.
Evidence of Sparsity
The distribution of energy and mass fluxes across the earth's surface and its atmosphere is governed by complex physics that operate at multiple scales of space and time. At the planetary scale, overturning circulation of the tropical atmosphere gives rise to sharp moisture gradients between the equatorial bands and dry subtropical ridges. In synopticscale weather fronts, air masses differ by sharp transitions in temperature and humidity, where the isolated highs and lows in temperature-moisture fields are the main drivers of severe convective activities and extreme weather. In high altitudes, near the tropopause, the presence of jet streams also may give rise to discontinuities and sharp transitions in moisture and temperature fields. In low altitudes, near the earth surface, the spatial heterogeneity of the earth's surface radiative forcing often manifests itself through sharp transitions in surface temperature and moisture fields, especially over the land-ocean interfaces, vicinity of snow-covered land surfaces and vegetation regime changes. To accurately capture this multi-scale variability, we traditionally need a uniform and dense sampling pattern in space and time that meets the Nyquist-Shannon criterion. It is then important to ask whether the underlying space-time structure of the earth's state variables of interest admits a sparse representation in an appropriate domain, which can be subsequently exploited for improved estimation and speedy retrieval with much fewer samples than traditionally required by the Nyquist-Shannon theorem. In this section, we provide evidence using the retrieved fields of temperature, humidity and geopotential heights from the Aqua satellite that indeed the spatial structure of these primary land-atmospheric states is markedly sparse in the wavelet domain.
The Aqua satellite, launched in May 2002, carries the Atmospheric Infrared Sounder (AIRS) and the Advanced Microwave Sounding Unit (AMSU-A) among other instruments. This sensor package is one of the most advanced integrated spaceborne hyperspectral instruments that scans the thermodynamic structure of the earth land-atmosphere with unprecedented accuracy and space-time resolution [15] . The primary retrieval products of the AIRS/AMSU-A include twice daily global fields of the atmospheric temperature-humidity profiles among other cloud related parameters The right panel demonstrates the same on log-probability scale to better contrast the shape of the probability mass function versus the Gaussian density. [16, 17] . The AIRS/AMSU data have been widely used for studying atmospheric thermodynamics [18, 19, 25] . In this paper, we confine our consideration to the version 6 of the AIRS standard level-III retrieval products. Specifically, we study the global fields of the daily and eight-day average temperature-humidity profiles and geopotential heights, at resolution 1-by-1 degrees, from the earth surface up to 200 hPa pressure level.
As explained, the wavelet decomposition provides a suitable transformation that gives rise to a sparse representation for a finite dimensional state variables with local transitions and singularities. Here, we use the redundant discrete Stationary Wavelet Transform (SWT) in [26] . Owing to its redundancy and translation invariance, the SWT provides a richer representation [27] for sparse expression of complex processes than the classic orthogonal wavelet decomposition [5] . Figure 1 demonstrates the wavelet coefficients of a global eight-day average (09/01/2002) of the water vapor mass mixing ratio (MMR) near the earth's surface.
As is evident in Figure 1 , the high-pass wavelet coefficients are markedly sparse as most of the coefficients are near zero. It is seen that the horizontal coefficients capture the latitudinal moisture variability while the vertical coefficients mostly encapsulate the sharp zonal moisture transitions across land-ocean interfaces. The large wavelet coefficients over ocean are mostly influenced by the presence of sharp moisture gradients due to convective updrafts in the Intertropical Convergence Zone (ITCZ) and downdrafts near the subtropical ridges. Over land, large coefficients of surface moisture are mainly concentrated near ocean-land interfaces and major mountainous features covered with snow such as the Himalayas and Andes. In addition, owing to the migration of the ITCZ over land, we see large horizontal coefficients, for instance over the semi-arid Sahel, where the climate and vegetation regime exhibits a sharp transition. Isolated moisture highs can also be traced in the coefficients over the boundaries of sufficiently large inland water bodies such as the Caspian Sea. Note that, here, we used an eight-day average product to avoid dealing with gaps between satellite tracks only for improved illustration purposes. Naturally, we expect to see even sharper transitions and thus sparser structure in the daily products than that of the shown for the eight-day averaged ones.
To study the presence of sparsity and characterize it as a priori knowledge, we randomly collected a database containing 100 of the AIRS/AMSU level III daily standard retrieval products, from 2002 to 2014 (see Figure C .1 in Appendix). Figure 2 demonstrates the overlaid probability masses (circles) for the high-pass wavelet coefficients of the near surface water vapor MMR for all of the daily samples. We see that the sparsity of the wavelet coefficients manifests itself as a large probability mass around zero with extended tails much thicker than the Gaussian density. In this figure the solid line is the fitted Generalized Gaussian (GG) density with the following form:
where the Gamma function is Γ (z) =´∞ 0 e −t t z−1 dt for z > 0 and the non-negative parameters p and σ determine the shape and width of the density, respectively [see, 28] . Evidently, this family of distributions is log-concave for p ≥ 1 and contains the well-known Gaussian (p = 2) and Laplace (p = 1) densities as special cases. Here, we consider the shape parameter p as a measure that characterizes the degree of sparseness, noting that the density tends to the Dirac delta function with maximum nominal sparsity for p → 0. It is observed that not only the moisture fields but also the temperature and pressure fields are also sparse in the wavelet domain and can be well explained by the GG density with a much ticker tail than the Gaussian distribution ( Figure C .2-to-C.4 in Appendix). To concisely estimate the shape parameter and thus the sparsity of the wavelet coefficients, we note that the following ratio of the first and second order moments
is only a function of the shape parameter in the GG density, where Figure 3 demonstrates the first versus the second-order moments of the high-pass wavelet coefficients of the geopotential heights [meters], temperature [Kelvin] and moisture MMR [g/kg dry air] for all of the 100 sampled daily retrieved fields. The results are presented for the AIRS standard pressure levels from the earth surface up to 200 hPa. In this figure, the shaded areas stratify the probability continuum of the GG density for sparser ( p ≤ 1 ) and denser ( p > 1 ) representation of the coefficients in terms of the moment ratio in equation (2) . We can see that for all states of interest, the sparsity is measured by p ≤ 1 throughout the studied atmospheric depth (see Table C .1 in Appendix). For the geopotential heights, the magnitude of the moment pairs and their spread grow almost linearly from high to low pressure levels. This observation implies that the sparseness remains approximately invariant with respect to pressure ( Figure 3 , middle-row panel). As the fields of geopotential heights are strongly dependent on the temperature profiles, an analogous pressure-independent pattern with slightly larger shape parameter, and thus less sparseness, can also be seen for the air temperature fields (Figure 3 , top-row panels). As the air temperature fluctuates more near the earth surface we consistently see larger moments at higher-pressure levels. Surface skin and air temperature fields are the sparsest fields with p ∼ = 0.5 while smaller local fluctuations, in terms of the magnitude of the coefficients, can be seen in the surface air temperatures. This observation reflects the fact that the fields of surface skin temperature contain sharper transitions and thus larger fluctuations, compared to the surface air temperatures, partly because of the mixing and diffusive properties of the planetary boundary layer. The moisture fields are also sparse but their sparsity exhibits a notable pressure-dependent pattern (Figure 3 , bottom-row panels). Specifically, it can be seen that moisture fields at higher-pressure levels are less sparse with larger p values (Table C.1 in Appendix). In other words, compared to the moist lower atmosphere, it seems that the spatial distribution of moisture in the dry upper atmosphere is relatively invariant in space, giving rise to a large number of near zero fluctuations, but contains localized and sharp transitions, partly due to intermittent deep convections and movements of the jet streams.
Compressive Sensing of Land Atmospheric States
Owing to the sub-hourly and sub-kilometer evolution of the mesoscale land surface-atmospheric dynamics, spaceborne remote sensing at the Nyquist-Shannon rate seems to be hopeless for now, at least from a hardware perspective. In this section, we provide a brief introduction to compressive sensing and then present experimental evidence that owing to the observed sparsity, the global fields of temperate and humidity can be sparsely sampled but recovered with sufficient accuracy.
As previously mentioned, Compressive Sensing (CS) is an emerging field in statistical estimation theory that allows to reconstruct sparse state vectors only from a few randomized measurements. For a perfect reconstruction of a continuous state of interest from its discrete samples, the classic Nyquist-Shannon sampling theorem demands a uniform sampling rate at least twice the highest frequency content of the state variable of interest. However, central results of CS suggest that we can recover a sparse state from a much smaller set of measurements than those required by the Nyquist-Shannon criterion. In particular, let us assume that the state x ∈ R m is represented in finite dimension by an m-element vector which has k non-zero elements, either in the ambient or a suitable transform domain (e.g., wavelet). Furthermore, let us consider that a set of down-sampled observations y ∈ R n are related to the true state x ∈ R m , that is n < m, through the following linear model where v ∈ R n represents an error with an n-by-n covariance matrix R ∈ R n×n , and H ∈ R n×m denotes a specifically designed "sensing matrix" that linearly samples the state variable of interest. Notice that rather than sampling the state uniformly at specific points in time and space, CS measures it as inner products between the state of interest and rows of the sensing matrix. In this case, basically CS proves [see, 29] that we can recover, with high-degree of accuracy, the state of interest from a few randomly chosen linear measurements via the 1 -norm regularization of a classic least-squares estimator as follows:
where, the 1 -norm is defined by x 1 = Σ m i=1 |x i |, the quadratic norm is x R = x T R −1 x, W represents a suitable sparsifying transformation (e.g., wavelet) and λ > 0 is a regularization parameter. Minimization of the 1 -norm promotes sparsity while the quadratic penalty ensures fidelity of the solution to the observations. Note that from the Bayesian statistical point of view, the 1 -norm regularization is equivalent to assuming that the underlying sparsity can be a priori explained by the GG density with p = 1 (Section B in Appendix).
The design of the sensing matrix H plays a critical role in the success of a CS reconstruction. It turns out that for a certain class of matrices, which behave like an orthogonal transformation and approximately conserve the energy (sum of squares) when operating on a sparse state, the CS recovery in problem (5) succeeds with high probability. This class of matrices has been precisely characterized by a few mathematical notions, including the Restricted Isometric Property (RIP) by Candes and Tao [29] , and the Spark and Mutual-Coherence by Donoho and Elad [30] . It is worth noting that a subclass of these sensing matrices includes those whose entries are independent and identically distributed random numbers from a sub-Gaussian density function [4, pp 210] . The top panels in Figure 4 demonstrate a daily and an eight-day AIRS level III standard global retrieval of the surface skin temperature on 01/01/2002 and near surface water vapor MMR on 09/09/2002, respectively (see, Figure C .5 in Appendix). To implement the CS examples, all the pixels of the original fields were first scaled into the range between 0 and 1. Then we randomly sampled only 45 and 35% of the retrieved fields for the daily and eight-day reconstructions and added a small zero-mean white Gaussian noise with standard deviation 10 −3 to those samples (Figure 4 middle panels) . In other words, our sensing matrices are obtained from an identity matrix in which we have randomly eliminated 55 and 65% of its rows, respectively. In this case, it is easy to show that the sensing matrix has the RIP property for which the CS in (5) can lead to an accurate and successful recovery (see, Section B in Appendix). The results of the CS reconstruction are demonstrated in the bottom panels of Figure 4 . In our experiments, we used the Fast Iterative Shrinkage-Thresholding Algorithm by Beck and Teboulle [31] . The regularization parameter in problem (5) needs to be determined empirically. We chose λ = 0.02, which we found to work well for our case studies (see, [32] for feasible ranges of λ). Note that, owing to near orthogonality of the sensing matrix, the initial energy of the error in these experiments is approximately 55 and 65% of the total energy of the original fields. After CS reconstruction the error is less than 0.04% and 1% of the total energy in the examined temperature and moisture fields, respectively. Although CS recovers remarkably well the large-scale features of the moisture-temperature fields, a closer scrutiny shows that some isolated moisture highs have not been well captured in the reconstruction process (e.g., over Caspian Sea, Persian Gulf, Red Sea). We empirically observed that under the similar sampling scheme, typically, the surface temperature fields can be recovered with less reconstruction error than those of the moisture fields, which may be partly due to stronger sparsity prior (smaller p values) in the temperature fields (Table C.1 in Appendix). We also found that for a randomized sample size of more than 50-to-60% of the total pixels of the original fields, the reconstruction is almost perfect and CS recovers even small-scale features of the moisture fields. Typically the reconstruction quality severely degrades and it may diverge for sample sizes of less than 20% of the total pixels.
Concluding Remarks
We have provided compelling evidence that the spatial structure of the fields of temperature-moisture and geopotential heights are sparse in the wavelet domain. These results are key for supporting further developments of recently suggested sparsity-promoting data assimilation methods. Furthermore, exploiting the sparsity prior, we provided promising results on the use of compressive sensing theory for efficient reconstruction of these primary state variables from a few linear random measurements/retrievals. While progress has been made recently in developing sparse digital image acquisition in visible bands [33] , development of sparse-remote-sensing instruments for earth observations from space in microwave and infrared wavelengths remains an important challenge in the coming years. However, our results suggest that, even under the current sensing protocols, transmitting, storing, and processing only a few randomly chosen pixel-samples of the primary land-atmospheric states can be advantageously exploited for a speedy reconstruction of the entire sensor's field of view with a notable degree of accuracy. The implications of such a capability cannot be overstated for real-time tracking and data assimilation of extreme land-atmospheric phenomena in global early warning systems.
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Appendix
This appendix contains some figures and descriptions that could not fit in the main body of the paper but are important for clarity and further support of the main arguments of the paper. Specifically, using the standard AIRS/AMSU-A retrieval products, this document provides additional evidence supporting the idea that the global fields of temperaturehumidity and geopotential heights are sparse in the wavelet domain. Furthermore, we provide complementary descriptions regarding to the design and performance of the presented compressive reconstruction experiments (see Figure  4) .
A Evidence of Sparsity
Here, supplementary Figure C .1 shows the frequency histogram of the randomly sampled standard AIRS products used in this study. Figures C.2, C.3 , and C.4 provide further evidence that the fields of geopotential heights, temperature and moisture are sparse in the wavelet domain and their representation coefficients can be well explained by the Generalized Gaussian (GG) distribution. In Figure C .5, we demonstrate a complementary compressive sensing (CS) experiment on an eight-day average surface skin temperature retrieval. Furthermore, Table C.1 shows the median and 95% confidence bound of the computed shape parameters for the GG distribution, related to the moments shown in Figure 3 of the paper.
B Sparsity Prior and Compressive Sensing
In this section, we provide more details on how sparsity can be characterized as a priori knowledge and explain the statistical interpretation of the CS problem in equation (5). To be more precise, let us assume that a finite dimensional land-atmospheric state x ∈ R m can be represented by its wavelet coefficients c ∈ R d obtained through a matrix-vector multiplication, that is c = Wx, where the rows of W ∈ R d×m contain the wavelet bases or frames of choice for which W T W = I, where (· ) T denotes transposition. Assuming that the coefficients are independent and can be well explained by the GG density, it implies that the prior distribution of the state variable of interest admits the following multivariate form:
where the p -norm is x p p = Σ m i=i |x i | p and λ > 0 collectively encodes the width parameter of the density. Clearly, from the Bayesian perspective, this a priori knowledge can be used to obtain an a posteriori estimate of the land-atmospheric state of interest. Specifically, let us assume that a set of under-sampled observations y ∈ R n are related to the true state x ∈ R m , that is n < m, via the following linear model
where v ∈ R n is a length-n error vector of the Gaussian nature with an n-by-n covariance matrix R ∈ R n×n , and H ∈ R n×m denotes the sensing matrix. The linear system of equations in (B.2) is under-determined for which the maximum likelihood estimator does not yield a unique solution. Clearly, given the observation y, the maximum a posterior (MAP) estimate of the true state can be derived as follows: Notice that the sparsest solution of problem (B.5) can be naturally achieved in case of p → 0; however, choices of p < 1 make this problem non-convex. Therefore, p = 1 is the smallest value of the shape parameter that promotes sparsity while maintaining the problem in the realm of convex optimization. For the CS experiments, we used the Fast Iterative Shrinkage-Thresholding Algorithm in [31] to solve the following problem in the wavelet domain: 6) and then recovered the state of interest in ambient domain from the estimated coefficients.
As we briefly noted in the main body of the paper, to obtain a stable solution for the CS problem in (B.6), the sensing matrix H needs to resemble an orthogonal matrix that approximately conserves the 2 -norm (energy) of the state. This characteristic can be explained via satisfying the Restricted Isometric Property (RIP) in [29] . Let us consider a sub-matrix H s , which only contains s arbitrary columns of H. Then, by definition, the sensing matrix H satisfies the restricted isometric property of order-s, if there exist δ s ∈ [0, 1) such that
As is evident, in the used sensing matrix in our experiments, we can extract an identity matrix I m−n and thus there exist a sub-matrix with s = m − n columns that is orthogonal and exactly conserves the energy with δ s = 0. Figure 3 . The shape parameters are obtained by solving equation (2) for p using the bisection method.
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