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Abstract
In this paper, we consider a complex fluid modeling nematic liquid crystal flows, which is
described by a system coupling Navier-Stokes equations with a parabolic Q-tensor system.
We first prove the global existence of weak solutions in dimension three. Furthermore,
the global well-posedness of strong solutions is studied with sufficiently large viscosity of
fluid. Finally, we show a continuous dependence result on the initial data which directly
yields the weak-strong uniqueness of solutions.
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1. Introduction
The most comprehensive continuum theory for nematic liquid crystal flows is the Q-
tensor theory proposed by P.G. de Gennes [6], in which the dynamics of nematic liquid
crystals is modeled by the Navier-Stokes equations coupled with a parabolic equation of
Q-tensor. Q-tensor is the order parameter which is symmetric and traceless 3× 3 matrix,
and can be viewed as the second order moment of the orientational distribution function
f(x,m, t) [22]:
Q =
∫
S2
(
m⊗m−
1
3
I3
)
fdm.
The nematic liquid crystal can be classified accordingly. If Q = 0, we say that the
liquid crystal is isotropic. If Q admits two equal non-zero eigenvalues, it is called uniaxial.
If Q has three distinct eigenvalues, it is said to be biaxial.
In uniaxial case (see [7, 13, 14] and their references for details), Q can be written in
the special form
Q = s
(
n⊗ n−
1
3
I3
)
, s ∈ R− {0}, n ∈ S2.
If the liquid crystal is biaxial, Q-tensor can be represented in the special form [15]:
Q = s
(
n⊗ n−
1
3
I3
)
+ r
(
m⊗m−
1
3
I3
)
, s, r ∈ R and n,m ∈ S2.
Landau-de Gennes theory gives us the following energy functional which consists of
the elastic energy and the bulk energy:
FLG[Q] =
∫
Ω
felasticity(Q,∇Q)(x) + fbulk(Q)(x)dx.
The most widely-accepted forms of the elastic energy and the bulk energy densities
are defined as follows (see [16]):
felasticity(Q,∇Q) =
1
2
3∑
i,j,k=1
[
L1
(
∂Qij
∂xk
)2
+ L2
∂Qij
∂xj
∂Qik
∂xk
+ L3
∂Qik
∂xj
∂Qij
∂xk
]
+
1
2
3∑
i,j,k,l
[
L4elikQlj
∂Qij
∂xk
+ L5Qlk
∂Qij
∂xl
∂Qij
∂xk
]
fbulk(Q) =
a
2
tr(Q2)−
b
3
tr(Q3) +
c
4
(
tr(Q2)
)2
,
where Li (i = 1, 2, 3, 4, 5) are elastic constants, a, b, c are material-dependent and temperature-
dependent constants. eijk is the Levi-Civita symbol, i.e., eikj is 1 if (i, j, k) is an even
permutation of (1, 2, 3), −1 if it is an odd permutation, and 0 if any index is repeated.
Throughout this paper, we will use the Einstein summation convention.
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One of the most famous dynamical Q-tensor models is proposed by Beris-Edwards
[4, 22] (see also [19]). Define
HQ = −
δFLG[Q]
δQ
,
where we should note that this variation must be subject to the constraint that Q is both
symmetric and traceless. Then the Beris-Edwards model can be written in the following
form: 
ut + u · ∇u+∇P = ∇ · (σ
s + σa + σd),
Qt + u · ∇Q = ΓHQ + F (Q,D) + Ω ·Q−Q · Ω,
∇ · u = 0,
(1.1)
for (x, t) ∈ R3 × (0,+∞) with the initial conditions:
(u,Q)
∣∣
t=0
= (u0(x), Q0(x)) in R
3. (1.2)
Here u : R3× [0,+∞)→ R3 represents the velocity field of the fluid, Q : R3× [0,+∞)→
S
(3)
0 represents the order parameter, with S
(3)
0 ⊆M
3×3 representing the space of Q-tensors
in three dimensions, i.e.,
S
(3)
0 = {Q ∈M
3×3 : Qij = Qji, tr(Q) = 0, i, j = 1, 2, 3},
P (x, t) : R3 × [0,+∞)→ R is the pressure function, and
σdij = −
∂FLG[Q]
∂Qkl,j
Qkl,i, σ
a = Q ·HQ −HQ ·Q, σ
s = µD − F (Q,HQ),
Dij =
ui,j + uj,i
2
, Ωij =
ui,j − uj,i
2
, Γ, µ > 0,
F (Q,A) = ξ
[(
Q +
1
3
I3
)
· A+ A ·
(
Q+
1
3
I3
)
− 2
(
Q +
1
3
I3
)
(A : Q)
]
.
To guarantee that the basic energy is bounded from below and to get the dissipation
law, we assume, throughout this paper, that
c > 0, L5 = 0, L1 > 0, L2 + L3 ≥ 0. (1.3)
In fact, there are other ways to reach this aim. For example, in [23], the authors
assume L1 > 0, L1 + L2 + L3 > 0 and L4 = L5 = 0 which is sufficient to guarantee that
the basic energy is bounded from below. While in [3], Bauman-Park-Phillips considered
two cases: (i) L1 > 0, L2 + L3 ≥ 0, or (ii) L1 + L2 + L3 > 0, L2 + L3 ≤ 0. For the second
case, one only needs to observe that
|∇Q|2 − |divQ|2 − |curlQ|2 = Qij,kQik,j −Qij,jQik,k
3
is a null Lagrangian and therefore, if we let
f ′elasticity(Q) =
L1 + L2 + L3
2
|∇Q|2 −
L2 + L3
2
|curlQ|2,
then felasticity − f
′
elasticity is a null Lagrangian.
For the Beris-Edwards dynamical model (1.1) under the initial condition (1.2), Paicu
et al obtained several results for the Cauchy problems in Rd (d = 2 or 3). In [18], if ξ = 0
in the expression of F (Q,A) which means that the molecules are such that they only
tumble in a shear flow, but are not aligned by such a flow, Paicu and Zarnescu proved
the existence of weak solutions, the existence of a Lyapunov functional for the smooth
solutions and used cancelations that allow its existence to prove higher global regularity
in dimension 2. The weak-strong uniqueness in dimension 2 was also given. In [17], the
situation ξ 6= 0 was considered and similar results were obtained.
Feireisl, Rocca, Schimperna and Zarnescu in [8] considered the Cauchy problem for
the model coupling with energy equation. They constructed global in time weak solutions
for arbitrary physically relevant initial data.
As for the initial-boundary problems, we refer to [1, 2, 9, 10, 11].
We should note that all above papers for dynamical model only concerned the simple
situation in which the elastic energy reads as
FLG[Q] =
∫
Ω
L1
2
|∇Q|2 + fbulk(Q),
that is, L2 = L3 = L4 = L5 = 0.
In this paper, we study the Cauchy problem for more general situations that we only
assume (1.3) holds. For simplicity, we also assume that
ξ = 0. (1.4)
We remark that we have to assume L2+L3 ≥ 0 in order to get the L
2 space-time estimates
of Q with second order derivative in space from the basic energy law.
In order to understand Beris-Edwards’ dynamical model, we should carry out the above
mentioned variation calculation for the Landau-de Gennes functional, i.e. δFLG[Q]/δQ ,
under the constraint that Q is in S30 . For this reason, we introduce the following functional
with Lagrangian multipliers λ and λij (i, j = 1, 2, 3):
L
λ0,λij
LG [Q] = FLG[Q] + λ0trQ+ λij(Qij −Qji)
so that
HQ = −
δL
λ0,λij
LG [Q]
δQ
, (1.5)
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where the variation is carried out in M3×3 subject to no constraints.
Let Q be any minimizer of FLG[Q] in S
3
0 , then
δL
λ0,λij
LG [Q]
δQ
= 0.
Since
−
δL
λ0,λij
LG [Q]
δQ
= L1∆Qij + (L2 + L3)Qik,kj + L4elikQlj,k
−aQij + bQikQkj − ctr(Q
2)Qij − λ0δij − (λij − λji), (1.6)
we obtain
L1∆Qij + (L2 + L3)Qik,kj + L4elikQlj,k
−aQij + bQikQkj − ctr(Q
2)Qij − λ0δij − (λij − λji)
= 0. (1.7)
Taking trace on the both sides of (1.7) and noticing that trace(δij) = 3, we have
λ0 =
(L2 + L3)
3
Qkp,kp +
b
3
tr(Q2) +
L4
3
elpkQlp,k, (1.8)
It follows from (1.7) that, if i 6= j, there holds
λij − λji = L1∆Qij + (L2 + L3)Qik,kj + L4elikQlj,k − aQij + bQikQkj − ctr(Q
2)Qij (1.9)
which means from the symmetry property, Qij = Qji, that for i 6= j
λji − λij = L1∆Qij + (L2 + L3)Qjk,ki + L4eljkQli,k − aQij + bQikQkj − ctr(Q
2)Qij .(1.10)
Subtracting (1.10) from (1.9), one obtains
λij − λji =
L2 + L3
2
(Qik,kj −Qjk,ki) +
L4
2
(elikQlj,k − eljkQli,k). (1.11)
Finally, inserting (1.8) and (1.11) into (1.6) and (1.5), one gets
(HQ)ij = L1∆Qij +
L2 + L3
2
(
Qik,kj +Qjk,ki −
2
3
δijQkp,kp
)
︸ ︷︷ ︸
(MQ)ij
+
L4
2
(
elikQlj,k + eljkQli,k −
2
3
δijelpkQlp,k
)
︸ ︷︷ ︸
(EQ)ij
5
−aQij + b
(
QikQkj −
1
3
δij |Q|
2
)
− ctr(Q2)Qij︸ ︷︷ ︸
(BQ)ij
.
On the other hand, we have the first term of the stress tensor in the momentum
equations as follows:
σdij = −
∂FLG[Q]
∂Qkl,j
Qkl,i
= −
(
L1Qkl,iQkl,j + L2Qkm,mQkj,i + L3Qkj,lQkl,i +
L4
2
emkjQmlQkl,i
)
.
Before continuing, we would like to have some more words here on the developments
for the Q-tensor models modeling the nematic liquid crystals made by Wei Wang, Pingwen
Zhang and Zhifei Zhang in recent years.
As we know, the Landau-de Gennes functional is defined from phenomenological the-
ory to describe: the elastic energy of any distortion to the structure of the material,
thermotropic energy (bulk energy) to dictates the the preferred phase of the material and
so on.
In the paper [12], Han-Luo-Wang-Zhang established, based on Onsager’s molecular
theory and using Bingham closure, a systematic way of liquid crystal modeling to build
connection between microscopic theory and macroscopic theory. A new Q-tensor theory
which leads to liquid crystals with certain shape was proposed. Making uniaxial assump-
tion, they can recover the Oseen-Frank theory from the derived Q-tensor theory, and the
Oseen-Frank model coefficients can be examined. For further study on this topic, one can
also refer to [5, 27].
Subsequently, in the paper [22], Wang-Zhang-Zhang, starting from Doi-Onsager equa-
tion for the liquid crystals and also by the Bingham closure, derived a new system of
dynamical Q-tensor equations which is somewhat different from Beris-Edwards model.
Then they derived the Ericksen-Leslie equation from the new Q-tensor equation by tak-
ing the small Deborah number limit.
In [23], starting from Beris-Edwards system for the liquid crystal, the authors pre-
sented a rigorous derivation of Ericksen-Leslie system with general Ericksen stress and
Leslie stress by using the Hilbert expansion method.
While in [24], the authors presented a rigorous derivation of the Ericksen-Leslie equa-
tion directly from the Doi-Onsager equation, the molecule model.
Now we are in a position to state our main results.
Firs of all, we explain the assumptions and notations used throughout this paper.
Notations:
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(1) For p ≥ 1, denote by Lp = Lp(R3) the Lp space with the norm ‖ · ‖Lp. For k ≥ 1
and p ≥ 1, denote by W k,p = W k,p(R3) the Sobolev space whose norm is ‖ · ‖W k,p,
Hk = W k,2(R3).
(2) V = closure of {u ∈ C∞0 (R
3,R3) : divu = 0} in L2(R3,R3), H = closure of {u ∈
C∞0 (R
3,R3) : divu = 0} in H1(R3,R3). Denote by 〈·, ·〉 the inner product on L2 space.
(3) Denote by |Q|
.
=
√
tr(Q2) =
√
QαβQαβ the Frobenius norm of a matrix Q. For
Q1, Q2 ∈ S
(3)
0 , denote Q1 : Q2 = tr(Q1Q2). And |∇Q|
2 = ∂γQαβ∂γQαβ = Qαβ,γQαβ,γ .
Finally, the divergence of a tensor is defined by ∇ · σ = ∂jσij .
Definition 1.1. A pair (u,Q) is called a global weak solution of system (1.1) with the ini-
tial conditions (1.2) where u0(x) ∈ V, Q0(x) ∈ H
1, if u ∈ L∞loc([0,+∞);V)∩L
2
loc([0,+∞);H),
Q ∈ L∞loc([0,+∞);H
1)∩L2loc([0,+∞);H
2), and furthermore, for any compactly supported
ϕ ∈ C∞([0,+∞)× R3;R3) with ∇ · ϕ = 0 and ψ ∈ C∞([0,+∞)× R3;S30), one has∫ ∞
0
(−〈u, ϕt〉 − 〈u⊗ u,∇ϕ〉+ µ〈∇u,∇ϕ〉) dt− 〈u0(x), ϕ(x, 0)〉
=
∫ ∞
0
〈
∂FLG
∂∇Q
⊙∇Q−Q ·HQ +HQ ·Q,∇ϕ〉dt,
and ∫ ∞
0
(−〈Q,ψt〉 − 〈Q · u,∇ψ〉 − 〈ΩQ−QΩ, ψ〉) dt
= 〈Q0(x), ψ(x, 0)〉+ Γ
∫ ∞
0
〈HQ, ψ〉dt.
Our first result is the following theorem about the global existence of weak solutions
for problem (1.1)–(1.2).
Theorem 1.1. There exists a global weak solution (u,Q) of system (1.1)–(1.2).
The second result is the following theorem concerning the global existence of strong
solutions for problem (1.1)–(1.2) provided that the viscosity of the fluid is sufficiently
large.
Theorem 1.2. For any (u0, Q0) ∈ H ×H
2, with the large viscosity assumption
µ ≥ µ0(L,Γ, a, b, c, ‖u0‖H1 , ‖Q0‖H2),
problem (1.1)–(1.2) admits a global strong solution that satisfies
u ∈ L∞(0, T ;H) ∩ L2(0, T ;H2), Q ∈ L∞(0, T ;H2) ∩ L2(0, T ;H3).
Finally, we present a continuous dependence result on the initial data, from which one
can infer the weak-strong uniqueness of solutions to problem (1.1)–(1.2).
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Theorem 1.3. Suppose that (ui, Qi) are global solutions to problem (1.1)–(1.2) corre-
sponding to initial data (u0i, Q0i), i = 1, 2, respectively. In addition, assume that for any
positive T , it holds
‖u1‖L∞(0,T ;L2) + ‖Q1‖L∞(0,T ;H1) ≤ κ1,
‖u2‖L∞(0,T ;H1) + ‖Q2‖L∞(0,T ;H2) ≤ κ2,
for any t ∈ [0, T ]. Then we have
‖δu‖2L2(t) + ‖δQ‖
2
H1(t) +
∫ t
0
(
µ‖∇δu‖2(τ) + ΓL21‖∆δQ‖
2(τ)
)
ds
≤ CeCt
(
‖δu0‖
2
L2 + ‖δQ0‖
2
H1
)
,
where δf = f1 − f2 and C is a generic constant depending on κ1 and κ2 but not on t.
2. Existence of global weak solutions
In this section, in order to prove the global existence of weak solutions, we first establish
some a priori estimates.
Lemma 2.1. (Basic energy equality) For any 0 ≤ t < T , there holds
d
dt
E(t) + µ
∫
R3
|∇u|2dx+ Γ
∫
R3
tr(H2Q)dx = 0. (2.1)
where E(t) is a Lyapunov functional of system (1.1) and defined as follows,
E(t)
.
=
∫
R3
(
1
2
|u|2 +
L1
2
|∇Q|2 +
L2 + L3
2
|divQ|2 +
L4
2
elαkQlβQαβ,k + fbulk(Q)
)
(·, t)dx.
Furthermore, there holds for any t ≥ 0,
‖u(·, t)‖2L2 + L1‖Q(·, t)‖
2
H1 + µ
∫ t
0
‖∇u(·, s)‖2L2ds+ ΓL
2
1
∫ t
0
‖∆Q(·, s)‖2L2ds ≤ Ce
Ct (2.2)
with some uniform constants C depending on a, b, c, µ,Γ, Li and the initial data.
Proof. We first multiply (1.1)1 by u, integrate over R
3 and apply integration by parts,
and then sum with (1.1)2 multiplied by HQ, taken trace, integrated over R
3 and applied
integration by parts. Also note the following fact:∫
R3
tr(Qt ·HQ)dx
= −
d
dt
∫
R3
(
L1
2
|∇Q|2 +
L2 + L3
2
|divQ|2 +
a
2
tr(Q2)−
b
3
tr(Q3) +
c
4
tr2(Q2)
)
dx
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+L4
∫
R3
Qαβ,telαkQlβ,kdx︸ ︷︷ ︸
J1
= −
d
dt
∫
R3
(
L1
2
|∇Q|2 +
L2 + L3
2
|divQ|2 +
L4
2
elαkQlβQαβ,k + fbulk(Q)
)
dx, (2.3)
where
J1 = L4
d
dt
∫
R3
QαβelαkQlβ,kdx− L4
∫
R3
QαβelαkQlβ,ktdx
= L4
d
dt
∫
R3
QαβelαkQlβ,kdx+ L4
∫
R3
Qαβ,kelαkQlβ,tdx
= L4
d
dt
∫
R3
eαlkQlβQαβ,kdx+ L4
∫
R3
Qlβ,keαlkQαβ,tdx, (2.4)
that is,
J1 = L4
∫
R3
Qαβ,telαkQlβ,kdx = −
L4
2
d
dt
∫
R3
elαkQlβQαβ,kdx. (2.5)
Then we have
d
dt
E(t) + µ
∫
R3
|∇u|2dx+ Γ
∫
R3
tr(H2Q)dx
=
∫
R3
uγQαβ,γ
(
−aQαβ + b
[
QαδQδβ −
1
3
tr(Q2)δαβ
]
− cQαβtr(Q
2)
)
dx︸ ︷︷ ︸
J2
+
∫
R3
uγQαβ,γ
[
L1∆Qαβ +
1
2
(L2 + L3)
(
Qαδ,δβ +Qβδ,δα −
2
3
δαβQkp,kp
)]
dx︸ ︷︷ ︸
J3
+
L4
2
∫
R3
uγQαβ,γ
(
elαkQlβ,k + elβkQlα,k −
2
3
δαβelpkQlp,k
)
dx︸ ︷︷ ︸
J4
+
L4
2
∫
R3
(−ΩαγQγβ +QαγΩγβ)(HQ)αβdx︸ ︷︷ ︸
J5
−
∫
R3
[Qαγ(HQ)γβ − (HQ)αγQγβ ]uα,βdx︸ ︷︷ ︸
J6
+
∫
R3
(
L1Qγδ,αQγδ,β + L2Qγδ,δQγβ,α + L3Qγβ,δQγδ,α +
L4
2
eγδβQγmQδm,α
)
uα,βdx︸ ︷︷ ︸
J7
.
Next, we estimate the terms J2, · · · , J7 step by step. First of all, it follows from the
incompressibility condition, the symmetry of the Q-tensor and integration by parts that
J2 = 0. (2.6)
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On the other hand, using integration by parts and the incompressibility condition, we
have
J3 + J7
= −L1
∫
R3
uγ,δQαβ,γQαβ,δdx− L2
∫
R3
uγ,βQαβ,γQαδ,δdx− L3
∫
R3
uγ,δQαβ,γQαδ,βdx
−L3
∫
R3
uγQαβ,γδQαδ,βdx︸ ︷︷ ︸
J8
+L1
∫
R3
Qγδ,αQγδ,βuα,βdx+ L2
∫
R3
Qγδ,δQγβ,αuα,βdx
+L3
∫
R3
Qγβ,δQγδ,αuα,βdx+
L4
2
∫
R3
eγδβQγmQδm,αuα,βdx
=
L4
2
∫
R3
eγδβQγmQδm,αuα,βdx
= −
L4
2
∫
R3
eγδβQγm,βQδm,αuαdx−
L4
2
∫
R3
eγδβQγmQδm,αβuαdx
= −
L4
2
∫
R3
eγδβQγm,βQδm,αuαdx+
L4
2
∫
R3
eγδβQγm,αQδm,βuαdx
= −L4
∫
R3
eγδβQγm,βQδm,αuαdx, (2.7)
where we have used J8 = 0. In fact
J8 = −L3
∫
R3
uγQαβ,γδQαδ,βdx = L3
∫
R3
uγQαβ,δQαδ,βγdx, (2.8)
which yields J8 = 0.
Then we easily obtain
J3 + J4 + J7 = 0. (2.9)
It is not difficult to get J5 + J6 = 0. In fact, this follows from the direct calculations
as follows
J5 =
∫
R3
(
−uα,γ + uγ,α
2
Qγβ +Qαγ
uγ,β − uβ,γ
2
)
(HQ)αβdx
= −
∫
R3
uα,γQγβ(HQ)αβdx+
∫
R3
uγ,αQγβ(HQ)αβdx = −J6. (2.10)
In conclusion, we have
d
dt
E(t) + µ
∫
R3
|∇u|2dx+ Γ
∫
R3
tr(H2Q)dx = 0. (2.11)
In order to obtain the dissipation estimate (2.2) from (2.11), we need to estimate the
following term contained in d
dt
E(t) (see the definition of E(t)):
d
dt
∫
R3
(
L4
2
elαkQlβQαβ,k + fbulk(Q)
)
(·, t)dx.
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Multiplying (1.1)2 by Q, taking the trace, integrating over R
3 and applying integration
by parts, we have
1
2
d
dt
∫
R3
|Q|2dx
=
∫
R3
tr[(Ω ·Q−Q · Ω) ·Q]dx︸ ︷︷ ︸
J9
−ΓL1
∫
R3
|∇Q|2dx− Γ(L2 + L3)
∫
R3
|divQ|2dx
−Γa
∫
R3
|Q|2dx+ Γb
∫
R3
tr(Q3)dx− Γc
∫
R3
|Q|4dx
≤ −ΓL1
∫
R3
|∇Q|2dx− Γ(L2 + L3)
∫
R3
|divQ|2dx+ C
∫
R3
(|Q|2 + |Q|4)dx, (2.12)
where we have used the fact J9 = 0.
On the other hand, there exists a sufficiently large constant K > 0 depending only on
a, b, c, such that (see [17, 18])
K
2
tr(Q2) +
c
8
tr2(Q2) ≤
(
K +
a
2
)
tr(Q2)−
b
3
tr(Q3) +
c
4
tr2(Q2). (2.13)
Meanwhile, it is clear that there exists a constant C = C(L1, L4) > 0 such that∫
R3
L4
2
elαkQlβQαβ,kdx ≥ −
L1
4
‖∇Q‖2L2 − C‖Q‖
2
L2 . (2.14)
Multiplying (2.12) by 2(K +C), adding the resulting inequality to (2.11), integrating
over [0, t], and then using (2.13) and (2.14), one obtains
1
2
‖u‖2L2 +
L1
4
‖∇Q‖2L2 +
K
2
‖Q‖2L2 +
c
8
‖Q‖4L4 + µ
∫ t
0
‖∇u‖2L2ds+ Γ
∫ t
0
∫
R3
tr(H2Q)dx
≤ E(t) + (K + C)‖Q‖2L2 + µ
∫ t
0
‖∇u‖2L2ds+ Γ
∫ t
0
∫
R3
tr(H2Q)dx
≤ E(0) + (K + C)‖Q0‖
2
L2 + C
∫ t
0
(
‖∇Q‖2L2 + ‖Q‖
2
L2 + ‖Q‖
4
L4
)
ds. (2.15)
Finally, we only need to estimate the last term on the left hand side of (2.15). Note
that
Γ
∫
R3
tr(H2Q)dx = ΓL
2
1‖∆Q‖
2
L2 + Γ
∫
R3
tr(HQ − L1∆Q)
2dx
+2ΓL1
∫
R3
∆Q : (HQ − L1∆Q)dx, (2.16)
in which
2ΓL1
∫
R3
∆Q : (HQ − L1∆Q)dx
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= 2ΓL1(L2 + L3)‖∇divQ‖
2
L2 + ΓL1L4
∫
R3
elαkQlβ,k∆Qαβdx+ 2aΓL1‖∇Q‖
2
L2
+2bΓL1
∫
R3
∆QαβQαγQγβdx− 2cΓL1
∫
R3
∆QαβQαβtr(Q
2)dx
= 2ΓL1(L2 + L3)‖∇divQ‖
2
L2 + ΓL1L4
∫
R3
elαkQlβ,k∆Qαβdx+ 2aΓL1‖∇Q‖
2
L2
+2bΓL1
∫
R3
∆QαβQαγQγβdx+2cΓL1
∫
R3
|∇Q|2tr(Q2)dx+ 2cΓL1
∫
R3
|∇(tr(Q2))|2dx︸ ︷︷ ︸
≥0
≥ 2ΓL1(L2 + L3)‖∇divQ‖
2
L2 −
1
2
ΓL21‖∆Q‖
2
L2 − C(‖∇Q‖
2
L2 + ‖Q‖
4
L4). (2.17)
Hence, (2.2) follows directly from (2.15)-(2.17) and the Gronwall inequality.
Now we turn to construct a global weak solution. The main idea is similar to [18].
Therefore, we only give a sketch of the proof.
First, we define the mollifying operator
Ĵnf(ξ) = 1[ 1
n
,n]f̂(ξ),
where we denote by f̂(ξ) the Fourier transformation of f(x). Denote by P the Leray
projector into divergence free vector fields. Then we consider the following system:unt + PJn(PJnun∇PJnun) = µ∆PJnun − P∇ · Jn[JnQ(n)H˜
(n)
Q − H˜
(n)
Q JnQ
(n) + (σ˜d)(n)],
Q
(n)
t + Jn(PJnu
n∇JnQ
(n)) = ΓH˜
(n)
Q + Jn
(
PJnΩ
nJnQ
(n)
)
− Jn
(
JnQ
(n)PJnΩ
n
)
,
(2.18)
where
(H˜
(n)
Q )ij
.
= L1∆JnQ
(n)
ij +
L4
2
(
elikJnQ
(n)
lj,k + eljkJnQ
(n)
li,k −
2
3
δijelpkJnQ
(n)
lp,k
)
+
1
2
(L2 + L3)
(
(JnQ
(n))ik,kj + (JnQ
(n))jk,ki −
2
3
δij(JnQ
(n))kp,kp
)
−aJnQ
(n)
ij + bJn
[
JnQ
(n)
ik JnQ
(n)
kj −
tr(JnQ
(n))2
3
δij
]
− cJn
(
JnQ
(n)
ij |JnQ
(n)|2
)
,
and
−(σ˜d)
(n)
ij = L1Jn(JnQ
(n)
kl,iJnQ
(n)
kl,j) + L2Jn(JnQ
(n)
km,mJnQ
(n)
kj,i)
+L3Jn(JnQ
(n)
kj,lJnQ
(n)
kl,i) +
L4
2
emkjJn(JnQ
(n)
ml JnQ
(n)
kl,i).
The above system can be considered as an ordinary differential equation in L2 satisfy-
ing the conditions of the Cauchy-Lipschitz theorem. Therefore, it admits a unique local
solution (un, Q(n)) ∈ C1([0, Tn);L
2 × L2(R3;R9)).
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Remark 2.1. [17, 18] The operators Jn, P and PJn are idempotent. Furthermore, Jn
and P are selfadjoint in L2. Jn commute with distributional derivatives.
From this remark, we conclude that the pair (PJnu
n, JnQ
(n)) is also a solution of
system (2.18). Then we know that (un, Q(n)) = (PJnu
n, JnQ
(n)) ∈ C1([0, Tn), H
∞) solves
the following system:unt + PJn(un∇un) = µ∆un − P∇ · Jn[Q(n)H
(n)
Q −H
(n)
Q Q
(n) + (σd)(n)],
Q
(n)
t + Jn(u
n∇Q(n)) = ΓH
(n)
Q + Jn
(
ΩnQ(n)
)
− Jn
(
Q(n)Ωn
)
,
(2.19)
in which
(H
(n)
Q )ij
.
= L1∆Q
(n)
ij +
L4
2
(
elikQ
(n)
lj,k + eljkQ
(n)
li,k −
2
3
δijelpkQ
(n)
lp,k
)
+
1
2
(L1 + L2)
(
(Q(n))ik,kj + (Q
(n))jk,ki −
2
3
δij(Q
(n))kp,kp
)
−aQ
(n)
ij + bJn
[
Q
(n)
ik Q
(n)
kj −
tr(Q(n))2
3
δij
]
− cJn
(
Q
(n)
ij |Q
(n)|2
)
,
and
−(σd)
(n)
ij = L1Jn(Q
(n)
kl,iQ
(n)
kl,j) + L2Jn(Q
(n)
km,mQ
(n)
kj,i)
+L3Jn(Q
(n)
kj,lQ
(n)
kl,i) +
L4
2
emkjJn(Q
(n)
mlQ
(n)
kl,j).
The estimates for the sequence {(un, Q(n))} are exactly the same as above. Therefore,
we get that for any given positive T ,
sup
n
‖un‖L∞(0,T ;L2)∩L2(0,T ;H1) <∞,
sup
n
‖Q(n)‖L∞(0,T ;H1)∩L2(0,T ;H2) <∞.
On the other hand, we can get the bounds on (∂tu
n, ∂tQ
(n)) in some L∞loc(H
−k) for
some large k from the equations. Then by Aubin-Lions compactness lemma, after taking
possible subsequences, we may obtain
un ⇀ u weakly∗ in L∞(0, T ;L2), un ⇀ u weakly in L2(0, T ;H1),
un → u strongly in L2(0, T ;H1−εloc ), ∀ε > 0,
un(t)⇀ u(t) weakly in L2 for all t > 0;
Q(n) ⇀ Q weakly∗ in L∞(0, T ;H1), Q(n) ⇀ Q weakly in L2(0, T ;H2),
Q(n) → Q strongly in L2(0, T ;H2−εloc ), ∀ε > 0,
Q(n)(t)⇀ Q(t) weakly in H1 for all t > 0,
which is enough for us to pass to the limit in the weak solutions of (2.19) and Theorem
1.1 follows from some diagonal arguments.
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3. Global existence of strong solutions
In this section, we intend to establish the higher regularity of the global weak solutions
with sufficiently large viscosity of the fluid by using the energy argument shown in [20,
25, 26]. In order to finish the energy estimates, we need the following well-known lemma
for Cauchy problem in dimension three.
Lemma 3.1. (Gagliardo-Nirenberg inequality) For p ∈ [2, 6], q ∈ (1,∞), and r ∈ (3,∞),
there exists some generic constant C > 0 which may depend on q, r such that for f ∈ H1
and g ∈ Lq ∩W 1,r, we have
‖f‖pLp ≤ C‖f‖
6−p
2
L2
‖∇f‖
3p−6
2
L2
, (3.1)
and
‖g‖C(R3) ≤ C‖g‖
q(r−3)
3r+q(r−3)
Lq ‖∇g‖
3r
3r+q(r−3)
Lr . (3.2)
Let
A(t) = ‖∇u‖2L2(t) + L1‖∆Q‖
2
L2(t) + (L2 + L3)‖∇divQ‖
2
L2(t),
and A˜(t) = A(t) + 1. Then we have the following lemma, which will directly yield the
higher order estimates with sufficiently large viscosity.
Lemma 3.2. For any given T > 0, there holds in [0, T ) the following estimates
d
dt
A˜(t) +
(
µ− C1µ
1
2 A˜(t)
)
‖∆u‖2L2 +
(
ΓL21
2
− C2µ
− 1
4 A˜(t)
)
‖∇∆Q‖2L2 ≤ C3A˜(t), (3.3)
where Ci (i = 1, 2, 3) are constants depending on ‖u0‖L2, ‖Q0‖H1 and µ0 which is the
positive lower bound of µ.
Proof. It follows from direct calculation and integration by parts that
1
2
d
dt
A˜(t)
= −〈∆u, ∂tu〉+ L1〈∆Qαβ , ∂t∆Qαβ〉+ (L2 + L3)〈Qαδ,δγ , ∂tQαβ,βγ〉
= −〈∆u, ∂tu〉+ 〈L1∆Qαβ + (L2 + L3)Qαδ,δβ, ∂t∆Qαβ〉
= −〈∆u, ∂tu〉+ 〈MQ, ∂t∆Q〉
= 〈∆uα, uγ∂γuα〉︸ ︷︷ ︸
K1
−µ‖∆u‖2L2
+〈∆uα, ∂β(L1Qγδ,αQγδ,β + L2Qγδ,δQγβ,α + L3Qγβ,δQγδ,α +
L4
2
emγβQmδQγδ,α)〉︸ ︷︷ ︸
K2
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−〈∆uα, ∂β(Qαγ(MQ)γβ − (MQ)αγQγβ)〉︸ ︷︷ ︸
K3
−〈∆uα, ∂β(Qαγ(EQ)γβ − (EQ)αγQγβ)〉︸ ︷︷ ︸
K4
−〈L1∆Qαβ + (L2 + L3)Qαδ,δβ ,∆(uγ∂γQαβ)〉︸ ︷︷ ︸
K5
+ 〈(MQ)αβ,∆(ΩαγQγβ)−∆(QαγΩγβ)〉︸ ︷︷ ︸
K6
+Γ〈(MQ)αβ,∆(MQ)αβ〉︸ ︷︷ ︸
K7
+Γ〈(MQ)αβ ,∆(EQ)αβ〉︸ ︷︷ ︸
K8
+Γ〈(MQ)αβ,∆((BQ)αβ)〉︸ ︷︷ ︸
K9
, (3.4)
where we have used Qαγ(BQ)γβ − (BQ)αγQγβ = 0.
Note first that
K7 = −Γ‖∇MQ‖
2
L2
= −ΓL21‖∇∆Q‖
2
L2 − ΓL1(L2 + L3)〈∇∆Qαβ,∇(Qαγ,γβ +Qβγ,γα −
2
3
δαβQγδ,γδ)〉
−Γ
(
L2 + L3
2
)2
‖∇(Qαγ,γβ + Qβγ,γα −
2
3
δαβQγδ,γδ)‖
2
L2
≤ −ΓL21‖∇∆Q‖
2
L2 − 2ΓL1(L2 + L3)‖∆divQ‖
2
L2. (3.5)
Secondly, we need the following lemma.
Lemma 3.3. (Key estimates) There holds
K3 +K6 ≤ C1µ
1
2 A˜(t)‖∆u‖2L2 + C2µ
− 1
4 A˜(t)‖∇∆Q‖2L2 + C3(µ
− 5
4 + 1)‖∆Q‖2L2. (3.6)
Proof. From the symmetry and direct calculations, we have
K6 =
1
2
〈(MQ)αβ,∆(uα,γQγβ)〉 −
1
2
〈(MQ)αβ ,∆(uγ,αQγβ)〉
−
1
2
〈(MQ)αβ,∆(Qαγuγ,β)〉+
1
2
〈(MQ)αβ ,∆(Qαγuβ,γ)〉
= 〈(MQ)αβ,∆(uα,γQγβ)〉 − 〈(MQ)αβ,∆(uγ,αQγβ)〉
= 〈(MQ)αβ,∆uα,γQγβ〉︸ ︷︷ ︸
K6,1
+〈(MQ)αβ, uα,γ∆Qγβ〉+ 2〈(MQ)αβ , uα,γδQγβ,δ〉
−〈(MQ)αβ ,∆uγ,αQγβ〉︸ ︷︷ ︸
K6,2
−〈(MQ)αβ, uγ,α∆Qγβ〉 − 2〈(MQ)αβ, uγ,αδQγβ,δ〉.
which yields that
K3 +K6,1 +K6,2 = 0. (3.7)
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Then by the Ho¨lder inequality, the Sobolev inequalities, Lemma 2.1, Lemma 3.1 and
the Cauchy inequality, we have
K3 +K6
≤ C
∫
R3
(
|∇u||∇2Q|2 + |∇2u||∇Q||∇2Q|
)
dx.
≤ C‖∇u‖L6‖∆Q‖L2‖∆Q‖L3 + C‖∇
2u‖L2‖∆Q‖L2‖∇Q‖L∞
≤ C‖∆u‖L2‖∆Q‖
3
2
L2
‖∇∆Q‖
1
2
L2
+ C‖∇2u‖L2‖∆Q‖L2‖∇∆Q‖
3
4
L2
≤ µ
1
2‖∆Q‖2L2‖∆u‖
2
L2 + Cµ
− 1
4‖∇∆Q‖2L2 + Cµ
− 3
4‖∆Q‖2L2
+µ
1
2‖∆u‖2L2 + Cµ
− 1
4‖∆Q‖2L2‖∇∆Q‖
2
L2 + Cµ
− 5
4‖∆Q‖2L2
≤ µ
1
2 A˜(t)‖∆u‖2L2 + Cµ
− 1
4 A˜(t)‖∇∆Q‖2L2 + C(µ
− 5
4 + µ−
3
4 )‖∆Q‖2L2 .
Now we present the estimates about the rest terms. It follows from integration by
parts that
K2 = L1〈∆uα, Qγδ,α∆Qγδ〉+ L2〈∆uα, Qγδ,δβQγβ,α〉
+L3〈∆uα, Qγβ,βδQγδ,α +Qγβ,δQγδ,αβ〉
+
L4
2
〈∆uα, emγβQmδ,βQγδ,α〉+
L4
2
〈∆uα, emγβQmδQγδ,αβ〉
= L1〈∆uα, Qγδ,α∆Qγδ〉︸ ︷︷ ︸
K2,1
+ (L2 + L3)〈∆uα, Qγδ,δβQγβ,α〉︸ ︷︷ ︸
K2,2
+L3〈∆uα, Qγβ,δQγδ,αβ〉+
L4
2
〈∆uα, emγβQmδ,βQγδ,α〉
+
L4
2
〈∆uα, emγβQmδQγδ,αβ〉, (3.8)
and
K5 = −L1〈∆Qαβ ,∆uγQαβ,γ〉︸ ︷︷ ︸
K5,1
−2L1〈∆Qαβ , uγ,δQαβ,γδ〉
−(L2 + L3)〈Qαδ,δβ ,∆uγQαβ,γ〉︸ ︷︷ ︸
K5,2
−2(L2 + L3)〈Qαδ,δβ , uγ,kQαβ,γk〉
−(L2 + L3)〈Qαδ,δβ , uγ∆Qαβ,γ〉︸ ︷︷ ︸
K5,3
. (3.9)
Note that K2,1 +K5,1 = K2,2 +K5,2 = 0. Integrating by parts twice, one obtains
K5,3 = −(L2 + L3)〈Qαδ,δk, uγ,βQαβ,γk〉+ (L2 + L3)〈Qαδ,δβ , uγ,kQαβ,γk〉. (3.10)
Then, similarly as above, we get
K2 +K5
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≤ C
∫
R3
(
|∆u||∇Q||∇2Q|+ |∆u||∇Q|2 + |∆u||Q||∇2Q|+ |∇u||∇2Q|2
)
dx
≤ C‖∇Q‖L∞‖∆u‖L2‖∆Q‖L2 + C‖∆u‖L2‖∇Q‖L6‖∇Q‖L3
+C‖∆u‖L2‖Q‖L6‖∇
2Q‖L3 + C‖∇u‖L6‖∆Q‖L2‖∆Q‖L3
≤ C‖∆u‖L2‖∆Q‖L2‖∇∆Q‖
3
4
L2
+ C‖∆u‖L2‖∆Q‖
3
2
L2
+C‖∆u‖L2‖∆Q‖
1
2
L2
‖∇∆Q‖
1
2
L2
+ C‖∆u‖L2‖∆Q‖
3
2
L2
‖∇∆Q‖
1
2
L2
≤ µ
1
2 A˜(t)‖∆u‖2L2 + Cµ
− 1
4 A˜(t)‖∇∆Q‖2L2 + C(µ
− 5
4 + µ−
3
4 + µ−
1
2 )‖∆Q‖2L2 , (3.11)
Meanwhile, we also have
K1 ≤ ‖u‖L4‖∇u‖L4‖∆u‖L2 ≤ C‖u‖
1
4
L2
‖∇u‖
3
4
L2
‖∇u‖
1
4
L2
‖∆u‖
3
4
L2
‖∆u‖L2
≤ µ
1
2‖∆u‖2L2 + µ
1
2‖∇u‖2L2‖∆u‖
2
L2 + Cµ
− 7
2‖∇u‖2
≤ µ
1
2 A˜(t)‖∆u‖2L2 + Cµ
− 7
2 A˜(t), (3.12)
and
K4 +K8
≤ C
∫
R3
(
|∆u||∇Q|2 + |∆u||Q||∇2Q|+ |∇2Q||∇∆Q|
)
dx
≤ C‖∆u‖L2‖∇Q‖L6‖∇Q‖L3 + C‖∆u‖L2‖Q‖L6‖∇
2Q‖L3 + C‖∆Q‖L2‖∇∆Q‖L2
≤ µ
1
2 A˜(t)‖∆u‖2L2 +
(
ΓL21
4
+ Cµ−
1
4 A˜(t)
)
‖∇∆Q‖2L2 + C(µ
− 3
4 + µ−
1
2 + 1)A˜(t). (3.13)
Finally,
K9 ≤ −aΓL1‖∆Q‖
2
L2 − aΓ(L2 + L3)‖∇divQ‖
2
L2
+C
∫
R3
[
|∇2Q|2
(
|Q|2 + |Q|
)
+ |∇2Q||∇Q|2(|Q|+ 1)
]
dx
≤ −aΓL1‖∆Q‖
2
L2 − aΓ(L2 + L3)‖∇divQ‖
2
L2
+C‖∇2Q‖L6‖∇
2Q‖L2
(
‖Q‖2L6 + ‖Q‖L3
)
+‖∇2Q‖L6‖∇Q‖L2‖∇Q‖L6‖Q‖L6 + ‖∇
2Q‖L6‖∇Q‖L3‖∇Q‖L2
≤
ΓL21
4
‖∇∆Q‖2L2 + C(‖∆Q‖
2
L2 + 1). (3.14)
In conclusion, we finish the proof of (3.3).
From the proof of (2.15)-(2.17) and the Gronwall inequality, one has∫ t
0
‖∇u‖2L2ds+
∫ t
0
[
L1‖∆Q‖
2
L2 + (L2 + L3)‖∇divQ‖
2
]
ds ≤ CeCt (3.15)
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with some uniform constants C depending on a, b, c, µ,Γ, Li and the initial data. It yields
that A˜(t) is integrable over [0, T ] for any positive T (assume that T > 1). Then there
exists M > 0 depending on C and T such that∫ t+1
t
A˜(t)ds ≤M (3.16)
for any t ∈ [0, T − 1].
If
µ
1
2 ≥ µ
1
2
0
.
= C1(A˜(0) + C3M + 2M) +
4C22
Γ2L21
(A˜(0) + C3M + 2M)
2 + 1, (3.17)
then initially there is some T0 > 0 such that
µ− C1µ
1
2 A˜(t) ≥ 0,
ΓL1
2
− C2µ
− 1
4 A˜(t) ≥ 0 (3.18)
for all t ∈ [0, T0]. Therefore, in this time interval we have
d
dt
A˜(t) ≤ C3A˜(t). (3.19)
We assume that T∗ is the largest one among such T0 and claim that T∗ = T . We
argue by contradiction and only consider the breakdown of first inequality of (3.18).
Suppose that the first equations of (3.18) is not always valid when T∗ < t ≤ T , and
µ− C1µ
1
2 A˜(T∗) = 0. In fact, if T∗ ≤ 1, then
C1(A˜(0) + C3M + 2M) + 1 ≤ µ
1
2 = C1A˜(T∗) ≤ C1
[
A˜(0) +
∫ T∗
0
d
dt
A˜(t)dt
]
≤ C1
[
A˜(0) +
∫ T∗
0
C3A˜(t)dt
]
≤ C1
[
A˜(0) + C3M
]
,
which yields a contradiction.
If 1 < T∗ < T , then we consider the interval [T∗ − 1, T∗]. From the definition of M ,
there exists t∗ ∈ (T∗ − 1, T∗) such that A˜(t∗) ≤ 2M . Then
C1(A˜(0) + C3M + 2M) + 1 ≤ µ
1
2 = C1A˜(T∗) ≤ C1
[
A˜(t∗) +
∫ T∗
t∗
d
dt
A˜(t)dt
]
≤ 2C1M + C1C3M,
which also yields a contradiction.
In conclusion, Lemma 3.2 and the discussions above show that the solution (u,Q)
satisfies the following regularity
u ∈ L∞(0, T ;H) ∩ L2(0, T ;H2), Q ∈ L∞(0, T ;H2) ∩ L2(0, T ;H3),
which completes the proof of Theorem 1.2.
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4. Continuous dependence on initial data
Proof of Theorem 2.2: We first get the following system with respect to (δu, δQ) from
(1.1):
∂tδu+ P(δu · ∇δu) = µ∆δu− P(∇ · (
∂FLG[δQ]
∂∇δQ
⊙∇δQ))
+P(∇ · (δQ(MδQ + EδQ)− (MδQ + EδQ)δQ))− P(u2 · ∇δu+ δu · ∇u2)
+P(∇ · (δQ(MQ2 + EQ2)− (MQ2 + EQ2)δQ))
+P(∇ · (Q2(MδQ + EδQ)− (MδQ + EδQ)Q2))
−P(∇ · (∂FLG[δQ]
∂∇δQ
⊙∇Q2))− P(∇ · (
∂FLG[Q2]
∂∇δQ2
⊙∇δQ)),
(∂t + δu · ∇)δQ− δΩδQ + δQδΩ + δu∇Q2 + u2 · ∇δQ
+Q2δΩ− δΩQ2 + δQΩ2 − Ω2δQ
= Γ
(
MδQ + EδQ − aδQ + b[δQQ1 +Q2δQ−
tr(δQQ1+Q2δQ)
3
I3]
)
−Γc(δQtr(Q21) +Q2[tr(Q1δQ+ δQQ2)]).
(4.1)
Multiplying the second equation of system (4.1) by (MδQ + EδQ +KδQ), taking the
trace and integrating over R3 and then summing with the first equation multiplied by δu
and integrated over R3, we have
1
2
d
dt
∫
R3
(
K|δQ|2 + L1|∇δQ|
2 + (L2 + L3)|divδQ|
2 + L4elαkδQlβδQαβ,k
)
dx
+µ‖∇δu‖2L2 + Γ‖MδQ + EδQ‖
2
L2
=
∫
R3
tr ([δu∇Q2 + u2∇δQ+ δQΩ2 − Ω2δQ](MδQ + EδQ)) dx︸ ︷︷ ︸
N1
−aΓL1‖∇δQ‖
2
L2 − aΓ(L2 + L3)‖divδQ‖
2
L2︸ ︷︷ ︸
N2
+aΓ
∫
R3
tr(δQEδQ)dx︸ ︷︷ ︸
N3
−bΓ
∫
R3
tr((δQQ1 +Q2δQ)(MδQ + EδQ))dx︸ ︷︷ ︸
N4
+cΓ
∫
R3
tr(δQ(MδQ + EδQ))tr(Q
2
1)dx︸ ︷︷ ︸
N5
+cΓ
∫
R3
tr(Q2(MδQ + EδQ))tr(Q1δQ+ δQQ2)dx︸ ︷︷ ︸
N6
−K
∫
R3
tr(δu∇Q2δQ)dx︸ ︷︷ ︸
N7
−K
∫
R3
tr(Q2δΩδQ)dx+K
∫
R3
tr(δΩQ2δQ)dx︸ ︷︷ ︸
N8
−KΓL1‖∇Q‖
2
L2︸ ︷︷ ︸
N9
−KΓ(L2 + L3)‖divQ‖
2
L2︸ ︷︷ ︸
N10
+K
∫
R3
EδQδQdx︸ ︷︷ ︸
N11
−aKΓ‖δQ‖2L2︸ ︷︷ ︸
N12
+bKΓ
∫
R3
tr
(
δQQ1δQ +Q2(δQ)
2
)
dx︸ ︷︷ ︸
N13
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−cKΓ
∫
R3
tr(Q1)
2|δQ|2dx︸ ︷︷ ︸
N14
−cKΓ
∫
R3
tr(Q2δQ)tr(Q1δQ+ δQQ2)dx︸ ︷︷ ︸
N15
−
∫
R3
(u2∇δu+ δu∇u2)δudx︸ ︷︷ ︸
N16
−
∫
R3
(δQ(MQ2 + EQ2)− (MQ2 + EQ2)δQ)∇δudx︸ ︷︷ ︸
N17
+
∫
R3
(
∂FLG[δQ]
∂∇δQ
⊙∇Q2
)
∇δudx+
∫
R3
(
∂FLG[Q2]
∂∇δQ2
⊙∇δQ
)
∇δudx︸ ︷︷ ︸
N18
. (4.2)
Firstly, we get the dissipation term of Q with second order derivative in space that
‖MδQ + EδQ‖
2
L2 = L
2
1‖∆δQ‖
2
L2 +
∫
R3
tr(MδQ + EδQ − L1∆δQ)
2dx
+2L1
∫
R3
∆Q : (MδQ + EδQ − L1∆δQ)dx
≥ L21‖∆δQ‖
2
L2 + 2L1(L2 + L3)‖∇divδQ‖
2
L2 − C
∫
R3
|∆δQ||∇δQ|dx
≥
L21
2
‖∆δQ‖2L2 − C‖∇δQ‖
2
L2. (4.3)
Then using the Ho¨lder inequality, the interpolation inequalities, and the Cauchy inequal-
ity, we have
N1,1 ≤ C
∫
R3
|δu||∇Q2|(|∇
2δQ|+ |∇δQ|)dx
≤ C‖δu‖L3‖∇Q2‖L6(‖∆δQ‖L2 + ‖∇δQ‖L2)
≤ C‖δu‖
1
2
L2
‖∇δu‖
1
2
L2
(‖∆δQ‖L2 + ‖∇δQ‖L2)
≤ ε‖∆δQ‖2L2 + ε‖∇δu‖
2
L2 + C(ε)(‖δu‖
2
L2 + ‖∇δQ‖
2
L2),
N1,2 ≤ C
∫
R3
|u2||∇δQ|(|∇
2δQ|+ |∇δQ|)dx
≤ C‖u2‖L6‖∇δQ‖L3(‖∆δQ‖L2 + ‖∇δQ‖L2)
≤ C‖∇u2‖L2‖∇δQ‖
1
2
L2
‖∆δQ‖
1
2
L2
(‖∆δQ‖L2 + ‖∇δQ‖L2)
≤ ε‖∆δQ‖2L2 + C(ε)‖∇δQ‖
2
L2,
N1,3 +N1,4 ≤ C
∫
R3
|δQ||∇u2|(|∇
2δQ|+ |∇δQ|)dx
≤ ‖δQ‖L∞‖∇u2‖L2(‖∆δQ‖L2 + ‖∇δQ‖L2)
≤ C‖δQ‖
1
4
L2
(
‖δQ‖
3
4
L2
+ ‖∆δQ‖
3
4
L2
)
(‖∆δQ‖L2 + ‖∇δQ‖L2)
≤ ε‖∆δQ‖2L2 + C(ε)(‖δQ‖
2
L2 + ‖∇δQ‖
2
L2),
N2 +N12 ≤ |a|ΓL1‖∇δQ‖
2
L2 + |a|Γ(L2 + L3)‖divδQ‖
2
L2 + |a|KΓ‖δQ‖
2
L2,
N3 ≤ C(‖δQ‖
2
L2 + ‖∇δQ‖
2
L2),
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N4 ≤ C‖δQ‖L6 (‖Q1‖L3 + ‖Q2‖L3) (‖∆δQ‖L2 + ‖∇δQ‖L2)
≤ ε‖∆δQ‖2L2 + C(ε)‖∇δQ‖
2
L2,
N5 ≤ C‖δQ‖L6(‖∆δQ‖L2 + ‖∇δQ‖L2)‖Q1‖
2
L6
≤ ε‖∆δQ‖2L2 + C(ε)‖∇δQ‖
2
L2,
N6 ≤ C‖Q2‖L6(‖∆δQ‖L2 + ‖∇δQ‖L2)‖Q1‖L6‖δQ‖L6
+C‖Q2‖
2
L6(‖∆δQ‖L2 + ‖∇δQ‖L2)‖δQ‖L6
≤ ε‖∆δQ‖2L2 + C(ε)‖∇δQ‖
2
L2,
N7 ≤ C‖δu‖L2‖∇Q2‖L3‖δQ‖L6 ≤ C(‖δu‖
2
L2 + ‖∇δQ‖
2
L2),
N8 ≤ C‖Q2‖L3‖∇δu‖L2‖δQ‖L6 ≤ ε‖∇δu‖
2
L2 + C(ε)‖∇δQ‖
2
L2,
N9 +N10 +N14 ≤ 0,
N11 ≤ C(‖δQ‖
2
L2 + ‖∇δQ‖
2
L2),
N13 ≤ C (‖Q1‖L6 + ‖Q2‖L6) ‖δQ‖L3‖δQ‖L2
≤ C‖δQ‖
3
2
L2
‖∇δQ‖
1
2
L2
≤ C
(
‖δQ‖2L2 + ‖∇δQ‖
2
L2
)
,
N15 ≤ C‖Q2‖L6‖Q1‖L2‖δQ‖
2
L6 + ‖Q2‖
2
L∞‖δQ‖
2
L2
≤ C
(
‖δQ‖2L2 + ‖∇δQ‖
2
L2
)
,
N16 ≤ C‖u2‖L6‖∇δu‖L2‖δu‖L3 + C‖∇u2‖L2‖δu‖L3‖δu‖L6
≤ C‖δu‖
1
2
L2
‖∇δu‖
3
2
L2
≤ ε‖∇δu‖2L2 + C(ε)‖δu‖
2
L2,
N17 ≤ C‖δQ‖L∞ (‖∆Q2‖L2 + ‖∇Q2‖L2) ‖∇δu‖L2
≤ C‖δQ‖
1
4
L2
‖∆δQ‖
3
4
L2
‖∇δu‖L2
≤ ε‖∇δu‖2L2 + ε‖∆δQ‖
2
L2 + C(ε)‖δQ‖
2
L2,
N18 ≤ C (‖∇δQ‖L3 + ‖δQ‖L3) (‖∇Q2‖L6 + ‖Q2‖L6) ‖∇δu‖L2
≤ C
(
‖∇δQ‖
1
2
L2
‖∆δQ‖
1
2
L2
+ ‖δQ‖
1
2
L2
‖∇δQ‖
1
2
L2
)
‖∇δu‖L2
≤ ε‖∇δu‖2L2 + ε‖∆δQ‖
2
L2 + C(ε)
(
‖∇δQ‖2L2 + ‖δQ‖
2
L2
)
.
Finally, choosing ε small enough, we have
1
2
d
dt
∫
R3
(
K|δQ|2 + L1|∇δQ|
2 + (L2 + L3)|divδQ|
2 + L4elαkδQlβδQαβ,k
)
dx
+µ
∫
R3
|∇δu|2dx+
ΓL21
2
∫
R3
|∆δQ|2dx
≤ C
(
‖δu‖2L2 + ‖δQ‖
2
L2 + ‖∇δQ‖
2
L2
)
. (4.4)
Therefore, Theorem 1.3 follows from this inequality, the Cauchy inequality and the
Gronwall inequality if we choose K > 0 large enough.
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