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Abstract
Recent developments related to generative models have made it possible to generate
diverse high-fidelity images. In particular, layout-to-image generation models have
gained significant attention due to their capability to generate realistic complex im-
ages containing distinct objects. These models are generally conditioned on either
semantic layouts or textual descriptions. However, unlike natural images, providing
auxiliary information can be extremely hard in domains such as biomedical imaging
and remote sensing. In this work, we propose a multi-object generation framework1
that can synthesize images with multiple objects without explicitly requiring their
contextual information during the generation process. Based on a vector-quantized
variational autoencoder (VQ-VAE) backbone, our model learns to preserve spatial
coherency within an image as well as semantic coherency between the objects
and the background through two powerful autoregressive priors: PixelSNAIL and
LayoutPixelSNAIL. While the PixelSNAIL learns the distribution of the latent
encodings of the VQ-VAE, the LayoutPixelSNAIL is used to specifically learn
the semantic distribution of the objects. An implicit advantage of our approach
is that the generated samples are accompanied by object-level annotations. We
demonstrate how coherency and fidelity are preserved with our method through
experiments on the Multi-MNIST and CLEVR datasets; thereby outperforming
state-of-the-art multi-object generative methods. The efficacy of our approach is
demonstrated through application on medical imaging datasets, where we show that
augmenting the training set with generated samples using our approach improves
the performance of existing models.
1 Introduction
Recent advancements in deep learning-based generative modelling techniques have made it feasible
to generate diverse high-fidelity images [1, 2, 3]. Most of these methods mainly focus on images with
one centralized object (e.g., faces in CelebA [4] and objects in ImageNet [5]). However, most real-life
natural images contain multiple interrelated objects distributed across the image (e.g., MS-COCO
dataset [6]). To generate such images, generative models should be able to jointly learn the complex
object-object and object-background relationships. This requires gaining explicit control over the
kind of objects generated, their shapes as well as their locations in the image.
Few approaches have recently addressed the above issue by conditioning the generative process with
textual descriptions [7, 8, 9, 10]. Other works have considered using semantic layout as auxiliary
information to further control the overall placement of objects in the image [11, 12, 13]. However,
building these additional inputs adds significant extra effort on the generation process, and the
diversity of the generated images is constrained by the quality of auxiliary information.
1The code will be available at https://github.com/Cynetics/MSGNet/
Preprint. Under review.
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(a) Malaria cells [14] (b) Aerial Image [15] (c) Two MRI brain scans [16]
Figure 1: Example images from three datasets containing objects from multiple classes.
Furthermore, it is to be noted that information such as textual description or semantic layout are easily
available for simple natural images that can easily be interpreted by annotators. By natural images,
we refer to images captured using normal cameras and comprising common objects such as cars,
road and dogs. Other images such as medical images, satellite images and astronomical images will
be referred to as non-natural images in the rest of this paper. Few examples of non-natural images
are shown in Fig. 1. Most such images describe complex processes, and using simple captions to
explain the inherent object-object interactions can be extremely hard for even the domain experts. We
argue that manually providing semantically coherent layouts for such images would be more difficult.
Clearly, there is a need for an approach that can implicitly capture the inherent coherency among
various objects distributed across any image, as well as the spatial coherency among these objects.
In this paper, we introduce Multi-Object Semantic Generation Network (MSGNet) that addresses
the challenges outlined above. MSGNet can generate images containing multiple coherent objects
without explicitly requiring any contextual information during the generation process. Our approach
uses an adapted Vector Quantized Variational Autoencoder (VQ-VAE), and is conditioned with two
strong autoregressive priors: PixelSNAIL [17] and LayoutPixelSNAIL. Our LayoutPixelSNAIL
module captures information related to semantic as well as spatial coherency within an image through
learning on object-level annotations. To further reduce the reconstruction error, self-attention modules
are incorporated as a separate path in the VQ-VAE component. At generation time, our approach
synthesizes images together with annotations, thereby totally eliminating the added annotation burden.
Samples generated by MSGNet are realistic and diverse, thus, this approach can be used as a data
augmentation technique for problems related to natural as well as non-natural images.
We further summarise the contributions of this paper as follows.
• We present Multi-Object Semantic Generation Network (MSGNet) for generating high-
fidelity images containing multiple objects without requiring any auxiliary information such
as textual descriptions or semantic layouts.
• We demonstrate that our approach outperforms the comparable state-of-the art method
in multi-object image generations on MNIST and CLEVR datasets. MSGNet learns the
intrinsic relations among objects, and generates spatially and semantically coherent images.
• MSGNet generates images together with object-level annotations, thereby alleviating the
extra manual annotation effort.
• Through application on medical datasets, we show that the proposed approach can be used
as a reliable data augmentation technique for non-natural images.
2 Related Work
Deep generative models such as Generative Adversarial Networks (GANs) [18], Variational Auto-
Encoders (VAEs) [19, 20] and Autoregressive models [21, 22] are now widely popular for generating
synthetic images. In particular, BigGAN [1] and VQ-VAE [2] have been successful in generating
very high-quality realistic images. However, to generate high-fidelity images with more realistic
localization of objects, these models need to be conditioned with auxiliary information that contains
the notion of spatial and semantic coherency among objects and their respective background.
Several models have exploited the use of additional input to condition the image generation process.
These include using natural language descriptions [7, 8, 9, 23, 10], image category labels [24, 25, 26,
27, 1], scene graphs [28, 29] and paired or unpaired source images [30, 31, 32, 33]. To gain precise
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control over the placement of discrete objects in an image, some approaches [11, 12] constrain the
generation using annotated semantic layouts. Since these approaches are explicitly regularised by
conditional inputs, they ignore the intrinsic relationship between objects; this not only puts a large
dependency on the quality of auxiliary inputs, but also limits diversity in the generated images.
Recent works have proposed generative learning frameworks with broadly a two-step approach;
predicting semantic layouts from either text description or scene graph and conditioning image
generation on these layouts. Hinz et al. [13] proposed a text-to-image generation framework in which
spatial ordering of objects are controlled by adding an extra object pathway in both the generator and
discriminator. Some approaches only focus on generating semantically coherent layouts given a set
of images as input and later train an image generator independently [34, 35, 36]. Others take scene
graph as input and generates images by producing an intermediate layout by learning embeddings
of nodes [28, 37, 38, 39]. In [40], image captions are used to generate bounding boxes of objects
within an image, predict object’s shape within the box and finally convert it to an image using an
image generator. The follow-up work in [41] enabled the capturing of object shape, object-object
interactions, and object-scene relations; making it possible to manipulate images on a more semantic
level. The generations of these approaches are conditioned on layout or textual information at a
coarser level. Thus, the problem of limited diversity in the generations prevails here as well. This
prohibits the applicability of all these approaches on non-natural images.
The use of generative models to augment the original data with synthesized images has been studied to
a large degree. Typically the use of GANs have demonstrated to be capable of generating high-quality
images resulting in an increase of classification performance [42, 43, 44]. In [45, 46, 47] GAN
models are used for augmentation to boost (segmentation) classification but in doing so they involve
problems common to GANs: mode collapse, unstable training and lack of diversity. On the other
hand, negative log-likelihood models, such as VAEs, assign probabilities to all modes of the data,
thereby circumventing these problems. However, despite VAEs offering a more stable training regime,
their generations are often more blurry. The authors in [48, 49] leverage from both VAEs and GANs
to alleviate GANs’ shortcomings for data augmentation. In addition, although these approaches use
segmentation masks to correctly generate an image according to its mask; the semantic relationship
between the objects and background are not fully exploited. Comparably, in [50], a GAN-based
pipeline is proposed to generate red blood cell images along with the instance segmentation masks.
But the segmentation masks are specific for red blood cell images and this approach cannot be used
for more complicated layouts.
3 Approach
In this work, we use a VQ-VAE model [2] that encodes an input x to an embedding E(x). Each
element of this embedding is assigned an index i that corresponds to a codebook prototype-vector
ei ∈ {e0, . . . , eK}, where K is the size of the codebook. In the vector quantizing step, for any E(x),
the index is assigned by considering its nearest prototype-vector as: i = argminj‖E(x)− ej‖.
While decoding, these indices are used to obtain the corresponding prototype-vectors from the code-
book and reconstruct input x using D(e). Since the vector quantization step is non-differentiable, the
gradient of the error is back-propagated to the encoder by using the straight-through gradient estimator
[51, 52]. Generally, VQ-VAE models are trained with a three-part loss function: reconstruction loss
Lrecon, codebook loss Lcodebook and commitment loss Lcommit.
L(x, e, E(x), D(e)) = Lrecon(x, D(e)) + Lcodebook(e, E(x)) + Lcommit(e, E(x)) (1)
In this study, we use the mean squared error for Lrecon. The codebook loss forces the prototype-
vectors to draw closer to the output of the encoder E(x), while the commitment loss ensures that
E(x) commits to a prototype-vector. For further related details, we refer the reader to [2].
Our proposed Multi-Object Semantic Generation Network (MSGNet, Fig. 2) maintains spatial and
semantic coherency within an image through two strong autoregressive priors: a PixelSNAIL and a
LayoutPixelSNAIL. While PixelSNAIL learns the distribution of the latent encodings, LayoutPixel-
SNAIL is used to specifically learn the semantic distribution of objects from strong autoregressive
generative models to learn the discrete latent codes. The PixelSNAIL model [17] factors the joint
distribution as a product of parameterized conditionals: pθ(x) =
∏n
i=0 pθ(xi|x<i,h<i), where h
is used to condition the model further. An implicit advantage of our approach is that the generated
samples are accompanied by their corresponding layout.
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Figure 2: Schematic representation of Multi-Object Semantic Generation (MSGNet) framework.
The double-path VQ-VAE model learns to reconstruct an image by first encoding it to a discrete
latent. After training the VQ-VAE, a PixelSNAIL model is responsible for learning the discrete
latent distribution of each image, while the LayoutPixelSNAIL learns the semantic distribution of the
objects within the images.
Figure 3: Reconstructed cell image (left) and
the contributions obtained independently from
the self-attention path (middle) and the normal
path (right) in MSGNet.
Figure 4: Input image (left) and corresponding
attention maps for a background pixel (middle)
and for a cell pixel (right) extracted from the last
self-attention module in the decoder of MSGNet.
Another benefit of MSGNet is a more efficient use of multiple discrete latent codes. The VQ-
VAE module of MSGNet uses two codebooks of similar dimensions to reconstruct an image using
complementary features (see Fig. 3). In contrast to [3], where a two-stage hierarchical approach
is proposed in which several PixelCNNs are used in the second stage to learn a prior over the
multiple hierarchical latent codes from the VQ-VAE. This way, their model also benefits from
complementary information learned at multiple scales: fine-grained and global information. However,
employing multiple PixelCNNs has a large computational overhead and the slow sampling procedure
of generative autoregressive models remains an open problem.
Encoder and Decoder. As shown in Fig. 2, MSGNet uses a two-path approach where one path
has self-attention modules [27, 53] responsible for learning features and dependencies from distant
parts in an image while the second path solely uses regular convolutions. Fig. 4 shows two images
containing cells from the Malaria dataset (See Section 4.3) demonstrating how the last self-attention
module from the decoder has learned to concentrate on separated portions of the images that are
similar in color. For example, in the right-most image in Fig. 4 we can see how the self-attention
module learns how a pixel from a cell relates to other parts of the image, while the middle image
logically shows how a pixel from the background has a stronger association with the background. The
self-attention modules were kept in low-dimensional feature spaces to decrease the computational
costs. We found that concatenating the output of the self-attention module to the normal path helps in
minimizing the reconstruction error.
Latent code and layout priors. After training the enhanced VQ-VAE component, the two latent
codes of size H × W are extracted from the codebooks V Q1 and V Q2. To avoid training two
priors over the two latent codes, as done in [3], we concatenate these codes resulting in a single
2H ×W shaped latent code. A PixelSNAIL model is used to learn the prior distribution over the
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concatenated latent codes. Furthermore, the layout that corresponds to the encoded image is bilinearly
downsampled and concatenated to a size of 2H × W . This downsampled layout is used as the
condition comprising the spatial and object-type information in the image. To learn the spatial and
semantical distribution of the objects, we exploited the capabilities of the PixelSNAIL model. That is,
we modelled the downsampled layouts of the images. Since the layours are usually less complex than
the image latent codes, we used smaller PixelSNAIL models which allowed us to train and generate
layouts quickly, we call this the LayoutPixelSNAIL. Details regarding the dimensions at each layer
are shown in Fig. 21 in Appendix B.
Layout and latent code generation. The generation procedure is as follows. First, we generate a
layour from the LayoutPixelSNAIL. Second, this layout is bilinearly upsampled and provided as
conditioning to the PixelSNAIL that is in charge of generating the latent codes. The subsequently
generated latent codes are split back into two different latent codes corresponding to V Q1 and V Q2
and decoded to reconstruct the image.
Figure 5: Three image samples from CLEVR dataset. Each set contains the original image (left), and
generations obtained using obj-cGAN [13] (middle) and pre-MSGNet (right), each conditioned on
the bounding boxes and class labels from the corresponding original image.
4 Evaluation and Analysis
To study the working of MSGNet, we perform here a series of experiments on Multi-MNIST, as used
in [13, 54], and CLEVR [55] datasets. Further, we investigate its applicability as a data augmentation
technique for segmentation tasks in medical imaging. Details of the used architecture and the
hyperparameters used can found in Appendix B.
4.1 Generating high-fidelity multi-object images
As a first step towards assessing the generations from MSGNet, we study whether these seem realistic
or not. Note that this paper does not focus on outperforming state-of-the-art generative models
(e.g., BigGAN [1], VQVAE-2 [3]) in terms of generation quality. To be able to perform quantitative
comparison, we assume here that layout information i.e., bounding boxes and labels, are explicitly
provided to our model. We refer to this modified version of our approach as pre-MSGNet. Further,
we reiterate here that MSGNet itself does not require any auxiliary information during generation.
For the baseline, we compare our results with the recent multi-object generation method using GAN
with object pathways [13], referred as obj-cGAN for the rest of this paper.
We perform experiments on Multi-MNIST [13, 54] and CLEVR datasets [55]. Both the Multi-MNIST
dataset and CLEVR dataset comprise of images each of size 64× 64. For both datasets, we follow
similar setups as in [13]. Related details are stated in Appendix A.1 and A.2. We evaluate MSGNet as
well as obj-cGAN based on how realistic the generated samples are, and the value that they add to data
augmentation for semantic segmentation using U-Net [56]. The accuracy of the generative process is
assessed based on the improvement observed in DICE score after the training set is augmented with
the generations. To measure the diversity among the generated samples, we again use DICE scores
for how well a U-Net model performs on the validation set, when trained with only the generated
samples (as in [57]).
Table 1 provides performance scores for our pre-MSGNET as well as obj-cGAN [13]. For Multi-
MNIST dataset, we see that the accuracy scores for both the approaches are comparable, with the
GAN-based method performing slightly better than our approach. The diversity of the samples
obtained using both the methods seem similar. For the CLEVR dataset, DICE score for accuracy
obtained using our approach is significantly higher than that of obj-cGAN on the CLEVR dataset.
Similarly, MSGNet outperforms obj-cGAN in terms of the diversity of the generated samples. Fig. 5
shows three examples of CLEVR generation, and for all the cases, pre-MSGNet seems to consistently
generate better samples than obj-cGAN. We see that the shadows are not modelled precisely using
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Table 1: Performance values expressed as DICE scores measured for quality and diversity of the
sample generations.
Dataset Model DICE (accuracy) DICE (diversity)
Multi-MNIST GAN + Object Pathways [13]
1 0.882 0.870
pre-MSGNet (ours) 0.871 0.874
CLEVR GAN + Object Pathways [13]
1 0.573 0.563
pre-MSGNet 0.738 0.843
1 Textual descriptions not included.
Figure 6: Generations obtained with cGAN[13]
(top), cVQ-VAE[2] (middle) and MSGNet (bot-
tom). Only following pairs were allowed: {6,4},
{7,2}, {5,1}, {8,0} and {9,3}
Figure 7: Generations obtained with cGAN [13]
(top), cVQ-VAE [2] (middle) and our MSGNet
(bottom). Objects were allowed to occur in only
the upper-half of the images.
obj-cGAN. However, for pre-MSGNet, the shadows for various objects align well with those of the
original images. This preliminary experiment shows that our pre-MSGNet captures the semantics of
the different objects better. We explore this further in the next section.
4.2 Learning spatial and semantic coherency
(a) cVQ-VAE (b) MSGNet
Figure 8: Example generations on CLEVR dataset. Added constraint was that each image should
contain one object positioned at the center, no object at the extreme corners, and reflections should be
coherent. cVQ-VAE violates the constraint when incorrect auxiliary information is provided.
To analyze how well MSGNet can learn relationships between various objects, we re-perform
experiments on Multi-MNIST and CLEVR datasets, but this time with added constraints on the
semantics of the training data. The goal of these experiments is to identify how well the constraints
are satisfied in the generations of the model. We compare the generations with VQ-VAE [2] adapted
with layout conditioning (referred further as cVQ-VAE) and GAN with object pathways (obj-cGAN)
[13]. For cVQ-VAE and obj-cGAN, we consider the models to have failed whenever they generate
visually acceptable samples that are semantically or spatially incoherent.
For the study of semantic coherency on Multi-MNIST, we permit only certain combinations of
MNIST digits to occur in the data: {6,4}, {7,2}, {5,1}, {8,0} and {9,3}. Every image is to contain
only two digits, and any generation outside these combinations will not be considered as semantically
coherent. We also add a grid in the background. Fig. 6 shows samples generated with MSGNet
as well as the two competitive models. For cVQ-VAE and obj-cGAN, the first two generations
correspond to correct auxiliary information provided as input, and the rest correspond to wrong
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auxiliary input. As can be seen, performance of cVQ-VAE and obj-cGAN relies strongly on the
correctness of the auxiliary information provided during image generation. For wrong input, these
models generate samples which are semantically incorrect, but are visually alright. On the contrary,
our MSGNet, which alleviates the need for any auxiliary information at generation time, provides
semantically correct samples for all the cases.
Further, to study spatial coherency on Multi-MNIST, we constrain that every image in the training set
contains 3 digits that occur strictly in the upper half of image. This implies that any generated image
that contains digits in the lower half will be deemed as invalid. As shown in Fig. 7, MSGNet adheres
to the spatial constraint in the generations. On the other hand, the two explicitly conditioned methods,
cVQ-VAE and obj-cGAN, violate the spatial constraint and generate digits in the lower half of the
image when provided with wrong input. Among the two, cVQ-VAE seems to reject the generation of
digits in the lower half to a better extent, and leaves almost blank regions instead. Nevertheless, our
MSGNET qualitatively outperforms the other two methods in terms of abiding by the constraints.
Lastly, we study semantic and spatial coherency on CLEVR dataset using a single experiment.
The imposed constraints require that every image should contain one object centered in the image,
and another object randomly positioned around it. The light source is positioned in a manner that
whenever the two objects are close, the reflection of one is visible on the other. In Fig. 8, we see
that both MSGNet as well as cVQ-VAE, capture the reflections very well. As already seen in Fig. 5,
obj-cGAN fails to generate coherent shadows as well as its generations were relatively inferior.
Hence, we do not use obj-cGAN in this experiment. We observed that cVQ-VAE, when given wrong
object locations, generated semantically coherent samples that are visually plausible. For example, it
could generate samples that do not contain any object positioned at the center. Similar to the previous
experiment, our MSGNet always generates acceptable samples, since the intrinsic relationships
between objects are implicitly learned.
The observations from the experiment on Multi-MNIST and CLEVR translate to the fact that explicitly
conditioned models require very accurate and tailored auxiliary information, and the diversity of
their generations is restricted by the expressivity of the provided weak descriptions. For non-natural
images such as medical images, such conditional image generation approaches would not be preferred.
MSGNet learns the intrinsic relationships from directly the images and is thus better suited for natural
images. This is validated through the next experiments.
4.3 Application in Data Augmentation
The primary goal behind designing MSGNet is to be able to generate new image samples with
object-level annotations, especially for non-natural images. Thus, we test MSGNet on two medical
problems: malaria cell detection [14] and brain tumor segmentation [58]. An elaboration on these
two datasets can be found in Appendices A.3 and A.4 respectively. To assess the added value of data
augmentation, we evaluate the performance of a U-Net [56] model when trained with and without the
generated samples added to the training set. Afterwards, we study the difference between the two
DICE scores.
Malaria cell detection. The original dataset [14] comprises images of cells, either infected by
malaria or not, as shown in Fig. 1a. There are five classes of malaria-infected cells and two classes of
non-infected. The goal is to outline the infected cells in test set. To simplify the problem, the five
classes of malaria cells have been merged into one class, and the two non-infected classes as well as
the background have been merged into another class. The original dataset consisted of 1208 training
images and 120 test images of sizes 1200× 1600 and 1944× 1343, respectively. Both image sets
have been down-scaled to 256× 256 pixels, and patches of 96× 96 pixels have been extracted from
the down-scaled images with a 60% overlap in order to build the corresponding training and test sets
used in this study.
Fig. 9 shows four image samples of malaria-infested cells from the original dataset as well as four
MSGNet generations. Based on a qualitative study of these generations as well as a broader set, we
found the generations to be visually plausible to samples from the original set. Further, to be sure
that the model does not merely overfit the training samples, we also investigate the diversity of the
generated samples. We take masks from the training set, and condition the generations of MSGNet.
The qualitative demonstration of diversity is shown in Fig. 10. For every training sample, we show
four generated samples, and overlay the mask on one. We see that the generations differ from each
7
(a) Real samples (b) MSGNet generations
Figure 9: Examples of image containing malaria infested cells (marked in bounding boxes).
(a) Original (b) Generated (c) Masks
Figure 10: (a) shows the real patches from the dataset, while (b) shows the generations conditioned
over the masks of the original samples in (a). The overlay of the generations with the masks are
shown in (c). The variation among the five samples per original image demonstrates the potential of
MSGNet to generate diverse samples.
other as well as from the original training sample. Further, the original masks work well for the
generated images as well. This confirms that the generations from MSGNet are diverse.
Table 2 further lists the performance scores for the U-Net model with and without our generated
samples augmented to its training set. We observe that MSGNet generations improve the DICE
score by 2.2%. Note that, the DICE scores in general are quite low for this problem. We believe
the reason is that the annotations are relatively weak, and converting them to masks adds significant
noise to the label from the the background. Fig. 11 shows examples from the validation set and
the corresponding predictions by the U-Net when trained with MSGNet augmented training set; the
malaria cells are correctly identified by the U-net. In another experiment, we used a DenseNet-161
encoder [59] pretrained on ImageNet. In general, the pretrained encoder improved in terms of DICE
score. We observe that with this pretrained architecture the improvement gained with MSGNet
samples is reduced to 1.1%. Our reasoning is that the prior information brought in by the powerful
encoder allows the model to generalize better, and the scope of improvement left for augmentation is
reduced. Nevertheless, for both cases, we see that augmenting the samples to the training set helps to
improve model performance.
Brain tumor segmentation. Segmenting tumors in brain is challenging, especially due to the high
variance in appearance and shape of the tumors as well as ambiguous boundaries [60]. We present
here an assessment of MSGNet generations for this problem and study whether they are helpful in
improving the diagnosis of brain tumors. For this, we use a subset of dataset from 2017 Brain Tumour
Image Segmentation (BraTS) challenges [61, 62, 58]. It contains multi-parametric MRI scans from
750 patients, each of 240× 240× 155 dimension and comprising 4 distinct volumes (often called
modes). Among these, we use scans from FLAIR and T1Gd modes in this study. The segmentation
masks include three classes of tumor and two classes for the backgrounds of the two modes. The 3D
scans are split into 2D image slices, and only images that contain at least one tumor class are retained.
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Table 2: Performance scores for U-Net segmentation on
Malaria cell detection dataset with and without MSGNet
generations. For the ImageNet pretrained encoder, a
DenseNet-161 [59] is used.
Model Encoder DICE
Without MSGNet - 0.537± 0.005
With MSGNet - 0.559 ± 0.008
Without MSGNet pretrain 0.634± 0.004
With MSGNet pretrain 0.645 ± 0.006
Figure 11: Ground-truth (top) and pre-
dictions (bottom) by U-Net (trained with
the original set + MSGNet samples).
Table 3: Performance scores for U-Net segmentation on the BraTS dataset with and without
MOGNet generations. Background pixels for the two modes are treated as two different
classes.
Model DICE score
Without MSGNet 0.614 ± 0.008
With MSGNet 0.645 ± 0.003
Figure 12 shows three MSGNet generated samples as well as the corresponding masks overlaid.
Since MSGNet adheres strongly to the underlying relationships between various classes, we see that
the generated images as well as the masks for different tumor classes are in line with the images
and masks from the training set. In general, MSGNet rarely generated erroneous samples; we found
roughly one sample per 3000 generations that could be rejected at a first glance. By performing
similar experiments as done on the malaria set, we observed an improvement of 3% in DICE score on
the validation set (Table 3). Clearly, MSGNet generations help to improve the discriminative power
of the U-Net model, which in turn suggests that the MSGNet generations for this task are correct.
(a) Real samples (b) MSGNet generations
Figure 12: Image slices of brain (top) and the respective overlaid tumor masks (bottom), Red:
peritumoral edema, Yellow: necrotic and non-enhancing tumor core, Blue: enhancing tumor.
4.4 Discussion
We have demonstrated on MNIST and CLEVR datasets that MSGNet can learn the intrinsic rela-
tionship between various objects in a image, and the generations adhere to the semantic and spatial
constraints.
Through experiments on two medical datasets, we have shown that MSGNet can be used to generate
samples with object-level annotations for problems where auxiliary information such as object
location and identity cannot be easily provided as an input during generation. We demonstrated
improvement on a malaria cell detection problem as well as showed that MSGNet could generate
good quality samples for brain tumors. The improvements on the Malaria and BrATS segmentation
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datasets further indicate that such a generative model, providing object level control as well as the
annotations, could be a valuable data augmentation tool.
However, it is important to note that we have assumed several simplifications in our current work.
For the numerical experiments, we only worked with images containing a few classes. Our VQ-VAE
and PixelSNAIL architectures are relatively simple in terms of discriminative power. We argue that
the quality of generations can be improved further through several straightforward modifications.
First, the discriminative power of our approach can be improved significantly by replacing the current
backbone autoencoder with more powerful backbones such as VQ-VAE-2 [3]. We believe that
increasing the latent size and with that the complexity of the PixelSNAIL model also ensures better
generations but at the cost of more computation. Additionally, the background contains valuable
information that can aid generations. As opposed to treating the background with just one or two
classes, we suggest allowing the model to learn a more discriminative conditioning of the background
based on the object labels. That is, an embedding can be build for the background class in every
image by considering the object classes within an image.
5 Conclusion
In this paper, we have introduced MSGNet - a generative framework that implicitly models the
intrinsic relationship between multiple objects within an image without requiring any auxiliary
information such as semantic layout or textual description. We have demonstrated through numerical
experiments that MSGNet can generate realistic images containing multiple objects that tend to
strongly adhere to the underlying semantic and spatial constraints of the training data. Our approach
generates diverse images with object-level annotations, thereby allowing the generations to be directly
used for data augmentation in other deep learning models without requiring extra manual annotation
efforts. The inherent properties of our approach make it suited for safety-critical applications, such
as medical imaging and remoting sensing, among others. The efficacy has been demonstrated
through gain in performance achieved for U-Net models for two medical imaging problems. While
the application is demonstrated only on medical datasets, MSGNet can be easily applied across a
wide range of natural and non-natural image datasets with minimal modifications. While we have
laid the groundwork for semantically coherent and diverse multi-object image generation, further
improvements can be obtained by embedding with more powerful baseline models (e.g., VQ-VAE-2)
and validating on more complex and diverse datasets.
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Appendices
A Datasets and Additional Results
This section provides additional discussion related to the datasets (Multi-MNIST, CLEVR, Malaria
and BraTS) used in this study as well as a few additional generations obtained using MSGNet.
A.1 Multi-MNIST
The Multi-MNIST dataset that has been used to study the generation fidelity of multi-object images
is obtained from [13], which was adapted from [63]. The dataset consisted of 50, 000 images, each
of dimension 64× 64, containing three MNIST digits with no overlap and with no background. The
digits were placed at random locations. Fig. 13 shows a set of real Multi-MNIST images whose
bounding boxes have been used for the generation process. Note that controlling the location and
object-type was done by providing the full layout of the image. That is, we used the bounding
box information to fill the corresponding image area with the corresponding label. Therefore, we
were also able to control the size of each object throughout our experiments (we demonstrate this
with the CLEVR dataset see Fig. 16). In addition, we constrained the dataset further to analyze
how well MSGNet could learn the relationships between various objects in the spatial and semantic
coherency experiments. Both experiments used images of the same size and the datasets contained
the same number of images compared to the fidelity experiments. In the Multi-MNIST experiments
overlapping digits were not allowed.
Figure 13: Original Multi-MNIST images. Each 64× 64 image consists of exactly three digits.
Moreover, to test how well MSGNet captured the semantic and spatial dependencies between the
digits, we used two different adaptations of the Multi-MNIST dataset. First, we created a dataset
where each image contained only two pairs of digits generated at random locations. We opted to
include grids on the background to see if digit-generation could preserve the grid. We permitted only
the following digits to occur in pairs: {6, 4}, {7, 2}, {5, 1}, {8, 0}, {9, 3}. Second, in the spatial
coherency test, we used the dataset provided by [13], where each image had three digits only in the
upper part of the image, i.e., the lower portion of the image was empty. For this experiment, we did
not add a grid.
A.2 CLEVR
The CLEVR dataset [64] was originally designed for compositional language and visual reasoning,
in this study we adopted the dataset as mentioned in [13], where only the geometric objects and
their properties are taken into consideration. That is, we used 25,000 CLEVR images containing
1
Figure 14: Generated Multi-MNIST images using the bounding boxes of Fig. 13 as reference.
2-4 objects, each of dimension 64× 64. There were three different shapes: cylinders, spheres and
cubes, and each can have eight different colours, making it a total of 24 possible classes. Thus, we
conditioned the PixelSNAIL models on these 24 classes and one background class to have full control
of the generation process. In Fig. 15, we show 64 generated CLEVR images.
The small size of the images sometimes made it difficult to distinguish some generated objects from
each other, e.g., a red cube and a red cylinder, therefore we synthesized 2 20, 000 new images of
size 192 × 192. In contrast to the former CLEVR dataset, we allowed only 1-2 objects within an
image. Every image had one object fixed in the middle, while an optional second object circulated
the middle object. This creates a reflective semantic dependency: reflections may only be visible
when the second object is near the object in the middle. Fig. 17 further demonstrates that MSGNet
can capture the semantic and spatial dependencies between the objects. Since we are providing a
layout as conditioning, we can not only control the type and spatial location but also the size of the
object. In Fig. 16, we demonstrate how we can range from a small object to larger ones. Note how
generating large or small objects makes the network fail. This can be attributed to the range of sizes
that the network has seen during training: red spheres of extreme proportions were not included in
the dataset.
A.3 Malaria
The data consisted of two uninfected classes and four other classes indicating different stages of the
malaria-infection process. In this study we merged all the infected classes into one malaria-infected
class, the other classes along with the background were treated as one class. A class imbalance
existed between healthy and infected cells: the healthy class made up over 95% of all cells. Each cell
was accompanied by a label and bounding box coordinates, which we used to make the corresponding
layout for the extracted patch. From the down-scaled 1208 training images, we extracted 10,000
patches of size 96× 96. We further augmented this dataset with 6500 generated patches. In Fig. 19,
we can see generated malaria patches.
A.4 BraTS
A subset of the BrATS dataset was used. We used the 250 × 240 × 155 images accompanied by
segmentation layouts from the FLAIR and T1Gd modes. The segmentation layouts showed the
sub-regions for three different classes: GD-enhancing tumor, the peritumoral edema, and the necrotic
and non-enhancing tumor core. The brain and the background were treated as an additional class. We
refer to [16] for further details. For the two modes, the background has been modelled using two
2We refer to https://github.com/facebookresearch/clevr-dataset-gen for the CLEVR data creation process.
2
Figure 15: Generated 64× 64 CLEVR images.
Figure 16: We can control the size and location of an object. The network fails to generate the correct
shape of a red sphere when we instruct it to synthesize an extremely small or large red sphere that it
has never seen. Although, the color and location remains preserved.
different classes. We only considered half of the 155 slices, i.e., we took only the even-numbered
slices and out of those we discarded the slices that did not include one of the previously mentioned
tumor-classes in order to create a more balanced dataset. This resulted in 20,000 images that were
further augmented with 6,000 MSGNet generated images. Example generations of the masks as well
as the images are shown in Fig. 18.
3
Figure 17: MSGNet CLEVR generations 192× 192.
(a) Masks
(b) Generated Images
Figure 18: MSGNet generations with (a) the tumors overlaid with masks, and (b) without masks.
Figure 19: MSGNet Malaria cell generation.
4
(a) Masks
(b) Generated Images
Figure 20: MSGNet generations. The generated masks (a) overlaid on the generated cells in (b).
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Figure 21: The VQ-VAE and PixelSNAIL training process with the output shapes for the intermediary
layers. In our experiments the size of the prototype-vectors in the codebook was 64. These vectors
have a corresponding index, the distribution of which are learned during the PixelSNAIL latent
training phase.
In this section, we provide further details on the architectures used for the CLEVR, Malaria and BraTS
datasets. The schematic of Fig. 21 largely shows the baseline double-path VQ-VAE architecture that
we used along with the dimensions at each layer.
Tables 4, 5 and 6 provide hyperparameter details for all the datasets with the respective models.
Moreover, in all the PixelSNAIL training procedures we used a cyclical learning rate [65]. In all our
experiments, both the encoder and decoder of the VQ-VAE used strided (transposed-) convolutions to
increase or decrease the width and height of the features. We used the self-attention modules as seen
in [27].
We note that because of the varying image dimensions of the datasets, the placement of the self-
attention modules might differ. That is, to accommodate for computational overhead brought by the
inclusion of the self-attention modules, we decided to add this module only to feature spaces with
width and height smaller than 64. For example, The self-attention modules were added after the
first strided convolution in the CLEVR-64 experiments, since both width and height were halved in
size after one convolution. In addition, concatenating the output of the self-attention module to the
normal-path can be done at different stages in the encoding and decoding forward pass. We mainly
found that adding a second path that provided complementary information to the normal-path sufficed
to lower the reconstruction error.
5
CLEVR-64 CLEVR-192 Malaria BraTS
Image size 64× 64 192× 192 96× 96 240× 240
Batch size 64 32 32 16
Hidden dim 128 128 256 256
Residual dim 64 64 64 64
Residual blocks 2 2 2 2
Codebook size 64 64 64 64
Codebook num 256 256 128 128
Latent size 16 24 20 30
Commitment 0.25 0.25 0.25 0.25
Learning rate 1 · 10−3 8 · 10−4 8 · 10−4 8 · 10−4
Scheduler Linear Linear Linear Linear
Optimizer Adam Adam Adam Adam
Iterations 25000 50000 80000 50000
Table 4: Hyper parameters for both paths in the VQ-VAE encoder and decoder.
CLEVR-64 CLEVR-192 Malaria BraTS
Latent size 32× 16 48× 24 40× 20 60× 30
Batch size 32 16 16 16
Hidden dim 256 128 128 256
Residual dim 256 128 128 256
Residual blocks 3 3 3 3
Output residual blocks 0 0 0 0
Conditional residual blocks 2 2 2 2
Conditional residual dim 64 64 64 128
Condition Layout dim 64 128 32 64
Attention dim 128 64 64 128
Attention heads 8 8 8 8
dropout 0.1 0.15 0.15 0.15
Learning rate 3 · 10−4 3 · 10−4 3 · 10−4 3 · 10−4
Scheduler Cyclical Cyclical Cyclical Cyclical
Optimizer Adam Adam Adam Adam
Epochs 60 75 50 75
Table 5: The hyperparameters used for each dataset in the PixelSNAIL model.
C Hardware Details
Most of the training of the VQ-VAE and Layout PixelSNAIL happened on an Nvidia GTX 1060
GPU. Learning the latent codes with the PixelSNAIL for the Multi-MNIST and CLEVR datasets was
also done using the 1060. However, for the BraTS and Malaria datasets four Geforce Titan X were
used, as the complexity of the problem increased.
6
CLEVR-64 CLEVR-192 Malaria BraTS
Layout size 16× 16 24× 24 20× 20 30× 30
Batch size 64 32 32 32
Hidden dim 64 128 128 128
Residual dim 64 128 128 128
Residual blocks 2 2 3 3
Output residual blocks 0 0 0 0
Conditional residual blocks - - - -
Conditional residual dim - - - -
Layout embedding dim 64 32 64 64
Attention dim 32 64 64 64
Attention heads 8 8 8 8
dropout 0.15 0.15 0.15 0.15
Learning rate 3 · 10−4 1 · 10−4 1 · 10−4 1 · 10−4
Scheduler Linear Linear Linear Linear
Optimizer Adam Adam Adam Adam
Epochs 20 15 15 20
Table 6: The hyperparameters used for the Layout PixelSNAIL
7
