Rhodonea curves are classical planar curves in the unit disk with the characteristic shape of a rose. In this work, we use point samples along such rose curves as node sets for a novel spectral interpolation scheme on the disk. By deriving a discrete orthogonality structure on these rhodonea nodes, we will show that the spectral interpolation problem is unisolvent. The underlying interpolation space is generated by a parity-modified Chebyshev-Fourier basis on the disk. This allows us to compute the spectral interpolant in an efficient way. Properties as continuity, convergence and numerical condition of the scheme depend on the spectral structure of the interpolation space. For rectangular spectral index sets, we show that the interpolant is continuous at the center, the Lebesgue constant grows logarithmically and that the scheme converges fast if the function under consideration is smooth. Finally, we derive a Clenshaw-Curtis quadrature rule using function evaluations at the rhodonea nodes and conduct some numerical experiments to compare different parameters of the scheme.
Introduction
Rose curves are classical planar curves in a disk that have the shape of a patelled rose. Guido Grandi, studying these curves profoundly in the beginning of the 18th century [19] , used the corresponding greek name for them: rhodonea curves. These algebraic curves have a particular simple parametric and polar form. This makes them to interesting trajectories for data sampling in imaging. Examples of scanning systems using rhodonea curves are, for instance, Magnetic Particle Imaging [25, 26, 31] and laser scanners based on rotating Risley prisms [10, 28] . Further, rose curves are also very popular in calculus text books to teach parametrization and integration in polar coordinates.
In this work, we study rhodonea curves as sampling trajectories for new and promising sets of interpolation nodes on the unit disk. If the samples are taken in a time-equidistant way along the curve, the nodes form a pair of interlacing polar grids. This structure of the so called rhodonea nodes together with an accordingly chosen basis system allows us to construct a simple and efficient spectral interpolation and quadrature scheme on the disk.
As a suitable basis system for the spectral interpolation on the rhodonea nodes we use a parity-modified Chebyshev-Fourier basis. Among other well-known basis systems as the Logan-Shepp ridge polynomials or the Zernike polynomials, the Chebyshev-Fourier basis is a very popular choice for spectral methods on the unit disk [3, 4, 15, 16, 30, 34, 35] . One main advantage of the Chebyshev-Fourier basis is the possibility to compute the interpolating function very efficiently using fast Fourier methods. In relation to other systems, this basis system performs however not so well at the center of the unit disk. For a detailed comparison of the different spectral methods on the unit disk we refer to the profound discussion in [4] .
Main contributions.
-Characterization of the rhodonea interpolation nodes. We provide new descriptions of the intersection and boundary points of the rhodonea curves and show how they can be used as nodes for a spectral interpolation scheme on the disk. -Unisolvence of interpolation scheme on rhodonea nodes. We will prove the unisolvence of the spectral interpolation problem on the rhodonea nodes. The interpolation spaces are spanned by a general spectral set of Chebyshev-Fourier basis functions. -Efficient implementation. We show that the spectral interpolation on the rhodonea nodes can be performed efficiently using a two-dimensional fast Fourier transform. -Numerical condition and convergence analysis. The main interpolation space considered in this work is based on a rectangular spectral index set. For this space we show that the numerical condition of the interpolation is growing only logarithmically in the number of nodes and that the scheme converges fast if the interpolated function is smooth. -Continuity and quadrature. For the rectangular spectral index set we can guarantee that the interpolant is continuous at the center of the disk. Further, we show how the interpolation scheme can be used to define a Clenshaw-Curtis quadrature rule on the disk.
Comparison to existing work.
Comparison to standard tensor-product schemes on the disk. Spectral methods based on a Chebyshev-Fourier basis can be implemented efficiently by fast Fourier algorithms. In many common implementations, the calculation of the coefficients in the Chebyshev-Fourier series is performed on a tensor-product polar grid [4, 15, 30, 34, 35] . The rhodonea nodes used in this work allow a similar computation of the Chebyshev-Fourier coefficients with equivalent efficiency and convergence rates. Compared to the tensor-product case, the new scheme provides the following additional features: -The data can be collected by sampling along one or several rhodonea curves. This is particularly interesting for the applications in which rose curves are used as scanning trajectories. In this perspective, rhodonea nodes can be interpreted as polar analogs of rank-1 trigonometric lattices [23, 24] or rank-1 Chebyshev lattices [6, 29] . -The presented interpolation scheme on the rhodonea curve is more flexible in terms of the 2 underlying interpolation space. The unisolvence of the interpolation problem is guaranteed for a large class of spectral index sets. This is a polar version of a bivariate result in which a similar flexibility is known for polynomial interpolation on interlacing grids [14] . Complementation of work on Lissajous nodes. Rhodonea curves can be regarded as polar counterparts of bivariate Lissajous curves on the square [−1 , 1] 2 and of spherical Lissajous curves. This article is a continuation of the work on polynomial interpolation on Lissajous curves [7, 8, 11, 13] and on spherical Lissajous nodes [12] and extends it to the polar setting. The differences between the actual work on the disk and the previous works on the hypercube and the unit sphere arise naturally from the differing geometries. In all three settings, the generating curves and the interpolation nodes have own characteristic properties and the interpolation spaces have to be set up according to the given symmetries. Nevertheless, the core ideas in all three setups are similar and many of the ideas used for Lissajous curves can be carried over to the setting of rhodonea curves. In particular, as for multivariate LissajousChebyshev points in the hypercube [7, 8] , a main step in the proof of the quadrature and interpolation formulas is a discrete orthogonality structure linked to the structure of the rhodonea nodes. Compared to previous works, a major progress in this article is the larger flexibility in the choice of the interpolation space. 1.3. Organization. After a short introduction, we provide three different characterizations of the rhodonea nodes: 1) by time equidistant samples along the rhodonea curve (Section 2), 2) in terms of a union of two interlacing polar grids (Section 3), and 3) by using the algebraic description of the rhodonea varieties (Section 4).
The technical background for the interpolation results in form of a discrete orthogonal structure and spectral index sets is given in Section 5. The main results providing the unisolvence of the spectral interpolation on the rhodonea nodes are proven in Section 6.
In Section 7, we describe an efficient implementation of the interpolation scheme using the fast Fourier transform. We conclude this work with Section 8 and a mathematical description of various properties of the interpolation scheme including: 1) the behavior of the interpolant at the center of the disk, 2) the numerical condition of the scheme, 3) convergence rates, and 4) the application to a Clenshaw-Curtis quadrature rule on the disk. The proofs of all results are collected in Section 9.
2. Rhodonea curves on the unit disk 2.1. General properties. For a frequency vector m = (m 1 , m 2 ) ∈ N 2 and a rotation parameter α ∈ R, we define the rhodonea curves in parametric form as 
The rhodonea curve
is contained in the unit disk D = {x ∈ R 2 : |x| ≤ 1}. Because of its characteristic shape of a patelled rose, these curves are also referred to as rose curves or roses of Grandi, after the monk and mathematician Guido Grandi who studied them intensively in [19] . Two typical examples of rose curves are illustrated in Figure 1 . The curve ρ The frequency parameters m 1 and m 2 in the curve (m) α determine a superposition of a radial and an angular harmonic motion. For this reason, rose curves can also be regarded as polar variants of bivariate Lissajous curves [7, 8, 11, 13] . If the numbers m 1 and m 2 are relatively prime, the minimal period P of (m) α is given by P = 2π if m 1 + m 2 is odd, and P = π if m 1 + m 2 is even (see Proposition 1). Depending on these two cases, the properties of the curve (m) α vary slightly and we will have to distinguish them at several occasions. For general m ∈ N 2 and g = gcd(m) ≥ 1, we can write
In this case, the minimal period of (m) α is given by P/g. In particular, all properties of a rose (m) α with general m ∈ N 2 can be obtained from the curve
with the relatively prime parameter m/g. When analyzing the properties of a single rose curve it is therefore enough to restrict the considerations to relatively prime frequency numbers m 1 and m 2 . However, if more than one rhodonea curve is used to generate the interpolation nodes, also the general case will play an important role later on.
The self-intersection points of
(m) α . To extract all self-intersection points of the curve (m) α , we consider for t ∈ [0, 2π) the sets S (m) (t) = {s ∈ [0, 2π) :
α (t)} and the sampling points
Proposition 1 Let m 1 and m 2 be relatively prime numbers.
If m 1 + m 2 is odd, the minimal period of (m) α is 2π and
If m 1 + m 2 is even, then the minimal period of (m) α is π and
We can extract a series of properties from this result. The nodes 
contains all self-intersection points of the curve Remark 1. Various properties of the rhodonea curves described in this section are known for a long time. The number and type of intersection points are, for instance, originally derived in [21] . A general historic overview with a lot of additional features of rhodonea curves can be found in [27, p. 297-306] . Further graphical illustrations of rhodonea curves are given in [18] . The novel aspects of this article are the different characterizations of the rhodonea nodes RD , the rhodonea nodes RD (5, 3) and rhodonea variety R (5, 3) . The black and white nodes form two interlacing subgrids and are determined by the subsets I To obtain this more general characterization, we introduce the nodal index set , the rhodonea nodes RD (4, 4) and rhodonea variety R (4, 4) . The black and white nodes form two interlacing subgrids determined by the subsets I given by
has a one to one relation to a point in polar coordinates by introducing a radial and an angular component
The general rhodonea nodes on the unit disk are then defined as the point set
with the nodes x
) by
) .
From the almost rectangular form of I can be determined by a simple counting argument:
Since the m 2 points x 
In the setting of Corollary 2 i), the cardinality of the node set RD (m) 0 corresponds exactly to the cardinality of the set RD (m) . For general m ∈ N 2 with g = gcd(m) ≥ 1, we have the following relation between RD (m) and the node points RD . Let a and b be two integers from Bézout's lemma such that given in (3). Therefore, the identity (9) implies that ρ
Thus, according to Corollary 2 i), the set RD (m) corresponds to the union of selfintersection and boundary points of the curve ρ In particular, RD (m) is generated by the samples of two distinct rhodonea curves.
A link to rhodonea varieties
The union of rhodenea curves used to generate the nodes RD (m) in Theorem 3 can be identified as an algebraic variety. For r ∈ [−1, 1], we denote by T m 1 (r) = cos(m 1 arccos r) the univariate Chebyshev polynomial of degree m 1 and by H m 2 (x 1 , x 2 ) the bivariate polynomial
H m 2 is a bivariate homogeneous polynomial of total degree m 2 . The rhodonea variety R m on the unit disk D is defined as
This affine real algebraic variety is of order 2m 1 +2m 2 . In polar coordinates, we get a simpler description of this variety. With the substitution x 1 (r, θ) = r cos θ and x 2 (r, θ) = r sin θ and the trigonometric formula
we can rewrite (10) as
Since H m 2 (cos θ, sin θ) = cos(m 2 θ) we see that H m 2 (x 1 , x 2 ) is in fact a harmonic homogeneous polynomial of degree m 2 .
Theorem 4 a) The variety R
b) The rhodonea nodes RD (m) can be written as
i.e., the set RD (m) consists of those points of the variety R (m) for which T m 1 (r) 2 and cos 2 (m 2 θ) get maximal or minimal.
Remark 2. We mention (without explicit proof) that in addition to the statements of Theorem 4, the points in RD (m) can also be categorized in terms of singularity theory. This yields a description similar to the one given in Corollary 2 i). Namely, the elements of RD (m) in the interior of the unit disk D are precisely the singular points of the algebraic variety R (m) . The singular points distinct from the center (0, 0) are all ordinary double points while the center itself is a singular point with multiplicity 2m 2 . is well known in the literature. Slightly less compact variants of the definition in (10) can be found in [18, 21, 27] .
ii) If m 1 and m 2 are relatively prime and m 1 + m 2 is even, we get a different scenario.
In this case, Example 1 ii) and Theorem 4 a) imply that 
are algebraic varieties only in the given particular case that both m 1 and m 2 are odd. The description of ρ is also usually provided in the literature, see [18, 21, 27] . The particular variety R (5, 3) and its two subvarieties R iii) For m = (1, 1), the points of the rhodonea variety R (1,1) satisfy the equation
= ±x 1 . In this case, the variety consists of two circles with diameter 1 and radius 1/2 centered at ±1/2. The two circles correspond to the two rhodonea curves iv) For m = (1, 2), the rhodonea variety R (1, 2) is determined by the equation
The corresponding curve
gives the so called four leave rose, a curve having the form of a rose with four petals. In general, the curve
has the shape of a rose with 2m 2 leaves if m 2 is even, and m 2 leaves if m 2 is odd. The description of
in polar coordinates is given by r = cos(m 2 θ). For some illustrations of these roses we refer to [18] . 
In the following, our objective is to derive a discrete orthogonality structure for the functions χ
are a discretization of the Chebyshev-Fourier basis X γ AT the nodes RD (m) (this will be derived in Section 6), this discrete orthogonality is the key ingredient for the proof of the main Theorems 8 and 9 on spectral interpolation on the rhodonea nodes.
To introduce an inner product on the space L(I (m) ) we define for i ∈ I (m) the weights
The corresponding discrete measure w on the power set of I (m) is defined by w({i}) = w (m) i . Then, the inner product
turns L(I (m) ) into a Hilbert space. We denote the corresponding norm by · w .
We additionally assume that the spectral index set Γ (m) is a subset of
and that γ 1 +γ 2 is even for all γ ∈ Γ (m) . The last condition is referred to as parity condition.
5.2. Rectangular spectral index sets. For our purpose, the most important example of a spectral index set is the rectangular set
The set Γ (m) contains #Γ (m) = (2m 1 + 1)m 2 elements. This corresponds exactly to the cardinality of I (m) . In fact, we obtain:
The set Γ (m) is a spectral index set for I (m) , i.e. the system {χ (15) and (19) with norm 1.
General spectral index sets.
Based on the rectangular index set Γ (m) , we can characterize all further spectral index sets Γ (m) contained in Definition 1. On K (m) , we define a flip operator
This flip operator combines a reflection at γ 1 = m 1 with a glide operation along the γ 2 coordinate. If γ 1 + γ 2 is even, then the basis functions χ (m) γ are invariant under this glidereflection operation, i.e we have for all i ∈ I (m) :
The flip operator on
is also an even number. Now, for an arbitrary subset Ω of Γ (m) , we define the index set
By the considerations above, we have #Γ given in (18) . We summarize these findings:
Corollary 6 Every spectral index set Γ (m) in Definition 1 can be written in the form (18),
with Ω ⊆ Γ (m) . The basis functions χ
Example 3. The choice Ω = ∅ gives exactly the rectangular spectral index set Γ (m) . The
In the forthcoming applications we will mostly use the rectangular spectral index set Γ 
and the real valued discrete functions
Theorem 7 Let Γ (m) be a spectral index set according to Definition 1. Then, the functions χ R,γ are given as ,R .
Formulation of the interpolation problem.
We formulate now the spectral interpolation problem on the disk D based on the rhodonea nodes RD (m) as interpolation nodes. As coordinate system, we will use polar coordinates (r, θ) in the domain [0, 1] × (−π, π]. According to the definitions in (6) and (7), the rhodonea nodes in polar coordinates are given as (r
. We generate the interpolation spaces using the Chebyshev-Fourier basis functions X γ . For γ ∈ N 0 × Z and (r, θ) ∈ [0, 1] × (−π, π], these basis functions X γ (r, θ) are given by
where T γ 1 (r) = cos(γ 1 arccos r) is the Chebyshev polynomial of first kind of degree γ 1 ∈ N 0 . The space of all linear combinations of the functions X γ , γ ∈ N 0 × Z, is denoted by Π. Our aim is to solve the following interpolation problem: for given data values f ∈ L(I (m) )
we want to obtain a spectral interpolant P
6.2. Unisolvence of spectral interpolation. To obtain uniqueness in (25), we have to specify a proper subspace of Π. For this, we will use the key relation
between the Chebyshev-Fourier basis X γ and the discrete basis χ
for the space L(I (m) ).
From the previous section we know that χ
is a spectral index set for I (m) . This turns spectral index sets Γ (m) also to ideal index sets for the construction of the interpolation spaces. We define:
By Definition 1 of the spectral index set Γ (m) the sum γ 1 + γ 2 is even. This parity condition ensures that the functions P ∈ Π (m) can be extended naturally onto [−1, 1] × (−π, π] such that the continuous glide-reflection symmetry P (−r, θ) = P (r, θ + π) is satisfied. For this reason, the basis X γ , γ ∈ Γ (m) , is also referred to as parity-modified Chebyshev-Fourier basis of the space Π (m) . Two such basis systems are illustrated in Figure 5 . Data values f ∈ L(I (m) ) obtained by sampling a continuous function on the disk are constant at all coordinates i with i 1 = m 1 representing the center of the unit disk. To take this fact into account, we additionally define the subspaces
We have such that the discrete data set p(i) = P (r
satisfies this discrete consistency condition at the center of D, the function P ∈ Π (m) D is in general not constant on the entire line r = 0 describing the center. We will show in Section 8 that for the particular interpolation space Π
(m)
,D based on the index set Γ (m) we can guarantee the continuity of P at the center.
Remark 3. In the literature on spectral spectral methods a tensor-product grid in polar coordinates is usually used in place of the rhodonea points to build up collocation schemes on the unit disk. The underlying interpolation spaces spanned by a parity-modified ChebyshevFourier basis in a rectangular spectral set are similar to the spaces Π (m) , see [4, 15, 30, 34, 35] .
In our considerations, the spaces Π (m) play a dominant role as well. Nevertheless, also Π (m) has some interesting resemblances to spaces in other works. For m ∈ N odd and m = (m − 1, m), the interpolation space Π (m) is spanned by all parity-modified ChebyshevFourier basis functions X γ with total degree |γ 1 | + |γ 2 | ≤ m − 1. Because of this, the rhodonea nodes RD (m−1,m) can be regarded as polar version of the Padua points studied in [1, 5] . If m = (m, m), the points RD (m) and the interpolation space Π (m) provide a setup that is very similar to the one provided by the Morrow-Patterson-Xu points [36] . For general m ∈ N 2 , the results obtained for the nodes RD (m) can be regarded as a polar version of the theory on polynomial interpolation on Lissajous nodes [7, 8, 11, 13] and on spherical Lissajous nodes [12] .
Our main result on spectral interpolation on the disk reads as follows:
) and Γ (m) be a spectral index set according to Definition 1. Then, the interpolation problem (25) has a unique solution in the space Π (m) given by
with the Lagrange functions
forming a basis of the vector space
6.3. Real valued interpolation spaces. In order to establish a similar interpolation result for real vector spaces, we define for γ ∈ Γ (m) the real basis functions
Evaluating the functions X R,γ at the polar nodes (r
, we obtain precisely the discrete basis functions of the space L(I (m) ) given in (22), i.e.
In the same way as for the basis function X γ and the space Π (m) , we can now introduce the real valued interpolation space
and obtain in analogy to Theorem 8 the following result:
) and Γ (m) be a spectral index set according to Definition 1.
Then, the interpolation problem (25) has a unique solution in the real space Π (m) R
given by
forming a basis of the vector space Π (m)
, the solution of the interpolation problem (25) can be written as
Remark 4. In the discrete setting the basis systems χ 
Using this series expansion, P (m) f can be evaluated once the coefficients c γ (f ) are calculated. Both steps, the calculation of the coefficients and the evaluation of the sum (35) can be implemented by applying a discrete Fourier transform. Theorem 8 and the definition (29) of the Lagrange basis functions provide us with the representation
Since the set {X γ | γ ∈ Γ (m) } is a basis for Π (m) , we have the identity
This formula enables us to calculate the expansion coefficients c γ (f ) by a double Fourier transform on the finite abelian group (Z/4m 1 Z) × (Z/4m 2 Z) identified with
We consider K (m) as a subset of J (m) and the flip operator * introduced in (16) on K (m) . Further, we introduce a second reflection operator on J (m) by setting i † = (−i 1 mod 4m 1 , i 2 ) for i ∈ J (m) . The two mappings allow us to extend f ∈ I (m) symmetrically to J (m) . We set
The coefficients c γ (f ), γ ∈ Γ (m) can now be obtained directly from the Fourier transform
The relation betweenĝ(γ) and the coefficients c γ (f ) is herein given by
The entire calculation of the coefficients is summarized in Algorithm 1. The main computational step in Algorithm 1 consists in the calculation of the Fourier transformĝ. By using a fast Fourier algorithm this step can be executed in O(m 1 m 2 log(m 1 m 2 )) arithmetic operations. The values of χ
w used in (37) are known from (15).
Remark 5. The symmetry of the function g can be seen as a combination of a reflection and a glide reflection symmetry. The reflection symmetry corresponds to the invariance of g under the reflection operator i † on J (m) , while the glide reflection symmetry is described by the operator i * on the subset K (m) . In [33, 35] , this glide reflection symmetry is referred to as block-mirror centrosymmetric (BMC) structure. For γ ∈ Γ (m) , set
Alg. 2: Inverse transform
Input:
Calculate adjoint Fourier transformȟ of h on the (dual) group J (m) determined by a discrete Fourier transform. Combining the interpolation condition (25) with the expansion (35), we get
As in the previous section, we extend the coefficients c γ (f ) first symmetrically to the (dual) group J (m) and define the function h on J (m) as
This definition together with the definition (12) of the discrete basis functions χ
Therefore, the function f ∈ L(I (m) ) can be recovered from the coefficients c γ (f ) by computing the adjoint Fourier transformȟ of h on J (m) . The single steps of the calculation are summarized in Algorithm 2. As for Algorithm 1, the entire inverse transform can be computed in O(m 1 m 2 log(m 1 m 2 )) arithmetic operations.
7.3. Calculation of real expansion coefficients. When working with the real basis X R,γ , γ ∈ Γ (m) , the expansion coefficients c R,γ (f ) of the interpolant P (m) R,f can be computed in a similar way. Using the formula
R,γ w ,the coefficients can be rewritten as
This formula can be derived as in (37) by using the real basis χ 
Averaged expansion coefficients.
A further option to alter the structure of the interpolation spaces is to use, for some of the indices γ ∈ Γ (m) , the averaged basis functions X A,γ = λX γ + (1 − λ)X γ * with λ ∈ R instead of the standard basis functions X γ . Since the discrete basis functions χ
, are invariant under the flip operator * , we have
Therefore, while both basis systems define different interpolation spaces, they both lead to the same interpolation problem on the rhodonea nodes and the expansion coefficients are identical. Interpolation spaces with such an averaging for some of the boundary elements of the spectral index set were originally studied in the bivariate setting for the MorrowPatterson-Xu points in [20, 36] . For multivariate interpolation on Lissajous-Chebyshev nodes, this averaging process is studied in more detail in [7] . 
and to average the basis functions for the coefficients γ, |γ 2 | = m 2 at the upper and lower boundary of Γ (m) with λ = 1/2. In this way we get an interpolation function of the form
in which the coefficients are given as
The coefficients c γ (f ) itself are calculated as in (37) . For the real basis functions X R,γ similar averaging strategies are of course also possible.
Properties of the spectral interpolation scheme
Goal of this section is to provide a convergence analysis of the presented interpolation scheme and to answer questions typically considered in approximation theory and numerical analysis. This includes quadrature possibilities, the behavior of the interpolating functions at the center of the unit disk, as well as the numerical condition and the convergence of the interpolation scheme if the number of nodes gets large. In general, these properties depend on the geometric form of the spectral index set Γ (m) . To obtain more concrete results, we will restrict our studies mainly to the two particular spectral sets Γ (m) and Γ (m) .
The interpolating functions P 
In particular, f ∈ L D (I (m) ) and Theorem 8 ensures that we obtain a unique interpolant 
Not all basis functions
) and the periodicity (i) are always satisfied, the continuity (ii) at the center holds only true if γ 1 and γ 2 are odd. Therefore, also for the interpolant P will approximately satisfy the continuity condition (ii) as soon as the node set RD (m) gets large. In [2] , such a property is referred to as natural boundary condition. For a lot of applications it is sufficient if such a natural boundary condition is satisfied. A deeper discussion about the behavior of spectral methods at coordinate singularities can be found in [3, 22, 30] . (25) is defined as the operator norm
In numerical analysis, this constant is interpreted as the absolute condition number of the interpolation problem (25) . It gives an upper bound on how a small error in the function f affects the corresponding interpolant P . In this case, techniques developed in [9, Section 2] can be used to obtain the estimates of the resulting double integrals. For a similar setting on the unit sphere, the respective proof can be found in [12] .
8.3. Convergence of the interpolation scheme. Once an estimate for the Lebesgue constant is known, the convergence of P (m) f towards f ∈ C(D) can be established easily if the underlying function f is smooth. Further, we obtain better rates of convergence the smoother the function f is. This is a general principle for spectral methods in a variety of settings [3, 34] . For multivariate polynomial interpolation in the hypercube [−1, 1]
d similar results for Lissajous sampling nodes can be found in [9, 11] . For spherical Lissajous nodes a respective derivation is given in [12] . Similar error estimates for a tensor product spectral collocation scheme on the sphere can also be found in [17] .
We consider P 
In the second estimate, we used the fact that the interpolation operator f → P (m) f reproduces P * ∈ Π (m) together with the estimate of the Lebesgue constant in Theorem 11. If f is s times continuously differentiable in D, we can estimate the best error f− P * ∞ with help of a multivariate Jackson inequality for trigonometric functions (see [32, Section 5.3] ). In this way, we get the error bound
The constant C f,s is independent of m. Thus, if f is smooth, this estimate guarantees a fast uniform convergence of the interpolant towards f if m 1 and m 2 get large. 
, we obtain the Clenshaw-Curtis quadrature formula
The coefficients c (4k,0) (f ) on the right hand side depend only on the data values f (i), i ∈ I (m) , and, therefore by (39), on the function samples given at the rhodonea nodes RD (m) . The quadrature rule Q(f ) is exact for all functions in Π (m) . Since c (k,0) (f ) = c R,(k,0) (f ), the same formula holds also true using P (m) R,f as an interpolation function. The quadrature formula Q(f ) remains also the same if we use the triangular spectral index set Γ (m) instead of Γ (m) .
(a) Interpolant P (10,11) R,f using Γ (10, 11) .
using Γ (20, 21) .
using Γ (30, 31) .
using Γ (10, 11) .
(e) Interpolant P (20, 21) R,f using Γ (20, 21) . 
The results of this test for different frequency parameters m = (m, m + 1), m ∈ N, are illustrated in Figure 6 . We observe a fast convergence of the interpolant P (m,m+1) R,f and the quadrature value Q(f ) towards f and I(f ), respectively, as the parameter m ∈ N gets large. In the proof of Proposition 13, we use the well-known trigonometric identity 
Proof. Using Proposition 12, we can manipulate the discrete integral χ The trigonometric identity (51) implies that the last sum is different from zero if and only if γ 1 /(2m 1 ) + γ 2 /(2m 2 ) ∈ 2Z and γ 2 /(2m 2 ) ∈ Z are satisfied. Therefore, if we assume that χ (m) γ dw = 0 then γ 2 = 2h 2 m 2 with some integer h 2 ∈ Z and γ 1 /(2m 1 ) + γ 2 /(2m 2 ) ∈ 2Z. In particular, also γ 1 = 2h 1 m 1 with some h 1 ∈ Z. Further, we have h 1 + h 2 ∈ 2Z. This proves the identity (50). If (50) is satisfied then the trigonometric identity (51) yields In order to prove Theorem 5, i.e., to show that the rectangular set Γ (m) is a spectral index set, we will use the two identities 
which are satisfied for all γ, γ ∈ Z 2 . Formulas (52) and (53) are a direct consequence of the definition (12) of the discrete functions χ 
Conclusion
In this manuscript, we derived a novel spectral interpolation scheme for the unit disk in which samples along rhodonea curves form the set of interpolation nodes. We derived three characterizations of the rhodonea nodes. In particular, the possibility to describe these nodes as the union of two interlacing polar grids allowed us to implement the interpolation scheme in an efficient way using fast Fourier algorithms.
The interpolation spaces are determined by a spectral index set selecting the ChebyshevFourier basis. While uniqueness of the interpolation scheme can be shown for a general class of interpolation spaces, the restriction to a rectangular spectral index set turned out to be advantageous for several reasons: in this case the numerical condition number is growing slowly in the number of nodes, the interpolation scheme converges fast if the interpolated function is smooth and continuity of the interpolant can be guaranteed. This could be verified theoretically and also in a numerical experiment. Further, the interpolation scheme was applied to obtain a Clenshaw-Curtis quadrature rule on the disk.
