Abstract. We examine nonlinear periodic evolution inclusions of the subdifferential type and prove two existence theorems: one for the "non-convex, lower semicontinuous" problem and the other for the "convex, h-upper semicontinuous" problem. Our method of proof is based on the theory of nonlinear operators of monotone type and on multi-valued analysis. We also present three examples from partial and ordinary differential inclusions, illustrating the applicability of our work.
Introduction
The periodic problem for differential inclusions has been studied primarily under the assumption that the orientor field (multi-valued vector field) is convex-valued. We refer to the works of Macki, Nistri and Zecca [16] ' Haddad and Lasry [8] , Pruszko [19] and the references therein. These papers deal with differential inclusions in IR N .
The non-convex periodic problem in IR N has been considered recently by De Blasi, Gorniewicz and Pianigiani [6] , Hu, Kandilakis and Papageorgiou [10] and by Hu and Papageorgiou [11] .
The study of the periodic problem for evolution inclusions is lagging behind. Only the "convex" problem has been investigated using a Nagumo-type tangential condition. Bader [2] considered semilinear problems and used semigroup theory and the Hausdorff measure of non-compactness. Hu and Papageorgiou [12] considered nonlinear problems driven by time-varying maximal monotone coercive operators defined in the context of an evolution triple and used Garlekin approximations. The work of Bader [2] extended to evolution inclusions the paper of Pruss [18] , while the work of Hu and Papageorgiou [12] is related to the papers of Vrabie [21] and Hirano [9] . We should also mention the recent work of Avgerinos and Papageorgiou [1] , R. Bader: Zentrum Math. der Techn. Univ., Arcisstrasse 21, D-80333 Miinchen N. S. Papageorgiou: Nat. Techn. Univ., Dept. Math., Zografou Campus, Athens 15780, Greece bader@appl-math.tu-muenchen.de and npapg@math.ntua.gr ISSN 0232-2064 / $ 2.50 © Heldermann Verlag Berlin who considered evolution equations defined in the framework of an evolution tripie and driven by a time-varying pseudomonotone (in general not maximal monotone) operator.
In this paper we examine both the "convex" and the "non-convex" periodic problem für nonlinear evolution inclusions of the sub differential type. aur work hefe appears to be the first on nonlinear, non-convex periodic evolution inclusions and also extends to a multi-valued setting the work of Hirano [9] . Dur approach is based on techniques from the theory of nonlinear operators of monotone type and from multi-valued analysis.
Mathematical background
For easy reference, in this section we present some basic definitions and facts from nonlinear operator theory and multi-valued analysis, which we shall need in the sequel. aur main sources are the books [13, 14, 22] .
Let (0, E) be a measurable space and X a separable Banach space. Throughout this paper we use the notations p,(c) (X) = {A S; X : Ais non-empty, closed (and convex)} P(w)k(c) (X) = {A ~ X: Ais non-empty, (weakly-) compact (and convex)}.
A multifunction (set-valued function) F : 0 -. P,(X) is said to be measumble, if für each x E X the function UJ 1--+ d(x,F(UJ)) = inf{llx -ull: U E F((AJ)} is E-measurable. Also, the multifunction F : 0 -. 2x \ {0} is said to be gmph measumble, if GrF = {(UJ, x) E n x X : xE F(UJ)} E E x B(X) with B(X) being the Borel O'-field of X. For a multifunction with values in P,(X), measurability implies graph measurability, while the converse is true if E is complete (i.e. E = E = the universal O'-field). Now let J1. be a finite measure on E. Given a multifunction F : 0 -. 2x \ {0} and 1 :s: p :s: 00, we deftne the set = {f E V(n,X) : f(c.I) E F(c.I) p.-a.e. on n} which may be empty. An easy application of a measurable selection theorem shows that, for a graph measurable function F, the set s~ is non-empty if and only if inf {Ilull : u E F(IAJ)} .$ cp(lAJ) .u-a.e. on n with cp E V(n)+. Moreover, the set sPp is c1osed or convex if and only if tor .u-almost al1 tJ.J E n the set F(tJ.J) is c1osed or convex, respective1y. Also, if F: n -+ Pwkc(X) is measurab1e and IF(UJ) I = sup {llull : u E F(UJ)} ~ 'Pl(UJ) p.-a.e. on n with <Pi E V(n)+ (1 ~ p < 00), then S~ c V(n,X) is non-empty, weakly compact and convex. The set sP,.. is decomposable in the sense that if (A, /1, /2) E E x ~ x S~, then XAh + XAc!2 E ~.
and Z be Hausdorff topological spaces. Let Y said to be lower semicontinuous, if for every C c Z closed, the set is closed. If Z is a metric space with metric d, then the multifunction G is tower Next, let X be a reflexive Banach space and X. its (topological) dual. A map A : D c X -+ 2x. is said to be monotone, if (x' -y.,x -y) ?:; 0 für all x,y E D and all x' E A(x),y. E A(y). Here by (.,.) we denote the duality brackets für the pair (X, X'). If in addition the equality (x. -y', x -y) = 0 implies x = y, then A is strictly monotone. The map A is said to be maximal monotone if (x. -y., x -y) ?:; 0 für all x E D and all x' E A(x) imply that y E D and y' E A(y), i.e. the graph of Ais maximal with respect to inclusion among the graphs of a11 monotone maps. It is easy to see that the graph of a maximal monotone map is closed in X x X: and in Xw x X'. Here by Xw and X: we denote the spaces X and X', respectively, furnished with the weak topology. If X = H is a Hilbert space and H. = H (pivot space), für every maximal monotone operator A: D c H -+ 2H and every A > 0, we define the two well-known operators is said to be demicontinuo'US if Xn -x in X implies A(xn) ~ A(x) in X'. A monotone demicontinuous operator is maximal monotone. A map A : D c X -2x. is said to be coereive if inf [lIx.ll. : x' E A(x)] -00 as IIxll -00 where 11.11 denotes the norm of X and 11.11. the norm of x'. A maximal monotone coercive operator is surjective.
An operator A : X -+ X' is said to be pseudomonotone, if
A monotone demicontinuous map is pseudomonotone. The sum of pseudomonotone maps is still pseudomonotone. Also, a pseudomonotone coercive map is surjective.
Finally, a map A : X -+ X' is said to be of type (8) 3. Non-convex problem Let T = [0, b] and H a separable Hilbert space with inner product (.,.). We study the multi-valued periodic problem -x(t) E 8cp(x(t» + F(t,x(t» a.e. on T }
(1)
where cp E ro(H) and F : T x H -+ 2H \ {0}. The precise hypotheses on the data of this problem are the following ones:
is of compact-type, i.e. the set {x EH: cp(x) + IIxll2 .$: 9} is compact for all 9 ~ 0 and 0 E 8cp(O).
Remark. 
We know that cp is of compact type if and only if for every

t E T, all x E H and all v E F(t,x), IIvll $ CI(t) + c2{t)lIxll with
Cl, C2 E L2(T)+.
(iv) For a.a. tE T, an xE D(8<p), an w E {J<p(x) and an v E F(t,x), (w+v,x) ?; c311xl12 -C4(t) with Ca > 0 and C4 E Ll(T)+.
Definition.
A function xE Wl.2(T,H) is said to be a strang solutionofproblem
and there exist u E S~'P(z(.» and f E ~(.,z(.» such that -x(t) = u(t) + f(t) a.e. on T.
Remark. We know (see, für example, [14: p. 6]) that a function xE W1t2(T, H) is absolutely continuous, hence strongly differentiable almost everywhere on T.
Consider the vectorial Sobolev space W~(T, H) defined by Proof. By what was said in Section 2, it suffices to show that für every
L2(T, H) the function x -+ d(v, R(x)) is upper semicontinuous from C(T, H)
JR+. To this end we have to prove that für every () > 0 the superlevel set
Because F(t,.) is lower semicontinuous for almost all tE T, 1/-+ d(v(t),F(t,y)) is upper semicontinuous. So since xn(t) -+ x(t) for an t E T we have
8.e. on T. Hence lb tim sup n-+oo But we know that 
are decomposable subsets of apply [13: p. 245/Theorem 11.8.7] and obtain a continuous function u : L2(T, H) such that u(x) E R(x) für all x E C(T, H). Now let Kn: W;~~(T,H) -W~~(T,H)* be defined by
, from the properties of the resolvent operator j;(x)(.) = J:(x(.)) E C(T,H) für a1l x E Wie~(T,H) and so defined.
Proposition 2. and of type (8) Next we show that Kn is of type (8) 
:5e~+ec7 J~(Xm) 2+2i Zm-Jk(Xm) 2 folIows. Using (7) and (8) in (6) Proof. The operator Al. is maximal monotone and continuous, hence pseudomonotone. Also, from Proposition 2 we know that Kn is demicontinuous and of type (8)+, thus pseudomonotone. The Suffi of pseudomonotone operators is pseudomonotone. Therefore x -+ (Kn + A.1.)(x) is pseudomonotone. From Proposition 3 we know that it is also coercive. Hen~e it is surjective (see Section 2). So för every n ~ 1 we can find Xn E Wi~~(T, H) such that From (9) and the choices oiE: > 0 and n;?:. 1 3), we have 
Also, für all n 2; 1 (x', 1;A.1(xn(t))) = 1; (X', A.l.(xn(t))) = (x.,A'.1.(xn(t))X~(t))
" " " for all x* E H and a1l t E T \ Nn(x*) with INn(x*)1 = 0, where 1.1 is the Lebesgue measure on T. Let {X:n}m~l be dense in H and set Nn = Um~lNn(x:n). Evidently, .I:
(~x~(t), 1iA~(xn(t)))dt. (14) - (16) in (13) In this section we prove &Il existence theorem for the "convex" version of problem (1) . Dur hypothesis on the orientor field F(t,z) is the following:
H(F)2 F : T x H -+ Plc(H) is a multifunction such that the following conditions are satisfied:
(i) (t, x) -+ F(t, x) is measurable.
(ü) For almoat an t E T, x -+ F( t, x) is h-upper semicontinuous.
(lli) For almost an tE T, an x E H and an v E F(t, x), IIvll :5 C](t) + c2(t)lIxll with Cl, C2 E L2(T)+.
(iv) For almoat an t E T, all xE H and an v E F(t,x), (v,x) ~ callxll2 - C4(t) with C3 > 0 and C4 E V(T)+.
(v) There exists r > 0 such that, for almost an t E T, an x E H with IIxll = r and an v E F(t, x), (v, x) ~ O.
Remark. If, for example, in hypothesis H(F)2/(iv) above C4 E L~(T)+, then hypothesis H(F)2/(V) follows from hypothesis H(F)2/(iv).
Theorem 5. If hypothe.ge.9 H( cp) and H(F)2 hold, then the .get of .9tron9 .9olution.9
ofproblem (1) 
i.t non-empty and compact in C(T,H).
Proof. Let r > 0 be as in hypothesis H(F)2/(V) and let pr : H -+ H denote the r-radial retraction on H, i.e. . far La.. tE T, an xE H and all V E Fl(t, x), IIvli :5 c(t) with cE L2(T)+. Now consider the periodic evolution inclusion
Suppose we were able to obtain a strang solution z E W:;~T1H) of it. Then we claim that IIzIlC(T,H) ::$: r. Suppose that this is not the Ca8e. Then IIz(t)1I > r for an tE (ß,1) and IIz(ß)1I = 11% (1) 
where f E ~1("Z('»' Since 0 E 8cp(0), (v(t),%(t» ~ 0 8..e. on T. So (z(t),%(t») + (h(t),%(t») :S 0 a.e. on T a.nd thus lftll%(t)1I2 + (h(t),%(t») :S 0 a.e. on T. Using (19) we see that, for almost all t E [.8, 7J, (h(t), %(t») = 1I%(t)1I2 -rll%(t)1I + ~ (f(t),p,.(%(t») 0< (h(t), %(t») 8..e. on [,8,7J (hypothesis H(F)2/(V), and reca1l that r < 1I%(t)1I on (,8,7» l1tIl%(t)1I2 < 0 a.6. on (,8,7) 11% (7) Hence, in the sequel we will seek for strong solutions ofproblem (18). To this end we invoke [13: p. 48/Lemm8. 3.1J (see also [7J) and we can find 8. decreasing sequence of multifunctions F1" : T x H -+ Plc(H) such that: Note that for almost all t E T and an % E H Fr(t,%)CF1(t,%)+2c(t)B1 ~here B1={%EH: 1I%1I.$1}.
So if v E F1"(t,%), then v = 11 + 2c(t)e with 11 E Fl(t,%) and e E BI. Now suppose and so x E W;~~(T, H) is a strong solution of problem (18). AB already observed it follows that x is a strong solution of problem (1) . Finally, from the above argument it is clear that the set of solutions of problem (1) is compaci in C(T, H) . 
Examples
In this section we present three examples illustrating the applicability of our work.
(a) We start with a nonlinear parabolic variational inequality with discontinuous forcing term. So let Z C RN be a bounded domain with Cl-boundary r. We consider the parabolic variational inequalitỹ
where 2 ~ p< 00. The right-hand side term f(t,z,x) is discontinuous in x E R. So following Chang [4] , to obtain an existence theorem of problem (21) we pass to a multi-valued forcing term by, roughly speaking, filling in the jumps at the discontinuity points of f(t, z,.). To this end we introduce
Then instead of (21) we consider the prob:
- [h(t,z,z(t,z»,f2(t,z,Z(t,z»] H(f)l f: T x Z x R -+ R is a Borel measurable function such that If(t, z, z)1 $ Cl(t,Z) + c2(t,z)lzl a.e. on T x Z with Cl,C2 E L2(T x Z)+, h,/2 are both jointly measurable and, for almost a1l (t, z) E T x Z and a1l zER, f(t, z, z)z ~ c3(z)lzj2 -C4(t,Z) with C3 E LOO(Z) ud C4 E L~(T x Z).
Let H = V(Z) and
Evidently, Ip E ro(H) (see [20: p. 194] ) and 8Ip(x) = -div(IIDxll,,-2 Dz) + S; (s(.» (see [20: p. 195] ). Note that 0 E 8Ip(0) and by virtue of the Sobolev embedding theorem it is of compact type. Also, set -F(t,z) = { -h EH: h(t,z,z(z» $ h(z) $ f2(t,z,X(z» a.e. on z}.
Using hypotheses H(fh, we can easily check that hypothesis H(F)2 holde. Now rewrite (22) in the equiV8.lent abstract evolution inclusion form (1) and apply Theorem 5 to deduce
.9olution x E C(T,L2(Z)) .9uch thAt ~ E L2(T x Z).
(b) We consider a semilinear parabolic control system with apriori feedback and non-homogeneous, multi-valued Neumann boundary conditions. So Z C RN is as before and, for x E Wl,2(Z, RN), Lx = (6.xk)i"=l with.i-= (Xk)i"=lo We consider the problem The hypotheses on the data are the following ones: Set j(t,z,x) = f(t,z,x,U(t,z,x)) and F(t,x) = Sj(t,.,s(.» for a1l (t,x) E T x H.
Using hypotheses H(f)2 and H(U) it is routine to check that hypotheses H(Fh hold. So we can apply Theorem 4 and deduce Proposition 7. 1/ hypothe..e.. H(ßh, H(f)2 anti H(U) hold, then problem (23) hal a ..olution x E C(T,L2(Z,RN)) with ~ E L2(T X Z,RN).
( c) Our formulation also incorporates differential vpriational inclusions Herein NK(X) is the normal cone to K at xE K, with K E Plc(RN). Problemslike (24) arise in theoretical mechanics and economics (see [14] ). In fact, (24) is equivalent to the projected system .
-z(t) E proj ( -F(t,x(t»j TK(X(t») x(O) = x(b)
Here TK(X) is the tangent CODe to K at x. We know NK(X)-= TK(X). Inclus10ns
like (25) (i) (t,x) -+ F(t,x) 1S graph measurable.
(ii) For a.a. tE T, x -+ F(t,x) is lower semicontinuous.
(ili) For a.&. t E T J a1l x E RN and a1l v E F(t, x), IIvll ~ Cl(t) + c2(t)lIxll with Cl,C2 E L2(T)+.
(iv) For La. tE T, al1 x ERN, al1 w E NK(Z) and al1 v E F(t,z), (W+V,X)aN c 311z112 -c.(t) with cs > 0 and C4 E Ll(T)+.
Using Theorem 4 with we obtain Proposition 8. 11 hypothe"e" H(F)3 hold and K C RN i.9 non-empty, clo"ed convex with 0 E K, then problem (24) (equivalently problem (25» ha.9 a "olution xE W1.2(T,RN).
In particular, if K = {x ERN: 0.$ x .$~} with ~ E R~, we obtain -x(t) E F(t,x(t» Le. on {t E T: 0< x(t) < ~} -%(t) E F(t, z(t)) -a!: &.e. on {t E T : z(t) = O} -%(t) E F(t, x(t» + R!: &.e. on {t E T: z(t) = b} z E W1. 
