The sinc-collocation method is presented for solving a nonlinear system of second-order boundary value problems. Some properties of the sinc-collocation method required for our subsequent development are given and are utilized to reduce the computation of solution of the system of second-order boundary value problems to some algebraic equations. Numerical examples are included to demonstrate the validity and applicability of the technique and a comparison is made with the existing results. The method is easy to implement and yields very accurate results.
Introduction
Many problems in physics, engineering and biology, are modeled by second-order ordinary differential systems (for example see [1] [2] [3] ). However, many classical numerical methods used with second-order initial value problems cannot be applied to second-order boundary value problems (BVPs). For a nonlinear system of second-order BVPs, there are few valid methods for obtaining numerical solutions.
In this paper we present a numerical method for the solution of the following nonlinear system of second-order ordinary differential equations in the reproducing kernel space [4] : a 0 (x)u 1 + a 1 (x)u 1 + a 2 (x)u 1 + a 3 (x)u 2 + a 4 (x)u 2 + a 5 (x)u 2 + G 1 (x, u 1 , u 2 ) = f 1 (x), b 0 (x)u 1 + b 1 (x)u 1 + b 2 (x)u 1 + b 3 (x)u 2 + b 4 (x)u 2 + b 5 (x)u 2 + G 2 (x, u 1 , u 2 ) = f 2 (x),
with boundary conditions
where 0 ≤ (1) and (2) is represented in the form of series in the reproducing kernel space under the assumption that the solution to problem (1) and (2) is unique. Also the approximate solution u n (x) was obtained from the n-term intercept of the analytical solution. In [5] a numerical method based on a finite difference scheme and Shishkin mesh for a singularly perturbed second-order weakly coupled system of two ordinary differential equations with discontinuous source term is presented. In [6] Thompson and Tisdell established existence results for solutions to BVPs for systems of second-order difference equations associated with systems of second-order ordinary differential equations subject to nonlinear boundary conditions. The authors of [7] suggested a numerical method for solving a class of BVPs for a weakly coupled system of singularly perturbed second-order ordinary differential equations of reaction-diffusion type. The existence of solutions to the studied second-order system, including the approximation of solutions via finite difference equations has been discussed in [8] [9] [10] .
The sinc method is a highly efficient numerical method developed by Frank Stenger, the pioneer of this field, people in his school and others [11] , and it is widely used in various fields of numerical analysis such as interpolation, quadrature, approximation of transforms, and solution of integral, ordinary differential and partial differential equations [11, 12] . In [13] a sinc-collocation method for solving linear two-point boundary value problems for second-order differential equations with mixed boundary conditions is presented. Recently there has been work on applications of the sinc method published in the literature; for instance, see [14] [15] [16] [17] . There are several reasons for approximating by sinc functions. Firstly, they are easily implemented and give good accuracy. It is known that the sinc-collocation method with n collocation points converges at the rate of exp(−k √ n) with some k > 0 under certain conditions [17] . Secondly, approximation by sinc functions handles singularities in the problem. The effect of any such singularities will appear in some form in any scheme of numerical solution, and it is well known that polynomial methods do not perform well near singularities. Finally, such approximations yield both an effective and a rapidly convergent scheme for solving the problem and circumvent the instability problems that one typically encounters in some difference methods [18] .
In the present paper, we apply the sinc-collocation method for solving problem (1) and (2). Our method consists of reducing the solution of Eq. (1) to a set of algebraic equations by expanding u 1 (x) and u 2 (x) as sinc functions with unknown coefficients. The properties of the sinc function are then utilized to evaluate the unknown coefficients.
The sections of this paper are organized as follows. In the next section we describe the basic formulation of the sinc function required for our subsequent development. In Section 3 the sinc-collocation method is used to approximate the solution of problem (1) and (2) . As a result a set of algebraic equations are formed and the solution of the problem considered is introduced. In Section 4 some numerical results are given to clarify the method and a comparison is made with the existing results. Section 5 ends this paper with a brief conclusion. Note that we have computed the numerical results by Maple programming.
Sinc function properties
Sinc function properties are discussed thoroughly in [11, 12] . In this section an overview of the basic formulation of the sinc function required for our subsequent development is presented.
The sinc function is defined on the whole real line, −∞ < x < ∞, by
For h > 0, and k = 0, ±1, ±2, . . . , the translated sinc functions with evenly spaced nodes are given by
The sinc functions form an interpolatory set of functions, i.e.,
If a function f (x) is defined on the real axis, then for h > 0 the series
is called the Whittaker cardinal expansion of f whenever this series converges. The properties of the Whittaker cardinal expansion have been extensively studied in [12] . These properties are derived in the infinite strip D S of the complex w-plane, where for d > 0,
Approximations can be constructed for infinite, semi-infinite and finite intervals. To construct approximations on the interval (0, 1), which is used in this paper, the eye-shaped domain in the z-plane
is mapped conformally onto the infinite strip D S via
The basis functions on (0, 1) are taken to be the composite translated sinc functions,
where
.
Thus we may define the inverse images of the real line and of the evenly spaced nodes {kh} ∞ k=−∞ as Γ = {ψ(t) ∈ D E : −∞ < t < ∞} = (0, 1), and
respectively. The class of functions such that the known exponential error estimates exist for sinc interpolation is denoted by B(D E ) and is defined in the following. 
Interpolation for function in B(D E ) is defined in the following theorem whose proof can be found in [11] .
Moreover, if |F(x)| ≤ Ce −α|φ(x)| , x ∈ Γ , for some positive constants C and α, and if the selection h = √ πd/α N ≤ 2πd/ ln 2, then
where C 2 depends only on F, d and α.
The above expressions show sinc interpolation on B(D E ) converges exponentially [14] . We also require derivatives of composite sinc functions evaluated at the nodes. The expressions required for the present discussion are [19] 
Discretization of problem (1) and (2)
In order to discretize Eq. (1) by using sinc collocation, first of all, we approximate u 1 (x) and u 2 (x) as
It is noted that the approximate solutions u 1 (x) and u 2 (x) satisfy boundary conditions in Eq. (2), since u 1 (x) and u 2 (x) are zero when x tends to 0 and 1. The 2N + 1 coefficients {c k } N k=−N and the 2N + 1 coefficients {d k } N k=−N are determined by substituting u 1 (x) and u 2 (x) into Eq. (1) and evaluating the result at the sinc points:
Obviously by using Eqs. (5) and (8) we have
To compute u 1 (x j ) and u 2 (x j ) we first differentiate Eq. (3) as
Now, by using Eqs. (6) and (8) we get
Similarly by taking the second derivative from Eq. (3) and using Eqs. (7) and (8) we obtain
Substituting Eqs. (8)- (12) in Eq. (1), and evaluating the results at x j , for the first equation of (1) we obtain
Similarly for the second equation of (1) we get
Eqs. (13) and (14) give 2N + 2 nonlinear algebraic equations which can be solved for the unknown coefficients c k and d k by using the well known Newton's method. Consequently u 1 (x) and u 2 (x) given in Eq. (8) can be calculated.
Numerical examples
To validate the application of sinc-collocation method to Eqs. (1) and (2), we consider two examples given in [4] . Our method differs from the method presented in [4] and thus these examples could be used as a basis for comparison. In both examples we choose α = 1/2 and d = π/2 which lead to h = π/ √ N .
Example 1.
Consider the linear system of second-order boundary value problems
. The exact solutions are u(x) = 2(1 − x) sin(x) and v(x) = sin(π x). For this problem Eqs. (13) and (14) generate a linear system of equations.
In [4] , the above problem was solved using 11 and 21 points on [0, 1]. In Tables 1-4 , we report the absolute value of the errors of our method for N = 5 and N = 10 together with the results given in [4] with the same number of points in [0, 1] and the exact solutions.
Example 2. Consider the nonlinear system of second-order boundary value problems where f 1 (x) = 2x sin(π x) + x 5 − 2x 4 + x 2 − 2, and f 2 (x) = x 3 (1 − x) + sin(π x)(1 + sin(x) sin(π x)) + π cos(π x). The exact solutions are u(x) = x − x 2 and v(x) = sin(π x). In Tables 5 and 6 , we compare the absolute values of the errors of our method with N = 10 with the method of [4] with the same number of points in [0, 1] and the exact solutions. Also note that to the best of our knowledge there is only one published paper on the solution of the problem which is discussed in this paper. The authors of [4] for the first time proved the uniqueness and existence of the solution of the model described in this report. They also introduced a numerical method in their work. Thus we could only compare the results obtained using our procedure with those obtained using the technique of [4] .
Conclusion
The sinc-collocation method is used to solve a system of second-order boundary value problems. Properties of the sinc function are utilized to reduce the computation of this problem to some algebraic equations. The method is computationally attractive and applications are demonstrated through illustrative examples. The results obtained show that this approach can solve the problem effectively. The approach can be employed to solve some other important boundary value problems [20] [21] [22] [23] .
