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ABSTRACT
The recognition of specific DNA sequences is fundamental to the central dogma of
molecular biology wherein DNA is transcribed to RNA and RNA is translated to protein. Without
the ability to recognize specific target sties errors in transcription occur that can result in
detrimental mutations and disease. Through the use of molecular dynamics and biophysical
computational methods, it is possible to investigate the interactions between nucleic acids other
biomolecules at the atomistic level. This leads to a physical interpretation of the underlying
mechanics of these crucial interactions. In this dissertation two biomolecules that interact
specifically with the minor groove of DNA have been investigated. DB2277, a dication diamidine,
inserts into the minor groove, recognizing a specific DNA sequence with high specificity. The
combination of shape complementarity and direct contacts between the DNA base pairs aids in its
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ability to distinguish its preferred sequence. Understanding the driving force behind DNA
sequence recognition could aid in the development of transcription sequence specific therapeutics
for the treatment of disease. On a much larger scale, the macromolecule DNA sliding clamp uses
the minor groove as a guide as it diffuses along the DNA backbone. The unique electrostatic
configuration of inner pore allows it to modulate the diffusion. Insight into protein propagation
along the DNA backbone could provide a great understanding into how proteins locate their target
binding sites. Although both of these complexes interact with DNA in two very different ways, it
is the intrinsic nature of the DNA that allows them to do so. It is this relationship which is explored
throughout the dissertation.
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1.1

MOLECULAR DYNAMICS AND NUCLEIC ACID INTERACTIONS

Association with double-stranded DNA
The recognition of specific DNA sequences is fundamental to many critical biological

processes. It is the result of site-specific interactions of DNA binding proteins and can be
modulated by small molecules associating at binding sites (1-3). Proteins and small molecules
recognize their intended DNA sequence primarily through non-covalent interactions and shape
complementarity. The combination between direct (non-covalent interactions) and indirect (shape
complementarity) readout results in extremely high binding specificity (4). Without this
specificity, the genomic material used for DNA replication, and thereby protein synthesis, would
be incorrectly interpreted. Due to the integral nature of binding site recognition to all biological
systems, a better understanding of the protein-DNA and ligand-DNA recognition mechanisms is
highly sought-after goal (4-8).
In addition to site recognition, DNA binding proteins also have to transverse the DNA
backbone (9). Proteins like base excision enzymes and transcription factors locate binding sites for
association and function through facilitated diffusion (10-12). The proteins completely dissociate
from the DNA backbone, freely diffuse in solution, before re-establishing contact with the DNA
several base pairs from the dissociation site. Once re-associated, it can slide along the backbone
for a few base pairs steps before repeating the process. Through a combination of these sliding and
hoping events they transverse large segments of the DNA backbone quickly and efficiently (Figure
1.1A) (11,13). In other cases, like the DNA polymerase-sliding clamp complex responsible for
replication, hopping would be deleterious to the function. Instead, the holoenzyme must remain
attached to the DNA as a cohesive unit as it slides along the backbone and performs its function
(Figure 1.1B)(14,15).
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Figure 1.1 Schematic of the mechanisms used for translocating along the DNA backbone. (A) Proteins can
diffuse along the back bone using a combination of sliding and hopping events were the protein completely
dissociates from the protein before re-associating and continue is search. (B) Other proteins are prohibited
from dissociating, like PCNA and the attached polymerase, and are restricted to 1D diffusional motion.

Developing a method to regulate DNA-protein interactions responsible for biological
processes has been a long outstanding goal (2,16). For example, the over-expression of genes by
transcription factors can cause diseases which are particularly hard to treat. If the gene expression
could be controlled by using a small molecule to block the binding site or distort the DNA so that
it is no longer complementary to the transcription factor, the activities function could be modulated
(17-19). Small molecules can associate with DNA in a variety of modes which makes them
particularly appealing as drug targets (20,21). They can form direct covalent bonds to DNA but
also can associate using noncovalent bonds (21). There are several classes of noncovalent DNAligand binding including intercalation, minor groove binding, major groove binding, and
electrostatic association (
Figure 1.2)(20).

3
Electrostatic Interaction

Intercalation

Major Groove
binding

Minor Groove
binding

Major Groove

Minor Groove

Figure 1.2 Schematic diagram of DNA binding modes.

1.2

Minor groove binding
Of particular interest in this dissertation is minor groove binding. Due to the narrowness

and depth of the canonical B-form DNA minor groove, molecules that target this region can do so
in a highly precise manner (20-22). A specific class of molecules known as polyamides or
heterocyclic dications has been shown to be particularly good at this type of association (23,24).
The conventional representative minor groove binders netropsin and distamycin were first found
in nature (25). Their isohelical shape and positive charge lead to strong association with the minor
groove via shape complementarity and direct DNA interactions (21). Using the characteristics of
these molecules as scaffolds, several other small molecules have been developed for the potential
treatment of bacterial infections, viral infections and cancer (26). Due to their natural specificity,
each of the potential drug candidates can be customized to recognition specific DNA sequences
which makes them highly appealing for the treatment of disease at the genetic level (25,27).
1.3

DNA helical parameters
Not surprisingly, the insertion of a small molecule into the minor groove of DNA causes

several structural changes to the local environment (17,28). DNA can be forced to adopt a
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nonnative conformation that is no longer complementary to its genomic function (17,29). This is
a key feature which makes minor groove binders highly valued as potential therapeutics (30-33).
Therefore, it is important to be able to quantify these changes in order to understand the observed
effects of the minor groove binder to the DNA shape. To aid in the description of the local DNA
environment, helical parameters have been defined to describe the position of the base pairs
relative to each other (
Figure 1.3)(34-37). Both the base pair and base pair step parameters consist of three
rotational and three translational variables. For the base pair parameters, the rotational variables
are buckle, propeller, and opening and the translational parameters are shear stretch and stagger
(35,38). These variables describe the position of complementary bases relative to each other. The
position of one base pair relative to the next along the backbone is defined by the rotational step
parameters, tilt, roll and twist, and the translational step parameters shift, slide, and rise (35,38).
Combining these variables provides a complete description of the position of each nucleoside in
the double stranded DNA sequence relative to the base pairs in its local environment (35-38).
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Figure 1.3 Schematic diagram of the helical parameters of DNA. (36)

Even without small molecule insertion, the helical parameters change while the DNA
performs natural breathing motions. Modulation of the structure at the local level can cause the
DNA to compensate at the global level for the noncanonical conformation (Figure 1.4) (36).
Variation in global structure can influence DNA association and dissociation. For example,
changes to the slide and roll parameters can cause B-form DNA to transform to A form which has
been proposed to be crucial in some DNA-protein interactions (39-41).
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Figure 1.4 Schematic of the effects of helical parameters on the global shape of the DNA helix. (36)

DNA binding is dependent on both the direct association with the target binding sequence
and shape complementarity to the global DNA structure (21). The interplay between these two
driving forces determines the success of the binding event (42). In order to calculate the helical
parameters, the DNA must be studied at the atomic level. Several methods have been employed to
accomplish this including nuclear magnetic resonance spectroscopy (NMR), X-ray
crystallography, and molecular dynamics simulations (36,37). Molecular dynamics (MD) is
particularly well suited for the study of DNA association because it can capture the local variations
in structure at the atomic level as they evolve over time. DNA is a highly mobile biomolecule and
it does not remain in one conformation very long. Therefore, it is advantageous to study DNA
using a technique that can capture the rapidly changing ensemble of conformations. Using
molecular dynamics, the direct binding of a protein or ligand to DNA can be monitored over the
course of a trajectory providing an atomic description of the evolution of the binding event.

7
1.4

Molecular Dynamics
Molecular mechanics has become one of the most versatile tools used to investigate the

atomistic details of biological systems (43-45). Molecular mechanics allows for the simplification
of a system of interest by representing the atoms as spheres connected by springs acting as bonds.
By making this generalization, the internal forces can be calculated using simple mathematical
functions, such as Hooke’s law, for the bonded potential, and the non-bonded interactions are
described using point charge interactions. This simplification works best for large systems in
which the processes are not dependent on electronic motions; the electrons are localized and there
is no breaking or forming of bonds observed (45). A dynamic simulation can be obtained by
calculating the potential, integrating Newton’s equations of motion, and updating the atomic
coordinates (45,46). These steps are repeated until enough sampling is acquired for statistically
meaningful analysis.
One disadvantage of molecular dynamics is that, even with modern computer
advancements, the timescales that can be simulated are less than that of most biological processes.
Currently, simulations are routinely extended into the 100s of nanoseconds or microsecond range.
However, events such as drug binding, major conformational changes and protein folding require
hundreds of microseconds or milliseconds to be completed (44,47,48). In addition to the timescale
disadvantage, during a molecular dynamics simulation only one replica is being simulated at a
time. In an experimental study, many replicas of a system are studied simultaneously. Therefore,
the properties reported are considered an ensemble average (43). Replicas can be simulated in a
several simultaneous molecular dynamics simulations, but the number of replicas will not be as
numerous as that of a bench top experiment. Therefore, the same ensemble average cannot be
determined. Instead, a time average of the conformations observed in the simulation is calculated
(44-46). Given enough time, the system will explore all accessible states leading to the same
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ensemble. Therefore, the time average of the conformations observed in the molecular dynamics
simulation can be related to the ensemble average calculated from the experiment (45). This theory,
called the Ergodic hypothesis, allows for the direct comparison of observations made in molecular
dynamics simulations to data captured in experimental settings (44-46). It is important to simulate
long enough to ensure that an adequate number of conformations are captured prior to drawing
conclusions from a molecular dynamics simulation. The definition for what is long enough will
vary depending on what question being asked in the investigation and is up to the observer to
define.
The resulting molecular dynamics simulation has an abundance of raw data that must be
post processed prior to drawing conclusions from the trajectories. With advancements in computer
hardware such as graphics processing units (GPUs), simulations in the microsecond timescale have
become routine and ensembles of long-timescale simulations can be produced in a fraction of the
time that is used to take with traditional parallelized central processing unit (CPU) methods (4750). With the abundance of raw data produced with these techniques, new methods to analyze the
data must be employed (51,52). With the goal of correlating the observations from computational
studies to the conclusions drawn from experimental results in mind, methods such as adaptive
sampling and Markov state models have been used to overcome the sampling limitations (53-57).
By both sampling longer and starting from several different initial configurations, a more complete
picture of the energy landscape underlying biological processes can be made. From this, a kinetic
description of the process from the atomistic level can be generated which greatly aids to the
overall understanding(53,55-57).
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2
2.1

METHODS

Molecular Dynamics
Molecular dynamics (MD) simulations can provide information on the conformational

change of macromolecules and, with enough sampling, provide insight into the kinetic and
thermodynamic properties of such changes (43-45). MD can also elucidate reaction pathways for
ligand docking, provide energetic data for potential drug candidates, and clarify results on a
timescale at an atomistic level that is otherwise unattainable (43-45). Molecular dynamics
simulations are initiated from experimentally determined atomistic coordinates. These can be
generated from X-ray crystallography, nuclear magnetic resonance spectroscopy (NMR), electron
cryomicroscopy (CryoEM) or homology modeling (45,46). Once suitable coordinates are
obtained, the system is minimized moving the atomic coordinates down the potential gradient
defined the MD forcefield in order to remove distortions and steric clashes (45,46). To initiate the
simulation, the initial velocities are randomly selected from the Boltzmann distributed at the
simulation temperature (45,46).
2.1.1

Molecular Dynamics Forcefield
In order to produce accurate yet tractable simulations of atomistic interactions, a function

must be defined that adequately describes the potential energy surface (PES) of the system (46).
Due to the complexity of the systems being studied and the limit of the available computational
resources, the electronic motions of the system are ignored, and the energy of the system is
calculated as a function of the nuclear positions (46). In most cases, the terms of the potential
energy function are additive: bonded atoms are defined by the bonds, bond angles, and dihedral
angles they make with the two, three, and four atoms adjacent to them respectively (45). The
electrostatic interaction of nonbonded atoms is calculated as the sum of interactions between point
charges using Coulomb’s Law and the dispersive-repulsive potential is modeled by using the
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Lenard-Jones function (46). Using this set of terms, a molecular dynamics forcefield dependent
++⃗, that approximates the potential
only on the 3-dimensional atomic coordinates of the system, *
energy can be defined as:
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(2.1)

Where 2 represents a force constant, equilibrium values are denoted by the naught
subscript, 9 is the position of the atom, 93U is the interatomic distance between atoms and ]
represents atomic charge. The forcefield is comprised of two groups of terms, the bonded terms
(bonds, angles, torsions and improper torsions) and the non-bonded terms (van der Waals
interactions and electrostatic interactions) (45,46). The bonded terms, with exception to the
torsional parameter, are defined using Hooke’s Law which is a good approximation of the Morse
potential for well-behaved systems (46). The torsional potential is represented by a sum of cosine
functions that, when added together, simulate the energy profile of the rotation around the bond
(46). Each cosine function can be modeled to fit part of or the whole energy profile by altering the
parameters, 23D5E=356 =

cd
<

where e6 is the barrier height, K the multiplicity, and M the phase factor

(46). MD forcefields ignore the contribution of electrons and the nonbonded terms are based only
on atoms represented as point charges surrounded by a soft van der Waals sphere (45). The van
der Waals potential is described using the Lennard-Jones equation with parameters X and T
representing the interparticle distance at which the potential is zero and the potential well depth
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respectively. The direct interparticle interaction of the point charges is calculated using Coulomb’s
law with T; as the permittivity of free space constant.
The parameters in equation (2.1) are determined from a number of sources. The force
constants for bond stretching and bond angles can be derived from spectroscopic data or quantum
mechanical (QM) optimization (45,46). Equilibrium values are computed using ab initio
techniques (46). The Lennard-Jones parameters are optimized using QM PES for atom pairs and
atom charges are fitted using the restrained electrostatic potential (RESP) method (58,59) .
There are several research groups that dedicate their efforts to improving and maintaining
forcefields. The most commonly used forcefields in molecular dynamic simulations include
CHARMM, GROMACS, and AMBER (46,60-63). Each forcefield is slightly different from the
next with the main variations occurring in the derived forcefield parameter. They are frequently
updated to improve the fidelity of the calculated constants with respect to experimentally
determined results. Furthermore, as computation power improves and simulation time becomes
routinely longer, new errors are discovered resulting in the necessity to modify the forcefields to
produce accurate results. The choice of forcefield to use is up to the user each exhibiting slightly
different areas of expertise.
2.1.1.1 Handling of Nonbonded Interactions
The nonbonded terms of the potential energy function are the most computationally
expensive to compute because there are potentially f(K< ) nonbonded interactions in a system of
K atoms. The calculation of these terms can become computationally prohibitive as the system size
increases and quickly becomes the bottleneck of the potential energy calculation. From equation
(2.1) it is clear that the Lennard-Jones component of the nonbonded term decays rapidly as the
atom pairs separate (9g[ ). Therefore, the calculation of the van der Waals interactions can be
truncated at a cutoff and smoothed using a simple correcting term (46). However, electrostatic
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interactions do not decay rapidly (9gZ ) and long-range interactions have been proven to play an
important role in structure and stability of protein and macromolecular complexes as well as in
association dynamics and therefore cannot be neglected (45,64). When periodic boundary
conditions are imposed, the Columbic interaction of a system is expanded to include atoms in each
periodic image and can be expressed as (65,66):
6pqrst

-i5AjO43k = 1 1 ′
o

3uU

]3 ]U
4^T; m3U,o

(2.2)

where o, is the index of the periodic copy of the system. For cubic systems, the images would be
located at ov, where o = (KZ wx, K< yx, Kz {̂ ) and v is the box size length. The prime on the
summation indicates that the Columbic potential is only calculated for atoms separated by at least
three bonds in the same molecule or for atoms in different molecules which is standard
implementation for most forcefields (45,46). Using a simple distance cutoff for the calculation of
the Coulombic term would not only eliminate crucial energetic information but also it would cause
energetic discontinuity resulting in an unstable simulation. The particle mesh Ewald (PME)
method is used to overcome this limitation by splitting the Coulombic term into three rapidly
converging terms: the direct sum, reciprocal sum, and self-interaction correction (66,67):
6pqrst
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(2.3)

The direct sum describes the short-range electrostatic potential. Each pair of point charge
interactions is represented by a sum of point charges screened by a Gaussian charge distribution
of the same magnitude but of opposite sign centered at the particle position. This insures that the
interaction will decay rapidly and, therefore, a short-range cutoff can be used to truncate this
calculation (typically between 8Å to 12 Å) (67,68). By applying the cutoff, the overall number of
calculations are reduced, resulting in a net increase in computational efficiency:
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Ewald parameter, which modifies the strength of the charge screening.
The reciprocal sum is introduced to compensate for the extra charge density added to the
system. A Gaussian charge distribution of the same magnitude and same sign is centered at the
particle position and solved for using a grid representation and a Fourier transform:
Ö
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where â is the unit cell volume. é(ä) is the structure factor:
6pqrst
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where ä is the reciprocal lattice vector. é(ä) can be approximated by:
é(ä) ≅
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where í is the charge matrix built from the charge grid with the same dimensions as the unit cell,
2Z , 2< , 2z . û(í) is the Fourier transform of the matrix í. Due to the computational advancements
made in solving Fourier transforms, the reciprocal sum becomes a f(K log K) calculation, greatly
reducing the computational expense compared to the original f(K< ) problem. The final term, the
self-interaction sum, corrects for the self-interaction introduced in the reciprocal sum term.
-=BA} =

−Å
√^
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(2.9)
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Combining these terms results in a particle mesh Ewald representation of the Coulombic
potential defined as (47,66,67):
6pqrst
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The direct and self-interaction sum can be solved as written. After applying the Fourier
transform to the reciprocal term, it is interpolated back to the charge grid (65). From here, the force
can be determined by differentiating the three terms separately.
Simulation Environment
Molecular dynamics simulations can be run in any number of environmental conditions.
The earliest MD simulations were performed in vacuo, without any added solvent, but for many
biological systems solvation interactions and electrostatic screening play crucial functional roles
necessitating the addition of water to the system (44,45). The addition of water molecule and ions
can be accomplished using either an implicit solvent model or explicit solvent model. In an implicit
solvent model, the atoms comprising a water molecule are not uniquely defined, but the
environment around the structure of interest is altered to mimic the effect of bulk water (46,69).
This can increase the computational efficiency of the system. In most simulations, the number of
water molecules outweighs the number of solute atoms therefore, this model is useful in
experiments were the direct mediated interactions between the water and solute are not important
to the dynamics. In explicit water models, each water is defined by atoms and the direct
relationship between water and solute can be studied. Although this increases the number of
calculations to be performed at each step, it adds greater detail to the dynamics of the system.
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There are numerous atomistic models of water developed that seek to increase the
efficiency of calculating the dynamics while accurately reproducing the bulk prosperities of water.
The most commonly used water model is TIP3P (70). In the TIP3P model, all atoms of the water
molecule are rigidly bonded. This eliminates many degrees of freedom that the tri-atom system
would otherwise experience and allows for the modulation of behavior using the third bond as a
tuning parameter to fit bulk properties. Additional models for water include TIP4P, TIP5P, and
SPCE (45,46,70). Each of these models are slightly more complex than the last which increases
the accuracy of the bulk water properties. In this dissertation the TIP3P water molecule is used
exclusively.
The simulation environment is usually confined to a unit cell which contains the molecule
of interest and the water model if desired, and any ions added to mimic experimental conditions.
The unit cell is most commonly cubic in shape, but it is not limited to this; other popular shapes
including truncated octahedron and rhombic dodecahedron (44-46). It is then replicated in a crystal
lattice structure such that the central unit cell is bordered by copies of itself on all sides. The
periodic boundary condition insures that all simulated atoms are surrounded by neighboring atoms.
In a simulation with periodic boundary conditions imposed, the interactions for atom ñ are
calculated to the closest atom °, where atom ° can be contained within the original unit cell or an
image of itself in an adjacent cell.
2.1.2.1 Ensembles
Although not technically part of the dynamics, a necessary part of the molecular dynamics
simulation is energy minimization (45). Given the potential energy function defined in equation
++⃗/ where *
++⃗ are the coordinates of
(2.1), minimization seeks to find the global minimum of -.*
atoms of the system. This becomes a nonlinear optimization problem with the number of variables
equal to three times the number of atoms in the system (45,46). Due to the large number of

16
independent variables, it is generally impossible to find the global minimum for a biological
system. Furthermore, minimization cannot be used to adequately sample the conformational space.
However, it can be used to refine the starting coordinates of the system and correct flaws that could
be present that would skew the dynamic simulations, such as distorted torsions or steric clashes.
The most common methods used to solve the nonlinear optimization problem are the steepest
decent and conjugant gradient algorithms both of which use first order derivatives of the function
to “walk down” the slope of PES (46). The result of both of these methods is to find the nearest
minimum to the starting structure; the local minimum. From here, a molecular dynamics
simulation can be initiated with the aim to transverse the PES starting from this coordinate space.
Molecular dynamics simulations are typical preformed under the microcanonical ensemble
(NVE) the canonical ensemble (NVT) or the isothermal-isobaric ensemble (NPT) with N, V, P, T,
and E representing number of particles, volume, pressure, temperature and energy respectively
(45,46). The microcanonical ensemble is appealing because the energy of the system is conserved
but most molecular dynamics simulations are run using the NVT or the NPT ensembles. In the
NVE ensemble, the fluctuations of the particles can cause instantaneous variations in temperature
and pressure, thus making it hard to relate the simulation results to experimental data. Most
experimental studies for biological systems are done with a constant number of particles and at
constant temperature and at either constant volume or pressure. Therefore, the NVT and NPT
ensembles can be used to mimic experimental conditions more exactly than the NVE ensemble
(46). There are several computational advantages to the NVT ensemble, and it is frequently used
while heating the system from 0K to experimental temperatures prior to simulating production
simulations in the NPT ensemble.
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2.1.2.2 Force Integration and Trajectory Accumulation
In the simplest terms, molecular dynamics simulations are an iterative calculation of
instantaneous forces felt by a molecular mechanics system with a potential defined by a force field.
The atoms in the molecular mechanics system moves as a result of these forces according to
Newton’s equations of motion.
For an atom ñ, at position, 93 , with mass ò3 , the momentum of the particle, ¢3 , can be
defined as:
Ü93
¢3
=
Ü#
ò3

(2.11)

The instantaneous force felt by the atom as a result of the interaction with the other particles
in the system can be calculated as the negative gradient of the potential energy of the system with
respect to the atomic coordinates (46):
++⃗)
Ü-(*
Ü< 93 (#)
£3 = −
= ò3
Ü93
Ü# <

(2.12)

By integrating these equations and collecting instantaneous snapshots of the positions, a
trajectory of the particle can be generated. This approach is applied to all atoms in the system.
There exist several numerical approximations for solving second-order differential equations like
equation (2.12), but the one most commonly used in molecular dynamics is Verlet algorithm
(71,72). The positions of the atoms are determined at discrete time intervals, §#, called a time step:
9` (0), 9` (§#), 9` (2§#), 9` (3§#)

(2.13)

Consider the fourth order Taylor series expansion about 9(#) for the forward and reverse
system evolution:
9(# + §#) = 9(#) +
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9(# − §#) = 9(#) −
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where f is the order of magnitude for higher terms in the Taylor series. Combining equations
(2.15) and (2.17) and moving the 9(# − §#) to the right-hand side of the equation yields:
9(# + §#) = ™9(#) − 9(# − §#) +

£(#) <
§# + f§# ß
ò

(2.18)

Equation (2.18) shows that the position of the atoms at time # + §# can be determined using the
position and force of the atoms at time # and the position of the atoms one timestep prior (# − §#).
++⃗).
The forces at time # are computed by taking the negative gradient of the forcefield £ = − ∇U(*
The accuracy of the equation is dependent on the term f§# ß . As the timestep §# decreases, the
accuracy of the integration increases. Therefore, it is important to choose a timestep that will
capture the molecular motions of the system. An overly short timestep will necessitate and
unrealistic number calculations to be completed, thus decreasing the computational efficiency of
the simulation, an overly long timestep will cause unrealistic behavior of the atoms due to the
f§# ß error term, resulting in failed calculations or unusable data (46,73). Generally, a timestep of
1fs, 1/10 of the timescale of hydrogen bond vibrations, is used when propagating the system.
It is obvious that one way to decrease the time required to collect molecular dynamics
simulation data would be to increase the time step used in the Verlet algorithm. Timesteps much
greater than 1fs cannot be used because they cause instability in the propagation. To overcome this
limitation, the algorithm SHAKE is used, whereby constraints are imposed on the bonds or angles
that exhibit the highest frequency motions (74). Usually the restraints are imposed on bonds
involving hydrogen within the system because the frequency of hydrogen bond stretching is much
higher than other motions. By removing the highest frequency motion, a 2fs timestep can be used
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in the Verlet algorithm without introducing instability in the system. In all simulations presented
in this dissertation, a 2fs time step with SHAKE imposed is used for production simulations.
Accelerated Molecular Dynamics
In some cases, the complete phase space of biologically relevant processes is not able to
be sampled using traditional molecular dynamics simulations. The timescales involved in sampling
transitions between two conformational spaces are too large to be sampled directly. In these cases,
enhanced sampling techniques can be used to overcome the barriers between states. One way to
enhance the sampling of the system is to alter the PES of the simulation in order to increase the
probability of crossing high energy barriers. Accelerated molecular dynamics (aMD) seeks to alter
the PES of the system by raising the low energy wells thus decreasing the energy needed to cross
the high energy barrier to another low energy conformation (57).
In an aMD simulation, if the simulation falls below a threshold energy, ≠, a boost potential
++⃗/ (57):
is added to the original potential to produce a modified potential energy surface, - ∗ .*
++⃗/ = -.*
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As shown in figure Figure 2.1 below, the threshold parameter, ≠, controls which portion
of the PES is altered. The tuning parameter Å, shown in purple dotted lines, adjusts the resulting
shape of the modified potential energy surface. Larger values of Å results in a PES more like the
original surface (dark purple dotted line). Decreasing Å, shown in increasing lighter shades of
purple, increases the boost of the system and thus increases the probability of crossing high energy
barriers. Increasing Å too much will result in a flatter surface below the threshold, ≠. If there are
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local minimum below ≠, the details in the lower energy portion of the surface will be lost. The
acceleration parameter Å cannot be set to 0 because it will result in a discontinuous PES, creating

#(")

areas where the potential is not defined below the threshold, ≠.

E

"

Figure 2.1 Schematic of accelerated molecular dynamics potential energy surface modification

The boost potential can be applied to the torsional potential only, the total potential, or to
the total potential combined with an additional boost to the torsional potential, with each
combination being a greater level of boost. The parameters ≠ and Å are determined from the
average total potential energy and the average dihedral potential energy calculated from a short,
unbiased molecular dynamics simulation prior to the application of aMD. Both parameters can be
adjusted to increase or decrease the boost in the aMD simulation. The advantages of using aMD
over other types of enhanced sampling techniques is that there is no need for a reaction coordinate
to be defined a priori and the original free energy landscape can be recovered by using a relatively
easy reweighting procedure (57).
2.2

Statistical Analysis
In addition to observing the trajectory itself, it is often desirable to explore the macroscopic

properties of the system by using the microscopic details of the simulation. Statistical mechanics
helps content the microscopic observables to the macroscopic phenomena. This helps bridge
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thermodynamic properties to the time dependent motions of the N-body system captured in the
molecular dynamics simulation (45,46).
Analyzing every frame created from the simulation individually is unfeasible and it
becomes necessary to use additional tools to direct the investigation. It is relatively easy to extract
features such as the root-mean-squared deviation (RMSD) of the coordinates and time dependent
energetic values, but these properties might not offer details about the inherent relationships among
the molecular configurations in the trajectory (75). Statistical analysis methods are employed to
gain clarity from the raw data by highlighting the relationships that are not readily observable to
the human eye. These methods can simplify the data and help the investigator identify the crucial
elements that can then be more thoroughly investigated.
Two commonly used statistical methods are clustering and dimension reduction (76,77).
Clustering seeks to group like objects together. In molecular dynamics, clustering refers to the
grouping of like images from the trajectory by using the distance between pairs of frames. There
are several types of clustering methods which are useful in different cases. For example, k-means
and hierarchical clustering will produce an exact number of clusters defined by the user where as
DBSCAN and spectral clustering methods use features of the data to produce a clusters the number
of which is not known a priori (76). Dimension reduction seeks to reduce the number of
dimensions describing a trajectory. Molecular dynamics simulations are high-dimensional systems
and analyzing the trajectory in the N-dimensional space can be a challenging task. By reducing the
number of dimensions describing a system, the investigator can focus on the key underlying
features of the overall motion (77,78).
In addition to statistical methods applied directly to the data set, other methods such as
Markov state model generation seek to extrapolate beyond the simulation (50,54,55,75). Even with
current advancements, trajectories barely reach biomolecular timescales. It would be advantageous
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to be able to predict the long timescale statistical dynamics from shorted, more tractable
trajectories. Using Markov state models, the kinetic information from several short simulations
can be used to build a stochastic model that is able to describe the statistical dynamics on the
biomolecular timescale (50,54,55,75).
Clustering
Clustering refers to any method that is used to group like objects together. In a molecular
dynamics trajectory, the frames produced can be grouped into like clusters. In order to perform
clustering analysis, a function that defines the distance between frames must first be defined.
Frames that are closer together are more similar to each other than other frames in the trajectory
and are put the same cluster. The function that defines the distance between frames can be defined
by any parameter of interesting including: the RMSD of the solute, the distance from a center of
mass of the solute to a fixed point, or even a pseudo-dihedral angle between four center of mass
positions. The choice of distance function is relative to the question being asked by the observer
and must be carefully chosen in order to represent the property under investigation. Ideally, the
algorithm will partition the data into different clusters with moderate user input in order be an
unbiased way of determining significant relationships between the ensemble of conformations
sampled.
2.2.1.1 k-means clustering
One of the most commonly used clustering protocols is the k-means algorithm (79). It is
frequently chosen by users as a first choice when doing clustering because of its simplicity. It aims
to split the individual observation into k clusters; the number of clusters k is the only variable that
needs to be defined by the user. To begin, the algorithm takes an initial guess and assigns k-cluster
centers arbitrarily. Each observation is then assigned to the cluster center that is “nearest”, defined
by the least squared Euclidean distance. After all the observations are assigned to their nearest
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centers, the centers are recomputed as the mean of all data positions in the cluster. The observations
are then reassigned to the new centers. This iterative process is repeated until the centers no longer
change or until a stopping criterion is met (i.e., the sum of the distances is minimized, or a number
of iterations is met).
2.2.1.2 Hierarchical clustering
In hierarchal clustering, the user has a more choices than in k-means clustering but the
algorithm still seeks to define a user determined predefined number of clusters. The analysis builds
a hierarchy of clusters either in a “bottom up” or a “top down” approach (80). The “bottom up”
approach is called agglomerative hierarchical clustering, where each observation starts in its own
cluster and pairs of clusters are merged as the algorithm moves up the hierarchy. In a “top down”
approach, called divisive hierarchical clustering, all observations start in one cluster and are
separated into individual clusters as the algorithm moves recursively down the hierarchy. The user
also has the choice of metric to use which will determine the dissimilarity between observations.
For molecular a dynamics simulation, Euclidean distance between RMSD values is a commonly
chosen metric. In addition to the metric, the user has the choice of linkage methods which defines
the distance between two clusters. Varying the metric and linkage will change the shape of the
clusters produced (76,80). Several rounds of clustering may need to be performed in order to
optimize the parameters for hierarchical clustering.
2.2.1.3 Density-based clustering
The number of clusters into which a data set should be partitioned is not always
immediately obvious to the observer. In these cases, a clustering method is needed that can separate
the observations without the user defining the number of clusters beforehand. The density-based
spatial clustering of applications with noise (DBSCAN) method does just that (81). Give a set of
points, points that are densely packed together with many neighbors are put in one cluster while
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outliers are defined as observations in low density regions with nearest neighbors far away. In the
DBSCAN method, the user has three parameters to define, epsilon, minimum number of points,
and the distance function. The distance function is the same as discussed in the previous clustering
methods and is usually Euclidean distance in this case as well. The epsilon and minimum number
of points determine the size of the resulting clusters. The minimum points parameter is the usually
chosen to be the twice the number of dimensions of the data (76). Epsilon specifies how close
points should be to each other to be considered a cluster. If the epsilon value is set too small, then
a large component of the data will not be clustered as it will be considered outliers (76,81). If the
epsilon value is set too large, then all the data will be put in the same cluster. An elbow plot can
be constructed to help the observer determine the optimal value for epsilon. A main advantage of
DBSCAN is that observations that do not fall within the parameters of epsilon and minimum points
are defined as outliers and are not assigned to any of the clusters.
2.2.1.4 Spectral clustering
All clustering methods seek to assign like objects into groups in order to identify distinct
groups in a dataset. Effectively this reduces the number of observations the investigator need focus
on. However, it is difficult to cluster large data sets and methods such as k-means, DBSCAN, and
hierarchical clustering cannot process all the data at the same time. To overcome this limitation, a
subset of the data is clustered and then the remaining data is assigned to the closest cluster after
the cluster centers are determined. This is not always the best practice because it necessitates large
portions of the data to be excluded from the initial clustering. One method that has been developed
to overcome this limitation is spectral clustering (82,83). The initial input for spectral clustering is
a similarity matrix, ≥, which can be generated from pairwise distances, transition probabilities, or
similarity score matrix (83,84). Values ≥3U ≥ 0 represent the degree of similarity between
observations ñ and °. From this matrix, the eigenvectors and eigenvalues are calculated such that
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≥® = ¥®. The eigenvectors of the matrix are sorted by their eigenvalues and the top K
eigenvectors are chosen to relevant represent the most dominate underlying dimensions of the data
set. Each observation is then defined by a feature vector of size 1 × K. From here, any of the
previous discussed can be used to crisply cluster the data into K clusters.
Another option for the clustering of the data after the eigenvectors are identified is to use
a “fuzzy” clustering algorithm to assign membership values to the clusters (84). In this way, the
data points are not strictly assigned to one of the K clusters. Examples of this type of clustering are
fuzzy k-means which employees the same principals as the k-means method but with the added
membership value, and robust Perron cluster cluster analysis (PCCA+) (84). PCCA+ uses the
simplex structure of the eigenvectors to assign the data to vertices of a K + 1 simplex. This method
is particularly appealing when clustering the microstates of a transition probability matrix into
macrostates in Markov state model generation (85).
Dimension reduction
Time series analysis for biological systems produce high-dimensional data sets. Analyzing
the data in the high-dimensional space is a formidable problem and it is usually simpler to reduce
the number of variables before preforming data mining algorithms. Usually the observations from
the original data set can be well described by a subset of the underlying variables (86,87). The
dimensionality reduction can be accomplished by preforming feature selection or by feature
projection. In feature selection, a subset of variables from the original data set are extracted and
used to build a model of the data. In feature projection, the data is transformed from highdimensional space to one of fewer dimensions. Generally, this is performed by a series of linear
transformations as in principal component analysis (PCA) or independent component analysis
(ICA) but in some cases the reduction can be accomplished using nonlinear transformations
(87,88).
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2.2.2.1 Principal Component Analysis
The most widely used dimension reduction technique is principal component analysis
(PCA) which utilizes information from the molecular dynamics performed under physiological
conditions and thereby retains much of the original dynamics (89-91). PCA seeks to extract
significant motions (essential dynamics) from the simulation using statistical analysis. Not all
motions seen in simulation data are necessary for understanding long time scale conformational
changes (89,90). PCA reduces the dimensionality of a data set of correlated variables while
retaining as much of the variation as possible. In high-dimensional data sets, it is not practical to
look at the variance between all the covariances. Therefore, PCA maximizes the variance in the
data while minimizing the projection error. By doing this the majority of the functionally relevant
dynamics can be captured by relatively few modes resulting in significant dimension reduction.
To compute the principal components (PC) from a molecular dynamics simulation, it is
first necessary to calculate the covariance matrix for each pair of parameters. Covariance is a
measurement of the correlated motions between pairs of residues; a positive value indicating
correlated motion and a negative value indicating anticorrelated motion. These motions are
typically weighted by atomic mass, although a non-weighted analysis can also be employed. Let
9(#) ∈ ℝ∑ be a vector of parameters where ℝ∑ is a subset of the phase space Ω and # is an integer
from {1. . N} representing the time step. The vector 9(#) can be any variable that describes the
system, for example, the Cartesian coordinates of the Ca within a protein or the dihedral angles of
the protein backbone. The covariance matrix, º Ω , is defined as follows:
Z

Z

9
Ä3U
= 〈ø3< (93 − 〈93 〉)øU< (93 − 〈93 〉)〉

(2.21)
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Equation (2.21) is covariance between two parameters ñ, ° weighted by the atomic weights. º 9 can
be diagonalized with an orthonormal transformation matrix … whose columns are the eigenvectors
(principal modes) of

9

and eigenvalues (lx) can be determined via equation (2.23):
À Ã ºÀ = Õ = ÜñŒœ(¥Z , ¥< , ¥z , … , ¥7 )

(2.23)

The first eigenvector points in the direction of the first PC and has the largest eigenvalue
and is therefore the most dominant low frequency motion in the system. The second eigenvector
has the second greatest eigenvalue and is the second most dominant low frequency mode, the third
eigenvector has the third greatest eigenvalue, and so on. After the eigenvectors have been
computed, the PCs of interest can be projected back onto the trajectory by:
¢(#) = À – (9(#) − 〈9〉)

(2.24)

where ¢(#) is the projection at time #.
It has been shown that the first few (generally less than 5) PCs generally describe the major
conformational motions of the protein and are referred to as the essential dynamics. However,
there is no guarantee that the large-amplitude motions are associated with slow transitions of the
protein. Therefore, it is also important to visualize the higher order PCs to determine if other global
motions are being captured as higher order components.
2.2.2.2 Time-Lagged Independent Component Analysis
Another way to overcome the limitations of principal component analysis is to use
statistical means to extract the independent components (ICs) of a system rather than principal
components. It has been shown that the most relevant protein motions are not necessarily
associated with the large amplitude motions captured by PCA and that using time-lagged
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independent component analysis (tICA) is better suited at capturing the slow modes of protein
dynamics (92-94). tICA seeks to maximize the time lagged autocovariance under the constraint
that the autocovariance is uncorrelated. In addition to being a powerful tool for extracting slow
order parameters, it has also been shown that tICA finds an optimal approximation to the
eigenvalues and eigenfunctions of the Markov operator via the variational approach (94). Consider
a 9(#) ∈ ℝ∑ be a vector of parameters with t being an integer from {1. . N} representing the time
step. To reduce the dimensions of the conformational space, a new coordinate system “ ∈ ℝ” is
sought as a linear transformation of 9 such that the following two properties are fulfilled: (1) “ are
uncorrelated (2) the autocovariances of “ at a fixed lag time ‘ are maximal (92-94). This is
accomplished by first calculated the time-lagged covariance matrix of the mean free data by:
m(#) = m̃ (#) − 〈m̃ (#)〉D
E
Ä3U
(‘) = 〈m3 (#) mU (# + ‘)〉D
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where ‘ is the lag time.
In the limit of good statistics, the matrix in equation (2.41) is assumed to be symmetric the
dynamics being studied are reversible. The elements º÷9 (‘) are time-lagged autocovariances along
the diagonal, when ñ = °, and time-lagged cross covariances elsewhere, when ñ ≠ °. If the matrix
is not symmetric, then symmetry must be enforced. With the time-lagged matrix defined, tICA
seeks a transformation matrix, ÿ, that when applied to º÷9 (‘) fulfills two properties. This is
accomplished by solving the generalized eigenvalue problem:
⁄ (‘)
ºE (‘)ÿ = ºE (0)ÿŸ

(2.28)

29
where

€ is

the

transformation

matrix

with

elements

ÿ = [‹3 , . . , ‹7 ]

and

⁄ (‘) =
Ÿ

ﬁZ (‘), … , ¥ﬁ7 (‘)) is the matrix of autocorrelations. The independent components can then be
ÜñŒœ(¥
sorted according to the magnitude of their autocovariance, ¥⁄ﬂ (‘), which is also their eigenvalues.
The IC’s with the largest autocovariance are the dominate motions and the first ò motions are
chosen to describe the dynamics of the system, thus reducing the dimensionality of the trajectory.
The original coordinate system 9 can then be transformed to the coordinate system “ by:
“– = 9– ÿ

(2.29)

Solving the eigenvalue problem presented in equation (2.42) is nontrivial because the
matrixes º E (‘) and º E (0) are correlated. Therefore, in order to solve this equation, the AMUSE
algorithm is used (94). First, PCA is used to convert the raw data to mean-free data, 9(#), with
principal components ‡(#), as discussed above. The principal components are then normalized
‡· (#) = Õ gZ ‡(#) and the symmetrized time-lagged covariance matrix of the normalized PC’s is
„

computed: º ′‚
÷ =

Z
<

„

„

„

‚ Â
‚
‰º ′‚
÷ + (º ′÷ ) N. From here, the eigenvalue decomposition of º ′÷ can be

computed, obtaining eigenvector matrix Ê which can be used to project the trajectory ‡· (#) onto
the dominate eigenvectors to obtain “(#). The AMUSE algorithm because property (1) and
property (2) do not have to be solved for simultaneously (94). By using the PCA to first whiten
the data, property (1) is fulfilled because the trajectory is both decorrelated and normalized (‡· (#)).
Performing the eigenvalue decomposition on the ‡· (#) trajectory produces a unitary matrix which
maximizes autocovariances and satisfies property (2). The AMUSE algorithm can be summarized
as the following transformations (94):
“– (#) = 9– (#)ÿ = 9– (#)ÀÕgZ Á

(2.30)
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Markov State Models
Statistical analysis methods are not only used to simplify the data set but also can be used
to extrapolate beyond the timescale simulated using probability theory. Even with current
computational advancements and forcefield integration techniques, it is still challenging to reach
biologically relevant timescales with molecular dynamics simulations. Additionally, even if the
relevant time scale is reached, the statistics captured would be limited. The investigation into
conformation dynamics is still critical to understanding the function of biological systems. The
pathways connecting the intermediate states and conformations describe the entire phase space of
the transition and studying the kinetics of these transitions involves partitioning the space in to
discrete kinetic states. In this way, the long-lived, “metastable”, states can be identified (95,96).
The biomolecular function depends on the probability of transition between the metastable states
which can be directly related to the kinetics of the system using the memoryless Master equation
(97):
ÜË(#)
= Ë(#)È
Ü#

(2.31)

with Ë(#) ∈ ℝZÍO defined as the probability vector at time # for each of the ò states and È ∈
ℝO×O rate matrix. The off-diagonal elements of È, ô3U , are the rate of transition between state ñ
and state °. The diagonal elements are defined as ô33 = − ∑Uç3 ô3U to ensure mass conservation.
Recently, Markov state models (MSMs) have been employed to predict the long timescale
statistical conformational dynamics of systems using numerous short molecular dynamic
simulations (95-98). MSMs are a convenient way to overcome the sampling problem in molecular
dynamics because they are generated from a large number of shorter trajectories rather than one
long trajectory, thus increasing the ensemble sampling while also being able to predict both
stationary and kinetic quantities at future timesteps.
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Markov models are a network of conformational states defined using a transition
probability matrix which is a mathematical representation of the probability of exchange between
microstates. The microstates that define MSM models are defined based on kinetic criteria rather
than geometric criteria which makes the identification of boundaries between free energy basins
and dynamic processes possible (95-98). In addition to providing a network of conformational
states, Markov models also provide a description of the underlying free energy landscape that
ultimately determines the systems structure and dynamics at longtime scales (95-98). The
transition matrix of an MSM can be related to the memoryless Master equation at discrete
timesteps # = 2‘ by:
Ë(2‘) = Ë(0)Ïõ (‘)

(2.32)

For equation (2.32) to hold true, the dynamics must be memoryless at lag time ‘; the state
of the system at time step # + ‘ depends only on the state at time # not on any other state in the
history. The discrete system can then be related to the kinetics by:
Ï(‘) = ~ ÷È

2.2.3.1 Generation

Figure 2.2 Schematic of the steps taken to create a Markov state model

(2.33)
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To construct a Markov state model, the trajectory data must first be discretized into
microstates from which the transition probability matrix can be constructed. The most obvious
clustering method is to group frames together that have similar RMSD values when compared to
a reference structure because it is assumed that there exists a low kinetic energy barrier between
structurally similar states. Order parameter clustering, such as hierarchical agglomerative
clustering using RMSD to a reference structure, has limitations because it can produce “overlaps”
in the distributions were two frames have similar RMSD values but belong to two different states
(75). This results in false transitions between states and lower than experimental kinetic rates. It is
therefore beneficial to transform the trajectories to lower dimensions using PCA or tICA prior to
clustering (77,94-96,98). This allows for the isolation of domination motions which are more likely
to be associated with slow transition. Dimensionality reduction also removes the noise associated
with faster motions which cause order parameter overlaps.
After the clustering method is chosen and the microstates are created, the transition count
matrix, Ì, whose elements Ó3U , are the number of times state ñ transitions to state ° is created and
symmetrized:
Ì =ÔOO =

Ì + Ì–
2

(2.34)

The transition probability matrix is then formed by normalizing each row of the symmetrized
transition count matrix:
=ÔOO

3U =

Ó3U

∑U Ó3U=ÔOO

(2.35)

The elements of the transition probability matrix, 3U , represent the probability of
transitioning from state ñ to state °. To relate the transition probability matrix to the kinetics of the
system, a lag time, ‘ has to be chosen that ensures that the system is memoryless. The eigenvalue
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decomposition of the transition probability matrix at varying lag times, ‘, can help determine the
point at which the system reaches Markonivity.
Ï(‘) = ¥Òﬂ (‘)Ú3

(2.36)

Û3– Ï(‘) = ¥Òﬂ (‘)Û3–

(2.37)

The right eigenvectors of the transition probability matrix are related to the left
eigenvectors by equation (2.38) with eigenvalues ¥Òﬂ . The eigenvalues are sorted in descending
order. For connected transition matrix, there exists a unique eigenvalue ¥Òﬂ = 1, called the Perron
eigenvalue (97,98). The eigenvector corresponding to this eigenvalue can be normalized to yield
the steady state distribution, Ù:
Ù– = Ù– Ï(‘)

(2.38)

Because detailed balance was enforced by symmetrizing the transition count matrix, the left and
right eigenvalues can be related using the steady state distribution by:
Û3 = ÜñŒœ(Ù)Ú3

(2.39)

The estimated implied timescale, #ıﬂ , is then calculated from the eigenvalues, ¥Òﬂ by:
#ıﬂ =

‘
ln ¥̃(‘)

(2.40)

The lag time, ‘, is varied and plotted against the resulting implied timescale, #ıﬂ , for the
dominate, K, states. The resulting graph, a Chapman-Kolmogorov plot, can be used to determine
when the system reaches Markonivity by identifying the lag time where the implied timescales
plateau (98). Using the lag time selected by the observer from the Chapman-Kolmogorov plot, a
time-lagged transition probability matrix can be generated for further evaluation.
The metastable states of the system can be generated using the eigenvector spectrum of the
time-lagged transition probability matrix using robust Perron cluster cluster analysis (PCCA+)
(83,84). PCCA+ is a type of spectral clustering that coarse grains the microstates into metastable
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macrostates by using the ò dominate eigenvectors with eigenvalues close to the Perron
eigenvector, ¥̃(‘) = 1. The number of dominate eigenvectors, ò, is determined by looking for a
reasonable gap in the scree plot of the eigenvalues or in the Chapman-Kolmogorov plot. From the
ò dominate eigenvectors, the micrcostates can be clustered into ò + 1 metastable macrostates.
To do so, the eigenvectors are plotted onto a ò dimensional simplex. Each state is then assigned
to one of the ò + 1 vertices. The advantage of PCCA+ is that it does not crisply assign clusters to
each vertices, but rather gives each state a membership value to each of the macrostates (84). This
allows for the identification of microstates that correspond to transition states between the
metastable macrostates. The microstates can then be furthered studied to understand transition
rates using mean first passage time or transition path theory (99-101).
Grid Homogenous Solvation Theory
Using the statistical thermodynamics definition of solvation entropy and solvation energy,
the solvent-solute and solute-solute interactions can be quantified using grid inhomogeneous
solvation theory (GIST) (102). First, the system is discretized into equal volume voxels. The
energetics of the system are determined by summing over all the voxels on the grid after the
individual interactions between water molecules in the voxel and the solute and solvent are
computed from the stored frames of the MD trajectory. In addition to per voxel energetics, GIST
also calculates the number density of oxygen centers for each voxel. The number densities are
referenced to bulk by dividing by bulk density (0.0334 molecules Å-3) (102) so that an isovalue
greater than or equal to one represents waters at or greater than bulk density.
The solvent energies were decomposed into enthalpic and entropic terms
∆¯ = ∆≠=‚ + ∆≠‚‚ − ∆éDE?6= − ∆é5E3B6D

(2.41)

where the subscripts ˘ and ˙ on the enthalpic terms denote solute and water, respectively (102).
The entropic term is broken down into ∆é5E3B6D , orientational entropy of the solvent, and
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∆éDE?6= , translational entropy of the solvent. The enthalpy is calculated from the force field nonbonded energies. The ∆éDE?6= and ∆é5E3B6D terms are given as (102):
∆éDE?6= = −2˚ ¸5 ˝ œ(9) ln œ(9) Ü9
∆é5E3B6D = ¸5 ˝ œ(9) é ˛ (9)Ü9

(2.42)
(2.43)

with
é ˛ (m) ≡

−2˚
˝ œ(L|9) ln œ (L|9)ÜL
8^ <

(2.44)

where 9 is the location of the water oxygen and L is the orientation in the solute frame of reference.
The number density of bulk solvent is given by ¸5 , and œ(9) ≡ ¸(9)/¸5 and œ(L|9) ≡
5
¸(L|9)/¸˛
,

where ¸(9) is the number density function of the system (102). After determining

energetic data on a per voxel basis, the thermodynamic components of solvation can be integrated
using gistpp in specific regions of interest or across the entire system (103). The isosurfaces can
also be visualized in order to diagnose localized solvation hotspots.
The free energy of expelled water upon ligand binding can be quantified using additional
functionality of gistpp was used after the initial GIST analysis. First, a binary density map must
be created to estimate the volume of water expelled from target structure upon binding (104).
Using the most probable binding pose from the bound complex simulation, the volume of interest
is then defined as within 3 Å of any heavy atom in the ligand. Then, ∆≠–5D?A and ∆é–5D?A maps
for the entire system were multiplied by the binary density map to produce density maps restricted
to the region where waters would be displaced upon binding (103). The resulting ∆≠–5D?A and
∆é–5D?A maps can be subtracted to determine the free energy of the displaced waters.
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3

DNA MICROSTRUCTURE INFLUENCES SELECTIVE BINDING OF SMALL
MOLECULES DESIGNED TO TARGET MIXED-SITE DNA SEQUENCES

3.1

Abstract
Specific targeting of protein-nucleic acid interactions is an area of current interest, for

example, in the regulation of gene-expression. Most transcription factor proteins bind in the DNA
major groove; however, we are interested in an approach using small molecules to target the minor
groove to control expression by an allosteric mechanism. In an effort to broaden sequence
recognition of DNA-targeted-small-molecules to include both A∙T and G∙C base pairs, we recently
discovered that the heterocyclic diamidine, DB2277, forms a strong monomer complex with a
DNA sequence containing 5’-AAAGTTT-3’. Competition mass spectrometry and surface plasmon
resonance identified new monomer complexes, as well as unexpected binding of two DB2277 with
certain sequences. Inherent microstructural differences within the experimental DNAs were
identified through computational analyses to understand the molecular basis for recognition. These
findings emphasize the critical nature of the DNA minor groove microstructure for sequencespecific recognition and offer new avenues to design synthetic small molecules for effective
regulation of gene-expression.
3.2

Introduction
Regulation of the binding affinity in protein-nucleic acid complexes is an attractive concept

for development of novel therapeutics and agents for control of gene expression (1,2,30,105).
Several innovative approaches have used small molecules to target disease-associated DNA
binding transcription factors or TFs (3,106-115). Most TFs of interest bind in the major groove
(116) and an alternative approach to control expression is to use small molecules to modulate TF
activities by interacting directly with the minor groove of DNA where most of these agents bind
(31-33). There are two possible mechanisms whereby a minor groove binding compound could
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disrupt protein-nucleic acid interactions in the major groove to modulate TF association. First,
when bound to the minor groove, the small molecule could distort DNA so that the structure of the
TF no longer complements its target recognition site such as an allosteric inhibition mechanism
(17,29). Alternatively, direct competition is another possible mechanism which may be significant
for TFs that position side chains into or near the DNA minor groove. To modify TF-DNA
interactions, knowing the preferred DNA target binding site, as well as understanding the
structures of the small molecule, protein and DNA, are necessary. With this information, a
compound could be rationally designed to bind at TF of promoter regions, based on sequence and
structural complementary characteristics of the DNA binding site. Our main goal is to understand,
in detail, the minor groove binding variations of synthetic small molecules with different DNA
sequences and how they vary with sequence-dependent DNA structure.
Small molecules that bind in the minor groove of DNA have been validated for this
approach from studies using synthetic polyamides (18,19,117). However, polyamides have
limitations such as aggregation and cell uptake and a wider variety of agents is needed for diverse
biological systems (118,119) . We are approaching this problem with a class of sequence-specific,
DNA-targeted minor groove binders based on a heterocyclic cation design since these compounds
have shown good cell uptake and biological properties through human clinical studies (120,121).
Few non-polyamide minor groove agents, including heterocyclic diamidines, have been identified
to selectively recognize mixed, A∙T and G∙C base pair-containing DNA sequences(27,122). This
constitutes a significant barrier to progress in the area of designed synthetic agents for the
disruption of TF-DNA complexes. To interact with the edges of A∙T base pairs in the minor
groove, compounds must have hydrogen bond donor groups for the thymidine carbonyl and an N3
of adenine acceptor. To recognize a G∙C base pair, the compound must have an acceptor to

38
hydrogen bond to the guanine NH2 group. It is also critical that a successful small molecule have
the appropriate shape and charge to complement the DNA minor groove (123,124).
A synthetic effort has led to cationic diamidines that strongly and selectively recognize the
minor groove in mixed-site DNA sequences (125). The lead compound in this development is
DB2277, which contains a nitrogen hydrogen bond acceptor in an azabenzimidazole (Figure 3.1).
Strong binding of DB2277 requires the 2-amino group of guanine and suggests an aza-N∙G-NH2
hydrogen bond. These observations show that DB2277 binds best to mixed-site sequences with a
single G∙C base pair flanked by A∙T base pair sites (126). Key questions in the design effort for
new mixed-sequence minor groove compounds that recognize G∙C base pairs with flanking A∙T
base pairs: In addition to monomer binding to recognize a single G∙C base pair, can the compound
form dimers to recognize two G∙C base pair sequences? What is the effect of the flanking A∙T base
pairs? How could this influence binding affinity?

Figure 3.1 (A, B) Structures of DB2277 and (C) DNA sequences used to screen for binding with the
DB2277 using ESI-MS.
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To address these questions, a systematic set of DNAs were tested with DB2277 and their
interactions, affinities and stoichiometries were investigated. The composition of A∙T base pairs
was maintained (i.e. number of A∙T base pairs per binding site) to see how interactions vary due
to A∙T base pair order with one and two, central G∙C base pairs. Electrospray ionization mass
spectrometry (ESI-MS) and surface plasmon resonance (SPR) were used to examine stoichiometry
and binding behavior for the DNA-DB2277 complexes. Significant variations in affinity and
stoichiometry for binding of DB2277 to the different, closely related sequences, were observed.
To help understand these sequence-dependent variations, extensive molecular dynamics (MD)
simulations were conducted to provide specific details regarding the structural properties intrinsic
to each DNA sequence that govern small molecule recognition. Large differences in the local DNA
structure were observed with these closely related sequences and the differences correlate with
observed differences in DB2277 binding affinity and stoichiometry. The results described here
provide new and fundamental information in design research for DNA sequence-specific
recognition and structural complementarity between a small molecule and its target site.
3.3

Material and Methods
Compound and DNAs
Synthesis of compound DB2277 can be found in Chai et al. (125). Stock solution of 1.5

mM DB2277 was prepared by dissolving solid in doubly distilled water and storing at 4 ºC until
use. DNA sequences were bought from Integrated DNA Technologies (Coralville, IA, USA).
Sequences were dissolved in the appropriate experimental buffer and spectroscopically determined
with extinction coefficients at 260 nm provided by IDT calculated using the nearest-neighbor
method (127). All buffers were filtered and degassed using a 0.22 µm hydrophilic cellulose filter
(Millipore, Darmstadt, Germany).
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Electrospray Ionization Mass Spectrometry
Every sequence was designed to have a unique molecular weight so that all DNAs could
be combined into a single sample vial for mass spectrometry experiments. Distinguishability was
possible by substitution of guanine for inosine (/ideoxyI/) which removes NH2 from the N3
position of G, addition of a phosphate group (p) at the 3’ terminus, or modification of the hairpin
loop with pyrimidine bases (i.e. thymidine and/or cytidine). Stock solutions of 1 mM DNA were
prepared by dissolving DNA in 150 mM NH4OAc (pH 6.8) and dialyzed using a 1000 Da MWCO
(Spectrum Labs, Rancho Dominguez, CA, USA) in 150 mM NH4OAc buffer with 3x buffer
exchange.

Reference

DNA:

5’-CGCGCGCGCTTTTGCGCGCGCG-3’;

GCGAAAATTTTGCGTTTTCGCAAAATTTTCGC-3’;

DNA

CGAAAAGTTTTC/ideoxyI//ideoxyI/CCCCCCGAAAACTTTTCG-3’;
CGAAAAGCTTTTC/ideoxyI/CCCCCGAAAAGCTTTTCG-3’;

DNA

1:

2:

5’-

DNA

3:

DNA

5’-

4:

5’5’-

CGATATGCATATCGCCCCCGATATGCATATCG-3’;

DNA

5:

5’-

CGAATTGGAATTCGCTCCCGAATTCCAATTCG-3’;

DNA

6:

5’-

CGAATTGCAATTCGTCTCCGAATTGCAATTCG-3’;

DNA

7:

5’-

CGAATTCGAATTCGTCTTCGAATTCGAATTCG-3’;

DNA

8:

5’-

9:

5’-

CGAAAAGCAATTCGTTTTCGAATTGCAATTCpG-3’;

DNA

CGAAAACTTTTGCGCCCCCGCAAAAGTTTTGpC-3’.
Samples were prepared by combining 10 µM of each DNA sequence into a single vial. A
G∙C base pair sequence (i.e. no AT base pairs present) of equimolar concentration was used as a
reference sequence for which complex peak intensities were compared. In the same vial, DB2277
was added so that the total concentration of compound was equivalent to the desired molar
concentration ratio of the total DNA concentration. For example, a [3 to 1] concentration ratio of
DB2277 to DNA = [DNA 1] 10 µM + [DNA 2] 10 µM + … + [DNA 9] 10 µM = 90 µM total
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concentration DNA in sample (9 x 10 µM = 90 µM) and, therefore, 270 µM of DB2277 in the
sample gives [270 to 90] or [3 to 1]. An additional 5% MeOH (v/v) was added to the sample prior
to injection to help facilitate gas-phase transition and give a total sample volume of 75 µL.
Samples for ESI-MS were run using a Waters Micromass ESI-Q-ToF spectrometer (Waters
Corporation, Milford, MA, USA) and analyzed with MassLynx 4.1 software. Samples were
scanned from m/z 500-3,000 in negative ion mode at a flow rate of 5 µL∙min-1 with the final two
minutes of the chromatogram (≈ 200 scans) averaged. Spectral peaks were deconvoluted. Capillary
2000 V, sample cone 20 V, extraction cone 1.8 V, source 70 ºC, desolvation 100 ºC, cone gas flow
30 L∙hr-1, desolvation gas flow 450 L∙hr-1, ion energy 2.5 V, collision energy 2 V, RF1 lens -125
V, RF2 lens -103 V, and acceleration lens 88 V. A comparison of deconvoluted peak intensities is
shown in the Supplementary Data (Figure S3.1).
Direct-Binding Surface Plasmon Resonance
SPR measurements were performed using a four-channel BIAcore T200 (GE Healthcare,
Inc., Piscataway, NJ, USA) and the BIAcore T200 Evaluation Software. A streptavidin-coated
sensor chip was prepared by series injections of 1 M NaCl in 50 mM NaOH at 60 s intervals.
Washing of the chip surface followed using HBS buffer (10 mM HEPES, 150 mM NaCl, 3 mM
EDTA, 0.05% P20, pH 7.4). Following chip washing, biotin-5’-end labelled hairpin DNA
sequences

(5’-/5Biosg/CCAAAAGCTTTTGCTCTCAAAAGCTTTTGG-3’,

/5Biosg/GGAATTGCAATTCGTCTCCGAATTGCAATTCC-3’,

5’5’-

/5Biosg/GGATATGCATATCGCTCTCGATATGCATATCC-3’) were dissolved to 25 nM
concentrations in HBS buffer and immobilized to the flow cell surface via non-covalent capture
using previously described methods (128,129). The first flow cell (FC1) was intentionally left
blank as a reference cell while FC2, FC3 and FC4 were immobilized with 50 nM stock solutions
of

AAAAGCTTTT,

AATTGCAATT

and

ATATGCATAT

sequences,

respectively.
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Immobilization was achieved by manual injection of the DNAs at a flow rate of 1 µL∙min-1 until
response units (RU) of 310-330 were reached. Compound solution concentrations of DB2277 were
prepared in 50 mM Tris-HCl buffer (pH 7.4) ranging 10 nM – 1 µM and were injected over the
sensor chip at a flow rate of 100 µL∙min-1 until steady-state responses were reached. Buffer was
then flowed over the chip surface to dissociate bound DB2277 from DNA. Following each cycle,
the surface of the sensor chip was regenerated with 10 mM glycine (pH 2.5) for 30 s and rinsed
with three injections of experimental buffer to produce a stable baseline for the following cycles.
The observed response (RUobs) was plotted as a function of free compound concentration (Cf) and
dissociation binding constants (KD) determined using the following equations:
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Binding plots were fit using a binding model of “n+1”, where n equals the number of
binding sites determined for a sequence from ESI-MS. An “n+1” model was used to confirm the
binding constants were not averaged (i.e. K12) thus providing an additional, low affinity binding
constant well above the measured concentration range (i.e. KD > 10-6 M). Data were fit using
Equation (3.2) and Equation(3.3) in KalediaGraph (Synergy Software, Reading, PA, USA). RUmax
represents the maximum measured response for bound DB2277 to DNA from the equation and K1,
K2 and K3 are macroscopic association constants in units M-1. Equilibrium binding constants were
converted to dissociation constants (KD) and reported in units of concentration, M. The
microscopic association and dissociation rates, ka and kd, (i.e. on and off-rates) were calculated at
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low concentrations of DB2277 using BIAcore T200 Evaluation Software and kinetics fit binding
constants were compared to values obtained by steady-state models.
Competition Surface Plasmon Resonance
The same streptavidin-coated sensor chip previously described was also used for
competition SPR analyses. Samples containing unlabeled hairpin DNA sequences (5’CGAAAAGTTTTCGGCTCTCCGAAAACTTTTCG-3’,
CGAATTGAATTCGGCTCTCCGAATTCAATTCG-3’,

5’and

5’-

CGATATGATATCGGCTCTCCGATATCATATCG-3’) were added to a constant concentration
of DB2277 and flowed over the chip surface. The added DNA sequences in solution compete for
binding to DB2277, which results in the decrease of RUobs. Solutions were prepared in 50 mM
Tris-HCl buffer with constant 100 nM DB2277 compound. Competing DNA concentrations
ranging 0 nM – 2.5 µM were injected over the sensor chip at a flow rate of 100 µL∙min-1 until
steady-state responses were reached. Experimental buffer (i.e. no DB2277) was flowed over the
chip surface to dissociate bound DB2277 from DNA and competing DNA. The sensor chip surface
was regenerated with 0.5 M NaCl for 30 s and rinsed with three injections of experimental buffer
to produce a stable baseline for the next cycle. For chip regeneration, no detectable differences
were observed in the baseline stabilization among 10 mM glycine, 1 M NaCl, and 0.5 M NaCl
solutions. A lower salt concentration of 0.5 M NaCl was used for competition SPR analyses to
ensure a constant RU of immobilized 5’-end labeled biotinylated DNA was maintained, meaning
none of the immobilized DNA dissociated during regeneration.
To determine the solution dissociation constant (KS) of the competing DNA, a one-site
binding model was used to determine KS of the competing DNA with DB2277 in solution by the
following equation:
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The RUobs was plotted against total competing DNA concentration to determine
dissociation constants of the competitor DNA (KS) in solution. Equation (3.4) was derived
specifically for competition SPR analyses since the concentration of DNA-ligand complex in
solution cannot be determined. It substitutes a conventional one-site binding model with a
quadratic formula (130) which includes total concentrations of DB2277 ligand and competing
DNA in solution as [L]T and [D]T, respectively. The KD in Equation (3.4) is an averaged
equilibrium dissociation constant of K1 and K2 values (i.e. K12) for DB2277 binding with
AAAAGCTTTT, AATTGCAATT or ATATGCATAT previously determined by Equation (3.2)
or Equation(3.3). Here, [L]T, [D]T, RUmax and KD are used as fitting parameters to determine KS
using KalediaGraph. Dissociation constants for AATTGAATT using competition SPR are
compared to values obtained direct-binding SPR and are reported in Table 3.1 on the main text.
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Table 3.1 Comparison of kinetics-fitted and steady-state equilibrium binding constants (KD x 10-9 M).
Kinetic rates and fits determined using direct-binding SPR. Sequences with multiple binding constants are
listed as KD1 and KD2.

AAAAGCTTTT
ATATGCATAT
AATTGCAATT
KD1
KD2
AAAAGTTTT
ATATGATAT

Kinetic Rates
ka
kd
+6
-1 -1
-1 -1
(10 ·M s )
(10 ·s )
5.3 ± 0.7
2.4 ± 0.5
1.6 ± 0.2
1.4 ± 0.2

AATTGAATT
KD12
KD1
KD2
b
KD12

Dissociation Constants
Kinetics-Fit
Steady-State
-9
(10 M)
(10-9 M)
44.8 ± 4.7
49.6 ± 1.1
87.8 ± 3.8
120.3 ± 5.0

1.0 ± 0.2
0.5 ± 0.08
ND
ND

0.1 ± 0.01
0.2 ± 0.02
ND
ND

14.1 ± 3.1
35.5 ± 3.0
ND
ND

4.4 ± 1.0
3.1 ± 1.2

1.3 ± 0.4
1.6 ± 0.7

28.7 ± 1.6
51.1 ± 2.6

12.5 ± 1.3
33.3 ± 3.8
a
4.4 ± 0.7
a
50.8 ± 16.1
a
41.7 ± 6.1
b, c
44.6 ± 2.6
25.0 ± 2.3
57.0 ± 5.9
1ô2Z ∙ ô2< ≈ 37.7

ND

Not determined
Determined using competition SPR
b
KD12 value determined by 1ô2Z ∙ ô2< with KD1 and KD2 values obtained through directbinding SPR
c
Value determined by direct-binding SPR and fit with one-site binding model
a

Molecular Dynamics Simulations
The sequence dependent major and minor groove widths and depths were analyzed using
molecular dynamics trajectories (49,131-133). Seven double-stranded sequences used in the
computational simulations mirrored the hairpin sequences used in the competition mass
spectrometry

studies:

CGATATGATATCG-3’,

5’-CGAAAAGTTTTCG-3’,

5’-CGAATTGAATTCG-3’,

5’-

5’-CGAAAAGCTTTTCG-3’,

5’-CGAATTGCAATTCG-3’,

5’-

CGATATGCATATCG-3’, including a comparative sequence with two GG bases in the core as
5’-CGAATTGGAATTCG-3’. We used Nucleic Acid Builder (NAB) (134) to construct canonical
B-form dsDNA models for the above sequences. Optimization and electrostatic potential
calculations for DB277 were performed using the DFT/B3LYP (135-138) method with the 6-
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31+G* basis set (139-141) in Guassian09 (Gaussian, Inc., 2009, Wallingford, CT). Atom charges
were calculated using the Merz-Singh-Kollman (MK) Scheme(142,143). Force field parameter
and AMBER prep files were generated using ANTECHAMBER (144) with the GAFF force field
(145). The angle and dihedral parameters of DB2277 that were not defined by the GAFF force
field were modified in the frcmod file to fit ab initio calculations from potential energy scans
preformed in Guassian09. Three of the seven sequences, 5’-CGAAAAGTTTTCG-3’, 5’CGAATTGAATTCG-3’, 5’-CGATATGATATCG-3’, were simulated with DB2277 bound in the
minor groove. Because these sequences are non-palindromic about the DB2277 binding site (i.e.
5’-AAAAGTTTT-3’ vs. 5’-AAAACTTTT-3’) and because of DB2277’s asymmetry, DB2277
was oriented in both the 5'-3' and the 3'-5' direction. The small molecule was manually docked at
the central G of the Watson strand of the canonical B-form dsDNA models produced by NAB
using the visualization software, VMD (146). All systems were solvated with TIP3P water (70) in
a truncated octahedral water box extending 10.0 Å from the dsDNA in each dimension and
neutralized with Na+ ions in TLeap (AMBER 2015, University of California, San Francisco).
Additional Na+ and Cl- ions were added to reach a salt concentration of 150 mM for each dsDNA
system.
All systems were relaxed over 5,000 steps of steepest-descent minimization with positional
restraints imposed on the nucleic acid residues. Heating 0 K to 310 K was carried out over 10 ps
in the canonical ensemble with 5 kcal∙ Å-2∙mol-1 harmonic restraints enforced on the heavy atoms
of the nucleic acid residues. For the DB2277-DNA complex systems, 5 kcal∙ Å-2∙mol-1 distance
restraints were applied between hydrogen bond donors and acceptors pairs in the capping base
pairs and between the nitrogen of the DB2277 azabenzimidazole ring and the guanine NH2 group.
The harmonic restraints were released over eight stages of equilibration in the isothermal-isobaric
ensemble (T = 310 K, P = 1 atm) with a 2 fs time step for a total of 500 ps using the Berendsen
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algorithm (147) to control temperature and Monte Carlo barostat as implemented in AMBER14.
SHAKE was imposed on bonds involving hydrogen atoms (74) and electrostatic interactions were
treated using the smooth Particle Mesh Ewald method (66) with a 10.0 Å cutoff. Distance restraints
were monotonically released to 1 kcal∙Å-2∙mol-1 for the capping base pairs and 0 kcal∙Å2∙mol-1 for
the aza-N∙G-NH2 hydrogen bond over 50ns after positional restraints were fully released. The 1
kcal∙ Å-2∙mol-1 distance restraints on the capping base pairs were maintained during the production
simulations to prevent fraying, as fraying may interfere skew the dynamics of the DB2277-DNA
complex. Production level simulations were extended to 200 ns and trajectory snapshots were
saved every 1 ps. All simulations were performed using the PMEMD CUDA (47) module of
AMBER14 with the parm99 force field and the parmbsc0 + ε/ζOL1+χOL4 force field
modifications for DNA (148-150).
Trajectories were preprocessed using CPPTRAJ module of AMBERTOOLS 15 to produce
50,000 snapshots for analysis and visualization in VMD. Major and minor groove width and depth,
and propeller twist for each base pair were calculated as well as base pair step translational and
rotational helical parameters using Curves+ and Canal programs for the unbound complexes (37).
Minor groove width of the bound complexes was also calculated using the Curves+ and Canal
programs. Contoured histograms were produced by increasing the number of points per base pair
that define the backbone spline from 10 to 50 and collecting the resultant minor groove widths
from the two-dimensional distance matrix produced by Curves+ (Figure S3.2). A smooth line was
interpolated along the entire groove for each frame analyzed. Width and depth data generated from
Curves+ was then binned into 100 evenly spaced bins and represented as histograms using
MATLAB (The MathWorks, 2016, Natick, MA, USA). To establish the convergence of our
simulations, repeats of the 200 ns simulations for two sequences with randomized initial velocities.
For both simulation 1 and simulation 2, the minor groove width was analyzed in 100 ns sections.
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It can be seen clearly that for both sequences, the minor groove width is nearly identical in all
cases (Figure S3.5 and Figure S3.6). Additionally, PDB coordinates of DB2277 bound to
AAAAGTTTT can be found as Supplementary Data section.
3.4

Results and Discussion
Competition Electrospray Ionization Mass Spectrometry Identifies New Interactions
Competition electrospray ionization mass spectrometry (ESI-MS) can simultaneously

identify

affinity,

stoichiometry

and

cooperativity

in

multiple

DNA-small

molecule

interactions(151). The molecular weights of all possible DNA species are controlled through
sequence modifications, making each sequence distinguishable (Figure 3.1C). The target binding
sites of the tested DNA sequences are listed as DNA 1-9 in Figure 3.2. DNA 2, which contains the
AAAAGTTTT target site, was used as a reference to compare binding due to the extensive data
available for DB2277 with that and similar sequences. Target binding sites were designed to test
the interactions of the compound with a range of closely related DNA sequences. Each sequence
has two sets of four A∙T base pairs as AAAA, AATT or ATAT. Only DNA 1 lacks a central G∙C
base pair. Two categories of mixed sequences are grouped with either one or two G∙C base pairs.
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Figure 3.2 (A) DNA sequences in the absence of DB2277 with m/z 1,580-1,780 signifying -6 charged
species. Molar concentration ratio of [DB2277] to [DNA] expressed as: (B) [0.5 to 1], (C) [1 to 1], (D) [1.5
to 1], (E) [2 to 1], (F) [2.5 to 1], and (G) [3 to 1]. Concentrations of DNA were fixed at 5 µM. Unbound
DNA, 1 to 1, and 2 to 1 complexes labelled above respective boxes.

Figure 3.2 illustrates the changes in relative peak intensity for DB2277-DNA complexes.
Changes in the relative intensities are based on the binding of DB2277 to DNA and compared to
a reference sequence present in the sample. In the presence of DB2277, peak intensities for free
DNA disappear while intensities for DB2277-DNA complexes emerge. For instance, in Figure
3.2B, half of the unbound AAAAGTTTT (DNA 2) is present at a concentration molar ratio of [0.5

50
to 1] as well as ≈ 50% of 1:1 complex. As the concentration of DB2277 is increased, unbound
AAAAGTTTT decreases with a concurrent increase in 1:1 binding. Based on these results,
sequences which contain A-tracts (DNA 1-3, 9) prefer 1:1 binding. The -6 charged species were
used for illustrative purposes in Figure 3.2 since they were the most abundant of the multiply
charged species. Relative binding affinities were measured using deconvoluted spectra which takes
into account all multiply charged species and can be found in the Supplementary Data (Figure
S3.1) for a simple comparison of the titration ratios.
Sequences in the AATT subcategory (DNA 5-8) allow us to examine the transition from
A-tracts to sites with an ApT base pair step. Surprisingly, for this closely related sequence, the
ESI-MS results show that 2:1 binding is strongly preferred over 1:1 complex formation for AATT
DNAs. Finding such preference was especially interesting since many minor groove binding
compounds cannot differentiate among A∙T base pair sites (152,153). Based on the results from
AATT sequences, one might expect to find strong 2:1 complexes formed between DB2277 and
ATAT sequences since alternating A∙T sites have wide minor grooves similar to AATT. In another
surprise, the compound preferentially formed a 1:1 complex with ATATGCATAT (Figure 3.2).
DB2277 can bind tightly to sites with a single G base flanked by A-tract sites (123); however, little
is known regarding sequences with two G∙C base pairs. In summary, the ESI-MS results show that
monomer complexes are the preferred systems for AAAA and ATAT base pair sites that flank a
core G∙C base pair whereas 2:1 complexes are preferred for sequences containing AATT sites.
Surface Plasmon Resonance Confirms Sequence-Specific Behavior Identified by ESIMS
Surface plasmon resonance (SPR) is a powerful method to define the thermodynamic and
kinetic properties of biomolecular interactions (128,129). In our experiments, increasing
concentrations of DB2277 were injected over a set of immobilized DNA sequences. Binding
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curves for DB2277 are shown in Figure 3.3. Binding affinities for steady-state equilibrium and
kinetics-fitted analyses are compared in Table 3.1 as well as the binding on and off-rates. The
unexpected 2:1 binding of AATTGCAATT was of considerable interest, especially since it
contains two central G·C base pairs. To directly compare flanking base pair sequence and its role
in small molecule recognition, binding of DB2277 was measured with AATTGCAATT, as well
as with AAAAGCTTTT and ATATGCATAT since all three sequences contain the same G·C base
pair core. A representative sensorgram of DB2277 binding to AATTGCAATT is shown in Figure
3.3A. Results of AATTGCAATT binding from SPR are in direct agreement with those obtained
from ESI-MS with two binding sites, KD1 and KD2, near 15 nM and 30 nM, respectively. Also in
agreement, a strong 1:1 complex for DB2277 and AAAAGCTTTT was observed (KD ≈ 50 nM).
With the ATATGCATAT sequence, a weaker 1:1 complex was formed (KD ≈ 100 nM) and a
second, much weaker 2:1 complex was detected at high compound concentrations, which were
well above the first KD. These results are in agreement with those obtained by ESI-MS for preferred
1:1 binding.
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Figure 3.3 (A) SPR sensorgram of AATTGCAATT binding DB2277. Injected concentrations of DB2277
shown are 5, 10, 30, 70 and 200 nM. (B) Steady-state fits for binding with AAAAGCTTTT,
AATTGCAATT and ATATGCATAT fit using a two site binding model. (C) Competition SPR steadystate fits of competitor DNA sequences AAAAGTTTT, AATTGAATT and ATATGATAT fit using a onesite binding model.

Competition SPR (130)was used to measure the binding of three single G∙C base pair
sequences against the original immobilized DNA. Similar to direct-binding SPR experiments, the
DB2277 was added to the sample solution and the observed response at steady-state is plotted to
determine the binding constant. In the competition SPR experiments, the compound was held at a
fixed concentration while the competing DNA was added to the sample solution. The observed
response, however, decreased as concentrations of competing DNA were increased, which resulted
in less available free compound in solution. Calculated dissociation constants of AAAAGTTTT,
AATTGAATT and ATATGATAT were determined from Figure 3.3C and are listed in Table 3.1.
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The observed response (RUobs) was plotted as a function of competitor DNA concentration
(128,129) and fit to a 1:1 binding model using Equation (3.4) (Methods and Materials).
Using competition SPR, the strongest 1:1 complex formed within this DNA series was
AAAAGTTTT (KD ≈ 4 nM) as expected from ESI-MS and literature (125,126). A 10-fold weaker
complex was formed with the compound and AAAAGCTTTT. Results by competition SPR for
AATTGAATT show it formed a strong 1:1 complex with a binding constant of 40 nM. Since its
two G∙C counterpart (i.e. AATTGCAATT) forms both 1:1 and 2:1 complexes, a direct-binding
SPR approach was also used to compare the binding affinities and determine if multiple binding
modes occur. In this experiment, AATTGAATT forms both 1:1 and 2:1 complexes with KD values
near 25 nM and 60 nM, respectively. Competition SPR results were fit using a one-site binding
model; however, when more than one compound binds (e.g. AATTGAATT) the calculated value
for two binding constants to give KD12 or 1ô2Z ∙ ô2< ). Various forms of analyzing DB2277 with
AATTGAATT were compared, such as direct-binding SPR, competition SPR, and using one and
two-site binding models. Likewise, a comparison of kinetics-fitted and steady-state binding
constants, determined by the two SPR methods, are in excellent agreement for AATTGAATT
(Table 3.1).
Interestingly, on-rates for 1:1 binding of DB2277 to DNA are similar for all sequences (ka
≈ 106 M-1s-1) whereas on-rates are comparatively slower for the second DB2277 molecule binding
with AATTGCAATT or AATTGAATT. On the other hand, the second off-rate for DB2277 is
faster than the first off-rate. The calculated binding constants of AATTGAATT are similar to those
for AATTGCAATT (Table 3.1) and further suggest a binding mechanism for the compound
unique to the AATT sequences. Results obtained by ESI-MS and SPR are in excellent agreement
and indicate binding of DB2277 differs when the order of flanking A∙T base pairs is varied.
Clearly, the exact order of the flanking bases influences binding of the test compound since both
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global and local structure of the DNA are contingent on base pair sequence. In order to probe the
basis of these binding differences in molecular detail, we turned to molecular dynamics
simulations.
Molecular Dynamics Identifies Microstructural Differences in the Experimental DNAs
Honig, Rohs and others have shown that the local structure within the DNA minor groove
can depend on base pair sequence (4,5,154,155). Such microstructural variations may explain why
binding of DB2277 varies greatly even though base pair composition is maintained. To elucidate
how DNA microstructure may influence small molecule binding, extensive molecular dynamics
(MD) simulations of a systematic set of closely related experimental DNA sequences with central
G∙C base pairs flanked by A∙T base pairs of different sequence were carried out. Variations of the
resulting structures in the MD trajectories were analyzed with Curves+ (37) to predict their roles
in DB2277-DNA recognition. We measured helical parameters with specific emphasis on minor
groove width and depth (Figure S3.3, Figure S3.4). This is the first highly detailed structural
analysis on the effects of systematic changes in DNA sequence focused on one and two core G∙C
base pairs flanked by varying sequences of A∙T-rich sites over long trajectories for 200 ns (49,156).
Varying the A∙T flanking sequence around the core G∙C produced a surprisingly large
deviation in minor groove widths and depths. Comparison the flanking sequences reveals unique
groove width variations. For example, the 2D contour histogram for the minor groove width of
AAAAGTTTT (Figure 3.4A) indicates a high probability of adopting a narrow (≈ 4.5 Å) and deep
(≈ 5.0 Å) minor groove with little variation along the entire sequence. This sequence has the
highest binding affinity of all the DNA sequences investigated. It has an inherently narrow and
deep groove pre-deformed for energetically favorable binding of the compound. DB2277 and
similar compounds thus bind and fit well into A-tract flanking sequences in strong 1:1 complexes.
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Figure 3.4. 2D contour histograms of minor groove width for (A) AAAAGTTTT, (B) AATTGAATT, (C)
ATATGATAT, (D) AAAAGCTTTT, (E) AATTGCAATT and (F) ATATGCATAT, respectively. The
color gradient indicates increasing probability (navy to red) of distance in Angstroms (in Å) for each base
pair.

In contrast, AATTGAATT has a strong preference toward maintaining a narrow and deep
groove at the terminal AA∙TT regions. The groove width increases, to approximately 8.0 Å,
becoming much wider at the central base pair of the sequence as shown in Figure 3.4B. The depth
of the sequence at the central base pair decreases and is more variable than the AAAAGTTTT
sequence. Due to the change in groove width and depth, the central G∙C provides a less favorable
binding site for DB2277 monomer binding. The competition SPR results have, thus, revealed
sequence-specific variations in both stoichiometry and affinity. We speculate that a single DB2277
binds first with AATTGAATT and because of the wider groove with more variable depth, it is
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possible that two molecules of DB2277 can fit the optimum groove structure by staggered stacking
at the central G∙C base pair.
Finally, within the single G∙C base pair series, the widest and most shallow measurable
groove occurs in the ATATGATAT sequence throughout the course of the trajectory. Unlike the
previous two sequences, it is energetically unfavorable for ATATGATAT to exist in a deep and
narrow groove conformation. Instead, there is a strong preference for the groove to remain wide
(≈ 8.0 Å) and shallow (≈ 4.0 Å). The MD described combination of an intrinsically wide groove
and shallow depth would be expected to bind two DB2277 molecules. Our findings, however,
suggest the DNA is ill-suited for binding a curved, planar small molecule such as DB2277. Instead,
the wide and shallow groove must conform upon binding DB2277 with a high deformation energy
penalty.
Sequences with two G∙C base pairs were next simulated to better understand the structural
(dis)similarities among sequences with one or two central G∙C base pairs in the target binding site.
Altering the core from G to GC increases the overall probability of adopting a wide and shallow
groove. For instance, a contour 2D histogram of AAAAGCTTTT in Figure 3.4D indicates a higher
probability of the groove width expanding to nearly 12.0 Å compared to AAAAGTTTT. It is also
less probable for AAAAGCTTTT to maintain a deep groove, but rather becomes shallowest with
the additional G∙C base pair in its core. This observed decrease in probability of a narrow and deep
minor groove may help to explain the weaker binding found by DB2277 with AAAAGCTTTT
compared to binding with AAAAGTTTT (KD=49.6 ± 1.1 and KD=4.4 ± 0.7, respectively).
A wide groove also exists at the GC region in AATTGCAATT (Figure 3.4E) and is more
probable than its AATTGAATT counterpart. In addition to the widened groove, a correlated
decrease in groove depth also occurs at this region (Figure S3.4). Comparing both histograms, it
is evident that the shallowest region occurs at the GC step and is much more pronounced in the
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AATTGCAATT sequence over AATTGAATT. Interestingly, altering the central G∙C base pairs
in the sequence to create AATTGGAATT reveals little change in width or depth of the minor
groove (Figure S3.3, Figure S3.4). Little change in groove width and depth between
AATTGCAATT and AATTGGAATT explains why little detectable difference occurred for
binding of these two sequences. The MD results therefore provide a rationale for why the AATT
sequences are favorable for a 2:1 complex in both ESI-MS and SPR.
Like AATTGCAATT, the ATATGCATAT sequence also has a higher probability of
existing in a wider state than its counterpart ATATGATAT (Figure 3.4F). Changing G to GC in
the core of the alternating A∙T base pair flanking sequences stabilizes a wider minor groove. This
stability is even more evident when looking at the minor groove depth histograms (Figure S3.4).
For the sequence ATATGCATAT, there is a clear preference for shallow groove depth throughout
the entire sequence and unlike ATATGATAT, does not break at its core G∙C region. This would,
therefore, indicate that a wide and stable minor groove within the two GC sequence is consistent
for ATATGCATAT in having the lowest binding affinity for DB2277. The flexibility of the ATAT
sequence allows it to constrict to a narrow groove to bind a single DB2277 rather than binding two
molecules in an unfavorable groove conformation. These MD simulations complement ESI-MS
and SPR studies and indicate that DB2277 binding should be more favorable where the minor
groove is intrinsically narrow and deep and is related to the pre-organization of the groove width
prior to the binding event. These local structural differences also influence how and where the
molecule will bind in the minor groove. It is somewhat surprising that the large diversity of
microstructural characteristics, such as groove width, observed for the minor groove are not found
in the major groove, which has a much more constant structure (Figure S3.7, Figure S3.8).
A comparison of the sequences with matched flanking sites (AAAAGTTTT vs.
AAAAGCTTTT) shows little variation in local DNA structure (Figure 3.4, Figure S3.2). On the
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other hand, a direct comparison of the flank sequence, for example AAAA to AATT, indicates a
larger variation in microstructure which in turn governs binding stoichiometry. For sequences with
AAAA sites, there are similar distributions of a well-maintained narrow groove (≈ 4.5 – 5 Å) along
the target site in the region of AAAAGTTTT and AAAAGCTTTT. Likewise, there is a
consistently wide groove for both ATATGATAT and ATATGCATAT. With a range of 7-8.5 Å,
the narrowest regions occur along the ends of the target site while the widest portions are at the T
to G/C transitions (i.e. TpG and TpC of the complementary strand). Alternatively, large groove
width variations within the target site occur for both AATTGAATT and AATTGCAATT.
Specifically, in AATT regions at the ApT base steps, there exist large differences in minor groove
width (Δwidth ≈ 3.5 Å) compared to variations of Δwidth < 2 Å among AAAA and ATAT flanks.
This type of intra-target-site variation is significant to the AATT sequences resulting in two bound
DB2277 molecules. Current observations of a monomeric DB2277-AATT system would suggest
that a wide minor groove at the core G or G·C base pair region, adjacent to a narrow AATT site,
may support the aforementioned theory for staggered stacking of two DB2277 molecules at the
G/C core with the unstacked ends of DB2277 in the AATT sites. However, additional molecular
dynamics investigations of the 2:1 complexes of DB2277 with AATTGAATT and
AATTGCAATT sequences are necessary to provide a possible mechanism of binding to DNA.
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Figure 3.5 (A) Cartoon of bifurcated hydrogen bond network within consecutive AAAA bases. Most
probable propeller twist per base pair for (B) one G∙C and (C) two G∙C base pair sequences.

The sequence-dependency of other helical parameters for the DNA was also compared.
Differences in propeller twist were very informative and the averages for each sequence are shown
in Figure 3.5 (see also Supplementary Data, Figure S3.9, Table S3.1, Table S3.2). For all sequences
there is characteristic “W” shape to each of the curves, but the range varies. For instance, the
degree of propeller twist for AAAAGTTTT is large and quite constant along the target site. On
the other hand, AATTGAATT has a much wider range of propeller twist along the target binding
site. Interestingly, the AATTGAATT sequence is closely related to the AATTGCAATT sequence,
which may partially explain the similar binding measured for both sequences by SPR (Table 3.1).
In general, sequences with consecutive A or T bases (e.g. AAAA) have steric clash due to CH3
groups of thymidine (157). Propeller twists in A∙T base pairs form bifurcated hydrogen bonds
between the NH2 of adenosine to O4 of the adjacent thymidine on the complementary strand
(Figure 3.5A) which reduces the amount of fluctuation. Likewise, sequences with AATT have two
consecutive A∙T base pairs and are also likely to form bifurcated hydrogen bonds; however, two
fewer possible hydrogen bonds likely increases the structural flexibility as shown by the break at
the G or GC core in the minor groove width comparisons. Alternatively, sequences with alternating
A∙T base pairs do not experience steric clash of the CH3 groups and are therefore more flexible
with lower propeller twist.
In addition to propeller twist of our sequences, other base step parameters were evaluated
for influence on DNA structure. Comparing the single G-containing sequences, only nominal
differences occur in all of the parameters except for roll (Figure S3.10). Roll increases after
thymidine-purine steps in AATTGAATT and ATATGATAT. On the other hand, comparison of
the two central GC sequences shows interesting results within helical parameters. Significant
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increases are seen at TpA steps for slide, rise and twist while other sequences are constant. With
shift, both up and down changes are seen in ATATGCATAT (Figure S3.10) while no consistent
patterns occur within the set of sequences. Increases also occur in slide at TpA steps for
ATATGCATAT. Additionally, tilt and roll decrease as AATTGAATT transitions to
AATTGCAATT at the CpA step. It is interesting to note how the addition of the second core G∙C
base pair causes ATATGCATAT to become an outlier compared to the other sequences.
Specifically, the marked deviations that occur at the pyrimidine-purine steps exhibit the most
dramatic changes in helical parameters. Propeller twists, rolls, and tilts likely compensate for each
other in AAAA∙TTTT and AATT sites due to the bifurcated hydrogen bonding networks.
The observable changes in ATATGCATAT for every measurable parameter is likely from
an inherent flexibility due to the alternating 5’ to 3’ purine-pyrimidine steps that can perturb
canonical B-DNA conformations (158).The ATATGCATAT sequence is the only consistently
alternating purine-pyrimidine sequence within this series and is the sequence with the lowest
binding affinity for DB2277. There is a high degree of dynamic helical bending in ATATGCATAT
compared to AAAAGTTTT. Early reports by Charney and co-workers demonstrated alternating
poly (dA∙dT) sequences are nearly twice as flexible as “random” DNA (159). Therefore, the
apparent increased flexibility and dynamic bending of our alternating purine-pyrimidine sequences
can explain the relatively poor binding of DB2277 with ATATGCATAT and ATATGATAT.
These findings suggest that for ATATGCATAT, no single base pair parameter contributes
substantially to minor groove width or depth. Instead, minor groove characteristics are a collective
contribution of intra and inter-base pair parameters.
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Figure 3.6 2D contour histograms of minor groove width for 1:1, DB2277-DNA complexes. (A)
AAAAGTTTT, (B) AATTGAATT and (C) ATATGATAT. The color gradient indicates increasing
probability (navy to red) of distance in Angstroms (in Å) for each base pair.
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Simulations of the 1:1, monomeric complexes were next performed for DB2277 binding
with single G·C sequences. Because the DNA sequences are not palindromic about the DB2277
binding site (i.e. 5’-AAAAGTTTT-3’ vs. 5’-AAAACTTTT-3’) and because of DB2277’s
asymmetry, DB2277 was oriented in both the 5'-3' and the 3'-5' direction, for a total of 6
simulations. Two-dimensional contour histograms of the simulated complexes are shown in Figure
3.6. To our surprise, the minor groove width distributions for the 1:1 complexes changed markedly
and were nearly identical for all the simulated orientations. Upon binding DB2277, the preferred
sequence, AAAAGTTTT, undergoes a very minimal change in minor groove width. In both the
AATTGAATT and ATATGATAT simulations, the minor groove becomes constricted at the
central G/C base pair, indicating induced fit around the small molecule. This phenomenon is
especially prevalent in ATATGATAT, yielding a Δwidth ≈ 3.5 Å. The comparison of effects for
AAAAGTTTT and ATATGATAT is interesting since the intrinsic minor groove structure of
AAAAGTTTT did not change much upon binding DB2277, in contrast to ATATGATAT. This
phenomenon is worth noting since AAAAGTTTT had the highest affinity for DB2277 while
ATATGATAT had the lowest affinity within this series. Regardless of sequence, in the presence
of DB2277, minor groove width conforms to the same pattern at its target binding site. Therefore,
sequences that start (free) and end (bound) most similarly have the most favorable binding as a
result of lower deformation energy of the DNA. This implies that the sequence with the highest
binding affinity for our test compound already has a shape complementary to the small molecule
and further supports the theory that inherent microstructure of the DNA strongly influences
binding affinity.
3.5

Conclusions
In this study, the molecular basis for sequence-specific binding by a synthetic minor groove

binder is explained by inherent differences in the local DNA structure for an investigated set of
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sequences. This is the first reported use of competition mass spectrometry to identify unique DNAligand interactions that are explained by highly detailed, long time-scale molecular dynamics
simulations. Our current understanding suggests that planar, synthetic small molecules, such as
our test compound, bind best to sequences with a narrow and deep minor groove. Increased
flexibility in specific sequences contributes to a wide and shallow groove that is unfavorable for
strong 1:1 binding, while unexpected 2:1 binding of the compound for certain sequences further
illustrates the sequence-dependent, microstructural variations within DNA. These findings
emphasize the need for structural complementarity between the shape of a designed small molecule
binder and the local structure of the DNA minor groove, and is therefore critical for understanding
small molecule, sequence-specific recognition of DNA. Such site-specific recognition would
prove useful for selectively targeting and modulating transcription factor activity and can become
a powerful therapeutic tool for treating genetic-related diseases.
3.6

Supplementary Data
To establish the convergence of our simulations, we have run a repeat of the 200ns

simulations for two sequences with randomized initial velocities. For both simulation 1 and
simulation 2 we have analyzed the minor groove width in 100ns sections. It can be seen clearly
that for both sequences, the minor groove width is nearly identical in all cases (Figure S3.5 and
Figure S3.6).
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Figure S3.1 Comparison of relative peak intensities for AAAATTTT, AAAAGTTTT, AAAACTTTT,
AAAAGCTTTT,

AAAAGCAATT,

AATTGCAATT,

AATTGGAATT,

AATTCGAATT,

ATATGCATAT, and their DB2277 complexes. Molar ratios are expressed as [DB2277] to [DNA].
Concentrations of DB2277 increased from [0.5 to 1] to [3 to 1] with a fixed DNA concentration of 5 µM.
Complexes are expressed as unbound DNA (empty), 1:1 (checkered), and 2:1 (solid) complexes.
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Figure S3.2 Representative manta plots for (A) 13 and (B) 14 base pair sequences. Number of points along
the spline of the backbone was increased from 10 to 50 to produce 601 points for 13 base pair sequences
and 651 points for 14 base pair sequences. Using these two-dimensional distance matrices, a smooth line
was interpolated along the global minimum (red arrow) to construct contoured histograms of the minor
groove width. Contour 2D histograms of minor groove widths vs. base pair sequence. (C) AAAAGTTTT,
(D) AAAAGCTTTT, (E) AATTGAATT, (F) AATTGCAATT, (G) AATTGGAATT, (H) ATATGATAT,
and (I) ATATGCATAT. The color gradient indicates increasing probability (navy to red) of observing a
minor groove width (in Å).
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Figure S3.3 Most probable groove widths per base pair for (A) one G∙C and (B) two G∙C base pair
sequences. 2D histograms of minor groove widths vs. base pair sequence. (C) AAAAGTTTT, (D)
AAAAGCTTTT, (E) AATTGAATT, (F) AATTGCAATT, (G) AATTGGAATT, (H) ATATGATAT, and
(I) ATATGCATAT. The color gradient indicates increasing probability (blue to red) of observing a minor
groove width (in Å).
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Figure S3.4 2D histograms of minor groove depths vs. base pair sequence. (A) AAAAGTTTT, (B)
AAAAGCTTTT, (C) AATTGAATT, (D) AATTGCAATT, (E) AATTGGAATT, (F) ATATGATAT, and
(G) ATATGCATAT. The color gradient indicates increasing probability (blue to red) of observing a minor
groove depth (in Å).
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Figure S3.5 2D histograms of minor groove width for AAAAGTTTT (A) 100 ns original simulation (B)
200 ns original simulation (C) 100 ns for repeated simulation (D) 200 ns repeated simulation. The color
gradient indicates increasing probability (navy to red) of distance in Angstroms (in Å) for each base pair.

69

Figure S3.6. 2D histograms of minor groove width for AATTGCAATT (A) 100 ns original simulation (B)
200 ns original simulation (C) 100 ns for repeated simulation (D) 200 ns repeated simulation. The color
gradient indicates increasing probability (navy to red) of distance in Angstroms (in Å) for each base pair
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Figure S3.7 2D histograms of major groove widths vs. base pair sequence. (A) AAAAGTTTT, (B)
AAAAGCTTTT, (C) AATTGAATT, (D) AATTGCAATT, (E) AATTGGAATT, (F) ATATGATAT, and
(G) ATATGCATAT. The color gradient indicates increasing probability (blue to red) of observing a minor
groove width (in Å).
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Figure S3.8 2D histograms of major groove depths vs. base pair sequence. (A) AAAAGTTTT, (B)
AAAAGCTTTT, (C) AATTGAATT, (D) AATTGCAATT, (E) AATTGGAATT, (F) ATATGATAT, and
(G) ATATGCATAT. The color gradient indicates increasing probability (blue to red) of observing a minor
groove depth (in Å).
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Figure S3.9 Most probable propeller twist per base pair for (A) one G∙C and (B) two G∙C base pair
sequences. When the DNA sequences experience a high propeller twist the groove width is narrow. When
the propeller twist is relieved, the groove is broadened. The terminal base pair caps were removed.
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Table S3.1 Mean (M), standard deviation (SD), and 99.9% confidence interval (CI) of the propeller twist over 50000 frames for the 13 base pair
sequences. Central G∙C base pair is shaded in gray.
CGAAAAGTTTTCG
Base Pair

CGAATTGAATTCG

CGATATGATATCG

M (SD)

99.9% CI

M (SD)

99.9% CI

M (SD)

99.9% CI

1

-6.80 (28.31)

[-7.22, -6.38]

-6.71 (24.85)

[-7.08, -6.35]

-10.28 (19.28)

[-10.57, -10.00]

2

-4.72 (10.13)

[-4.87, -4.58]

-7.57 (10.07)

[-7.72, -7.42]

-10.21 (9.71)

[-10.36, -10.07]

3

-14.95 (8.18)

[-15.08, -14.83]

-18.01 (8.12)

[-18.13, -17.89]

-16.08 (7.97)

[-16.20, -15.96]

4

-17.84 (8.08)

[-17.96, -17.72]

-22.19 (7.38)

[-22.30, -22.08]

-15.78 (8.15)

[-15.90, -15.66]

5

-19.17 (7.52)

[-19.28, -19.06]

-20.52 (7.51)

[-20.63, -20.41]

-13.53 (8.50)

[-13.66, -13.41]

6

-19.20 (7.47)

[-19.31, -19.09]

-9.30 (8.36)

[-9.42, -9.18]

-11.32 (8.24)

[-11.44, -11.19]

7

-16.85 (7.66)

[-16.96, -16.73]

-4.98 (8.58)

[-5.11, -4.86]

-9.41 (9.43)

[-9.55, -9.27]

8

-17.60 (7.41)

[-17.70, -17.49]

-18.00 (7.65)

[-18.11, -17.89]

-14.94 (7.92)

[-15.05, -14.82]

9

-19.59 (7.94)

[-19.71, -19.48]

-21.47 (7.11)

[-21.57, -21.36]

-15.25 (8.52)

[-15.38, -15.13]

10

-17.54 (8.07)

[-17.66, -17.43]

-21.52 (7.21)

[-21.63, -21.42]

-15.57 (8.50)

[-15.69, -15.44]

11

-14.61 (8.30)

[-14.98, -14.74]

-16.91 (8.49)

[-17.03, -16.78]

-15.83 (8.19)

[-15.95, -15.71]

12

-3.61 (10.36)

[-3.46, -3.76]

-5.87 (10.99)

[-6.04, -5.72]

-10.13 (10.82)

[-10.29, -9.97]

13

-6.76 (23.21)

[-6.42, -7.10]

-7.43 (27.72)

[-7.84, -7.03]

-20.33 (45.85)

[-21.01, -19.66]
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Table S3.2 Mean (M), standard deviation (SD), and 99.9% confidence interval (CI) of the propeller twist over 50000 frames for the 14 base pair
sequences. Central G∙C base pairs are shaded in gray
CGAAAAGCTTTTCG
Base Pair

CGAATTGCAATTCG

CGATATGCATATCG

CGAATTGGAATTCG

M (SD)

99.9% CI

M (SD)

99.9% CI

M (SD)

99.9% CI

M (SD)

99.9% CI

1

-16.58 (39.12)

[-17.15, -16.00]

-34.27 (55.20)

[-35.08, -33.46]

-47.48 (59.25)

[-48.35, -46.61]

-8.27 (20.76)

[-8.58, -7.97]

2

-3.27 (11.00)

[-3.43, -3.11]

-3.47 (12.06)

[-3.65, -3.30]

-2.37 (12.67)

[-2.55, -2.18]

-8.44 (9.33)

[-8.58, -8.30]

3

-14.11 (8.60)

[-14.24, -13.99]

-16.09 (8.35)

[-16.21, -15.97]

-16.04 (8.71)

[-16.17, -15.92]

-18.30 (7.82)

[-18.42, -18.19]

4

-17.58 (8.26)

[-17.71, -17.46]

-21.11 (7.51)

[-21.22, -21.00]

-20.06 (8.24)

[-20.18, -19.94]

-22.28 (7.29)

[-22.39, -22.17]

5

-18.53 (7.63)

[-18.65, -18.42]

-20.17 (7.58)

[-20.28, -20.06]

-18.54 (8.00)

[-18.66, -18.42]

-20.70 (7.30)

[-20.81, -20.59]

6

-17.01 (7.90)

[-17.13, -16.90]

-12.95 (8.55)

[-13.07, -12.82]

-12.69 (8.52)

[-12.81, -12.56]

-9.64 (8.23)

[-9.76, -9.52]

7

-12.19 (8.11)

[-12.31, -12.07]

-4.60 (9.15)

[-4.73, -4.46]

-4.13 (9.22)

[-4.26, -3.99]

-2.75 (8.20)

[-2.87, -2.63]

8

-12.90 (8.03)

[-13.02, -12.79]

-4.50 (9.19)

[-4.63, -4.36]

-5.21 (9.03)

[-5.34, -5.08]

-11.80 (8.34)

[-11.92, -11.68]

9

-17.50 (7.88)

[-17.62, -17.39]

-12.61 (8.69)

[-12.73, -12.48]

-13.02 (8.75)

[-13.15, -12.89]

-17.79 (7.77)

[-17.91, -17.68]

10

-18.68 (7.65)

[-18.79, -18.57]

-19.84 (7.50)

[-19.95, -19.73]

-18.30 (7.92)

[-18.42, -18.18]

-19.90 (7.38)

[-20.01, -19.79]

11

-18.001 (8.12)

[-18.13, -17.89]

-21.09 (7.61)

[-21.20, -20.98]

-20.20 (8.02)

[-20.32, -20.09]

-20.44 (7.28)

[-20.54, -20.33]

12

-14.55 (8.85)

[-14.68, -14.42]

-18.15 (7.72)

[-18.26, -18.03]

-17.00 (8.13)

[-17.11, -16.87]

-17.87 (7.73)

[-17.97, -17.76]

13

-4.65 (11.12)

[-4.81, -4.48]

-8.18 (9.53)

[-8.32, -8.04]

-3.70 (11.75)

[-3.87, -3.53]

-8.19 (9.41)

[-8.33, -8.05]

14

-12.55 (34.08)

[-13.05, -12.05]

-7.93 (17.12)

[-8.18, -7.67]

-38.99 (52.32)

[-39.76, -38.22]

-7.84 (18.02)

[-8.10, -7.57]
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Figure S3.10. Average helical base pair step parameters for one and two G∙C sequences. (A, G) Shift, (B,
H) slide, and (C, I) rise (i.e. translational parameters) are reported in Å. (D, J) Tilt, (E, K) roll, (F, L) twist
(i.e. rotational parameters) are reported in degrees. The terminal base pair caps were removed
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4

SMALL MOLECULE BINDERS RECOGNIZE DNA MICROSTRUCTURAL
VARIATIONS VIA AN INDUCED FIT MECHANISM

4.1

Abstract
Regulation of gene-expression by specific targeting of protein-nucleic acid interactions has

been a long-standing goal in medicinal chemistry. Transcription factors are considered
“undruggable” because they lack binding sites well suited for binding small-molecules. In order
to overcome this obstacle, we are interested in designing small molecules that bind to the
corresponding promoter sequences and either prevent or modulate transcription factor association
via an allosteric mechanism. To achieve this, we must design small molecules that are both
sequence-specific and able to target G/C base pair sites. A thorough understating of the relationship
between binding affinity and the structural aspects of the small molecule-DNA complex would
greatly aid in rational design of such compounds. Here we present a comprehensive analysis of
sequence-specific DNA association of a synthetic minor groove binder using long timescale
molecular dynamics. We show how binding selectivity arises from a combination of structural
factors. Our results provide a framework for the rational design and optimization of synthetic small
molecules in order to improve site-specific targeting of DNA for therapeutic uses in the design of
selective DNA binders targeting transcription regulation.
4.2

Introduction
Transcription regulation governs all important aspects of cell biology – it determines cell

identity, growth, differentiation and development. Conversely, loss of transcriptional control is a
hallmark of many autoimmune disorders, various cancers, neurological, metabolic and
cardiovascular diseases (160-165). Targeting gene expression with designed small molecules has
been a long-standing goal in medicinal chemistry. One major obstacle is that transcription factors
generally lack pockets suitable for small-molecule binding and, for this reason, are considered
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“undruggable” (105,151,166-169). Transcription factors (TFs) possess DNA-binding domains that
recognize DNA in a sequence-specific manner with a footprint of 6 to 12 base pairs. While this
recognition length may be too short to ensure specificity, other mechanisms intervene, including
interactions with other sequence motifs, cooperative binding and protein-protein interactions
outside the DNA binding domains (170-173).
Instead of targeting transcription factors directly, a more viable approach may be to design
small molecules that bind the corresponding promoter sequences and either prevent or modulate
transcription factor association (30,107,108). These molecules have to not only selectively bind
DNA at specific sites but also meet a number of other criteria - water-solubility, cellular and
nuclear-uptake, and lack off-site activities. Diamidines are a class of minor groove DNA binders
with just such favorable properties (126,153,174). For instance, DAPI is a commonly used cell
stain that binds strongly to A/T base pair rich regions of DNA (175,176). Another small molecule,
pentamidine, is an antimicrobial medication used to treat certain types of parasitic diseases
(177,178). Nonetheless, DAPI and pentamidine have been shown to be mutagenic or causing offtarget side effects, respectively, due to their promiscuity and high affinity for A/T rich regions
within DNA (177,178). For this reason, there is a need to design small molecules that are both
sequence-specific and able to target G/C base pair sites. Like DAPI and pentamidine, DB2277 is
a synthetic, heterocyclic diamidine that binds relatively weakly to A/T-rich base pair sites (Figure
4.1)(126,179). DB2277, however, stands apart in its ability to selectively and strongly bind in vitro
mixed-site DNA sequences (i.e., G/C and A/T base pair containing) (123,126,179,180). Due to
this ability to discriminate against various motifs, DB2277 is an excellent candidate to
systematically examine the mechanisms and basic principles of sequence-specific DNA
association (123,126,179-181). In this respect, it is crucial to understand the relationship between
the binding affinity and the structural aspects of the small molecule-DNA complex. Shape
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complementarity, induced fit, water-mediated dynamics, microstructural variation among DNA
sequences and DNA deformation effects play an outsized role in determining successful binding.
Our previous work showed that the microstructure of unbound DNA sequences correlates strongly
with the binding affinity and selectivity for a number of small synthetic molecules.

Figure 4.1 Structure of DB2277. DB2277 is a heterocyclic compound designed to target G•C via a single
hydrogen bond between the central azabenzimidazole (black box, core) and the G-NH2 group. A
phenylamidine is bound to the imidazole (green circle, amidine-1) on one side. Attached to the left of the
azabenzimidiazole is a flexible linker, -OCH2-, which joins a second phenylamidine to the
azabenzimidiazole (red circle, amidine-2).

In this contribution, we present a detailed molecular modeling study that examines the
mechanisms for sequence-specific DNA recognition by DB2277. We used molecular dynamics to
extensively sample the conformational space for six DB2277:DNA complexes with varying
sequences and different DB2277 orientations in the minor grove (for asymmetric sequences).
Additionally, we analyzed the changes in DNA hydration upon binding and explained hydration
contributions to the overall binding affinities. From the MD trajectories, we also computed
persistent DB2277:DNA contacts, DNA minor groove deformation and changes in the ionic
distributions upon binding. In this way, we provide a comprehensive mechanistic picture of the
association of a small molecule such as DB2277 with mixed-site DNA sequences. By uncovering
the origins of specificity and the structural factors contributing to the binding affinity, we provide
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a framework for the rational design and optimization of synthetic small molecules to achieve sitespecific targeting of DNA for therapeutic uses.
4.3

Materials and Methods
Molecular Dynamics Simulations
Simulation systems with the following double-stranded DNA sequences were set up: 5’-

CGAAAAGTTTTCG-3’,

5’-CGAATTGAATTCG-3’,

5’-

CGATATGATATCG-3’,

5’-

CGAAAAGCTTTTCG-3’, 5’-CGAATTGCAATTCG-3’, 5’- CGATATGCATATCG-3’. The
initial models were built in canonical B-form geometry using the Nucleic Acid Builder (NAB)
plugin of AMBER16 (134,182). To parameterize the DB2277 ligand we first performed geometry
optimization in Gaussian09 (183) and subsequently electrostatic potential calculations with the
B3LYP DFT (135) functional and 6-31+G* basis set (184). RESP charges for the ligand were
calculated using the Merz-Singh-Kollman (MK) Scheme (143,185). AMBER preparation files and
force field parameters were generated with the GAFF force field using ANTECHAMBER
(144,145). Potential energy scans were performed in Guassian09 to determine angle and dihedral
parameters of DB2277 not defined in GAFF force field (Figure S4.2, Table S4.1 and Table
S4.2)(186). DB2277 was manually docked and aligned with the central G•C base pair in the minor
groove of the six DNA models. The sequences with only one G•C base pair (5’CGAAAAGTTTTCG-3’, 5’-CGAATTGAATTCG-3’, 5’- CGATATGATATCG-3’) are nonpalindromic (i.e. 5’-AAAAGTTTT-3’ vs. 5’-AAAACTTTT-3’) and due to the asymmetry in
DB2277, the ligand was oriented in both 5'à3' and 3'à5' directions (Figure S4.1A-C). The free
DNA structures and bound complexes were solvated in 78 Å x 78 Å x 78 Å rectilinear boxes with
TIP3P water(70) and neutralized with Na+ ions in TLeap (182). To reach physiological salt
concentration of 150 mM, additional Na+ and Cl- ions were added to the systems.
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All systems were relaxed using steepest-descent minimization for 5,000 steps with
positional restraints on the nucleic acid residues. In the canonical ensemble, the systems were
heated from 0 K to 310 K over 10 ps with 5 kcal∙Å -2∙mol-1 harmonic restraints imposed on the
nucleic acid residues heavy atoms. Five kcal Å -2∙mol-1 distance restraints were applied to the
terminal base pairs to enforce hydrogen bonding and prevent fraying at the ends of the DNA
duplexes. The distance between the nitrogen of the DB2277 azabenzimidazole ring and the
guanine-NH2 group was also restrained (k=5 kcal Å -2∙mol-1) to prevent DB2277 from drifting out
of the groove during initial equilibration of the systems. Over eight stages of equilibration (500
ps) in the isothermal-isobaric ensemble (T = 310 K, P = 1 atm), the harmonic restraints were
release. The electrostatic interactions were treated using the smooth Particle Mesh Ewald(66) with
a cutoff of 10.0 Å and the SHAKE algorithm(74) was used to constrain bonds between hydrogen
and heavy atoms. After the harmonic restraints were fully released, the distance restraints on the
capping base pairs were monotonically decreased to 1 kcal∙Å -2∙mol-1 and the restraints between
the azabenzimidazole-N and guanine-NH2 were removed (0 kcal∙Å -2∙mol-1) over additional 50 ns
of dynamics. During the production runs, the distance restraints on the capping base pairs were
maintained at 1 kcal∙Å -2∙mol-1 to prevent fraying, which could alter the dynamics of the
DB2277:DNA complex. For production, simulations were extended to 500 ns and trajectory
snapshots were saved every 2 ps. The DB2277:AATTGCAATT simulation was extended an
additional 50ns after DB2277 slides away from the targeted GpC site, which was observed in the
first 50ns of the MD trajectories. Simulations in this research employed the Extreme Science and
Engineering Discovery Environment (XSEDE) resources (187) and were performed using the
PMEMD CUDA module (65) of AMBER16 (182) with the parm99 force field and the parmbsc0
+ ε/ζOL1+χOL4 force field modifications for DNA (149,150,188). Trajectories were
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postprocessed using CPPTRAJ module of AMBERTOOLS17 (189) to produce 125,000 snapshots
for analysis and visualization in VMD (146).
Trajectory analysis with Curves+
Minor groove width and base pair step translational and rotational helical parameters were
calculated using the Curves+ and Canal programs (37) for the unbound and bound complexes.
Two-dimensional contoured histograms were produced by defining a spline along the backbone of
the DNA using 50 points and measuring the minor groove widths from the two-dimensional
distance matrix produced by Curves+. A smooth line was interpolated along the entire groove for
each frame analyzed. Width data generated from Curves+ were then binned into 100 evenly spaced
bins and represented as histograms using MATLAB(190). To correlate the changes in minor
groove width to the experimental steady state dissociation constants for all sequences, we
introduced a single metric to represent the histogram data. This metric was derived by subtracting
the two-dimensional histograms of the minor groove width for the unbound complexes from their
bound states and summing the resulting bin values to produce an integrated overall change in
groove width upon binding (Figure S4.6). Experimental steady-state dissociation constants were
converted to effective DG in kcal mol-1 using the relation ∆# = %& ln )* to relate the observations
from the MD simulations to the energetics of binding.
In addition to conformational analysis done using Curves+, the program Canion (191) was
used to analyze the ion distribution around the DNA duplexes. Using Canion, the location of an
ion is described by a distance (D) along the helical axis, a radial distance (R) from the axis and an
angle (A) from a reference vector (dashed line) which tracks the helical twist of the nucleic acid
(Figure S4.8). The ion distribution is then plotted in terms of molarity in three dimensions. An
angle, A≈ 90°, places an ion in the minor groove and an angle A ≈ 270° places an ion in the major
groove (191). An ion is inside the duplex for R < 10.25 Å (191). The longitudinal distance D tracks
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the ion displaced along the sequence of the DNA (191). A similar metric to the integrated change
in minor groove width was used to compare the ion displacement to the effective binding free
energy. The molarity of the free structures was subtracted from molarity of the bound structures.
The change in molarity was then summed and plotted against the effective free energy (Figure
S4.9D-F).
Grid Inhomogeneous Solvation Theory
The solvent-solute and solute-solute interactions were quantified using grid
inhomogeneous solvation theory (GIST)(102). First, the system is discretized into equal volume
voxels (Figure S4.7A). The energetics of the system are determined by summing over all the voxels
on the grid after the individual interactions between water molecules in the voxel and the solute
and solvent are computed from the stored frames of the MD trajectory. In addition to per voxel
energetics, GIST also calculates the number density of oxygen centers for each voxel. The number
densities are referenced to bulk by dividing by bulk density (0.0334 molecules Å-3) so that an
isovalue greater than or equal to one represents waters at or greater than bulk density (102). Using
the density data, the GIST analysis for the free and bound DNA constructs was restricted to water
molecules close to the duplex (Figure S4.7B). The solvent energies were decomposed into
enthalpic and entropic terms:
∆# = ∆,-. + ∆,.. − &∆12345- − &∆1637852

(4.1)

where the subscripts 9 and : on the enthalpic terms denote solute and water, respectively
(Figure S4.7C and Figure S4.7D) (102). The entropic term is broken down into &∆1637852 ,
orientational entropy of the solvent, and &∆12345- , translational entropy of the solvent (102). The
enthalpy is calculated from the force field non-bonded energies. The ∆12345- and ∆1637852 terms
are given as:
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∆12345- = −;< =6 > ?(A) ln ?(A) CA
∆1637852 = =6 > ?(A) 1 D (A)CA

(4.2)
(4.3)

with
1 D (E) ≡

−;<
> ?(J|A) ln ? (J|A)CJ
8H I

(4.4)

where A is the location of the water oxygen and J is the orientation in the solute frame of reference
(102). The number density of bulk solvent is given by =6 , and ?(A) ≡ =(A)/=6 and ?(J|A) ≡
6
=(J|A)/=D
, where =(A) is the number density function of the system (102). After determining

energetic data on a per voxel basis, the thermodynamic components of solvation can be integrated
using gistpp in specific regions of interest or across the entire system (Figure S4.7E-G) (103).
The isosurfaces can also be visualized in order to diagnose localized solvation hotspots. In
order to quantify the free energy of expelled water upon DB2277 binding, additional functionality
of gistpp was used after the initial GIST analysis (103). First, a binary density map was created to
estimate the volume of water that would be expelled from the DNA duplex upon binding (104).
Using the most probable binding pose from the bound simulation (chosen as the centroid of the
most occupied cluster out of ten clusters), a volume was created that extends 3 Å from any heavy
atom (Figure S4.7H). Then, ∆,M624N and &∆1M624N maps for the entire system were multiplied by
the binary density map to produce density maps restricted to the region where waters would be
displaced upon binding (Figure S4.7I-L) (103). The resulting ∆,M624N and &∆1M624N maps can be
subtracted to determine the free energy of the displaced waters (Figure S4.7M).
4.4

Results and Discussion
DB2277 recognizes preferred DNA sequences via an induced fit mechanism
Here we report molecular dynamics simulations of monomeric complexes of DB2277 with

single G•C sequences and GpC DNA sequences. DNA constructs used in the simulations are listed
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under Methods. The single G•C DNA sequences are non-palindromic about the binding site (i.e.,
5′ -AAAAGTTTT-3′ vs. 5′ - AAAACTTTT-3′), and DB2277 is an asymmetric small molecule.
Therefore, DB2277 was simulated with the azabenzimidazole facing in both the 5’ à 3’ and the
3’ à 5’ orientations for the single G•C sequences, resulting in six bound complexes (Figure
S4.1A-C). Since the GpC sequences are palindromic around the binding site, a single orientation
was simulated for these sequences (Figure S4.1D-F). Experimentally, DB2277 is known to bind
with nanomolar affinity (KD < 50.8 ± 16.1 nM) to single G•C sequences as a 1:1 complex
(123,126,179-181). We previously reported substantial variations in DNA microstructure for the
same series of DNA constructs with varying flanking sequences around a central G•C base pair
(181). Specifically, the minor groove widths were markedly altered by the rearrangement of A•T
base pairs flanking the G•C or GpC sites. Local variations in microstructure could influence small
molecule binding within the DNA minor groove. To provide a quantitative description of the effect
of these microstructural variations, here we analyzed the distributions of the minor groove widths
along the DNA backbone for our chosen series of sequence using the Curves+ package. Twodimensional contour histograms for each of the unbound DNA sequences are presented in Figure
4.2. The AAAAGTTTT sequence has a narrow minor groove width of 4.5 Å at the central G•C
base pair (free DNA structure, Figure 4.2A). The natural breathing motions of DNA induce
fluctuations in the minor groove width ranging from 4.0 Å to 6.5 Å (Figure 4.2A). In contrast, the
two-dimensional contour histogram for an ATATGCTAT sequence shows a much broader groove
(8.0 Å) at the same G•C base pair (free DNA structure, Figure 4.2C). These contour histograms
provide us with a baseline to examine the changes in DNA microstructure upon insertion of the
diamidine ligand into the DNA minor groove. Corresponding histograms for the bound
DB2277:DNA complexes are also presented in Figure 4.2. When bound to DB2277, minor groove
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widths for the single G•C base pair complexes are nearly identical (5’à3’ and 3’à5’ orientations,
Figure 4.2A-C). The minor groove widths of the GpC sequences narrow around the small molecule
upon binding, but there is variation among the sequences (bound complex, Figure 4.2D-F). The
reduction of the minor groove width upon binding is indicative of an induced-fit recognition
mechanism wherein the minor groove collapses around the small molecule in order to form
specific contacts between the ligand and the target binding site.
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Figure 4.2. 2D contour histograms of minor groove width per base pair for the free and bound simulations.
(A) AAAAGTTTT, (B) AATTGAATT, (C) ATATGATAT, (D) AAAAGCTTTT, (E) AATTGCAATT,
(F) ATATAGCATAT. The color gradient indicates increasing probability (blue to red) of width in
Angstroms (Å). (A, B, C) The single G•C sequences are non-palindromic and the asymmetric small
molecule DB2277 was positioned in two orientations in the minor groove. In the 5’à 3’ orientation,
amidine-1 is closest to the 5’ end of the target sequence. In the 3’à5’ orientation, amidine-1 is closest to
the 3’ end of the target sequence. (D, E, F) Only one bound complex was simulated for the GpC sequences
because they are palindromic.

Comparing the single G•C sequences to the GpC sequences, it is clear that the single G•C
sequences are more uniform in their deformation around the small molecule. There is a marked
increase in the probability for each sequence to adopt a constricted, narrow groove width of ~5.0
Å along the entire binding site (5’à3’ and 3’à5’ orientations, Figure 4.2A-C). The narrowing is
most pronounced for the AATTGAATT sequence which decreases from a broad minor groove
width of ~8.0 Å at the central G•C base pair in the free state to a narrow 5.0 Å groove upon binding
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(Figure 4.2B). The DNA minor groove is less capable of deforming around a small molecule like
DB2277 when a second G•C is incorporated to make the central GpC. The constriction of the
minor groove after binding is isolated to the region upstream of the GpC and affects fewer base
pairs than in the G•C sequences (bound complex, Figure 4.2D-F). For example,
DB2277:AATTGCAATT has a high probability of 5.0 Å minor groove width confined to the 3
base pair steps near the 5’ region of the sequence, specifically at 5’-AATT-3’. The upstream
isolation for the AATTGCAATT sequence can be attributed to the migration (or sliding) of
DB2277 away from the targeted GpC region of the sequence towards the 5’ end, which was
observed in the MD trajectories. As previously reported, the microstructure of the unbound
sequence (5’-AATTGCAATT-3’) is natively narrow (~4.5 Å) at the A•T steps, but at the targeted
binding site, the minor groove is much wider (~8.0 Å). By sliding toward the 5’ end of the
sequence, DB2277 locates a structurally preferred narrow groove, similar to the microstructure of
AAAAGTTTT, in which to bind. In this location, the DNA groove can collapse around DB2277
while the rest of the duplex undergoes a smaller structural deformation. DB2277 does not slide in
the AAAAGCTTTT nor in the ATATGCATAT sequences, but the same isolated constriction in
the minor groove upstream of the GpC sites is seen in these sequences (bound complex, Figure
4.2D and Figure 4.2F). The observations of the changes in minor groove width suggest that the
modification from single G•C to GpC results in a wider and less adaptable minor groove. This
forces the minor groove to undergo a larger deformation about the target site to create a more
favorable conformation for DB2277.
To correlate the observed changes in minor groove width to the experimental steady state
dissociation constants for all sequences, we introduced a single metric to represent the histogram
data from Figure 4.2. This metric was derived by subtracting the two-dimensional histograms of
the minor groove width for the unbound complexes from their bound states and summing the
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resulting bin values to produce an integrated overall change in groove width upon binding (Figure
S4.6). To relate the groove width metric to the energetics of minor groove insertion, experimental
steady-state dissociation constants were converted to effective DG in kcal mol-1 using the relation
∆# = %& ln )* . In Figure 4.3, we have plotted integrated groove width change against effective
DG for all DNA sequences. There is a clear linear relationship between integrated change in minor
groove width and effective free energy. Binding free energy decreases with increased groove width
alteration, indicating that DNA conformation is critical to small molecule recognition. A binding
site that requires less deformation leads to a more energetically favorable induced fit.

Figure 4.3 Minor groove width deformation correlates with effective binding free energy. Sequences
AAAAGTTTT and AAAAGCTTTT are in red, AATTGAATT and AATTGCAATT are in blue and
ATATGATAT and ATATGCATAT are in black. Circles represent palindromic (GpC) sequences.
Triangles indicate the two orientations of the nonpalindromic single G•C sequences (5’à3’ u) (3’à5’
t).

The preferred binding sequence, AAAAGTTTT undergoes ~15 Å of change in minor
groove width, significantly less than the other sequences (Figure 4.3). Similarly, the minor groove
of AAAAGCTTTT deforms the least (~40 Å) of the GpC sequences. The minimal change in minor
groove width is due to the natively narrow minor groove of these sequences, as a result of the
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propensity for A-tracts to have consistent high angles of propeller twist. This allows for the
formation of bifurcated hydrogen bonds along the backbone that restrict the breathing of the minor
groove (30). The AAAAGCTTTT sequence does not form these bonds as readily as the
AAAAGTTTT sequence due to the incorporation of the second G•C base pair. Therefore, the
AAAAGCTTTT sequence has a lower probability of assuming a 4.5 Å width groove width than
the AAAAGTTTT sequence (free DNA structure, Figure 4.2A, Figure 4.2D). This results in a
more substantial total change in minor groove width upon binding (red triangles vs. red circle,
Figure 4.3). The consistency in microstructure before and after binding is also evident when
comparing the inter-base pair parameters. Sequences AAAAGTTTT and AAAAGCTTTT change
less from the free structures after binding compared to the sequences flanked with 5’-AATT-3’ or
5’-ATAT-3’ (red lines, Figure S4.4 and Figure S4.5). The benefit of binding in a preferred native
microstructure is demonstrated by the decreased integrated change in minor groove width of
AATTGCAATT compared to that of the correlating single G•C sequence. AATTGCAATT
undergoes approximately 100 Å of total change in minor groove width compared to approximately
270 Å of total change in the corresponding single G•C sequence (blue circles vs triangles
respectively, Figure 4.3). By shifting away from the broad GpC region, DB2277 induces the
constriction from 8.0 Å to 5.0 Å in a much smaller, naturally narrow, part of the sequence and thus
decreases the overall deformation (bound complex, Figure 4.2E and Figure S4.6E). Although
DB2777 has minimized the change in groove width by sliding to a narrower region in the
AATTGCAATT sequence, it still deforms the minor groove more than AAAAGCTTT upon
binding (blue circle vs. red circle respectively, Figure 4.3). Regardless, DB2277 forms a stronger
complex to AATTGCAATT (effective DG=-11.27 kcal mol-1) than to AAAAGCTTTT (effective
DG=-9.85 kcal mol-1). This contradicts the notion that GpC sequences cause large deformations
upon binding and these deformations are in turn responsible for lower binding affinity. Along with
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the deformation of groove width, water displacement and contact formation help to produce a more
complete model for the variations
DB2277 replaces structural water molecules in the minor groove spine of hydration
There is a well-known relationship between DNA sequence and minor groove hydration.
While all canonical B-form DNA contain organized arrays of water molecules within the minor
groove, previous reports indicate that the residence time, and the number of structured waters is
affected by the sequence (192-196). For instance, the natively rigid, narrow and deep minor groove
of A-tract sequences has been shown to contain a higher number of long-lived water molecules
(197-199). The number of water molecules associated with the groove can also affect the
deformability of DNA. Water molecules trapped in narrow, deep minor grooves are enthalpically
hindered from exchange with bulk solvent due to steric and electrostatic interactions with the
DNA. Water exchange proceeds through a series of metastable intermediates to minimize the free
energy barrier for release from the DNA. Upon small molecule association, structured waters are
displaced from the minor groove, an entropically favorable event (194,197,200). Conversely,
mixed sequence DNA duplexes are inherently more flexible. The high deformation cost of binding
to natively flexible sequences, combined with their broad, shallow grooves makes them less
suitable for trapping structured water molecules (194,196).
The solvent energetics for both the free and bound forms of the six sequences of interest
were analyzed using grid inhomogeneous solvation theory (GIST) in order to investigate the
influence of sequence-dependent hydration on the binding affinity of DB2277(102,190). With
GIST, the simulation box can be discretized into voxels of equal volume (Figure S4.7A).The
energetics of the solvent are calculated per voxel over the course of the simulation and reported as
kcal mol-1 Å-3). In addition to energetic information, GIST also calculates the number density of
oxygen centers for each voxel referenced to bulk density. Using this information, the energetic
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analysis of the solvent can be restricted to those structured waters near the DNA sequence rather
than the transient bulk water molecules (Figure S4.7C-G). Per voxel energy values were postprocessed using in-house Python scripts and summed using the software suite gistpp to get total
solvation energy of the system in kcal mol-1 (103).
The flanking base pair variations in the six sequences had a pronounced effect on the array
of waters in the minor groove for the free DNA structures (free DNA structure, Figure 4.4). The
A-tract sequences, AAAAGTTTT and AAAAGCTTTT, have the most regular array of water
molecules along the minor groove, but breaking the A-tract DNA at the GpC site disrupts it (free
DNA structure, Figure 4.4A, Figure 4.4D). Although both the single G•C and GpC sequences
flanked with AATT did not produce a hydration pattern as uniform as the A-tract sequences, there
is still significant hydration in the single G•C sequence as well as at the terminal ends of the GpC
sequences (free DNA structure, Figure 4.4B, Figure 4.4D). In contrast, in both ATATGATAT and
ATATGCATAT, the water array is completely absent (free DNA structure, Figure 4.4C, Figure
4.4F). By incorporating a second G•C base pair to form the GpC sequences, the groove not only
becomes wider but also becomes more flexible, as observed by the ~20% increase in RMSF at the
core binding site when comparing the single G•C and GpC with the same flanking sequence
(Figure S4.5). The alternating sequences, ATATGATAT and ATATGCATAT, in particular, are
highly mobile with RMSF greater than that of the other sequences (Figure S4.5C and Figure
S4.5F). In contrast, AAAAGTTTT DNA, has a natively rigid and narrow minor groove, and,
therefore, is more capable of trapping structured water. These results suggest that natively flexible
and broad minor grooves are responsible for the observed decrease in structure associated with the
mixed sequence DNA.
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Figure 4.4 Effect of sequence on structured water within the minor groove. (A) AAAAGTTTT, (B)
AATTGAATT, (C) ATATGATAT, (D) AAAAGCTTTT, (E) AATTGCAATT, (F) ATATAGCATAT.
Favorable waters (DG < 0 kcal/mol) are visualized as isodensity (isovalues blue mesh: -0.005, blue surface:
-0.012) for each sequence of interest. The binding position of the asymmetric small molecule, DB2277, in
the non-palindromic single G•C sequences (A, B, C) is defined by the green transparent surface for both
orientations. In the 5’à 3’ orientation, amidine-1 is closest to the 5’ end of the target sequence. In the
3’à5’ orientation, amidine-1 is closest to the 3’ end of the target sequence. Only one bound orientation,
defined by green transparent surface, was simulated for the palindromic GpC sequences (D, E, F)

The binding site of DB2277 overlaps with the structured water array along the minor
groove. Therefore, upon binding, DB2277 must displace these waters. In order to quantify the
energy of the displaced waters, the same GIST post-processing software suite, gistpp, was used
(103). First, the volume occupied by the small molecule was defined by a binary density map
(Figure S4.7H). The binary density map was then multiplied by the per voxel energy maps. This
produces per voxel energy maps restricted to the binding region occupied by DB2277. The voxels
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that fall within this volume represent structured waters that are displaced upon binding. The
resulting voxels are summed using gistpp and expressed as DG of displaced water in kcal mol-1
(Figure S4.7I-M). In Figure 4.5, the DG of the displaced water is plotted against the effective free
energy of binding. The result is a generally linear trend, suggesting that sequences with tightly
bound water in the minor groove at the central G•C or GpC also have the best binding affinity.
This is consistent with the overall trend seen in the minor groove deformation. For all sequences,
the free energy of the displaced water molecules is negative, indicating that DB2277 would incur
an energetic penalty by expelling water from the groove. The free energy of the structured waters
is dominated by a negative enthalpic term, suggesting a strong hydrogen bond network within the
minor groove, which outweighs the associated unfavorable entropic term (Table S4.1). Because
an overall energetic penalty is incurred by displacing structured water, DB2277’s ability to
outcompete structured water indicates the existence of a microstructural environment that is
preferable for binding polar or charged ligands.
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Figure 4.5 GIST displaced water free energies correlate with effective binding free energies.
AAAAGTTTT and AAAAGC sequences are in red, AATTGAATT and AATTGCAATT are in blue, and
ATATGATAT and ATATGCATAT are in black. Circles indicate palindromic (GpC) sequences. Triangles
indicate single G•C sequences with two binding orientations (5’à3’ u) (3’à5’ t).

The preferred binding sequence, AAAAGTTTT, displaces the most favorable waters with
a DG = ~-9 kcal mol-1. This is the greatest energetic penalty incurred by displacing water, but the
sequence also requires the least deformation, leading to a very favorable DB2277 binding free
energy. The next preferred sequence, AATTGCAATT, loses significantly less-structured water
(DG = ~-3.5 kcal mol-1). By shifting towards the 5’ end of the sequence near the AATT region,
DB2277 finds a new binding site that decreases the displacement of structured waters, minimizes
overall minor groove deformation, and decreases change in native flexibility, thus optimizing
binding. In the free structure, AATTGCAATT has more structured water at this site than at the
GpC region, indicating that DB2277 prefers the same microstructure that traps structural water
(bound complex, Figure 4.4E). Although the minor groove of AAAAGCTTTT deforms less than
that of the AATTGCAATT sequence, it incurs a high energetic penalty (DG = ~-6.0 kcal mol-1)
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when displacing the water and a higher entropic penalty due to the increase in rigidity cause by
DB2277 association (Figure S4.5D and Figure S4.5E). This likely explains why DB2277 does not
bind as favorably to AAAAGCTTTT as AATTGCAATT. Unlike the corresponding GpC
sequence, DB2277 does not slide in the AATTGAATT duplex. This causes greater structured
water energy loss (DG = ~-6 kcal mol-1) and minor groove deformation. However, the change in
RMSF from free to bound for both the 5’à3’ and 3’à5’ orientations of DB2277 (red, blue
respectively, Figure S4.3B) is less than that for the AAAAGCTTTT sequence, suggesting there
would be less entropic penalty due to increased rigidity. Although ATATGATAT and
ATATGCATAT displace fewer favorable waters, they still do not provide a suitable minor groove
geometry for DB2277 and significantly reduce the flexibility of the target DNA.
To form a complete model of minor groove desolvation upon binding, the ion displacement
was studied using the Canion package (191).The ion densities (in units of molarity) associated
with the DNA sequences were quantified in the free and bound states using curvilinear helicoidal
coordinates and reported in radial (R), angular (A), and longitudinal (D) dimensions (52). Upon
binding, there is a decrease in ion molarity in the minor groove (A»90°) for all 6 sequences (gray
region, Figure S4.9A). The decrease in molarity occurs at the primarily at G•C binding site for all
sequences, but along the entirety of the sequence, the molarity changes (Figure S4.9CFigure S9C).
To correlate the observed changes in molarity to the variation in sequence and binding affinity, the
molarity of the unbound structures was subtracted from their corresponding bound complexes and
summed to produce an integrated change in molarity in each of the three dimensions. For the
angular dimension, the integration was restricted to 33° < A < 147°, which defines the minor
groove (191). The ion displacement (DM) from the minor groove does not correlate as strongly to
effective DG of binding as DG water displacement (Figure S4.9D). Although there is variation
between the sequences and a similar pattern is seen, there is no linearity to the plot. The integration
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in the radial dimension was restricted to R < 10.25Å which defines a radius around the entire
duplex (191). In this dimension, the effect of sequence length becomes evident. All of the
palindromic sequences displace more ions than the nonpalindromic sequences but the sequence
itself has little effect on the change in molarity (Figure S4.9E). Similar consistent change in
molarity can be seen in the longitudinal direction (Figure S4.9F). This indicates that the variation
in binding affinity is less dependent on ion displacement than on other factors such as minor groove
deformation and change hydration. From results of the GIST hydration data and the Canion ion
density analysis, it is clear that DB2277 prefers a binding site that is geometrically suited to its
structure which is also one that traps structured water, but also tries to minimize penalties from
water displacement and reduce the entropic penalty from increased rigidity upon binding.
Direct and water-mediated contacts stabilize DB2277 within the target site
Previous studies had shown that heterocyclic diamidines are not particularly selective
toward G•C base pairs (129,201). To improve selectivity, the core azabenzimidazole of DB2277
(Figure 4.1) was added by design to increase the probability of forming a hydrogen bond to the
NH2 functional group of the central G base (126). This is the primary mode for sequence
recognition by DB2277 that we observe in the MD simulations. In all the single G•C complexes,
the hydrogen bond between the azabenzimidazole and the NH2 functional group of guanine is
persistent for > 80% of the simulation length. In addition, when positioned in the 5’ à 3’ direction
of the AAAAGTTTT sequence (5’à3’ orientation, Figure S4.1A), the azabenzimidazole forms a
bifurcated hydrogen bond from the -NH group of the imidazole to the guanine and to the thymine
base on the opposing DNA strand, one step above the central G•C (Figure 4.6A and Figure 4.6C).
In the AATTGAATT and ATATGATAT sequences, the conserved hydrogen bond from the -NH
group of the imidazole to guanine-N3 is present, but the bifurcation is not because the hydrogen
bond acceptor has been eliminated by changing the opposite strand thymine to an adenine. When

97
DB2277 is positioned the 3’à5’ orientation in the AAAAGTTTT sequence the azabenzimidazole
again forms bifurcated hydrogen bond from the -NH group of the imidazole. However, in this case,
it binds to the cytosine of the G•C pair and thymine on the coding stand one step below the central
G•C (Figure 4.6D and Figure 4.6F). The same hydrogen bond from the -NH group of the imidazole
to central G•C cytosine is present in the 3’ à 5’ orientation AATTGAATT and ATATGATAT
sequences (Figure S4.10M and Figure S4.10S) but the bifurcation does not occur since the
hydrogen bond acceptor is eliminated by altering the sequence (thymine to adenine). The
azabenzimidazole ring of DB2277 selectively targets the guanine as a hydrogen bond acceptor for
all the single G•C sequences. In addition, when bound to the preferred binding sequence,
AAAAGTTTT, DB2277 can also act as a hydrogen bond donor and form a bifurcated hydrogen
bond, which could increase the binding affinity.
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Figure 4.6 DB2277 contacts the DNA via direct hydrogen bonds and water mediated contacts. (A-C)
DB2277 bound to AAAAGTTTT in the 5’à3’ orientation. (D-F) DB2277 bound to AAAAGTTTT in the
3’à5’ direction. (G-I) DB2277 bound to AATTGCAATT (A, D, G) DB2277 forms persistent contacts to
three base pairs of the sequence with amidine-1 and the core azabenzimidiazole. (B, E, H) The association
of amidine-2 is stabilized by several water mediated contacts visualized as isodensity (isovalues blue mesh:
-0.009, blue surface: -0.02). (C, F) In the AAAAGTTTT sequence, the core azabenzimidiazole of DB2277
forms multiple persistent contacts at the binding site in both the 5’à3’ and the 3’à5’ orientations. (I) To
optimize binding, DB2277 shifts one step upstream in the AATTGCAATT sequence and does not make
contacts with the target guanine.

Non-equivalent binding is observed for the two amidine groups due to the asymmetry of
DB2277. The phenylamidine attached to the flexible linker -OCH2- (amidine-2, Figure 4.1) does
not directly contact the DNA in any of the single G•C sequences, regardless of the orientation of
DB2277. Instead, amidine-2 is stabilized by several water-mediated contacts to the bases and the
backbone of the DNA (Figure 6B, C, E, and F). The phenylamidine directly attached to the core
azabenzimidazole (amidine-1, Figure 4.1) is more rigid because it lacks a linker. When DB2277
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is oriented in the 5’à3’ direction in the AAAAGTTTT sequence, amidine-1 forms a hydrogen
bond with the thymine two steps above on the complementary strand of the sequence (Figure 4.6A
and Figure 4.6C). When in the opposite direction (3’à5’), it forms a hydrogen bond with the
thymine two steps below on the coding strand (Figure 4.6D and Figure 4.6F). The same hydrogen
bonds are made to the ATATGATAT sequence, which has thymine nucleotides at the same
positions. In the AATTGAATT sequence, amidine-1 forms hydrogen bonds to adenine nucleotides
instead of thymine nucleotides because of the change in sequence at these positions. By forming
direct contacts to the sequences via amidine-1, DB2277 is stabilized in the minor groove. Contacts
made between DB2277 in the 3’à5’ in the AAAAGTTTT sequence are less persistent than in the
5’à3’ direction (Table S4.4). For example, in the 5’à3’ orientation, the amidine-1 contacts have
a persistence of 91.83%, in the 3’à5’ orientation, the persistence drops to 71.75%. This is due to
the designed isohelical shape of DB2277. In the 5’à3’ orientation, it curves around the minor
groove of the DNA sequence, aligning amidine-1 with the thymine on the complementary strand,
improving its ability to form a stable hydrogen bond. In the opposite orientation, the hydrogen
bond acceptor for amidine-1 is on the coding strand, which does not fit the shape of DB2277 and
decreases the overall persistence (71.75%). This is true for the AATTGAATT and ATATGATAT
sequences as well, which have decreased amidine-1 hydrogen bond persistence when comparing
the 5’à3’ orientation to the 3’à5’ orientation (~4% and ~7% respectively, Table S4.4). Although
the contact patterns of the single G•C sequences are very similar, AAAAGTTTT is the only
sequence that makes the additional bifurcated hydrogen bond in both directions. Not only does its
microstructure present an environment natively well-suited for binding of DB2277, once bound,
DB2277 has the ability to form an additional hydrogen bond that stabilizes its binding position.
These factors contribute to the overall low KD measured for this sequence.
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The hydrogen bond patterns for AAAAGCTTTT and ATATGCATAT are very similar to
their single G•C counterparts. The hydrogen bond between the azabenzimidazole of DB2277 to
the guanine-NH2 functional group is present for > 90% of the simulation in both cases. In the
AAAAGCTTTT sequence, DB2277 forms the same bifurcated hydrogen bond from the -NH group
of the imidazole to the central guanine and to the thymine across the strand one step above as seen
in the single G•C sequence (Figure S4.11A and Figure S4.11C). The hydrogen bond from the NH group of the imidazole to guanine is present but no bifurcation is formed in the
ATATGCATAT sequence (Table S4.5 and Figure S4.11H and Figure S4.11J). Unlike the single
G•C sequences, both amidines of DB2277 directly contact the DNA. Amidine-1 forms the same
hydrogen bond with the thymine two steps above the central GpC on the complementary strand as
in single G•C sequences. In both the AAAAGCTTTT and ATATGCATAT sequences, amidine-2
forms hydrogen bonds to the backbone atoms of the cytosine in the first G•C pair and to the base
above it but primarily associates to the sequences via water mediated contacts (Figure S4.11A,
Figure S4.11C, Figure S4.11H and Figure S4.11J). AATTGCAATT is unlike any of the other
sequences because it breaks the conserved hydrogen bond between the azabenzimidazole and
guanine-NH2 and slides one step in the 5’ direction where it forms slightly different contacts
(Figure 4.6H and Figure 4.6I). In this position, the contacts resemble those formed to the
AAAAGCTTTT sequence but are less numerous overall (2 vs 5 contacts with persistence > 35%,
Table S4.4 and Table S4.5). The -NH group of the imidazole forms a hydrogen bond to the thymine
one step above the central GpC. In the AAAAGCTTTT sequence, this thymine is part of the
bifurcation between the imidazole of DB2277 and the central guanine. Two steps above and on
the complementary strand, amidine-1 forms hydrogen bonds with the thymine (Figure 4.6I).
Amidine-2 forms a weak hydrogen bond (persistence 17.62%) with the cytosine on the coding
strand at the central GpC site. Like the other sequences, amidine-2 forms water several mediated
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contacts to the DNA. By sliding one step above the GpC site, DB2277 can form hydrogen bonds
with both amidines to O2 atoms on the pyrimidines (amidine-1 binds to O2 on thymine, amidine2 binds to O2 on cytosine, Figure 4.6H and Table S4.5). These contacts are preferred over the less
favorable hydrogen bonds formed in the AATTGAATT sequence between amidine-1 the N3 atom
of adenine. The native and slightly wider minor groove of AATTGCAATT versus AATTGAATT
facilitated the displacement of DB2277 towards the 5’ end indicating that once the preferred
microstructure is found, DB2277 can stabilize and form direct contacts to the DNA. The
asymmetry of DB2277 results in non-equivalent binding of the two amidines for all sequences
with amidine-1 forming direct contacts with the minor groove and flexible rotation at the other end
of the molecule inducing several water-mediated contacts. This explains the 5’ end isolated
constriction of the minor groove seen in the GpC sequences. By only directly associating with the
base pairs of the minor groove at one end of the small molecule, the collapse is restricted to the
area where the strongest contacts are made. Furthermore, there are fewer water-mediated contacts
formed between amidine-2 and the GpC sequences than in the G•C sequences implying that
DB2277 is slightly detached from these sequences. The central azabenzimidazole of DB2277
selectively recognizes the central G•C in all sequences except for in AATTGCAATT, where
binding is optimized by sliding away from the central GpC to decrease minor groove deformation
and water displacement penalty. This demonstrates that consideration should be taken for the
microstructure along with potential binding of specific complimentary functional groups in order
to design a successful small molecule candidate to target a specific sequence.
4.5

Conclusions
Here we present a comprehensive mechanistic analysis of sequence-specific DNA

association of a synthetic minor groove binder. We showed that binding occurs via an induced fit
mechanism. DNA structural deformation, water displacement and contact formation at the target

102
site all contribute to the observed binding affinities and collectively establish preference for certain
DNA sequences. Our findings imply that that planar, isohelical small molecules, like our test
compound, seek structurally compatible sites on DNA. These sites are generally deep and narrow
regions of the minor groove that are more rigid than the surrounding DNA. Structured water has
to be actively displaced from these sites in order for the binding to occur. Our analysis shows that
the balance between water displacement and minor groove deformation is critical for determining
binding affinity and dictates the preferred binding site within the DNA sequence. To stabilize the
complex after recognition and association, the amidine groups of DB2277 form direct and watermediated contacts to the DNA groove. Our results clarify certain design principles for achieving
selective binding with small molecules. Clearly, it is necessary but not sufficient to match the
curvature of the minor groove and provide electrostatically complementary functional groups such
as amidines. It is critical to take into consideration the local shape and microstructural variation of
the target DNA. Exact positioning of structural water in the minor groove with respect to suitably
placed polar functional groups is also important. Our study provides a framework for the rational
design and optimization of synthetic small molecules to improve site-specific targeting of DNA
for therapeutic uses.
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4.6

Supplementary Data

Figure S4.1 Six sequences of interest and corresponding orientations of DB2277. (A) AAAAGTTTT (B)
AATTGAATT (C) ATATGATAT (D) AAAAGCTTTT (E) AATTGCAATT (F) ATATAGCATAT. (AC) The single G•C sequences are non-palindromic and the asymmetric small molecule DB2277 was
positioned in two orientations in the minor groove. (5’ à 3’ Orientation) In the 5’à 3’ orientation,
amidine-1 (green) is closest to the 5’ end of the target sequence. (3’ à 5’ Orientation) In the 3’à5’
orientation, amidine-1 is closest to the 3’ end of the target sequence. (D-F) The GpC sequences are
palindromic, therefore, only one orientation of DB2277 was required.
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Figure S4.2 DB2277 atom numbers
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Table S4.1 RESP charges for DB2277
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Atom Name
N4
H8
H9
C12
N5
H10
H11
C11
C10
C8
H5
H7
C9
H6
C7
H4
C6
C5
N3
N2
H3
C2
N1
C1
C4

Atom Type
n2
hn
hn
ca
n2
hn
hn
cc
cc
cd
ha
ha
cc
ha
cd
ha
cd
cc
nc
na
hn
ca
nb
ca
ca

Charge
-0.8408
0.4461
0.4461
0.7536
-0.8408
0.4461
0.4461
-0.1912
-0.1008
-0.0635
0.1213
0.1375
-0.1008
0.1375
-0.0635
0.1213
0.0221
0.4458
-0.4495
-0.7654
0.4364
0.8120
-0.7281
0.0201
-0.0922

26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Atom Name
H2
C3
H1
C13
O1
C14
H12
H13
C15
C16
H14
C18
H16
C20
C21
N6
H18
H21
N7
H19
H20
C19
H17
C17
H15

Atom Type
ha
ca
ha
ca
os
c3
h1
h1
ca
ca
ha
ca
ha
ca
ca
n2
hn
hn
n2
hn
hn
ca
ha
ca
ha

Charge
0.1927
-0.3945
0.1843
0.5710
-0.2454
-0.0063
0.0832
0.0832
0.2101
-0.1700
0.1474
-0.0480
0.1324
-0.2510
0.7810
-0.8413
0.44690
0.44690
-0.8413
0.44690
0.44690
-0.0480
0.13240
-0.1700
0.14740
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Table S4.2 AMBER force field modification file (frcmod). Parameters not found in the GAFF force field
were added by ANTECHAMBER or calculated using ab initio methods in Gaussian09

DB2277 Parameterization
MASS
BOND
ANGLE
cc-nc-ca
os-c3-ca
c3-os-ca
ca-ca-n2
cc-ca-n2
n2-ca-n2

70.56
100.14
70.35
54.0
54.0
70.0

107.15
109.18
119.79
119.66
119.66
122.00

Added by ANTECHAMBER
Calculated using Gaussian09
Calculated using Gaussian09
Cheatham, T.E. PMID:12580601
Cheatham, T.E. PMID:12580601
sp2 geometry

2
4
4
4
3
4
4
4
4
4

3.24
3.39
1.99
1.70
9.00
0.79
-3.12
0.610
9.60
9.60

180.0
180.0
180.0
180.0
0.0
327.0
0.0
90.0
180.0
180.0

IMPROPER
cc-n2-ca-n2
ca-cc-cc-cc
cc-cd-cc-ha
cc-cd-cd-ha
cc-cd-cd-cd
cd-na-cc-nc
ca-cc-na-hn

1.1
1.1
1.1
1.1
1.1
1.1
1.1

180.0
180.0
180.0
180.0
180.0
180.0
180.0

2.0
2.0
2.0
2.0
2.0
2.0
2.0

ca-na-ca-nb
ca-ca-ca-nc
ca-ca-ca-ha

1.1
1.1
1.1

180.0
180.0
180.0

2.0
2.0
2.0

ca-nb-ca-os
ca-ca-ca-ca
ca-n2-ca-n2

1.1
1.1
1.1

180.0
180.0
180.0

2.0
2.0
2.0

DIHE
c3-os-ca-ca
na-cc-cd-cd
cc-cc-ca-n2
n2-ca-ca-ca
ca-c3-os-ca
ca-ca-ca-n2
ca-ca-ca-n2
ca-ca-ca-n2
ca-ca-n2-hn
cc-ca-n2-hn

NONBON

2.0
2.0
2.0
2.0
1.0
-4.0
-4.0
1.0
2.0
2.0

Calculated using Gaussian09
Calculated using Gaussian09
Calculated using Gaussian09
Calculated using Gaussian09
Calculated using Gaussian09
Cheatham, T.E. PMID:12580601
Cheatham, T.E. PMID:12580601
Cheatham, T.E. PMID:12580601
Added from parm99.dat
Added from parm99.dat
Using default value
Using default value
Using default value
Using default value
Using default value
Using default value
General improper torsional angle
(2 general atom types)
Using default value
Using default value
General improper torsional angle
(2 general atom types)
Using default value
Using default value
Using default value
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Figure S4.3 Change in translational inter-base pair parameters upon binding. Translational parameters
(shift, slide, rise) for sequences AAAAGTTTT and AAAAGCTTTT are labeled in red, AATTGAATT and
AATTGCAATT are in black and ATATGATAT ATATGCATAT are in blue.
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Figure S4.4 Change in rotational inter-base pair parameters upon binding. Rotational parameters (tilt, roll,
twist) for sequences AAAAGTTTT and AAAAGCTTTT are labeled in red, AATTGAATT and
AATTGCAATT are in black and ATATGATAT ATATGCATAT are in blue
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Figure S4.5 Root mean square fluctuation (RMSF) per base pairs shows increased rigidity (decreased
RMSF) upon binding for all six sequences. (A) AAAAGTTTT, (B) AATTGAATT, (C) ATATGATAT,
(D) AAAAGCTTTT, (E) AATTGCAATT, (F) ATATAGCATAT. The RMSF for the unbound structures
are shown in black for all sequences. The nonpalindromic G•C sequences have two binding orientations
(5’à3’, red) (3’à5’, blue). The palindromic (GpC) sequences only have one binding orientation (red). The
target binding sites, G•C and GpC, are highlighted in gray. Integrated change in RMSF for each bound
state are shown on the top right for each strand.
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Figure S4.6. Change in probability of minor groove width upon binding. (A) AAAAGTTTT, (B)
AATTGAATT (C) ATATGATAT (D) AAAAGCTTTT (E) AATTGCAATT (F) ATATAGCATAT. The
nonpalindromic G•C sequences have two binding orientations (5’à3’ and 3’à5’). The palindromic (GpC)
sequences only have one binding orientation. The color gradient indicates increasing probability (blue to
red) of width in Angstroms (Å). Surfaces were integrated to get a total change in width. Values are reported
alongside figures.
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Figure S4.7 Implementation of grid inhomogeneous solvation theory (GIST). (A) The system is discretized
in to equal volume voxels. From this, density of the solvent (g P ), solute-water enthalpy (ERS,U ), water-water
enthalpy (ERU,U ), translations entropy (TSRXYZ[S ) and orientational entropy (TSR\Y]^[X ) are reported per voxel.
(B, C, D) Using the reported solvent density, the energetic calculations can be restricted to the structured
waters near the DNA duplex. (E, F) The solute-water and water-water enthalpy terms are summed to get
total enthalpy (EX\XZ_ = ES,U + EU,U ) and the translational and orientational entropy terms are summed to
get total entropy (TSX\XZ_ = TSXYZ[S + TS\Y]^[X ). (G) Subtracting the total entropy map from the total
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enthalpy map results an isodensity of free energy (∆G = EX\XZ_ − TSX\XZ_ ). (C-G) The isosurfaces can be
visualized in order to diagnose solvation hotspots. (H) A binary density map is created to represent the
volume of water displaced by DB2277. (I, J) The binary map is multiplied the total entropy isodensity and
the total enthalpy isodensity. (K, L) This produces maps of the enthalpy and entropy of the water displaced
a]Sb

a]Sb

by DB2277 (EX\XZZ_ , TSX\XZ_ , respectively). (M) The entropy of the expelled water can be subtracted from
a]Sb

the enthalpy of the expelled water to determine the free energy of the displaced waters ∆Ga]Sb = EX\XZ_ −
a]Sb

TSX\XZ_ .
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Table S4.3 Thermodynamic data for GIST analysis of the waters displaced from the minor groove.
Enthalpy (DE)
(kcal/mol)

Entropy (TDS)
(kcal/mol)

Free Energy (DG)
(kcal/mol)

-10.13 ± 0.0003
-10.26 ± 0.0003

-1.04 ± 3.46e-05
-1.08 ± 3.58e-05

-9.09 ± 0.0003
-9.18 ± 0.0003

Displaced Water (5’—>3’)
Displaced Water (3’—>5’)

-6.14 ± 0.0002
-6.57 ± 0.0002

-0.66 ± 2.24e-05
-0.71 ± 2.40e-05

-5.45 ± 0.0002
-5.86 ± 0.0002

ATATGATAT
Displaced Water (5’—>3’)
Displaced Water (3’—>5’)

-3.50 ± 0.0001
-3.33 ± 0.0001

-0.30 ± 1.21e-05
-0.29 ±1.17e-05

-3.20 ± 0.0001
-3.04 ± 0.0001

-6.24 ± 0.0002

-0.57 ±2.17e-05

-5.67 ± 0.0002

-3.97 ± 0.0002

-0.56 ± 2.00e-05

-3.41 ± 0.0002

-2.83 ± 0.0001

-0.25 ± 9.66e-06

-2.59 ± 0.0001

AAAAGTTTT
Displaced Water (5’—>3’)
Displaced Water (3’—>5’)
AATTGAATT

AAAAGCTTTT
Displaced Water
AATTGCAATT
Displaced Water
ATATGCATAT
Displaced Water
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Figure S4.8 Curvilinear helicoidal coordinates system of Canion (R) radial distance in Å (A), angle from
reference point (dotted line) which tracks the helical twist of the nucleic acid, and (D) longitudinal distance
in Å along the base pair sequence.

115

Figure S4.9 Change in distribution of positive ions upon binding. (A) Ion distribution in the free and bound
states in the angular dimension (A). (B) Ion distribution in the free and bound states in the radial distance
dimension (R). Ion distribution in the longitudinal distance dimension (D). (A,C,B) The free structures are
shown as black lines. The nonpalindromic G•C sequences have two binding orientations (5’à3’, red)
(3’à5’, blue). The palindromic (GpC) sequences only have one binding orientation (red). Integrated change
in molarity is shown on each plot. (D) Integrated change in molarity in the minor groove (33° < A < 147°)
plotted against effective DG. (E) Integrated change in molarity in the duplex (R < 10.25 Å) plotted against
effective DG. (F) Integrated change in molarity along the binding sequence (D) plotted against effective
DG.
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Figure S4.10 DB2277 contacts the DNA via direct hydrogen bonds and water mediated contacts in the
non-palindromic sequences. Contact with persistence > 15% are drawn between the DB2277 and the DNA
bases or backbone where the hydrogen bond is formed. Symmetric hydrogen bonds, like those formed by
the amidines, are resented one hydrogen bond from that site. (A-F) In sequence AAAAGTTTT, DB2277
forms persistent contacts to three base pairs of the sequence with amidine-1 and the core azabenzimidiazole
in both the 5’à3’ (A-C) and 3’à5’ (D-F) orientations. (G-L) Contacts between DB2277 and
AATTGAATT are less numerous but several water-mediated contacts can be seen at amidine-1 and
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amindine-2. (M-R) The persistent contacts in the ATATGATAT sequence are highly similar to those of
the AATTGAATT sequence. Water mediated contacts visualized as isodensity (isovalues blue mesh: 0.009, blue surface: -0.02) in panels B, E, H, K, N, and Q and as red dots in panels C, F, I, L, O, and R.
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Figure S4.11 DB2277 contacts the DNA via direct hydrogen bonds and water mediated contacts in the
palindromic sequences. Contact with persistence > 15% are drawn between the DB2277 and the DNA bases
or backbone where the hydrogen bond is formed. Symmetric hydrogen bonds, like those formed by the
amidines, are resented one hydrogen bond from that site. (A-C) In sequence AAAAGCTTTT, DB2277
forms persistent contacts to three base pairs of the sequence with amidine-1, the core azabenzimidiazole
and amidine-2. (D-F) To optimize binding, DB2277 shifts one step upstream in the AATTGCAATT
sequence and does not make contacts with the target guanine. (G-I) The persistent contacts in the
ATATGCATAT sequence are highly similar to those of the AAAAGCTTTT sequence. Water mediated
contacts visualized as isodensity (isovalues blue mesh: -0.009, blue surface: -0.02) in panels B, E, and H
and as red dots in panels C, F, and I.
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Table S4.4 Contact persistence between DB2277 and DNA sequences for the nonpalindromic sequences.
Acceptor
Residue

Residue
Number

Acceptor

Donor
Residue

Residue
Number

Donor

Donor
Hydrogen

Persistence

DT
DB1
DT
DG

22
27
21
7

O2
N1
O2
N3

DB1
DG
DB1
DB1

27
7
27
27

N4/N5
N2
N2
N2

H9/H10/H11
H22
H3
H3

0.9183
0.8930
0.5227
0.3569

DB1
DT
DC
DT

27
9
20
8

N1
O2
O2
O2

DG
DB1
DB1
DB1

7
27
27
27

N2
N4/N5
N2
N2

H22
H8/H9/H10/H11
H3
H3

0.8767
0.7175
0.5194
0.3206

DB1
DA
DG

27
22
7

N1
N3
N3

DG
DB1
DB1

7
27
27

N2
N4/N5
N2

H22
H8/H10/H11
H3

0.8682
0.8312
0.6869

DB1
DA
DC

27
9
20

N1
N3
O2

DG
DB1
DB1

7
27
27

N2
N4/N5
N2

H22
H8/H9/H10/H11
H3

0.8941
0.7905
0.7208

DT
DB1
DG

22
27
7

O2
N1
N3

DB1
DG
DB1

27
7
27

N4/N5
N2
N2

H8/H9/H10
H22
H3

0.9711
0.9539
0.7112

DT
DB1
DC

9
27
20

O2
N1
O2

DB1
DG
DB1

27
7
27

N4/N5
N2
N2

H8/H9/H10/H11
H22
H3

0.9081
0.8444
0.7806

AAAAGTTTT
(5’—>3’)

AAAAGTTTT
(3’—>5’)

AATTGAATT
(5’—>3’)

AATTGAATT
(3’—>5’)

ATATGATAT
(5’—>3’)

ATATGATAT
(3’—>5’)
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Table S4.5 Contact persistence between DB2277 and DNA sequences for the palindromic sequences.
Acceptor
Residue

Residue
Number

Acceptor

Donor
Residue

Residue
Number

Donor

Donor Hydrogen

Persistence

DB1
DT
DT
DT
DG
DC

29
24
23
23
7
22

N1
O2
O2
O1P
N3
O3'

DG
DB1
DB1
DB1
DB1
DB1

7
29
29
29
29
29

N2
N4/N5
N2
N6/N7
N2
N6/N7

H22
H8/H9/H10/H11
H3
H18/H19/H20/H21
H3
H18/H19/H20/H21

0.9270
0.9255
0.4822
0.3847
0.3647
0.2289

DT
DT
DC

25
6
8

O2
O2
O2

DB1
DB1
DB1

29
29
29

N4/N5
N2
N6/N7

H8/H9/H10/H11
H3
H18/H19/H20/H21

0.9490
0.8364
0.1762

DT
DB1
DG
DA
DC

24
29
7
23
22

O2
N1
N3
O1P
O3'

DB1
DG
DB1
DB1
DB1

29
7
29
29
29

N4/N5
N2
N2
N6/N7
N6/N7

H8/H9/H10/H11
H22
H3
H18/H19/H20/H21
H18/H19/H20/H21

0.9797
0.9682
0.6821
0.3996
0.1490

AAAAGCTTTT

AATTGCAATT

ATATGCATAT

121

5

DNA SLIDING CLAMP DIFFUSION INVESTIGATED USING MARKOV
STATE MODELS

5.1

Abstract
The ring-shaped proteins in the sliding clamp family are able to diffuse along the DNA

backbone, however the molecular nature of this process is poorly understood. Whether the motion
is a simple random walk or driven by interactions between the DNA and clamp remains an elusive
question. Here the molecular nature of the diffusive process is investigated. Ensemble molecular
dynamics was employed to sample the movement of H. sapiens proliferating cell nuclear antigen
(PCNA), E. coli b-clamp and bacteriophage T4 gp45 in complex with a 30mer DNA duplex. To
understand the driving force behind sliding clamp diffusion the protein-DNA interactions for each
clamp were quantified. Additionally, the geometric parameters that most accurately describe the
internal motions of the substrate were analyzed. The global motions of the protein were used to
construct a Markov state model that describes the kinetics of the clamp diffusion. By combining
the description of the protein-DNA interactions with a kinetic model of the diffusion, new insight
into the sliding clamp diffusional processes has been gained.
5.2

Introduction
DNA binding proteins are ubiquitous and central to all life processes. Their ability to

efficiently navigate the highly crowded in vivo environment to find specific genomic targets is still
a theoretical enigma. One that, if solved would lead to a fundamental understanding of the genomic
replication process. These proteins propagate along the backbone in many ways such as active
sliding by polymerases and helicases, passive sliding by protein clamps, jumping as seen in E. coli
EcoRV studies, and hopping performed by glycosylases and LAC1 (202,203). There have been
substantial previous efforts in determining the driving force behind these diffusive mechanisms
both computationally and experimentally but no definitive conclusions about the propulsion have
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been made (204-208). In the case of sliding clamp diffusion, two distinct modes have been
presented to explain the observed passive diffusion (205,206). De March et al. have proposed a
“cogwheel mechanism” in which the sliding clamp tracks along the DNA backbone by tilting to
match pitch (207). Daitchman et al refute this theory, presenting a hopping mechanism were the
sliding clamp translocate when it is perpendicular to the DNA and the rotation does not correlate
to the diffusion (208). In the following study, using long timescale computational simulations, the
protein-DNA interactions and internal motions of the protein and DNA that influence the linear
and rotational diffusion of the sliding clamp proteins were analyzed. Using the structural details
of the protein-DNA complex, a Markov state model describing the kinetics of the observed
diffusion was created.
Sliding clamps are found in all domains of life; eukaryotes (H. sapiens PCNA and 9-1-1),
prokaryotes (E. coli and M. tuberculosis β-clamp) and archaea (gp45 in T4 bacteriophage, PCNA
in P. furiosus) (202,203). Protein clamps play an important role in the biological process of
replication (209). As a scaffold protein, it provides conserved PIP box binding that recognizes
proteins with a variety of functions such as flap endonuclease 1 (FEN 1), involved in repair (210),
DNA polymerase and ligase, involved in replication (210), and ubiquitin, involved in the
degradation of unnecessary proteins (211). The interaction between DNA polymerase and the
protein clamps is vital in order to achieve the high degree processivity required for replication
(202,203). Without the aid of sliding clamps, DNA polymerases could only synthesize
approximately 10 nucleotides in one pass (14), while in comparison it can synthesize 500 to 1,000
nucleotides when tethered to the sliding clamp (212).
Sliding clamps exist as dimers and trimers which have six-fold pseudosymmetry with two
structurally distinct faces that create a toroid with a central pore large enough to accommodate
DNA (Figure 5.1A). The inner surface of each is lined with four positively charged α-helices, the
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outer surface is lined with two negatively charged beta-sheets and an interdomain connecting loop
(IDCL) connects each domain (Figure 5.1B) (213). The α-helices lining the central pore of the
sliding clamps carry a net positive electrostatic potential. Although the strength of the overall
electrostatics varies among clamps (Figure 5.1C), this positive electrostatic character allows the
proteins to associate to the electronegative DNA backbone, assisting in their various functions.

Figure 5.1 Comparison of the sliding clamps investigated in this study (A) Each sliding clamp has pseudosix-fold symmetry (B) The secondary structure of the sliding clamp shows that the inner pore is lined with
α-helices (orange) while β-sheets (purple) line the outer surface, and interdomain connecting loop is shown
in gray. (C) The electrostatics maps of the sliding clamps show that positively charged alpha helices line
the inner pore and the negatively charged beta sheets are isolated to the outer surface.
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Here we compare the diffusion of the proteins H. sapiens proliferating cell nuclear antigen
(PCNA) (214), E. coli b-clamp (215) and bacteriophage T4 gp45 (212) and on DNA. PCNA is the
primary sliding clamp involved in DNA replication and repair in humans; it is a homotrimer
protein with an inner diameter of 34 Å. E. coli b-clamp is also a scaffold protein primarily involved
in replication, but unlike PCNA, it is a homodimer (202,203,212). The inner pore diameter of bclamp is approximately 35 Å, but it has two loops that project into the pore that are separated by
only 27 Å. Like PCNA and b-clamp, T4 gp45 is primarily a scaffold protein in the T4
bacteriophage it interacts with polymerase, increasing the processivity of replication. The T4 gp45
protein clamp is a homotrimer with a 38 Å diameter. As seen in Figure 5.2, the inner pore
electrostatics of the three clamps vary, with PCNA containing the distinct positively charged
regions lining the inner pore. The b-clamp’s pore a has similar number of positively charged
residues but they extend to the clamp face, unlike PCNA (202,203). T4 gp45 has the least
positively charged residues lining the inner pore. The combination of pore size variation and
electrostatics is proposed to influence the rate of diffusion observed in clamp-DNA complexes.
Narrower, more positively charged clamps, such as PCNA, are expected to diffuse more slowly.
The inner pore of PCNA is expected to form direct contacts with the negatively charged DNA
backbone more throughout the diffusion process, thus impeding overall translocation. The wider,
more neutral clamp gp45 is less impeded by direct contacts and geometric restrictions, therefore,
is expected to diffuse more freely.
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Figure 5.2 The electrostatics of the inner pore of the sliding clamps. The inner pore of all three clamps is
positively charged, enabling the association with negatively charged DNA backbone. The degree of positive
electrostatics varies in the three clamps, with PCNA having the densest positive regions, b-clamp being
slightly less charged, and gp45 having the most neutral inner surface.

The previous work in this field has focused mainly on experimentally determining
diffusion rates using single molecule studies and investigating clamp loading mechanisms by
exploring the subunit interface stability and local protein-DNA interactions using computational
studies (216). In this study, the atomistic details behind the diffusion of three sliding clamps along
the DNA backbone were captured over 60 independent 50ns simulations for a total of 3µs of
sampling. By simulating an ensemble of trajectories for different clamps, detailed Markov state
models can be developed that more accurately describe the propagation of the clamp along the
duplex.
5.3

Methods
The three binary systems were built from the crystal structures of PCNA (pdb code

1VYM)(214), b-clamp (pdb code 1OK7)(215), T4 gp45 (pdb code 3U5Z)(217), and a 30-mer of
generic canonical B form DNA generated using the AMBER plugin NAB (sequence: 3’acgttgactaccgtcttcagaggcagagtc-5’) (134,182). The T4 gp45 protein crystal structure was
complexed with the clamp loader and substrate primer-template DNA in both the open and closed
states. The chains comprising the clamp in the closed state were extracted from the PDB and used

126
to model the T4 gp45 for the molecular dynamics simulations in this study. Using VMD
visualization software, the clamps were manually positioned at the midpoint of the helix, encircling
the DNA and perpendicular to the DNA helical axis (146). The clamps were centered so that the
subunits were approximately equal distance from the DNA backbone. Using the tleap module of
AMBER, hydrogen atoms were added, the system was solvated with TIP3P (70) water molecules
such that the waters extended outward 10 Å depending on the system, and it ionized using Na+
and Cl- to reflect a 0.15 M ionic strength environment. Molecular dynamics for the systems were
generated using PMEMD CUDA module of AMBER14 with the parm99 force field and the
parmbsc0 + ε/ζOL1+χOL4 force field modifications for DNA (47,48,148,156).
All systems were minimized for 10000 steps with harmonic restraints (k= 5 kcal mol-1 Å2

). Then, they were then gradually heated to 300 K over 50 ps in the NVT ensemble while keeping

the protein and nucleic heavy atoms restrained. Ten consecutive NPT ensembles were run at 300K
for 50000 steps with a 2 fs fundamental time step. The harmonic restraints were gradually released
in 10 stages for a total of 1.05ns of equilibration.
After initial equilibration, a short 10ns simulation was run to obtain the get the average
potential energy in order to set up accelerated molecular dynamics (aMD) simulations. Six
independent simulations were generated by rotating the camp around the DNA by 60, 120, 180,
240, 300, and 360 degrees relative to its initial position in the unboosted molecular dynamics
simulation. Each replica was simulated for 100ns using full potential aMD. After the aMD
simulations were completed, the rotation of the clamp was calculated using the center of mass of
the first subunit. If areas of the rotational space were not captured, additional simulations were
initiated in those regions in order to produce an ensemble of trajectories covering the entire
rotational space.
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After the initial sampling, 60 clusters were produced using CPPTRAJ by aligning the
trajectories to the DNA axis and clustering the trajectory using only the protein root mean square
deviation (RMSD). The coordinates from the 60 clusters were then used as seeds for unboosted
molecular dynamics sampling after minimization and equilibration following the same protocol as
the described above. Each seed was simulated for 50ns using classical, unboosted molecular
dynamics, for a total ensemble sampling of 3 µs. The 3 µs trajectories were further analyzed using
CPPTRAJ and in-house Python scripts. The DNA backbone parameters were analyzed using the
program Curves+ and Markov state models were generated using the software suite PyEmma
(101).
5.4

Results
Rotational and translation motions of DNA sliding clamps
DNA sliding clamps undergo both linear and rotational diffusion relative to the DNA

backbone (Figure 5.3A). In order to quantify these motions, the positions of the clamp subunits
were determined in a cylindrical coordinate system with the DNA helical axis as the z-axis
(c, d, e). To accomplish this, the plane of the sliding clamp was defined by the normal vector
formed from using the center of mass (COM) points of each subunit at time f. The intersection of
the plane and the helical axis of the DNA is the clamp height in Angstroms (e) at time f (Figure
5.3B). The angle between the plane of the clamp and DNA helical axis is reported as the tilt angle
(F) (Figure 5.3C). A tilt angle of 0° indicates that the clamp is orthogonal to the DNA axis. The
radial position of the clamp was determined by calculating the angle (d) between the COM for
each subunit at time f and the COM at f = 0. The coordinate (c) is defined as the distance between
the COM and helical axis. (Figure 5.3D).
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Figure 5.3 DNA sliding clamp diffusive motions. (A) The DNA sliding clamp is capable of freely rotating
and translocating along the DNA back bone. (B) The height of the clamp relative to the DNA helical axis
can be determined using the plane created by the three center of mass points of the subunits. (C) The tilt
angle is the angle between the norm of the clamp plane and the helical axis. (D) The radial position of the
clamp was determined by calculating the angle (Θ) between the COM for each subunit at time f and the
COM at f = 0. The coordinate (r) is defined as the distance between the COM and helical axis.

There are two proposed models for clamp diffusion. One suggests that the clamps linearly
diffuse along the DNA with little association with the groves of the helix, called the “washer-onscrew” model (205). The second proposes that the clamp follows the groove of the DNA and
rotates as it diffuses, called the “nut-on-bolt” model (205). By monitoring the displacement relative
to the DNA axis, we can determine if there is a preferential direction for each of the clamps and
any helical character to the overall diffusion.
The positions of the three subunits were plotted in Figure 5.4 for PCNA. The clamp clearly
rotates 360° over the course of 3 µs but there is no clear indication that the rotation is correlated
to the helical shape of the axis (Figure 5.4A). For each subunit, there are three high probability
regions separated by three low probability regions (Figure 5.4B). These regions are spaced
approximately 120° apart from each other, indicating that there is correlation between subunitDNA interaction and rotational diffusion. From the contour histogram it is also clear that there is
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a preferred configuration in which the subunits arrange (subunit 1 (+j, +k), subunit 2 (−j, −k),
subunit 3(+j, −k)) regardless of the randomly generated trajectory data.

A

B

Figure 5.4 Position of the clamp subunits for PCNA. (A) Position of subunit 1 (red) subunit 2 (blue) and
subunit 3 (green) over the 3 µs sampled. (B) 2D contour histogram of the l and k coordinate.

The b-clamp only has two subunits. With the data currently obtained, there is a region that
the clamp has not sampled even after random seed generation and 3 µs of sampling Figure 5.5.
However, there is still sufficient results to make general observations regarding the propagation bclamp. of Unlike PCNA, there less preferential rotational sampling observed in the b-clamp. There
is no indication that barriers exist between rotational positions. Like the motion observed in the
PCNA simulations there is no helical component to the observed rotational translation.
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A

B

Figure 5.5 Position of the clamp subunits in for b-clamp. (A) Position of subunit 1 (red) and subunit 2
(blue) over the 3 µs sampled. (B) 2D contour histogram of the l and k coordinate.

The rotation of T4 gp45 is different from what is observed in the PCNA and b-clap system.
Each of the subunits rotates completely around the DNA axis, but rather than the rotation being
strictly planar, the rotation is more helical, with a definite spiracle characteristic (Figure 5.6A).
Furthermore, the subunits have are less definitive high probability regions and more uniformly
sample the rotational space (Figure 5.6B). This indicates that the two clamps move along the DNA
axis in two different modes. The PCNA primarily rotates, stopping in specific locates as it does
so. The gp45 twists with the groove, following the curvature of the DNA.
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A

B

Figure 5.6 Position of the clamp subunits in the cylindrical coordinate system for gp 45. (A) Position of
subunit 1 (red) subunit 2 (blue) and subunit 3 (green) over the 3 µs sampled. (B) 2D contour histogram of
the l and k coordinate.

The distribution of the clamp heights and tilt angles is seen in Figure 5.7. The b-clamp and
PCNA have very similar tilt angles and distributions (15.61° ± 6.14 and 15.35° ± 6.89,
respectively) but the most probable tilt angle for b-clamp is slightly less than that of PCNA, 15.71°
vs 14.61°. The T4 gp45 clamp is the most tilted of the three clamps on average with a tilt angle of
19.7° ± 8.11 and it has the greatest variance (s2 = 65.83°) of three clamps throughout the 3 µs
cumulative trajectory. Overall, the plane of the PCNA and b-clamp move significantly less than
that of T4 gp45. They sample approximately 28 Å of the helix or about 8.5 base pairs. In
contrast,T4 gp45 samples nearly 60 Å or 19 base pairs. Furthermore, the variance in height
observed for T4 gp45 is greater than that of either of the other two clamps, which mainly remains
central on the DNA helical axis.
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Figure 5.7 Distribution of tilt in height observed in 3 µs. (A) The distribution in tilt angle of the clamps
shows that PCNA (red) and b-clamp (green) are on average more orthogonal to the DNA axis compared to
gp45 (blue) and has less variation in angle. (B) The distribution height of the clamps shows that gp45 (blue)
transverses more of the DNA backbone in 3 µs than PCNA (red) or b-clamp (green).

Direct contacts between the DNA backbone and positively charged inner pore influence
clamp motions
Both the tilt angle and the limited translational movement observed in the clamps are the
result of the direct contacts made to the DNA helix. As noted before, the inner pores of the sliding
clamps are lined with positive residues which aid in minor groove association via electrostatic
interaction. When the clamp tilts, it aligns its alpha helices perpendicularly with the minor groove
and the positively charged based pairs form contacts to the negatively charged DNA backbone.
PCNA has nine positively charged residues per subunit in the inner pore (Figure 5.2). These
group together to make four distinct patches that can interact with the DNA backbone (Figure 5.8).
One of the patches in PCNA is comprised of two arginines residues (R146 and R149) that
consistently interact with the DNA throughout the 3 µs (Figure 5.8). The other regions make more
transient contacts but still contact the DNA a significant portion of the trajectory. Due to the inner
pore diameter and the location of the positive residues along the groove, it is not possible for all
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27 residues to make contacts with the DNA at the same time. To optimize the association, the
clamp tilts to bring more residues closer to the DNA backbone. However, even when tilted, not all
the residues contact DNA. The inner play of contact formation between subunits directly affects
the tilt angle of the clamp. For PCNA this results in a more perpendicular configuration.
Furthermore, the high probability regions seen in the 2D contour histogram of rotation could be
the result of contact optimization. Once the contacts are optimized, the clamp ceases to rotate and
adopts the preferred configuration before it rotates again and adopts the same configuration 120°
displaced.

Figure 5.8 Contact persistence for PCNA. The probability (red high probability, blue low probability) of
contact formation between the positive inner residues and the DNA backbone is plotted per subunit.

Unlike PCNA and T4gp45, b-clamp is a homodimer. The fifteen positively charged
residues per subunit of the b-clamp for 6 positively charged patches along the inner surface like
those observed in PCNA. Given that the number and distribution of positively charged residues in
the pore is similar between PCNA and b-clamp it is not surprising that their tilt angles are also
similar. The inner pore diameter of b-clamp is also similar to PCNA excluding the two loop
projections found in b-clamp. It is possible that b-clamp also exchanges contacts through a rotation
manner but does not have preferred binding orientations like those seen in PCNA.
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Figure 5.9 Contact persistence for b-clamp. The probability (red high probability, blue low probability) of
contact formation between the positive inner residues and the DNA backbone is plotted per subunit

T4 gp45 only has five positively charged base pairs per subunit lining its inner pore (Figure
5.10). It also has a patch of arginines (R128, R131) like PCNA. However, it is clear from Figure
5.10 that there are only three positive patches per subunit and that the only persistent contacts
made are with the at the arginines. Due to its larger inner pore diameter and sparse positively
charged residue location, for all three subunits to contact the DNA, the clamp must adopt a higher
tilt angle. In addition, the clamp has more freedom of mobility and is less restrained by the DNAprotein contacts. This is clearly observed by comparing Figure 5.6 and Figure 5.4, T4 gp45 does
not have the same segmented high probability regions as PCNA and translocate in a spiracle
manner. Therefore, the formation and exchange of the inner pore contacts could be crucial to the
preferential tilt angle and clamp diffusion.
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Figure 5.10 Contact persistence for gp45. The probability (red high probability, blue low probability) of
contact formation between the positive inner residues and the DNA backbone is plotted per subunit.

The Markov state models of PCNA and gp45 elucidate their differing modes of diffusion
The motion of each subunit of the clamps defined by the cylindrical coordinate system
above was converted into cartesian coordinates and used as a (m ∗ 3)-dimensional feature to
describe the total motion (jp , qp , rp , … , j5 , q5 , r5 ) where m is equal to the number of subunits.
After the positions were computed and converted, the dimensions were reduced using time lagged
independent component analysis (tICA) in order to highlight the slowest underlying motions. It is
clear from Figure 5.12 that the first three TICs capture the dominate motions observed in the
cylindrical coordinate plots.
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B

C

Figure 5.11 Scree plots and Chapman-Kolmogorov plots for PCNA (A) b-clamp (B) and T4 gp45 (C).

In order to clarify what motions the first three TICs are capturing, the distributions of the
three dominate TICA coordinates were plotted. A histogram of the first three TICA dimensions
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was built and then the free energy per bin (t7 ) was computed by taking the negative natural log of
the bin counts (t7 = − ln r7 ). The bins are then plotted in 3-dimensional tICA space (Figure 5.12).
Using the tICA dimensions, the trajectories are then clustered in tICA space into 1500 discreet
microstates for Markov state model analysis.

Figure 5.12 Distribution of the first three dominate TICs for PCNA (A) b-clamp (B) and gp45 (C). High
energy regions are plotted in red and low energy regions in blue. Regions that are less than 25% than the
maximum energy value are highlighted on the right side of the figure.
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From the Chapman-Kolmogorov plot of the implied time scales in Error! Reference
source not found. it can be seen that the motions of PCNA can be described by five dominated
states. b-clamp also has a clear delineation into five states. The gp45 motion is more convoluted.
The Chapman-Kolmogorov plot suggests that there are 4 or 5 macrostates. However, the fifth state
is far less dominate than the other four and hard to resolve. Furthermore, both states one and two
and two and three merges in the Chapman Kolmogorov plot indicating that these states are hard to
decompose from each other and readily interchange. For all three clamps, Markonivity was
established by 10 steps (20 ps).
Using microstates generated by the initial discretization and the lag time of 10 step
determined from the Chapman-Kolmogorov plot, a time lagged transition probability matrix was
generated. The time lagged transition probability matrix was then lumped into macrostates using
Perron cluster cluster analysis (PCCA+) and the transition rates between the states was be
determined using transition path theory.
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Figure 5.13 Macrostates of PCNA

The PCCA+ analysis lumped the microstates of PCNA into three dominate clusters (Figure
5.13 blue, magenta, cyan) and two transitional clusters (Figure 5.13 red and green). The three
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dominate clusters correspond to three 120° rotations around the DNA axis. The transitional
macrostates are half rotations between these configurations. The second macrostate (red) is the
most diffuse with several configurations adopted in the same macrostate. They are grouped
together due to their “off angles” where the PCNA resides in the low-density configurations seen
in Figure 5.4. The first macrostate (green) is most closely related to the third microstate (blue) only
differing by 60° rotation in the clockwise direction. Given that each subunit is comprised of two
pairs of alpha helices, this 120° rotation separated by two discrete states could indicate a hand off
between the alpha helices within the subunit. This agrees with the patterns seen in the 2D contour
histogram of clamp rotation (Figure 5.4) and with the contact maps shows for unique regions of
positively charged residues. In macrostate five, the same segregation in to two dense regions is
seen, however, the Markov state model and PCCA+ analysis did not separate these in to two
separate states indicating that the transition barrier between these two regions is lower than that in
the other configuration. Macrostate four is the final component of the rotation around the helical
axis, but it does not show the high-density region separation like microstate five.
One path through TIC0, the most dominate TIC, is described by the transitions from the
cyan macrostate (macrostate five) to the green macrostate (macrostate one). Using transition path
theory (TPT) the flux between macrostates through this path can be calculated. From Figure 5.14
it can be seen that there are several paths to accomplish this transition. The clamp can rotate
clockwise by leaving the state five and going to state two and then state one (cyan à red à green)
or a similar path via state three (cyan à blue à green). It can also accomplish the same transition
rotating counterclockwise via state four (cyan à magenta à red à green or cyan à magenta à
green). Not surprisingly, the flux between macrostate one and three is less than the other state. As
noted before, they are very similar in configuration and it is expected that they would easy
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interconvert. The flux into macrostate two is on average higher than that of other transition but the
conformations provide an alternative path through the less rotational configuration.

Figure 5.14 Flux from state 5 to state 1 through TIC0 for PCNA. Microstate cluster centers are plotted on
the 3D tICA projection at the center of the figure. They are colored by PCCA+ macrostate membership.
PCCA+ separates the rotational motion of the clamp into five macrostates. Representative structures and
flux values are depicted around the tICA plot.

142

Figure 5.15 Macrostates of b-clamp

The PCCA+ analysis lumped the microstates of b-clamp into four dominate clusters
(Figure 5.15 green, red, magenta, cyan) and one transitional cluster (Figure 5.15 blue). Macrostate
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4 and 5, magenta and cyan, correspond to a 180° rotations around the DNA axis. Comparing
macrostates 4, 1, and 2 (magenta, green, red) it can be seen that they are closely related, and the
majority of conformations are separated by approximately 45° rotation in Cartesian space. The
subunit positions are farther apart when comparing the configurations of frames in macrostates 5
and 3, the other component of the rotational space. Figure 5.5 showed that b-clamp rotation was
not segmented into unique rotational states like PCNA. However, it is surprising that the rotation
of b-clamp is not more similar to PCNA given the similarity in positive residue distribution along
the inner pore. It is possible that the loops that protrude into b-clamp’s inner pore (Figure 5.1) act
as a steric inhibitor of the DNA-clamp binding prevent the clamp for associating as tightly as
PCNA. By preventing a tight association with DNA, the clamp has more translational freedom and
can transition between states more readily.
The path between the green macrostate (macrostate 1) to the cyan macrostate (macrostate
5) is described using TPT. From Figure 5.16 it can be seen that like the macrostates of PCNA, the
transition between the two most distantly separated states along TIC0 is accomplished through
several paths to accomplish this transition. The clamp can rotate clockwise by leaving the state
one and going to state two and then state five (green à red à cyan) or directly transitioning
between the two states. It can also accomplish the same transition rotating counterclockwise via
state four (green à magenta à blue à cyan or green à magenta à cyan). The flux between
macrostate four and macrostate three is much higher than that of other transition even though the
frames comprising the sates are relatively similar in Cartesian space. It is possible that variations
in tilt angle or contact formation account for this high flux rate.
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Figure 5.16 Flux from state 1 to state 5 through TIC0 for b-clamp. Microstate cluster centers are plotted
on the 3D tICA projection at the center of the figure. They are colored by PCCA+ macrostate membership.
PCCA+ separates the rotational motion of the clamp into five macrostates. Representative structures and
flux values are depicted around the tICA plot.

The macrostate model for T4 gp45 has fewer macrostates than that of PCNA. Three of
these correspond to the three dominate clusters seen in the macrostate decomposition above
(Figure 5.17 red blue magenta vs Figure 5.13 blue, magenta, cyan). The remaining state (Figure
5.17 green) is a highly tilted transition configuration which always has one subunit much higher
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on the DNA axis than the other two. Like the PCNA macrostates, the three dominate clusters
correspond to three 120° rotations around the DNA axis. However, there are no indications of the
macrostates that correspond to “half rotations” between these configurations. Although PCNA and
gp45 share a high decrease of shape complementarity, the overall conformation of the inner pore
is quite different between the two clamps. T4 gp45 is more triangular, and two of the alpha helices
per subunit are located at the vertices of the triangle while the other two are on the axes (Figure
5.1). When bound to DNA, it tilts, making contact with one vertex and the opposite axis. The
arginine residues, R128 and R131 are located near the vertices. When the clamp is tilted and
aligned with the clamp, it can contact each set of arginines. Unlike PCNA, there is not another
positively charged region on the inner pore. Therefore, the T4 gp45 clamp can freely exchange
between three rotational states separated by 120°. This agrees with the patterns seen in the 2D
contour histogram of clamp rotation (Figure 5.6).
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Figure 5.17 Macrostates of T4 gp45

The transitions from the magenta macrostate (macrostate four) to the blue macrostate
(macrostate three) can be accomplished in three ways. Figure 5.18 shows that the two states can
directly interchange via a counter-clockwise rotation with low flux. It can also transition through
macrostate two (red) via a clockwise rotation. However, the clockwise rotation has higher flux
values between states than the counter-clockwise rotation. The clamp can transition through
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macrostate 1, the highly tilted state, but flux rate is much higher when passing from magenta to
green then red.

Figure 5.18 Flux from state 4 to state 1 through TIC0 for T4 gp45. Microstate cluster centers are plotted
on the 3D tICA projection at the center of the figure. They are colored by PCCA+ macrostate membership.
PCCA+ separates the rotational motion of the clamp into five macrostates. Representative structures and
flux values are depicted around the tICA plot.

5.5

Conclusion
Initial analysis shows that sliding clamps diffuse in by a combination of “washer-on-screw”

and “nut-on-bolt” motions (205). Experimentally it has been shown that the diffusion coefficient
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of PCNA is 11.6 Å/ns and is the result of a combination of rotational and linear motion (205). All
three clamps have the same 6-fold symmetry but have distinguishing differences in pore diameter
and electrostatics. PCNA is the most electropositive with numerous positive residues lining the
central pore. β-clamp has similar electropositive character, but the pore diameter is smaller due to
two loops that insert into the central pore. T4 gp45 is the widest and has the least electropositive
pore. These varying characteristics result in different modes of translocation. From considering
the analysis in its entirety, we gather that the electrostatics and the resulting direct protein-DNA
interactions dictate the mode of clamp translocation. Furthermore, we have shown that when
comparing between protein sliding clamps, T4 gp45 exhibits the greatest diffusion along the DNA
backbone. Future work for this study will extend to a mutated H. sapiens PCNA system where the
lysines lining the inner pore the PCNA have been acetylated. This would broaden the investigation
to include new, structurally unique clamps with decreased electrostatics.

149
RERFERENCES
1.

Babu, M.M., Luscombe, N.M., Aravind, L., Gerstein, M. and Teichmann, S.A.
(2004) Structure and evolution of transcriptional regulatory networks. Curr Opin
Struct Biol, 14, 283-291.

2.

Mann, M.J. and Dzau, V.J. (2000) Therapeutic applications of transcription factor
decoy oligonucleotides. J Clin Invest, 106, 1071-1075.

3.

Arndt, H.D. (2006) Small molecule modulators of transcription. Angew Chem Int Ed
Engl, 45, 4552-4560.

4.

Rohs, R., Jin, X., West, S.M., Joshi, R., Honig, B. and Mann, R.S. (2010) Origins of
specificity in protein-DNA recognition. Annu Rev Biochem, 79, 233-269.

5.

Rohs, R., West, S.M., Sosinsky, A., Liu, P., Mann, R.S. and Honig, B. (2009) The role
of DNA shape in protein-DNA recognition. Nature, 461, 1248-1253.

6.

Privalov, P.L., Dragan, A.I., Crane-Robinson, C., Breslauer, K.J., Remeta, D.P. and
Minetti, C.A. (2007) What drives proteins into the major or minor grooves of DNA?
J Mol Biol, 365, 1-9.

7.

Bewley, C.A., Gronenborn, A.M. and Clore, G.M. (1998) Minor groove-binding
architectural proteins: structure, function, and DNA recognition. Annu Rev Biophys
Biomol Struct, 27, 105-131.

8.

Stormo, G.D. and Zhao, Y. (2010) Determining the specificity of protein-DNA
interactions. Nat Rev Genet, 11, 751-760.

9.

Krepel, D., Gomez, D., Klumpp, S. and Levy, Y. (2016) Mechanism of Facilitated
Diffusion during a DNA Search in Crowded Environments. J Phys Chem B, 120,
11113-11122.

10.

DeSantis, M.C., Li, J.L. and Wang, Y.M. (2011) Protein sliding and hopping kinetics
on DNA. Phys Rev E Stat Nonlin Soft Matter Phys, 83, 021907.

150
11.

Loverdo, C., Benichou, O., Voituriez, R., Biebricher, A., Bonnet, I. and Desbiolles,
P. (2009) Quantifying hopping and jumping in facilitated diffusion of DNAbinding proteins. Phys Rev Lett, 102, 188101.

12.

Gorman, J. and Greene, E.C. (2008) Visualizing one-dimensional diffusion of
proteins along DNA. Nat Struct Mol Biol, 15, 768-774.

13.

Marklund, E.G., Mahmutovic, A., Berg, O.G., Hammar, P., van der Spoel, D.,
Fange, D. and Elf, J. (2013) Transcription-factor binding and sliding on DNA
studied using micro- and macroscopic models. Proc Natl Acad Sci U S A, 110, 1979619801.

14.

Hedglin, M., Kumar, R. and Benkovic, S.J. (2013) Replication Clamps and Clamp
Loaders. Csh Perspect Biol, 5.

15.

Kuriyan, J. and O'Donnell, M. (1993) Sliding clamps of DNA polymerases. J Mol
Biol, 234, 915-925.

16.

Bielinska, A., Shivdasani, R.A., Zhang, L.Q. and Nabel, G.J. (1990) Regulation of
gene expression with double-stranded phosphorothioate oligonucleotides. Science,
250, 997-1000.

17.

Hunt, R.A., Munde, M., Kumar, A., Ismail, M.A., Farahat, A.A., Arafa, R.K., Say,
M., Batista-Parra, A., Tevis, D., Boykin, D.W. et al. (2011) Induced topological
changes in DNA complexes: influence of DNA sequences and small molecule
structures. Nucleic Acids Res, 39, 4265-4274.

18.

Buchmueller, K.L., Taherbhai, Z., Howard, C.M., Bailey, S.L., Nguyen, B., O'Hare,
C., Hochhauser, D., Hartley, J.A., Wilson, W.D. and Lee, M. (2005) Design of a
hairpin polyamide, ZT65B, for targeting the inverted CCAAT box (ICB) site in the
multidrug resistant (MDR1) gene. Chembiochem, 6, 2305-2311.

151
19.

Lai, Y.M., Fukuda, N., Ueno, T., Matsuda, H., Saito, S., Matsumoto, K., Ayame, H.,
Bando, T., Sugiyama, H., Mugishima, H. et al. (2005) Synthetic pyrrole-imidazole
polyamide inhibits expression of the human transforming growth factor-beta1
gene. J Pharmacol Exp Ther, 315, 571-575.

20.

Almaqwashi, A.A., Andersson, J., Lincoln, P., Rouzina, I., Westerlund, F. and
Williams, M.C. (2016) DNA intercalation optimized by two-step molecular lock
mechanism. Sci Rep, 6, 37993.

21.

Sheng, J., Gan, J. and Huang, Z. (2013) Structure-based DNA-targeting strategies
with small molecule ligands for drug discovery. Med Res Rev, 33, 1119-1173.

22.

Khan, G.S., Shah, A., Zia ur, R. and Barker, D. (2012) Chemistry of DNA minor
groove binding agents. J Photochem Photobiol B, 115, 105-118.

23.

Liu, Y., Collar, C.J., Kumar, A., Stephens, C.E., Boykin, D.W. and Wilson, W.D.
(2008) Heterocyclic diamidine interactions at AT base pairs in the DNA minor
groove: effects of heterocycle differences, DNA AT sequence and length. J Phys
Chem B, 112, 11809-11818.

24.

Dervan, P.B. and Edelson, B.S. (2003) Recognition of the DNA minor groove by
pyrrole-imidazole polyamides. Curr Opin Struct Biol, 13, 284-299.

25.

Bailly, C. and Chaires, J.B. (1998) Sequence-specific DNA minor groove binders.
Design and synthesis of netropsin and distamycin analogues. Bioconjug Chem, 9,
513-538.

26.

Beraldi, D., Picarella, M.E., Soressi, G.P. and Mazzucato, A. (2004) Fine mapping
of the parthenocarpic fruit ( pat) mutation in tomato. Theor Appl Genet, 108, 209216.

27.

Paul, A., Nanjunda, R., Kumar, A., Laughlin, S., Nhili, R., Depauw, S., Deuser, S.S.,
Chai, Y., Chaudhary, A.S., David-Cordonnier, M.H. et al. (2015) Mixed up minor

152
groove binders: Convincing A.T specific compounds to recognize a G.C base pair.
Bioorg Med Chem Lett, 25, 4927-4932.
28.

Tevis, D.S., Kumar, A., Stephens, C.E., Boykin, D.W. and Wilson, W.D. (2009)
Large, sequence-dependent effects on DNA conformation by minor groove
binding compounds. Nucleic Acids Res, 37, 5550-5558.

29.

Wang, S., Munde, M., Wang, S. and Wilson, W.D. (2011) Minor groove to major
groove, an unusual DNA sequence-dependent change in bend directionality by a
distamycin dimer. Biochemistry, 50, 7674-7683.

30.

Chen, B.J., Wu, Y.L., Tanaka, Y. and Zhang, W. (2014) Small molecules targeting cMyc oncogene: promising anti-cancer therapeutics. Int J Biol Sci, 10, 1084-1096.

31.

Grossmann, K.F., Colman, H., Akerley, W.A., Glantz, M., Matsuoko, Y., Beelen,
A.P., Yu, M., De Groot, J.F., Aiken, R.D., Olson, J.J. et al. (2012) Phase I trial of
verubulin (MPC-6827) plus carboplatin in patients with relapsed glioblastoma
multiforme. J Neurooncol, 110, 257-264.

32.

Kong, D., Park, E.J., Stephen, A.G., Calvani, M., Cardellina, J.H., Monks, A., Fisher,
R.J., Shoemaker, R.H. and Melillo, G. (2005) Echinomycin, a small-molecule
inhibitor of hypoxia-inducible factor-1 DNA-binding activity. Cancer Res, 65, 90479055.

33.

Nickols, N.G., Jacobs, C.S., Farkas, M.E. and Dervan, P.B. (2007) Modulating
hypoxia-inducible transcription by disrupting the HIF-1-DNA interface. ACS
Chem Biol, 2, 561-571.

34.

Dickerson, R.E. (1989) Definitions and nomenclature of nucleic acid structure
components. Nucleic Acids Res, 17, 1797-1803.

35.

Olson, W.K., Bansal, M., Burley, S.K., Dickerson, R.E., Gerstein, M., Harvey, S.C.,
Heinemann, U., Lu, X.J., Neidle, S., Shakked, Z. et al. (2001) A standard reference

153
frame for the description of nucleic acid base-pair geometry. J Mol Biol, 313, 229237.
36.

Lu, X.J. and Olson, W.K. (2003) 3DNA: a software package for the analysis,
rebuilding and visualization of three-dimensional nucleic acid structures. Nucleic
Acids Res, 31, 5108-5121.

37.

Lavery, R., Moakher, M., Maddocks, J.H., Petkeviciute, D. and Zakrzewska, K.
(2009) Conformational analysis of nucleic acids revisited: Curves+. Nucleic Acids
Res, 37, 5917-5929.

38.

Dickerson, R.E. (1989) Definitions and nomenclature of nucleic acid structure
parameters. J Biomol Struct Dyn, 6, 627-634.

39.

Ivanov, V.I., Minchenkova, L.E., Minyat, E.E., Frank-Kamenetskii, M.D. and
Schyolkina, A.K. (1974) The B to A transition of DNA in solution. J Mol Biol, 87,
817-833.

40.

Lu, X.J., Shakked, Z. and Olson, W.K. (2000) A-form conformational motifs in
ligand-bound DNA structures. J Mol Biol, 300, 819-840.

41.

Pastor, N. (2005) The B- to A-DNA transition and the reorganization of solvent at
the DNA surface. Biophys J, 88, 3262-3275.

42.

Sischka, A., Toensing, K., Eckel, R., Wilking, S.D., Sewald, N., Ros, R. and
Anselmetti, D. (2005) Molecular mechanisms and kinetics between DNA and DNA
binding ligands. Biophys J, 88, 404-411.

43.

Hospital, A., Goni, J.R., Orozco, M. and Gelpi, J.L. (2015) Molecular dynamics
simulations: advances and applications. Adv Appl Bioinform Chem, 8, 37-47.

44.

Dror, R.O., Dirks, R.M., Grossman, J.P., Xu, H. and Shaw, D.E. (2012) Biomolecular
simulation: a computational microscope for molecular biology. Annu Rev Biophys,
41, 429-452.

154
45.

Adcock, S.A. and McCammon, J.A. (2006) Molecular dynamics: survey of methods
for simulating the activity of proteins. Chem Rev, 106, 1589-1615.

46.

Leach, A.R. (2001) Molecular modelling : principles and applications. 2nd ed. Prentice
Hall, Harlow, England ; New York.

47.

Salomon-Ferrer, R., Gotz, A.W., Poole, D., Le Grand, S. and Walker, R.C. (2013)
Routine Microsecond Molecular Dynamics Simulations with AMBER on GPUs. 2.
Explicit Solvent Particle Mesh Ewald. J Chem Theory Comput, 9, 3878-3888.

48.

Gotz, A.W., Williamson, M.J., Xu, D., Poole, D., Le Grand, S. and Walker, R.C.
(2012) Routine Microsecond Molecular Dynamics Simulations with AMBER on
GPUs. 1. Generalized Born. J Chem Theory Comput, 8, 1542-1555.

49.

Dans, P.D., Danilane, L., Ivani, I., Drsata, T., Lankas, F., Hospital, A., Walther, J.,
Pujagut, R.I., Battistini, F., Gelpi, J.L. et al. (2016) Long-timescale dynamics of the
Drew-Dickerson dodecamer. Nucleic Acids Res, 44, 4052-4066.

50.

Bowman, G.R. (2016) Accurately modeling nanosecond protein dynamics requires
at least microseconds of simulation. J Comput Chem, 37, 558-566.

51.

Kumar, A., Grupcev, V., Berrada, M., Fogarty, J.C., Tu, Y.C., Zhu, X., Pandit, S.A.
and Xia, Y. (2015) DCMS: A data analytics and management system for molecular
simulation. J Big Data, 2, 9.

52.

Alvarez-Moreno, M., de Graaf, C., Lopez, N., Maseras, F., Poblet, J.M. and Bo, C.
(2015) Managing the computational chemistry big data problem: the ioChem-BD
platform. J Chem Inf Model, 55, 95-103.

53.

Bernardi, R.C., Melo, M.C.R. and Schulten, K. (2015) Enhanced sampling
techniques in molecular dynamics simulations of biological systems. Biochim
Biophys Acta, 1850, 872-877.

155
54.

Chodera, J.D. and Noe, F. (2014) Markov state models of biomolecular
conformational dynamics. Curr Opin Struct Biol, 25, 135-144.

55.

Pande, V.S., Beauchamp, K. and Bowman, G.R. (2010) Everything you wanted to
know about Markov State Models but were afraid to ask. Methods, 52, 99-105.

56.

Hamelberg, D., de Oliveira, C.A. and McCammon, J.A. (2007) Sampling of slow
diffusive conformational transitions with accelerated molecular dynamics. J Chem
Phys, 127, 155102.

57.

Hamelberg, D., Mongan, J. and McCammon, J.A. (2004) Accelerated molecular
dynamics: a promising and efficient simulation method for biomolecules. J Chem
Phys, 120, 11919-11929.

58.

Bayly, C.I., Cieplak, P., Cornell, W. and Kollman, P.A. (1993) A well-behaved
electrostatic potential based method using charge restraints for deriving atomic
charges: the RESP model. The Journal of Physical Chemistry, 97, 10269-10280.

59.

Zimmerman, P.M., Head-Gordon, M. and Bell, A.T. (2011) Selection and
Validation of Charge and Lennard-Jones Parameters for QM/MM Simulations of
Hydrocarbon Interactions with Zeolites. J Chem Theory Comput, 7, 1695-1703.

60.

Oostenbrink, C., Villa, A., Mark, A.E. and van Gunsteren, W.F. (2004) A
biomolecular force field based on the free enthalpy of hydration and solvation: the
GROMOS force-field parameter sets 53A5 and 53A6. J Comput Chem, 25, 1656-1676.

61.

Becker, O.M. (2001) Computational biochemistry and biophysics. M. Dekker, New
York.

62.

Ponder, J.W. and Case, D.A. (2003) Force fields for protein simulations. Adv Protein
Chem, 66, 27-85.

63.

Cheatham, T.E., 3rd and Case, D.A. (2013) Twenty-five years of nucleic acid
simulations. Biopolymers, 99, 969-977.

156
64.

Piana, S., Lindorff-Larsen, K., Dirks, R.M., Salmon, J.K., Dror, R.O. and Shaw, D.E.
(2012) Evaluating the effects of cutoffs and treatment of long-range electrostatics
in protein folding simulations. PLoS One, 7, e39918.

65.

Salomon-Ferrer, R., Gotz, A.W., Poole, D., Le Grand, S. and Walker, R.C. (2013)
Routine Microsecond Molecular Dynamics Simulations with AMBER on GPUs. 2.
Explicit Solvent Particle Mesh Ewald. J Chem Theory Comput, 9, 3878-3888.

66.

Essmann, U., Perera, L., Berkowitz, M.L., Darden, T., Lee, H. and Pedersen, L.G.
(1995) A Smooth Particle Mesh Ewald Method. Journal of Chemical Physics, 103,
8577-8593.

67.

Darden, T., York, D. and Pedersen, L. (1993) Particle mesh Ewald: An N⋅log(N)
method for Ewald sums in large systems. The Journal of Chemical Physics, 98, 1008910092.

68.

Essmann, U., Perera, L., Berkowitz, M.L., Darden, T., Lee, H. and Pedersen, L.G.
(1995) A smooth particle mesh Ewald method. The Journal of Chemical Physics, 103,
8577-8593.

69.

Adcock, I.M., Caramori, G. and Ito, K. (2006) New insights into the molecular
mechanisms of corticosteroids actions. Curr Drug Targets, 7, 649-660.

70.

Jorgensen, W.L., Chandrasekhar, J., Madura, J.D., Impey, R.W. and Klein, M.L. .
(1983) Comparison of simple potential functions for simulating liquid water. J
Chem Phys, 79, 926-935.

71.

Grubmüller, H., Heller, H., Windemuth, A. and Schulten, K. (1991) Generalized
Verlet Algorithm for Efficient Molecular Dynamics Simulations with Long-range
Interactions. Molecular Simulation, 6, 121-142.

157
72.

Tuckerman, L.S. and Bechhoefer, J. (1992) Dynamical mechanism for the formation
of metastable phases: The case of two nonconserved order parameters. Phys Rev A,
46, 3178-3192.

73.

Sweet, J.C., Nowling, R.J., Cickovski, T., Sweet, C.R., Pande, V.S. and Izaguirre,
J.A. (2013) Long Timestep Molecular Dynamics on the Graphical Processing Unit.
J Chem Theory Comput, 9, 3267-3281.

74.

Ryckaert, J., Ciccotti, G. and Berendsen, H.J.C. (1977) Numerical integration of the
Cartesian equations of motion of a system with constraints: Molecular dynamics
of n-alkanes. J Comput Chem, 23, 327-341.

75.

Berezovska, G., Prada-Gracia, D., Mostarda, S. and Rao, F. (2012) Accounting for
the kinetics in order parameter analysis: lessons from theoretical models and a
disordered peptide. J Chem Phys, 137, 194101.

76.

Shao, J., Tanner, S.W., Thompson, N. and Cheatham, T.E. (2007) Clustering
Molecular Dynamics Trajectories: 1. Characterizing the Performance of Different
Clustering Algorithms. J Chem Theory Comput, 3, 2312-2334.

77.

Noe, F. and Clementi, C. (2017) Collective variables for the study of long-time
kinetics from molecular trajectories: theory and methods. Curr Opin Struct Biol, 43,
141-147.

78.

Schwantes, C.R. and Pande, V.S. (2013) Improvements in Markov State Model
Construction Reveal Many Non-Native Interactions in the Folding of NTL9. J Chem
Theory Comput, 9, 2000-2009.

79.

Lloyd, S. (1982) Least squares quantization in PCM. IEEE Transactions on
Information Theory, 28, 129-137.

80.

Murtagh, F. and Contreras, P. (2012) Algorithms for hierarchical clustering: an
overview. 2, 86-97.

158
81.

Ester, M., Kriegel, H.-P., #246, Sander, r. and Xu, X. (1996), Proceedings of the Second
International Conference on Knowledge Discovery and Data Mining. AAAI Press,
Portland, Oregon, pp. 226-231.

82.

Xiang, T. and Gong, S. (2008) Spectral clustering with eigenvector selection. Pattern
Recognition, 41, 1012-1029.

83.

Weber, M. and Kube, S. (2005) In R. Berthold, M., Glen, R. C., Diederichs, K.,
Kohlbacher, O. and Fischer, I. (eds.), Computational Life Sciences. Springer Berlin
Heidelberg, Berlin, Heidelberg, pp. 57-66.

84.

Röblitz, S., Weber, M.J.A.i.D.A. and Classification. (2013) Fuzzy spectral clustering
by PCCA+: application to Markov state models and data classification. 7, 147-179.

85.

Legocki, A.T., Adhi, M., Weber, M.L. and Duker, J.S. (2016) Choroidal Morphology
and Vascular Analysis in Eyes With Neovascular Age-Related Macular
Degeneration Using Spectral-Domain Optical Coherence Tomography. Ophthalmic
Surg Lasers Imaging Retina, 47, 618-625.

86.

Klus, S., Nüske, F., Koltai, P., Wu, H., Kevrekidis, I., Schütte, C. and Noé,
F.J.J.o.N.S.

(2018)

Data-driven

model

reduction

and

transfer

operator

approximation. 28, 985-1010.
87.

Sorzano, C.O.S., Vargas, J. and Montano, A.P.J.a.p.a. (2014) A survey of
dimensionality reduction techniques.

88.

Van Der Maaten, L., Postma, E. and Van den Herik, J.J.J.M.L.R. (2009)
Dimensionality reduction: a comparative. 10, 66-71.

89.

Ichiye, T. and Karplus, M. (1991) Collective motions in proteins: a covariance
analysis of atomic fluctuations in molecular dynamics and normal mode
simulations. Proteins, 11, 205-217.

159
90.

Levy, R.M., Srinivasan, A.R., Olson, W.K. and McCammon, J.A. (1984) Quasiharmonic method for studying very low frequency modes in proteins. Biopolymers,
23, 1099-1112.

91.

Garcia, A.E. (1992) Large-amplitude nonlinear motions in proteins. Phys Rev Lett,
68, 2696-2699.

92.

Naritomi, Y. and Fuchigami, S. (2011) Slow dynamics in protein fluctuations
revealed by time-structure based independent component analysis: the case of
domain motions. J Chem Phys, 134, 065101.

93.

Naritomi, Y. and Fuchigami, S. (2013) Slow dynamics of a protein backbone in
molecular dynamics simulation revealed by time-structure based independent
component analysis. J Chem Phys, 139, 215102.

94.

Pérez-Hernández, G., Paul, F., Giorgino, T., De Fabritiis, G. and Noé, F. (2013)
Identification of slow molecular order parameters for Markov model construction.
The Journal of Chemical Physics, 139, 015102.

95.

Prinz, J.H., Keller, B. and Noe, F. (2011) Probing molecular kinetics with Markov
models: metastable states, transition pathways and spectroscopic observables.
Phys Chem Chem Phys, 13, 16912-16927.

96.

Prinz, J.H., Wu, H., Sarich, M., Keller, B., Senne, M., Held, M., Chodera, J.D.,
Schutte, C. and Noe, F. (2011) Markov models of molecular kinetics: generation
and validation. J Chem Phys, 134, 174105.

97.

Da, L.-T., Sheong, F.K., Silva, D.-A. and Huang, X. (2014) In Han, K.-l., Zhang, X.
and Yang, M.-j. (eds.), Protein Conformational Dynamics. Springer International
Publishing, Cham, pp. 29-66.

98.

Noé, F., Chodera, J., Bowman, G., Pande, V. and Noé, F. (2014). Springer.

160
99.

Metzner, P., Schütte, C., Vanden-Eijnden, E.J.M.M. and Simulation. (2009)
Transition path theory for Markov jump processes. 7, 1192-1219.

100.

Polizzi, N.F., Therien, M.J. and Beratan, D.N. (2016) Mean First-Passage Times in
Biology. 56, 816-824.

101.

Scherer, M.K., Trendelkamp-Schroer, B., Paul, F., Pérez-Hernández, G., Hoffmann,
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