ABSTRACT: In this article we study the low-temperature limit of a Landau-de Gennes theory. Within all S 2 -valued R-axially symmetric maps (see Definition 1.1), the limiting energy functional has at least two distinct energy minimizers. One minimizer has biaxial torus structure, while another minimizer has split-core segment structure on the z-axis.
I. INTRODUCTION
Theory of Landau-de Gennes [17] uses tensor-valued order parameter to explain transitions between different phases. Usually the order parameter in the Landau-de Gennes theory is denoted by Q and the theory is also referred as Q-tensor theory in literatures. Values of Q are real 3ˆ3 symmetric matrices with zero trace. Therefore the matrix Q has three real eigenvalues. Due to quantitative relationship between the three eigenvalues, Q admits three structures at a point in domain. It is called isotropic if all eigenvalues are zero. It is uniaxial if two of the three eigenvalues are identical and non-zero. It is biaxial if all three eigenvalues are different from each other. There are many different liquid crystal theories, e.g. Ericksen's theory and Oseen-Frank theory. Extensive research works have already been devoted to the study of Ericksen's theory in [2] - [5] , [40] and references in [42] . As for Oseen-Frank theory, readers may refer to [11] and [28] - [29] . Within various theories for liquid crystal materials, Landau-de Gennes theory is a general and unified one. It has been shown in [45] that Ericksen's theory and Oseen-Frank theory can be derived from the Landau-de Gennes theory under uniaxial ansatz and appropriate limiting process, respectively. The Landau-de Gennes theory and its variant [7] have attracted significant attentions from both physicists and mathematicians. Many research works, e.g. [1] , [6] , [8] - [10] , [13] - [15] , [22] - [25] , [32] , [34] - [38] , [46] - [47] , [52] , [55] , [59] , focus on equilibrium solutions of the theories. These equilibrium solutions (particularly their core structures near disclinations) play key roles in understanding phases of liquid crystal materials at different temperatures. In 1988 a radial hedgehog configuration has been considered by the authors in [59] . The configuration is unaxial on all points except the origin at where an isotropic core appears. Its mathematical properties have been addressed in [37] , while in [24] , [34] , [36] , [47] and [55] , the stability and instability of the radial hedgehog configuration are extensively studied under various parameter regimes and different perturbations. Besides the radial hedgehog configuration, in [52] (see also [36] and [38] ), it was found that Landau-de Gennes theory may have a solution with half-degree ring disclination. The order parameter Q is uniaxial on the ring disclination. Meanwhile the singular core of the radial hedgehog solution is removed by escaping to biaxial phase. It was until 2000 that the third core structure was found by Gartland and Mkaddem. It is called split-core configuration in [25] . Roughly speaking, the isotropic core of the radial hedgehog solution can be split into a line segment on z-axis along which equilibrium solution is uniaxial. Moreover the solution is isotropic at the two end-points of the line segment. It exhibits a biaxial phase for points near the line segment disclination and off z-axis. The above three fundamental core structures in the Landau-de Gennes theory have also been numerically confirmed in [6] , [16] , [25] , [33] , [61] and many references therein. Now it is believed that, under suitable regimes, the radial symmetry of the hedgehog solution can be broken into axial symmetry. There have at least two axially symmetric equilibrium solutions in the Landau-de Gennes theory bifurcating from the hedgehog solution. One admits half-degree ring disclination. Another one has split-core line segment disclination on rotation axis.
I.1. AXIALLY SYMMETRIC FORMULATION OF LANDAU-DE GENNES EQUATION
In the one-constant approximation and when the temperature is below the super-cooling temperature (see [24] ), the energy functional of Landau-de Gennes theory can be written as: ż Here´a 2 is the so-called reduced temperature. B R is the ball in R 3 with center 0 and radius R. |Q| 2 :" tr`Q 2˘i s the standard norm of real matrices. Suppose that I 3 is the 3ˆ3 identity matrix. We can write the Euler-Lagrange equation of (1.1) as follows:´∆
(1.2) Equation (1.2) has five degrees of freedom. With axial symmetry, the degree of freedom can be reduced from five to three. Firstly let us introduce some notations. In this article x " px 1 , x 2 , zq denotes a 3-vector in R 3 space.`r, ϕ, θ˘are the spherical coordinates of R 3 with respect to the center 0. Conventionally r is the radial variable. ϕ P r0, πs is the polar angle. θ P r 0, 2πq is the azimuthal angle. We also need the radial variable, denoted by ρ, in the x 1 -x 2 plane. In the following e r is the radial direction x{r. e ρ , e θ , e z ( is an orthonormal basis of R 3 with e ρ "ˆx 1 ρ , x 2 ρ , 0˙, e θ "ˆ´x 2 ρ , x 1 ρ , 0˙, e z "`0, 0, 1˘.
Supposing that M 1 :" e r b e r´1 3 I 3 , M 2 :" e z b e z´1 3 I 3 , M 3 :" e ρ b e z`ez b e ρ , we put Q under the ansatz:
q j M j , where for j " 1, 2, 3, q j " q j pρ, zq are real-valued functions. Here v j is the j-th component of v. µ equals to aR 2 which is assumed to be a fixed constant in the following course.
The nonlinear potential function F a is read as Note that we choose D a to be a constant depending on a so that 0 is the absolute minimum value of F a . Particular interests in both mathematics and physics are focused on the case when (1.2) is assigned with a radial hedgehog boundary condition on BB R . Therefore in this article we supply the system (1.5) with the Dirichlet boundary condition:
u " ? 2Hà U˚on BB 1 , where H`:" 3`?9`8a 2 4 and U˚:"ˆ? It can be shown that in the low-temperature limit a Ñ 8 (possibly up to a subsequence), minimizers of E a,µ within the space F a,µ :" ! u " upρ, zq P R 3 : E a,µ r u s ă 8 and u satisfies (1.7)
) converges strongly in H 1 pB 1 q to a minimizer of E µ rus :" E rus`?2µ
1´3P puq :"
3˘`? 2 µ`1´3 P`u˘˘(1.8)
in F . Here F is the configuration space
In other words E a,µ -energy defined on F a,µ space Γ-converges to the E µ -energy defined on F space. In the remaining of this article, U˚is referred as hedgehog map. The energy functional E µ is called energy functional of limiting Landau-de Gennes theory. We will study in details critical points of the E µ -energy and their core structures near disclinations.
I.2. SOME DEFINITIONS
Before stating our main results, let us introduce some definitions.
Definition 1.1. Suppose that u " pu 1 , u 2 , u 3 q is a 3-vector field on B 1 . u is called R-axially symmetric if for all pρ, zq with ρ 2`z2 ď 1, it satisfies piq. u " upρ, zq; piiq. u 1 pρ, zq " u 1 pρ,´zq; piiiq. u 2 pρ, zq " u 2 pρ,´zq; pivq. u 3 pρ, zq " u 3 pρ,´zq. Let L be the augment operator given by L ru s :"`u 1 cos 2θ, u 1 sin 2θ, u 2 , u 3 cos θ, u 3 sin θ˘.
(1.10)
A 5-vector field on B 1 is called R-axially symmetric if it equals to L rus for some R-axially symmetric 3-vector field u on B 1 . Moreover we denote by F s the subspace of F which contains all R-axially symmetric maps in F .
Given a R-axially symmetric vector, we use the following definition to describe its regularity at a point:
Let u be a vector field on B 1 . u is called regular at a point in B 1 if there is a neighborhood of this point so that ∇u is essentially bounded in this neighborhood. This point is also called a regular point of u. If a point in B 1 is not a regular point of u, then it is called singularity of u.
Eigenvalues and eigenvectors of the order parameter Q play key roles in the study of Landau-de Gennes theory. In light of our ansatz (1.4), the eigenvalues of Q can be represented in terms of the variable u. Therefore we introduce Definition 1.3. Given a 3-vector field u " pu 1 , u 2 , u 3 q on B 1 , the eigenvalues of Q rus in (1.4) equal tó
* .
These three eigenvalues are denoted by λ 1 , λ 2 , λ 3 , respectively and will be referred as eigenvalues determined by u in the following. At a location x P B 1 , we call
I.3. MAIN RESULTS AND STRUCTURE OF THE ARTICLE
For any µ ě 0, U˚defined in (1.7) is a critical point of E µ . However it is not an E µ -energy minimizer within the configuration space F (see (1.9) ). For any smooth radial function f with f p1q " 0, we let P f be the orthogonal projection of`0, f, 0˘to the tangent plane of S 2 at U˚. The Hessian of E µ at U˚then satisfies
In light of Lemma 1.3 in [58] , there is a smooth radial function g compactly supported on p0, 1q so that
Therefore U˚is linearly unstable in F . There exists at least one map in F s (see Definition 1.1) whose E µ -energy is strictly less than the E µ -energy of U˚. We are now concerned about energy-minimizers of E µ in F s .
Theorem 1.5. There exist at least two distinct energy minimizers of E µ in F s . One minimizer has biaxial torus structure, while another minimizer has split-core segment structure on the z-axis. Moreover if we let u µ be one energy
Here L is the augment operator defined in (1.10).
Our strategy to prove Theorem 1.5 relies on a novel bifurcation argument. In the following B1 (B1 resp.) denotes the open upper-half (lower-half resp.) part of B 1 . T is the flat boundary of B1 . Moreover we let I´:"`´1,´1{2 ‰ and
and F c,´: "
. Note that for g satisfying (1.11), |g | also satisfies (1.11). For real number σ with sufficiently small absolute value, the normalized map of U˚`σ P |g| , denoted by Uσ , has strictly less E µ -energy than U˚. Since Uσ P F b,`i f σ ě 0 and Uσ P F c,´i f σ ď 0, it then follows 12) for any b P I´and c P I`. By direct method of calculus of variations, for any b P I´, the first minimization problem in (1.12) can be solved by a minimizer ub . In light of P defined in (1.6), we have P`v 1 , v 2 , v 3˘ď P`|v 1 |, v 2 , |v 3 |˘for any pv 1 , v 2 , v 3 q P R 3 . Hence we can make the first and third components of ub non-negative on B1 . Similarly for any c P I`, we can find a minimizer, denoted by uć , of the second minimization problem in (1.12) . Moreover the first and third components of uć are non-negative throughout B1 . By (1.12), ub and uć solve some Signorini-type problems for S 2 -valued mappings (see [12] and [53] for scalar case).
Regularity of the two minimizers (i.e. ub and uć ) are crucial while we study biaxial torus and split-core segment structures. By the augment operator L, we reduce the regularity problem for ub and uć to the associated regularity problem of L " ub ‰ and L " uć ‰ , respectively. In the remaining L " ub ‰ and L " uć ‰ are referred as bifurcation solutions. To study regularity of these two bifurcation solutions, we split B 1 into several sub-regions. By Hélen's trick and arguments of Rivière-Struwe in [54] (see also [49] ), the bifurcation solutions are smooth in B 1 " pl 3 Y T q. Here l 3 denotes the z-axis. Moreover by [49] , these two bifurcation solutions are continuous up to the points on BB 1 " pl 3 Y T q. As for the south and north poles, we can flatten BB 1 near these two poles and extend symmetrically the definition of these bifurcation solutions in the new coordinates from a half ball to a whole ball. By Rivière-Struwe arguments in [54] and Schoen-Unlenbeck's geometric Lemma 2.5 in [57] , these two bifurcation solutions are continuous up to these two poles. Hence we only need to study regularity of bifurcation solutions on B 1 X l 3 and the free boundary T . In Sect.II, we consider a Signorini-type problem for harmonic maps with potential. We show that the bifurcation solutions are smooth on T˝:" T "
) . Without ambiguity we still use T to denote the set
. By this regularity result, the bifurcation solutions solve weakly the following Dirichlet boundary value problem:
w " L rU˚s on BB 1 .
(1.13)
Results in [49] therefore infer the continuity of the bifurcation solutions up to BB 1 X T . In addition an ǫ-regularity result, i.e. Proposition 3.1, also holds for the bifurcation solutions at the origin. In Sect.III, we show that the bifurcation solutions are indeed smooth at the origin. Hence if the bifurcation solutions have singularities, then singularities must be on l 3 and different from the origin and two poles. Sect.IV is devoted to studying asymptotic behaviour of bifurcation solutions near their singularities on l 3 . With the preparations in Sections II-IV, in Sect.V, we study in details the biaxial torus and split-core segment structures of these bifurcation solutions. Our second main result is about specific properties of L " ub ‰ , particularly its biaxial torus structure. Theorem 1.6. For any constant b P I´, the followings hold for ub and its augmented map L " ub ‰ :
(1). The augmented map L " ub ‰ is a weak solution to the Dirichlet boundary value problem (1.13). It is smooth on B 1 , except possibly a finite number of singularities on l 3 . L " ub ‰ is smooth at the origin, south pole and north pole. If L " ub ‰ has singularities, then it must have even number of singularities on l3 :" B1 X l 3 . By symmetry, L " ub ‰ has the same number of singularities on l3 :" B1 X l 3 as the number of singularities that it has on l3 ;
(2). If L " ub ‰ has singularities, then at each singularity on l3 , tangent map of L " ub ‰ must equal to Λ`:"`0, 0, cos ϕ, sin ϕ cos θ, sin ϕ sin θ˘or Λ´:"`0, 0,´cos ϕ, sin ϕ cos θ, sin ϕ sin θ˘.
(1.14)
The tangent map of L " ub ‰ at its lowest singularity on l3 is given by Λ´in (1.14). Moreover on l3 , tangent maps of two consecutive singularities of L " ub ‰ must be different maps in (1.14); (3). In the sense of Definition 1.2, ub is regular away from singularities of L " ub ‰ . The singularities of L " ub ‰ , if it has, must also be singularities of ub . If we understand ub as a map defined on the ρ-z plane, then ub is continuous on T and analytic on its interior part T˝. ub takes the value`?3 L 2, 1 L 2, 0˘at finitely many points on T˝. At these points, ub is uniaxial; (4) . There is a ρ 0 P p0, 1q so that for an ǫ ą 0 sufficiently small, the second component of ub
Here and in what follows ub ;j denotes the j-th component of ub . Suppose that D ǫ pρ 0 , 0q is the disk in the ρ-z plane with center`ρ 0 , 0˘and
, provided ǫ is sufficiently small. More precisely the three eigenvalues in Definition 1.3 computed in terms of ub satisfy the quantitative relationship λ 3 ą λ 2 ą λ 1 on
(5). For any given 3-vector field u " pu 1 , u 2 , u 3 q, it determines a vector field
, .
(1.15) (6) . Let ϕ ‹ be an angular variable ranging from "´π , π ‰ . The value of ub ppρ 0 , 0q`ǫ 1 pcos ϕ ‹ , sin ϕ ‹at´π (π resp.) is taken to be the limit of ub at x 1 along the lower (upper resp.) part of BD ǫ 1 pρ 0 , 0q. Then the tangent map of κ ‹ , i.e. the limit of κ
Here κ is a non-negative constant given by κ " B ρ ub ;1´? 3 B ρ ub ;2 B z ub ;3ˇ`ρ 0 ,0˘. Note that by Hopf 's lemma, B z ub ;3 is strictly positive at`ρ 0 , 0˘.
As for L ruć s, it exhibits split-core segment structure, which we show in the following theorem:
For any constant c P I`" 0 ( , the followings hold for uć and its augmented map L " uć ‰ :
(1). The augmented map L " uć ‰ is a weak solution to the boundary value problem (1.13). It is smooth on B 1 , except a finite number of singularities on l 3 . L " uć ‰ is smooth at the origin, south pole and north pole. It must have odd number of singularities on l3 . By symmetry, L " uć ‰ has the same number of singularities on l3 as the number of singularities that it has on l3 ; (2). Part (2) of Theorem 1.6 still holds for L " uć ‰ , except that the tangent map of L " uć ‰ at its lowest singularity on l3 is given by Λ`in (1.14); (3) . In ths sense of Definition 1.2, uć is regular away from the singularities of L " uć ‰ . Singularities of L " uć ‰ must also be singularities of uć . Moreover on B 1 X l 3 , uć is uniaxial except at the singularities. Suppose that x0 is the lowest singularity on l3 . x0 is the symmetric point of x0 with respect to the x 1 -x 2 plane. For two sufficiently small positive constants ǫ and ǫ 1 , we denote by D ǫ,ǫ1 the dumbbell on x 1 -z plane introduced in Definition 5.1. Then D ǫ,ǫ1 contains properly the segment connecting x0 and x0 . Moreover uć is biaxial on D ǫ,ǫ1 " l 3 . Quantitatively the three eigenvalues in Definition 1.3 computed in terms of uć satisfy λ 3 ą λ 1 ą λ 2 on D ǫ,ǫ1 " l 3 ; (4). The normalized vector field of κ " uć ‰ , which we denote by κ ‹ , is a director field determined by uć on D ǫ,ǫ1 " l 3 . Suppose that C is the boundary of D ǫ,ǫ1 in the x 1 -z plane. C`is the part of C with non-negative x 1 -coordinate. From the lowest point on C to the most top point on C along C`, the image of κ ‹ varies continuously from´e z to e ρ and then to e z . Meanwhile the image of κ ‹ keeps on the right-half part of the pρ, zq plane for all points on C`" l 3 ; (5). In limiting scenario, the tangent map of κ ‹ at x0 is given by
Here ϕ ‹ is the polar angle of the spherical coordinates with respect to the center x0 . Along the segment connecting x0 and x0 (not include the two end-points), κ ‹ equivalently equals to e ρ . The tangent map of κ ‹ at x0 is given by
Here ϕ ‹ is the polar angle of the spherical coordinates with respect to the center x0 .
In the next step we prove existence result in Theorem 1.5. Note that for any b P I´, the energy E µ " ub ‰ is nondecreasing with respect to b. For any c P I`, the energy E µ " uć ‰ is non-increasing with respect to c. Hence we can use a limiting process to drop the Signorini contraint from the two minimization problems in (1.12). In Sect.VI.1, we show Theorem 1.8. As b Ñ´1 and c Ñ 1, L " ub ‰ and L " uć ‰ converge strongly in H 1 pB 1 q to some w`and w´, respectively.
Sect.VI.2 is devoted to proving the convergence result in Theorem 1.5.
In this article we focus on the energy functional E µ of the limiting Landau-de Gennes theory. In our forthcoming paper, we will consider the biaxial and split-core structure of solutions to the original Landau-de Gennes system (1.5).
II. REGULARITY ON THE INTERIOR OF FREE BOUNDARY
Throughout the section D :"
. The gradient operator on the ρ-z plane is denoted by D "`B ρ , B z˘. We let D r pxq represent the open disk in the pρ, zq-plane with center x and radius r. Dr pxq is the subset of D r pxq above the ρ-axis. Under the R-axial symmetry, we can rewrite the energy functional E µ in (1.8) as follows:
The Euler-Lagrange equation of E D can be read aś
Note that the second components of ub and uć satisfy the obstacle conditions:
By the R-axial symmetry and (2.2), the images of ub and uć on T are supported on two circular arcs. Moreover these two arcs are properly contained in the equator of S 2 . Different from [30] , the supporting manifold in our problem has non-empty boundary. Our problem is a Signorini-type free boundary problem for S 2 -valued mappings. The main result of this section is Proposition 2.1. For any b P I´and c P I`with c ‰ 0, ub and uć are smooth on T˝. Moreover ub and uć are continuous up to p1, 0q in the pρ, zq-plane.
Due to (2.2), ub and uć do not a-priorily solve weakly the equation (2.1). Standard regularity theory for harmonic maps can not be applied directly. To tackle this difficulty, we need Lemma 2.2. Let x˚" pρ˚, 0q be an arbitrary point on T˝and denote by σ˚the number min " ρ4 , 1´ρ4 * . For any σ P p0, σ˚q, we define
Moreover for any Dr pxq Ă D`, we let
Ex , r rus :"
There exist two constants θ 1 P p0, 1{2q and ǫ ą 0 so that if σ P p0, σ˚q and satisfies Ex˚, σ " ub ‰ ă ǫ, then for any px, rq P I σ , either one or the other of the followings holds
Here θ 1 is an universal constant. The same result holds for uć .
Firstly we prove Proposition 2.1 with Lemma 2.2.
Proof of Proposition 2.1. For simplicity we use u to denote either ub or uć . Letting x˚, σ˚and ǫ be as in Lemma 2.2, we choose r˚ą 0 sufficiently small so that 16r˚ă σ˚and Ex˚, 16r˚r us ă ǫ.
Moreover we denote by D`the upper-half disk Dθ 1r˚p x˚q, where θ 1 is given in Lemma 2.2. Now we fix an arbitrary
Suppose x P T . For any r P`0, 8r˚θ 1 ‰ fixed, we let k be the natural number so that
Taking σ " 16 r˚in Lemma 2.2, by (2.4)-(2.5), we can apply (2.3) to get
If the second inequality in (2.7) holds for any l " 1, ..., k, then by (2.6), it follows
Otherwise we take l˚to be the largest number in
so that the first inequality in (2.7) holds. Then
The above arguments infer
where x 1 is the projection of x to the ρ-axis.
By (2.8)-(2.9), it holds Ex , r rus ď Ex1 ,2r rus À r˚r α , which infers
Suppose x P D`" T , r P`0, 2 r˚θ 1 ‰ and T X D r pxq " Ø. Let j be the natural number so that
We assume j ě 2. If j " 1, then by (2.11) and the second inequality in (2.4), it holds Ex ,r rus ď`2r˚θ
Ex ,r rus ď Ex ,2r˚θ
If for any l " j˚, ..., j´1, the second inequality in (2.12) holds, then by (2.11), it turns out Ex , r rus ď Ex , 2r˚θ
Applying (2.10) to the right-hand side above and utilizing (2.11), we obtain
If the first inequality in (2.12) are satisfied by some l in
) , then we take l˚to be the largest number in ! j˚, ..., j´1
) so that the first inequality in (2.12) holds. It then follows
In summary we have
(2.8), (2.10) and (2.13) infer that u P C 0,α{2`D`˘. Let u j be the j-th component of u. If u 2 px˚q " 0, then there is a
Notice that if u " uć and c ă 0, then the second component of uć cannot equal to 0 at x˚. By (2.14) and the fact that ub and uć are minimizers of the two minimization problems in (1.12), respectively, it can be shown that u solves (2.1) weakly on D r1 px˚q. Standard elliptic regularity then yields the smoothness of u on D r1 px˚q. If u 2 px˚q ‰ 0, then there is a r 2 ą 0 small enough so that D r2 px˚q Ă D. Meanwhileˇˇu 2ˇą 0 on D r2 px˚q. Letting η be an arbitrary test function compactly supported on D r2 px˚q, we have, by Du 2 "´u
Since u solves the equations of u 1 and u 3 in (2.1) weakly on D r2 px˚q, then by the above equality, u also solves the equation of u 2 in (2.1) weakly on D r2 px˚q. This induces the smoothness of u on D r2 px˚q.
The remaining of this section is devoted to proving Lemma 2.2. We only consider the case when x P T . The case when x is off the free boundary T can be similarly proved. The proof relies on a blow-up process of Luckhaus type (see [43] - [44] ). As in the proof of Proposition 2.1, we still use u to denote either ub or uć .
Suppose that we can find two sequences
Ă R`so that the followings hold for any n:
p1q. Dr n px n q Ă Dσ˚px˚q ; p2q. Ex n , rnθ1 rus ą r 3{2 n ; p3q. Ex n, rnθ1 rus ą
Here σ˚is given in Lemma 2.2. Meanwhile the E D -energy of u on Dr n px n q satisfies Ex n , rn rus ÝÑ 0, as n Ñ 8. Otherwise we can extract a subsequence, still denoted by n ( , so that for some r 0 ą 0 and x 0 P T˝, r n Ñ r 0 and x n Ñ x 0 as n Ñ 8. By (2.16), it follows Ex 0 , r0 rus " 0 which gives u 1 " 0 on Dr 0 px 0 q. Utilizing this result, the non-negativity of u 1 on D`and the equation satisfied by u 1 (see (2.1)), we can apply the strong maximum principle to u 1 and obtain u 1 " 0 on D`. This result violates the boundary condition of u. Letting
we also have Lemma 2.3. The following limits hold for ǫ n and r n :
Proof. By (1) 
, provided n is large.
(2) in (2.19) then follows by this upper bound and (2.17).
Now we rescale domain and value of u by letting
Here we still use D r pxq to denote the disk in the ξ-space with center x and radius r. Moreover Dr pxq is still the upper part of D r pxq where the second coordinate ξ 2 ą 0. For simplicity if the center is 0, then we use D r and Dr to represent D r p0q and Dr p0q, respectively. With aid of Poincaré's inequality and the definition of ǫ n in (2.18), u n is uniformly bounded in H 1 pD1 q. Then there exists a u 8 P H 1 pD1 q so that up to a subsequence,
Moreover for any p P p1, 2q we also have uniform boundedness of u n in W 1,p`D1˘. Therefore by Theorem 6.2 in [50],
we can keep extracting a subsequence, still denoted by u n ( , so that
The limit u 8 is harmonic in D1 . That is Lemma 2.4. u 8 is smooth in D1 and satisfies
The proof of Lemma 2.4 is similar to proof of (3.13) in [21] . We omit it here. From Lemma 2.4, we can not imply the regularity of u 8 up to the flat boundary T 1 :"
) . To achieve the boundary regularity of u 8 , we need to figure out the range of u 8 on D1 and T 1 . Before proceeding, let us introduce some notations. We use Γ to denote the supporting manifold of u on T . More precisely Γ equals to either Γ`:"
Let U pΓq Ă R 3 be a small neighborhood of Γ in R 3 . For any x P U pΓq, we denote by Π Γ pxq the unique point on Γ so
. The operator Π Γ is Lipschitz continuous from U pΓq to Γ. In the remaining arguments, we need to keep extracting subsequences. Without mentioning, for a sequence in one of lemmas below, it should satisfy its associated limits obtained before that lemma. Now we begin to consider the range of u 8 on D1 and T 1 . Firstly we have Lemma 2.5. If n is large enough, then y n P U pΓq and Π Γ py n q is well defined. Moreover Y n :" Π Γ py n q´y n ǫ n is uniformly bounded for all n large enough.
Proof. For H 1 -almost all ξ P T 1 , it holds u px n`rn ξq P Γ. Therefore d`y n , Γ˘ďˇˇu px n`rn ξq´y nˇ, for H 1 -almost all ξ P T 1 . Here d px, Γq is the shortest distance between a point x P R 3 and Γ. Integrating with respect to ξ P T 1 yields
px n`rn ξq´y nˇ2 .
By trace theorem on Lipschitz domain and Poincaré inequality, the above estimate can be reduced to d
n . Here we also have used (2.18). The proof then follows.
By this lemma, up to a subsequence, still denoted by n, we have
The next lemma concerns about the range of u 8 when it is restricted on D1 .
Lemma 2.6. There is a y˚P Γ so that up to a subsequence Π Γ py n q ÝÑ y˚, as n Ñ 8. Moreover it holds
Here Tan y˚S 2 is the 2-plane in R 3 which contains all vectors perpendicular to y˚.
Proof. We decompose u n as follows:
In light of (2.25), the second term on the right-hand side of (2.26) converges to Y˚. By (2) in (2.22), u n converges to u 8 for almost all ξ P D1 . Therefore the limit of
exists for almost all ξ P D1 . Since Π Γ py n q P Γ, up to a subsequence, there is a y˚P Γ so that Π Γ py n q Ñ y˚as n Ñ 8. Then for almost all ξ P D1 , u px n`rn ξq converges to y˚also as n Ñ 8. Here we have used (1) in (2.19). Hence the limit of the ratio in (2.27) is perpendicular to y˚for almost all ξ P D1 . This infers u 8 P Y˚`Tan y˚S 2 for almost all ξ P D1 . The proof follows since by Lemma 2.4, u 8 is smooth in D1 .
As for the boundary values of u 8 on T 1 , we need to consider the following three cases: 
Here Tan y˚Γ is the 1-dimensional line in R 3 which contains all vectors perpendicular to y˚and`0, 0, 1˘.
Proof. In light that u px n`rn ξq P Γ for 
Here for y˚P B Γ, we use Tanỳ˚Γ to denote the half line in Tan y˚Γ so that for any v P Tanỳ˚Γ, it holds y˚`ǫ vˇy˚`ǫ vˇˇP Γ, provided ǫ ą 0 and sufficiently small.
Similarly Taný˚Γ denotes the half line in Tan y˚Γ so that for any v P Taný˚Γ, it holds´v P Tanỳ˚Γ.
Proof. If III in (2.28) holds, then up to a subsequence
Here we have used Π Γ py n q P Γ and Π Γ py n q Ñ y˚as n Ñ 8. By (2.26), we can further decompose u n into
In light of (2.23), (2.25), (2.31), as n Ñ 8, the limit of the last term in (2.32) exists for H 1 -almost all ξ P T 1 . Hence for H 1 -almost all ξ P T 1 , u px n`rn ξq P Γ and converges to y˚as n Ñ 8. This infers
Using this result, (2.23), (2.25) and (2.31), we can take n Ñ 8 in (2.32) to get (2.30).
Motivated by Lemmas 2.6-2.8, we introduce the following two configurations spaces:
-(2.33) and F B, σ :"
Here σ is an arbitrary number in p0, 1s. T σ denotes the set
. We claim that if I or II (III resp.) in (2.28) holds, then u 8 is an energy minimizing map in F A, 1 (F B, 1 resp.). See the definition of energy minimizing map in Definition 2.10. This claim will be shown in Lemma 2.11. In the following we consider the uniform convergence of u n on Sσ , where for any σ P p0, 1q, Sσ :"
Lemma 2.9. There exists an increasing positive sequence ! σ k ) which takes limit 1 as k Ñ 8 and a subsequence of
, so that the followings hold:
(1). For any k, there exists a positive constant b k independent of n so that
(2). For any n and k, u n is continuous on Sσ k . For any k, u n converges to u 8 uniformly on Sσ k as n Ñ 8; (3). For any n and k, y n`ǫn u n takes value in Γ when it is evaluated at p˘σ k , 0 q; 
1 -almost all σ P p0, 1q. By trace theorem, y n`ǫn u n P Γ for H 1 -almost all ξ P T 1 . In light of all the arguments above and Lemmas 2.7-2.8, we can find an increasing positive sequence, denoted by σ k ( , which takes limit 1 as k Ñ 8 and a subsequence of u n ( , still denoted by u n ( , so that (1) and (3)- (5) In the remaining we consider (2) in Lemma 2.9. Fix n and k. By (1) in Lemma 2.9, u n is absolute continuous on Sσ k . Meanwhile there holds, for all
This infers the equicontinuity of the family
. Using (2.35), we can find a α 0 P`0, π˘so that u n converges to u 8 at`σ k cos α 0 , σ k sin α 0˘. Then by the last estimate, the L 8 -norm of u n on Sσ k is uniformly bounded with respect to n. In light of Arzelà-Ascoli theorem, there exists a subsequence of u n ( so that the subsequence uniformly converges to u 8 on Sσ k . Applying inductive arguments and diagonal process, we can extract a subsequence from u n ( so that (2) in Lemma 2.9 holds. The proof finishes.
To proceed we need to introduce the concept of energy minimizing map in F A,1 and F B,1 . Definition 2.10. Recall the configuration spaces F A,σ and F B,σ defined in (2.33)-(2.34). We call w an energy minimizing map in F A,1 (F B,1 resp.) if it holds ż
for any r P p0, 1q and v P F A,r (F B,r resp.) with v " w on Sr . or any r P p0, 1q.
Proof. We divide the proof into four steps.
Step Here v´is given in Lemma 2.8. We cannot compare directly the energies between v and u n since they have different ranges and boundary values.
Fixing an arbitrary R ą 0, we define for any n the map 
Recall that the sequence ! Γ n ) Ă Γ and converges to y˚, as n Ñ 8. By taking n sufficiently large and assuming I in (2.28), it turns out v n P Γ, for all points on T σ k at which v P Y˚`Tan y˚Γ . Similarly if n is large and III in (2.28) holds, we also have v n P Γ, for all points on T σ k at which v P Y˚`v´`Tanỳ˚Γ. As for II in (2.28), we decompose V n into
Denoting by v`the unit vector in Tanỳ˚Γ, we rewrite the above equality by
When n is large enough, Π Γ py n q and γ n are close to y˚. Hence it holds 2ˇˇΠ Γ py n q´γ nˇąˇΠΓ py n q´y˚ˇˇ, for large n. By this lower bound and the assumption in II of (2.28), we geťˇΠ Γ py n q´γ nǫ n ÝÑ 8, as n Ñ 8.
In light that v`P Tanỳ˚Γ, then for all points on T σ k with v P Y˚`Tan y˚Γ , it turns ouťˇΠ
Utilizing (2.39)-(2.40) yields v n P Γ, for large n and all points on T σ k at where v P Y˚`Tan y˚Γ . Here we also have used the limit Π Γ py n q , y˚ ÝÑ 1, as n Ñ 8. Since (2.36) holds in the sense of trace for all three cases in (2.28), the above arguments induce v n P Γ, for large n and
Similarly we define
In light of (4)- (5) in Lemma 2.9, same arguments for the v n above infer
Utilizing v n and v 8 n , for arbitrary s P p0, 1q, we define
In light of (2) in Lemma 2.9, (2.25), (1) in (2.19), and the limit Π Γ py n q Ñ y˚, the two sequences
uniformly converge to y˚on Sσ k . Hence we can define
Here we also have used the uniform convergence of ! u px n`rn¨q ) and
it follows un P Γ, for H 1 -almost all points on T σ k .
Step 2. Lower bound. Note that u minimizes the E D -energy within the configuration space:
" u on the closed upper circle contained in BDσ k rn px n q;
v P Γ on the flat boundary of Dσ k rn px n q + .
By the minimality of u, it turns out
Here F 2 " F 2 pρ, uq :" ρ´2`4u
3˘`? 2µ p1´3P puqq. Up to a subsequence, as n Ñ 8,
By this limit, (2.17), (1) in (2.22) and lower-semi continuity, it follows
In light of (2) 
Step 3. Upper bound. By the definition of un in (2.45), it follows ż
Firstly we estimate the right-hand side above. In light of (2.37), on Dσ
With the definition of v n in (2.38) and the last convergence, for j " 1, 2, there holds
Since v´v˚´Y˚P Tan y˚S 2 for almost all points in Dσ k , the above limit infers
(2.53)
By the polar coordinates pτ, Θq in the ξ-plane, the last integral in (2.52) can be represented as ż
Using (2) in Lemma 2.9 and the definition (2.21), for any ǫ ą 0, we can take n large enough and geťˇu
Still by (2) in Lemma 2.9, u 8 is continuous and uniformly bounded on Sσ k . In light of V 8 n defined in (2.42), we can take R large enough so that
(2.56)
For I or II in (2.28), Γ n " Π Γ py n q and v˚" 0. Applying (2.25) then yields
Here o pǫ n q denotes a quantity satisfying o pǫ n q L ǫ n Ñ 0, as n Ñ 8. For III in (2.28), Γ n " y˚and v˚" v´. By the limits in (2.25) and (2.31), we also have
Therefore in all cases, it holds
Still by (2.56), we can calculatěˇV
Since u 8´v˚´Y˚P Tan y˚S 2 on Sσ k , then by Γ n ÝÑ y˚as n Ñ 8, the last equality can be reduced tǒˇV 
Using (2.44), (2.21), (2.42) and (2.56), on Dσ k " Dp 1´sqσ k we can rewrite vn as
In light of (2.45) and the above representation of vn, it then turns ouťˇB
Therefore by (1) in Lemma 2.9, we have
Applying the above estimate and (2.62) to right-hand side of (2.54) yield ż
Now we multiply ǫ´2 n on both sides of (2.52) and take n Ñ 8. By (2.53) and (2.63), it turns out lim sup
Here c ą 0 is a constant. Moreover by taking R Ñ 8, ǫ Ñ 0 and s Ñ 0 successively, the above estimate induces lim sup Still by the limit σ k Ò 1 as k Ñ 8, the strong H 1 pDr q-convergence of u n follows for any r P p0, 1q.
With the above compactness result and characterization of u 8 , we are ready to prove Lemma 2.2.
Proof of Lemma 2.2. We only show the case when x P T by continuing the above arguments. With some modifications, the interior case when x is off T can be similarly proved. By the definition of u n in (2.21), ǫ n defined in (2.18) and (2) in (2.19), it can be shown that
Moreover utilizing (3) in (2.15), non-negativity of F 2 and change of variable, we have ż 
Here v`is the unit vector in Tanỳ˚Γ. Therefore by Lemma 2.11, if I or II in (2.28) holds, then it satisfies ż
on S1 {2 and
on the right-hand side of (2.68), we have ż 
Repeating the similar arguments for (2.69), we obtain ż
Here we have used the boundary condition on T 3{4 for an admissible map in F B,3{4 (see (2.34)). Applying Lemma 9.1 in [53] to f u8 1 , by Poincaré inequality, filling hole argument and standard iteration argument, we can find an universal constant α P`0, 1˘so that ż
1ˇ2 , for any r P`0, 3{16˘.
As for f u8 2 , we can also extend it to be an odd function with respect to the variable ξ 2 . (2.72) still holds in this case. By (2.72) and the last estimate, it turns out ż
for any θ 1 ă 3{16. Therefore we can take θ 1 suitably small so that (2.67) still fails in this case.
III. REGULARITY AT THE ORIGIN
Due to Proposition 2.1, L " ub ‰ and L " uć ‰ solve the equation in (1.13) weakly in a neighborhood of 0. Applying Rivière-Struwe arguments in [54] , we obtain the following ǫ-regularity near the origin: Proposition 3.1. Suppose that b and c satisfy the same assumptions as in Proposition 2.1. Define Wb :" L " ub ‰ and
There exists an ǫ 0 ą 0 so that Wb is smooth at the origin, provided
As a map defined on B 1 , ub is also regular at the origin in the sense of Definition 1.2, if the map Wb is smooth at the origin. The same result holds for Wć and uć .
In this section we improve the result in Throughout the section we use W to denote either Wb or Wć . To prove Proposition 3.2, we need to show that all tangent maps of W at 0 are trivial. Since ub and uć are minimizers of the two minimization problems in (1.12), by applying arguments in [21] , for almost all R P p0, 1q, it holds ż
2 µ`1´3 S r W s˘.
Here B`B R denotes the spherical boundary of BR . ν is the outer normal direction on B`B R . Utilizing the last energy equality then yields
2 µ`1´3S r W s˘, for all 0 ă r ă σ ď 1.
Supposing that
is a positive decreasing sequence which converges to 0 as j Ñ 8, we rescale W by
The map W pjq is well-defined, provided j is large. Moreover by (3.1), it turns out Lemma 3.3. There exists a W 8 P H Moreover in the sense of trace, there holds
Here T is the flat boundary of B1 . W Proof. By (3.1)-(3.2), it follows ż
Utilizing this uniform energy bound then yields (3.3). Moreover by lower semi-continuity, we can take j Ñ 8 in the last estimate and get ż
Since W " L rus with u equaling to either ub or uć , then by (1.12), the last estimate can be reduced to ż
Wˇˇ2`?2µ`1´3S r W s˘" E µ rus ă E µ rU˚s " 24π.
(3.4) holds by the last estimate. As for (3.5), we notice that the trace of W 3 on T equals to the trace of u 2 on T . It then turns out Proof. Taking inner product with v 1 on both sides of (3.8) yieldšˇv
1ˇ2 sin 2 ϕ´`4v
Since v is smooth on " 0, π ‰ and v 1 " v 3 " 0 at ϕ " 0, const in the last equality equals to 0. It turns ouťˇv
Evaluating (3.9) at ϕ " π 2 and using (3.10), we obtain
Here we also used the boundary condition v 3 " 0 at ϕ " π{2. Since 12) it holds v 1 3 ď 0 at π{2. The sign in (3.11) can be determined. That is
Suppose that v 1 " 0 at some ϕ 0 P p0, π{2q. By (3.12), ϕ 0 is a minimum point of v 1 on p0, π{2q. It follows v Similarly if it holds v 3 " 0 at some ϕ 0 P p0, π{2q, then we have v 3 " 0 on r0, πs. Still by (3.13), it follows v 1 " 0 at ϕ " π{2. From (3.10), it satisfies v 1 1 " 0 at ϕ " π{2. We then can still infer v 1 " 0 on r0, πs. In this case W 8 also equals to either N˚or´N˚on B 1 . Now we assume v 1 ą 0 and v 3 ą 0 on p0, π{2q. Since v 2 " 1 or´1 at ϕ " 0, by the regularity of v 2 and the positivity of v 1 and v 3 on p0, π{2q, we can find a ϕ 1 P p0, π{2q so that v 1 , v 2 and v 3 are all non-zero at ϕ 1 
IV. SINGULARITY: ITS TANGENT MAP AND STRUCTURE
Denote by x 0 the point`0, 0, z 0˘, where z 0 P p0, 1q. Let k j ( be a positive decreasing sequence which converges to 0 as j Ñ 8. If j is sufficiently large, then the map
is well-defined. Here we still use W to denote either L " ub ‰ or L " uć ‰ . Similar arguments as the proof for (3.3) implies that there exists a w 8 P H 
(4.2)
Moreover w 8 is a 0-homogeneous harmonic map from B 1 to S 4 . By a similar construction as in the proof of convergence theorem 5.5 in [31] , it holds, for all R P p0, 1q, that lim sup
On the other hand lower semi-continuity and (1) 
Combining the last lower bound and (4.3), we get w pjq ÝÑ w 8 , strongly in H 
IV.1. MINIMALITY OF THE LIMITING MAP
In this section we study the minimality of w 8 with respect to the Dirichlet energy. The main result is Proposition 4.1. For any R P p0, 1q, w 8 saturates the minimal value of the following minimization problem:
w " L rus , for some 3-vector field u " u pr, ϕq , .
-
Before proving Proposition 4.1, we introduce some notations. Given a 3-vector field u "`u 1 , u 2 , u 3˘o n " 0, π ‰ , we use e 2 rus to denote the energy density
. The E 2 -energy of u is the integration of e 2 rus on " 0, π ‰ . Firstly we control the L 8 -norm of u in terms of its E 2 -energy. That is Lemma 4.2. For any 3-vector field u on " 0, π ‰ with finite E 2 -energy, it satisfies
The proof is standard, we omit it here. Now we prove Proposition 4.1.
Proof of Proposition 4.1. Recalling w pjq defined in (4.1), we can find a 3-vector field u pjq " u pjq pr, ϕq on B 1 so that
for some 3-vector field u 8 " u 8 pϕq on r 0, π s. By the strong convergence (4.4), for any R P p0, 1q fixed, there is a σ 2 P pR, 1q so that
Then up to a subsequence,
Utilizing (4.6) and the limit (4.8), we obtaiń
Let ϕ˚be an arbitrary number in p0, π{2q. By (4.7), it followšˇˇu pjq 2 pσ 2 , ϕq´u pjq 2 pσ 2 , ϕ˚qˇˇď
, for any ϕ P " 0, ϕ˚‰.
In light of (4.8)-(4.9) and taking j Ñ 8 in the last estimate, we then obtaiňˇu
ż ϕ0 e 2 ru 8 s , for any ϕ P`0, ϕ˚‰. Therefore it holds
The last two estimates then yield
Using the last estimate, (4.11)-(4.12) and the limits in (4.8)-(4.9), we get lim sup
By (4.10) and the above limit, it turns out
Suppose that w˚" L rus for some u " u pr, ϕq on B R . Moreover we assume w˚P H
1`B
R ; S 4˘a nd satisfies, in the sense of trace, w˚" w 8 on BB R . We need to show ż
(4.14)
Firstly we extend w˚from B R to B σ2 by setting
Fixing a σ 1 P`R, σ 2˘, we define
In light of (4.13), the distance between r w pjq and S 4 is uniformly small on B σ2 , provided j is sufficiently large. Therefore we can define our comparison map
Moreover it holds ż
By (4.16), the energy of r w pjq on B σ2 " B σ1 can be estimated by Plugging the representation (4.21) into (3.9), we get
The
Solving the two ODEs in (4.22), we obtain the harmonic maps given in Class II of the lemma. In the remaining we suppose v 1 ą 0 on`0, π˘. In this case we multiply v 3 and v 1 on both sides of the equations of v 1 and v 3 in (3.8) , respectively. Then we subtract one of the two resulting equations from another one. By this way, it turns out``v 
" 0, for all ϕ P`0, π˘.
Therefore v 3 " cv 1 on`0, π˘, where c is a constant. If c ‰ 0, then by the equations of v 1 and v 3 in (3.8), it holds v 1 " 0 on`0, π˘. It violates our assumption that v 1 ą 0 on`0, π˘. Therefore c " 0. Equivalently v 3 " 0 on`0, π˘. Now we can represent v by v "`v 1 , v 2 , 0˘"`sin α, cos α, 0˘, where α " arccos v 2 . Plugging this representation of v into (3.9) then yields`α
The sign of α 1 does not change on`0, π˘. Therefore we have from the last equality that
Solving the two ODEs in (4.24), we obtain the harmonic maps given in Class III of the lemma.
With Proposition 4.1 and Lemma 4.3, we can further determine w 8 at possible singularity x 0 .
Moreover we assume that x 0 P B1 X l 3 is a singular point of W. Then the tangent map w 8 of W at x 0 must be either Λ`or Λ´in (1.14).
Proof. Since w 8 is 0-homogeneous, we take R in Proposition 4.1 to be 1. If w 8 is a constant map, then by (4.4) and standard ǫ-regularity result (similar to Proposition 3.1), x 0 is a smooth point of W. This contradicts our assumption that x 0 is a singularity of W. If w 8 is a harmonic map in Class II of Lemma 4.3 with cos β 1 ‰ 0, then we fix a x˚P B1 X l 3 . Using the value of w 8 on BB 1 , we can construct a 0-homogeneous map with respect to the center x˚.
Similarly as the proof of Theorem 7.3 in [11] , the Dirichlet energy on B 1 of this constructed 0-homogeneous map is strictly less than 8π, provided that x˚is sufficiently close to 0. The closeness depends on cos β 1 . Therefore w 8 cannot saturate the minimal energy of (4.5) since the Dirichlet energy of w 8 on B 1 equals to 8π. We get a contradiction to By (4.25) and in light that α ‹ satisfies either the first or the second equation in (4.24), it follows 1 2π
Using Lemma 1.3 in [58] , we can find a f compactly supported in the interval`0, 1˘so that the most-right-hand side above is strictly negative. The proof then completes.
IV.3. STRUCTURE OF SINGULARITY
By the same arguments as in the proof of Regularity theorem 6.4 in [31] , it holds Lemma 4.5. The set of singularities of W is discrete.
In this section we consider the asymptotic behaviour of W near each singularity. Firstly we show the uniqueness of tangent map of W at a possible singularity. That is
where Λ " Λ`or Λ´in (1.14). Moreover Λ is uniquely determined by x 0 , the location of singularity. so that up to a subsequence W px 0`ρk¨q converges to Λ´strongly in
then the same derivation of (4.26) can be applied to find a point on the open segment between xj and x 0 at which W equals to´N˚. But this is impossible. Therefore for any decreasing sequence ρ k ( , there is a subsequence, still denoted by ρ k ( , so that W px 0`ρk¨q converges Λ`strongly in H 1 loc`B 1 ; S 4˘a s k Ñ 8. The proof then follows.
Moreover the following proposition holds by Lemma 4.6, W 2,p -estimate for elliptic equations and similar arguments as in Sect.3.15 of [60] .
Suppose that x 0 P B1 X l 3 is a singular point of W with Λ being its tangent map at x 0 . Then we have
Here }¨} 8; BBσ px0q is the L 8 -norm on BB σ px 0 q.
V. BIAXIAL TORUS AND SPLIT-CORE SEGMENT STRUCTURES
In this section we prove Theorems 1.6-1.
V.1. BIAXAIL TORUS STRUCTURE IN Wb
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To simplify the notation, we use u`to denote ub . In this section λ 1 , λ 2 , λ 3 are three eigenvalues in Definition 1.3 computed in terms of u`. Note that u3 " 0 on T . By Definition 1.3, it follows λ 1 "´1 2ˆu1`1 ? 3 u2˙,
" u1`1 ? 3 u2`ˇˇu1´?3u2ˇˇ* on T . The three eigenvalues cannot be all 0 at some point on T , since otherwise u`" 0 at this point. If λ 1 " λ 2 on T , then 3ˆu1`1 ? 3 u2˙"ˇˇu1´?3u2ˇˇ.
If λ 2 " λ 3 on T , then u1 " ? 3 u2 . If λ 1 " λ 3 on T , then 3ˆu1`1 ? 3 u2˙"´ˇˇu1´?3u2ˇˇ. Therefore by the unit length condition for u`and the strict positivity of u1 (this is true by strong maximum principle), the map u`is uniaxial on
. In light that u2 ě b on T and uì s regular at the origin (see Proposition 3.2), it follows u2 " 1 at the origin. Since u2 "´1{2 when ρ " 1 and z " 0, using regularity of u`on T , we can find a point on T at where u2 " 1{2. Equivalently the vector`?3 L 2, 1 L 2, 0˘can be taken by u`at some point on T . u`is a classical solution to (2.1) on a small neighborhood of T o in D. Moreover the system (2.1) is an analytic elliptic system. Therefore due to [48] , u`is real analytic on T o , which infers real analyticity of u2 on T o . It then turns out that 1{2 can only be taken finitely many times by u2 on T o . Otherwise u2 " 1{2 on
T . This is impossible. Since u2 p0q " 1 and u2 p1, 0q "´1{2, within all points on T o at where u2 " 1{2, there is one, denoted by x 0 " pρ 0 , 0q, so that for a sufficiently small ǫ ą 0, it holds u2 ą 1 2 on ! pρ, 0q : ρ P pρ 0´ǫ , ρ 0 q ) and u2 ă 1 2 on
For points in D ǫ px 0 q " T , strong maximum principle induces that u3 ą 0 on D ǫ px 0 q X D`and u3 ă 0 on D ǫ px 0 q X D´.
Here D´is the lower-half part of D. By Definition 1.3, we then have
It can also be computed that λ2´λ1 " This inequality and (5.1) infer
, it holds u2 P p0, 1{2q, provided ǫ is small. Therefore we have u1 ą ?
, which infers u1´?3 u2 ą 0 on
It then follows by Definition 1.3 that λ 3 ą λ 2 on ! pρ, 0q : ρ P pρ 0 , ρ 0`ǫ q ) , provided ǫ is small. Utilizing (5.2), we then obtain
, provided ǫ is suitably small.
Similarly we also have
By combining the above arguments with (5.3), on D ǫ px 0 q " x 0 ( , u`is biaxial with λ 3 being the largest eigenvalue. By (5.3), κ ‹ in (5) of Theorem 1.6 is a director field determined by u`on D ǫ px 0 q " T . It is also well-defined and continuous on
. In fact by (5.4) and u3 " 0 on T , it holds
However κ ‹ is not continuous on ! pρ, 0q : ρ P`ρ 0´ǫ , ρ 0 ‰ ) . Fix an ǫ 1 P p0, ǫq and denote by x 1 the point pρ 0´ǫ 1 , 0q.
When we approach x 1 along the lower part of BD ǫ 1 px 0 q, the component u3 keeps negative. It then follows
-´1
where the left-hand side above is evaluated on the lower part of BD ǫ 1 px 0 q. Since we have u2 ą 1 L 2 at x 1 , it follows u1 ă ? 3 L 2 at x 1 . Therefore we get u1´?3 u2 ă 0 at x 1 . Utilizing this inequality and the last equality, we can approach x 1 along the lower part of BD ǫ 1 px 0 q and get
{2
ÝÑ´1.
Meanwhile it holds
The last two limits infer that when we approach x 1 along the lower part of BD ǫ 1 px 0 q, the director field κ ‹ approaches to´e z . Similarly when we approach x 1 along the upper part of BD ǫ 1 px 0 q, the director field κ ‹ approaches to e z . Here we need the positivity of u3 on the upper part of BD ǫ 1 px 0 q. By (1.15), κ ‹ has positive coefficient in front of e ρ when
. Therefore when we start from x 1 and rotate counter-clockwisely along BD ǫ 1 px 0 q back to x 1 , the director field κ ‹ continuously varies from´e z to e z . Meanwhile κ ‹ keeps on the right-half part of pρ, zq-plane. The angle of κ ‹ is totally changed by π. Part p6q in Theorem 1.6 follows by (5.5) and L'Hôpital's rule.
V.2. SPLIT-CORE LINE SEGMENT STRUCTURE
In this section we prove Theorem 1.7 by considering the mapping Wć , equivalently uć . To simplify the notation, we use u´to denote uć . Throughout this section λ 1 , λ 2 , λ 3 are three eigenvalues in Definition 1.3 computed in terms of u´. Since u2 ď c on T , by the smoothness of Wć at the origin (see Proposition 3.2), we get u´" p0,´1, 0q at the origin. Since u´" p0, 1, 0q when ρ " 0 and z " 1, we can find a location on l 3 at where u´is singular. Denote by x0 " p0, z 0 q the lowest singularity of u´on l3 . Utilizing Proposition 4.7, for any ǫ ą 0 sufficiently small, we have a δ pǫq ą 0 suitably small so that
Here we use pr˚, ψ, θq to denote the spherical coordinate system with respect to the center x0 . Without ambiguity, uí n (5.6) is also understood as a 3-vector field depending on r˚and ψ.
In what follows we define a dumbbell.
Definition 5.1. Let x0 be the symmetric point of x0 with respect to the px 1 , x 2 q-plane. Let ǫ 1 be another positive constant. It is sufficiently small and satisfies ǫ 1 ă δ pǫq. In px 1 , zq-plane, the horizontal line z " z 0´δ pǫq`ǫ 1 has two intersections with the circle BD δpǫq`x0˘. Here we also use D ρ pxq to denote a disk in px 1 , zq-plane with center x and radius ρ. The intersection point with positive x 1 -coordinate is denoted by x1 , while the intersection point with negative x 1 -coordinate is denoted by x2 . The distance between x1 (x2 resp.) and l 3 equals to
Similarly the horizontal line z "´z 0`δ pǫq´ǫ 1 also has two intersections with BD δpǫq`x0˘. We denote by x1 the intersection point with positive x 1 -coordinate, while x2 denotes another intersection point which has negative x 1 -coordinate. The contour C in the px 1 , zq-plane is then defined as follows. ) .
In what follows we show the biaxiality of u´on D ǫ,ǫ1 " l 3 . We firstly compare the three eigenvalues on D δpǫq`x0˘. Due to the symmetry of u´with respect to the variable z, the case for D δpǫq`x0˘c an be similarly studied. Suppose that σ is an arbitrary number in`0, δ pǫqs. Using the polar angle ψ in the spherical coordinate pr˚, ψ, θq, we have
Here we understand u´as a mapping depending on r˚and ψ. In light of the regularity of Wć at p0, z 0`σ q, it follows B ψ u´ˇˇp σ,0q
" 0. The last equality is then reduced to
which furthermore infers
Applying the estimate in (5.6) to the last equality then yields
σ,ψq`u2ˇpσ,ψq ď 1´p1´cos ψq`2 ǫ ψ 2 , for any ψ P " 0, π ‰ .
Therefore we can fix ǫ sufficiently small and find a universal constant ψ 0 P p0, π{4q so that
σ,ψq`u2ˇpσ,ψq ă 1, for any σ P`0, δ pǫq ‰ and ψ P`0, ψ 0˘.
Still by (5.6), on the sector with the polar angle ψ P " ψ 0 , π ‰ , it holds
σ,ψq`u2ˇpσ,ψq " cos ψ`?3 u1ˇˇp
In light of the last estimate, we can keep choosing ǫ small enough and obtain ? 3 u1ˇˇp
σ,ψq`u2ˇpσ,ψq ă 1, for any σ P`0, δ pǫq ‰ and ψ P " ψ 0 , π ‰ . This estimate and (5.8) infer
σ,ψq`u2ˇpσ,ψq ă 1, for any σ P`0, δ pǫq ‰ and ψ P`0, π˘, provided ǫ is sufficiently small.
When ψ P p0, πq, u1 is strictly positive. It turns out
σ,ψq`u2ˇpσ,ψq ą´1, for any σ P`0, δ pǫq ‰ and ψ P p0, πq.
Utilizing the last two bounds then yieldŝ
σ,ψq`u2ˇpσ,ψq˙2 ă 1, for any σ P`0, δ pǫq ‰ and ψ P`0, π˘.
Equivalently we havé Now we fix a sufficiently small ǫ so that (5.13) holds. We are left to compare the three eigenvalues on R ‹ , where R ‹ is the rectangle in px 1 , zq-plane with four vertices given by x1 , x1 , x2 , x2 . Since u´is regular on R ‹ , u´is close to p 0,´1, 0q on R ‹ , provided ǫ 1 is small enough. It turns out λ 1 ą λ 2 on R ‹ . Using the strict positivity of u1 , we have ? 3u1`u2 ą u2 ě´1 on D ǫ,ǫ1 " l 3 .
Moreover ? 3 u1`u2 ă 1 on R ‹ in that u´is close to p 0,´1, 0q on R ‹ . It turns out`?3 u1`u2˘2 ă 1 on R ‹ " l 3 .
Equivalently we have`u1´?3 u2˘2`4`u3˘2 ą 9ˆu1`1 ? 3 u2˙2 on R ‹ " l 3 . Therefore λ 3 ą λ 1 on R ‹ " l 3 by this inequality and (5.12). Hence it holds λ 3 ą λ 1 ą λ 2 on R ‹ " l 3 , which together with (5.13) then infer the biaxiality of u´on D ǫ,ǫ1 " l 3 . More precisely we have λ 3 ą λ 1 ą λ 2 on D ǫ,ǫ1 " l 3 , provided that ǫ and ǫ 1 are sufficiently small. (5.14)
In the end we describe the variation of director field near the vertical segment connecting x0 and x0 . In light of (5.14), the largest eigenvalue is λ 3 on D ǫ,ǫ1 " l 3 . Therefore κ ‹ in (4) of Theorem 1.7 is a director field determined by u´on D ǫ,ǫ1 " l 3 . Fixing`0, 0, z˘with z P`z 0 , z 0`δ pǫq ‰ , we have u´approaching to p0, 1, 0q while x approaches to p0, 0, zq. It then turns out , .
{2
ÝÑ 1, as x Ñ p0, 0, zq.
Applying this limit and (5.15), we obtain κ ‹ ÝÑ e z , as x Ñ p0, 0, zq, where z P`z 0 , z 0`δ pǫq ‰ . (5.16) its third component W‹ ;3 " 1 at 0. Utilizing maximum principle we also have u‹ ;1 ą 0 on D. There then exists a b ‹ P Iś o that u‹ ;2 " W‹ ;3 ě b ‹ on T . That is u‹ P F b‹,`, which induces E µ "" u P F s :
P`u˘" 1 3 a.e. in B 1
Let u 3¯P F 1 and is also a minimizer of the energy E in F 1 .
We can also characterize u : in terms of a minimization problem on 2-vector fields. , .
-. . The lemma then follows by this upper bound and (6.8)-(6.9).
By regularity result in [49] , we can obtain the regularity of v : , which infers the following regularity of u : .
Lemma 6.4. u : is smooth on D`and continuous up to B D`" l 3 . Moreover u : "`?3 L 2,´1{2, 0˘on T˝.
Here u : "`?3 L 2,´1{2, 0˘on T˝follows from (6.6), u : 3 " 0 on T , the unit length of u : , the continuity of u : on T " 0 ( and the fact that u : p1, 0q "`?3 L 2,´1{2, 0˘. Now we show
Proof of convergence result in Theorem 1.5. The proof is divided into three steps.
Step 1. Lower Bound. Suppose that β " βpρ, zq is an angular function on B 1 satisfying ż Step 2. Lifting and Extension. On B1 , we define u Moreover α`P H 1`B1 ; r 0, π { 2s˘. For all px 1 , x 2 , zq P B1 , we define α´px 1 , x 2 , zq " π´α`px 1 , x 2 ,´zq. With α`and α´, we introduce the angular function α on B 1 which equals to α`and α´on B1 and B1 , respectively. By Lemma 6.4 and (6.12), it holds cos 2α`"´1 on T " 0 ( . Since α`P r 0, π {2 s, we have α`" π L 2 on T " 0 ( . Therefore the trace of α`´π L 2 equals to 0 on T . Note that α´π L 2 is the odd extension of α`´π L 2 from B1 to B 1 . It then turns out α´π L 2 P H 1`B 1˘b y the H 1 -regularity of α`on B1 . Equivalently we have the H 1 -regularity of α on B 1 . Utilizing u ; " U˚on B`B 1 and noticing the range of α`, we get α`" ϕ on B`B 1 , which in turn induces α " ϕ on BB 1 .
Step 3. Upper Bound and Completion of Proof. The angular function α constructed in Step 2 satisfies (6.10). Then we have a S 2 -valued map w α " psin α cos θ, sin α sin θ, cos αq. The Dirichlet energy of w α can be calculated by ż In light of (6.12), it holds ż B1 |∇α`| 
