Reversible logic represents the basis for many emerging technologies and has recently been intensively studied. However, most of the Boolean functions of practical interest are irreversible and must be embedded into a reversible function before they can be synthesized. Thus far, an optimal embedding is guaranteed only for small functions, whereas a significant overhead results when large functions are considered. We study this issue in this article. We prove that determining an optimal embedding is coNP-hard already for restricted cases. Then, we propose heuristic and exact methods for determining both the number of additional lines and a corresponding embedding. For the approaches, we considered sum of products and binary decision diagrams as function representations. Experimental evaluations show the applicability of the approaches for large functions. Consequently, the reversible embedding of large functions is enabled as a precursor to subsequent synthesis.
INTRODUCTION
Synthesis of reversible circuits has been intensively studied in the recent past [De Vos and Van Rentergem 2008; Lin and Jha 2014; Miller et al. 2003; Shende et al. 2003; . Since most Boolean functions of practical interest are irreversible, such functions are embedded into reversible ones prior to synthesis. Given an m-output irreversible function f on n variables, a reversible function g with m + k outputs is determined such that g agrees with f on the first m components. The overhead in terms of the k additional variables shall be kept as small as possible. The embedding is called optimal if k is minimal.
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In this work, we study this issue from both theoretical and practical perspectives. First, we derive two lower bounds for determining the minimal value of k, namely (1) we show that already when m = 1, it is coNP-hard to determine if the minimal k equals n − 1, and (2) we show that even when n − m is bounded by a constant, it is coNP-hard to decide if the minimal k equals n − m. Hence, computing the minimal number k of additional variables is not feasible in polynomial time if P = NP.
We then propose algorithms for both heuristic and optimal embeddings and evaluate for which cases an efficient application is possible. We differentiate between (1) determining the required number of additional lines and (2) determining the concrete embedding. The key element in both steps is to use sum-of-product (SOP) expressions and binary decision diagrams (BDDs), which potentially allow for a more compact function representation compared to truth tables. BDDs are particularly convenient in situations when the function is not given as a file but is represented in memory as a result of some preceding computation. Subsequently, an embedding methodology results that can process large irreversible functions for the first time.
Although up to this point efficient embedding of irreversible functionality has been restricted to very small functions, the proposed approach enables embedding of functions containing hundreds of variables. We confirm this by comprehensive experimental evaluations.
The contributions described in this article are as follows:
-We provide lower bounds for the embedding problem.
-We present three algorithms for determining the number of additional lines of large irreversible functions: one heuristic algorithm (cube based) and two exact ones (cube based and BDD based). -We propose two algorithms for embedding large irreversible functions: one exact algorithm (cube based) and one heuristic algorithm (BDD based) that respects the theoretical upper bound. -Finally, we provide open source implementations for all presented algorithms.
The article is organized as follows. Preliminary definitions are given in the Section 2. Then, Section 3 provides the background on the synthesis of reversible function and motivates the problem that is addressed by this work. We present known upper bounds and derive new lower bounds for the problem in Section 4. Approaches for approximating and determining the minimal number of additional lines are described in Section 5. Afterward, approaches for exact and heuristic approaches are described in Section 6. Section 7 presents and discusses the results from the experimental evaluation before we conclude in Section 8.
PRELIMINARIES
In this section, we introduce notations. In Section 2.1, we introduce (reversible) Boolean functions; in Section 2.2, we review BDDs; and in Section 2.3, we define notations for SOPs.
Boolean Functions and Reversible Boolean Functions
Let IB def = {0, 1} denote the Boolean values, and let
be the set of all Boolean functions with n inputs and m outputs, where m, n ≥ 1. We write B n def = B n,1 for each n ≥ 1 and assume that each f ∈ B n is represented by a propositional formula over the variables {x 1 , . . . , x n }. Conversely, any m-tuple t of Boolean functions over variables {x 1 , . . . , x n } corresponds to a unique Boolean function f t ∈ B n,m . We assume that each function f ∈ B n,m is represented as a tuple f = ( f 1 , . . . , f m ) where f i ∈ B n for each i ∈ {1, . . . , m} and hence
Given a Boolean function f ∈ B n,m , the sets on( f )
n and each i ∈ {1, . . . , m} and say that f is the m-projection of g.
for each x ∈ IB n and each y ∈ IB m . The characteristic function allows one to represent any multiple-output function as a single-output function. It can be computed from a multiple-output function by adding to the variables {x 1 , . . . , x n } the additional output variables {y 1 , . . . , y m }:
Given a Boolean function f ∈ B n over the variables X = {x 1 , . . . , x n } and a variable x i ∈ X, we define the positive co-factor f x i ∈ B n−1 and the negative co-factor fx i ∈ B n−1 as
A function f ∈ B n,m is called reversible if f is bijective; otherwise, it is called irreversible. Clearly, if f is reversible, then n = m. A function g ∈ B n,m+k embeds f ∈ B n,m , if g is injective and f ≡ g| m . The function g is called an embedding and the additional k outputs of g are referred to as garbage outputs and are denoted by γ later. We are interested in those embeddings of f where k is minimal. Let
denote the number of occurrences of the most frequent output pattern. To distinguish these μ( f ) output patterns, k additional outputs need to be added. It is not hard to see that ( f ) def = log 2 μ( f ) is both an upper and a lower bound (and thus an optimal bound) for k. Thus, if k = ( f ), then the embedding g is called optimal.
Example 2.1. The AND function ∧ ∈ B 2 can be embedded into a reversible function g ∈ B 2,3 , which is illustrated in Figure 1 (a). The most frequent output pattern is 0, and hence μ(∧) = 3 and (∧) = 2. The embedding g is optimal.
Example 2.2. The full adder FA (a, b, c in 
is a function in B 3,2 . The output patterns (1, 0) and (0, 1) each occur for three input patterns, and hence μ(FA) = 3 and (FA) = 2.
To obtain a reversible function for an embedding g, additional input variables might need to be added. Bijectivity can readily be achieved, for example, by adding additional inputs such that f evaluates to its original values in case these inputs are assigned Different algorithms that perform an optimal embedding of irreversible functions based on their truth table description were proposed in the past [Miller et al. 2009 ].
Binary Decision Diagrams
Binary decision diagrams (BDDs) [Bryant 1986 ] are an established data structure for representing Boolean functions. Although the general concepts are briefly outlined in this section, the reader is referred to the literature for a comprehensive overview [Bryant 1986; Knuth 2011] .
Let X = {x 1 , . . . , x n } be a set of variables of a Boolean function f ∈ B n . A BDD representing the function f is a directed acyclic graph F with nonterminal vertices N and terminal vertices T ⊆ {Ȟ ⊥ , Ȟ }, where N ∩ T = ∅ and T = ∅. Each nonterminal vertex v ∈ N is labeled by a variable from X and has exactly two children: low v and high v. The directed edges to these children are called low-edge and high-edge and are drawn dashed and solid, respectively. A nonterminal vertex v labeled x i represents a function denoted σ (v) given by the Shannon decomposition [Shannon 1938 ]
where σ (low v) and σ (high v) are the functions represented by the children of v with σ (Ȟ ⊥ ) ≡ 0 and σ (Ȟ ) ≡ 1. The BDD F has a single start vertex s with σ (s) ≡ f . A BDD is ordered if the variables of the vertices on every path from the start vertex to a terminal vertex adhere to a specific ordering. Not all of the variables need to appear on a particular path, and a variable can appear at most once on any path. A BDD is reduced if there are no two nonterminal vertices representing the same function, and hence the representation of common subfunctions is shared. Complemented edges can additionally reduce the size of a BDD and are marked using a solid dot. In the following, only reduced, ordered BDDs are considered and for brevity referred to as BDDs.
Multiple-output functions can be represented by a single BDD that has more than one start vertex. Common subfunctions that can be shared among the functions decrease the overall size of the BDD. In fact, many practical Boolean functions can efficiently be represented using BDDs, and efficient manipulations and evaluations are possible [Bryant 1986 ].
Sum-of-Product Representation
Each Boolean function f ∈ B n can be represented in SOP representation in which f is of the form
with polarities p i, j ∈ {0, 1, 2} for j ∈ {1, . . . , n} and
If p = 2, x p is called a literal; otherwise, x p is referred to as don't care. We call
In other words, the weight refers to the number of literals in c i . Note that # on(c i ) = 2 n−ω(c i ) (i.e., by removing one literal, one doubles the number of input assignments that satisfy c i ). The set
refers to all variables that are don't care and hence not contained as literal in the cube. One can also represent f by its cubes {c 1 , . . . , c k }, and we write
where reads "is constructed of." A multiple output function f = ( f 1 , . . . , f m ) ∈ B n,m is represented by m such SOP forms-that is, f i C i for i ∈ {1, . . . , m}, where each C i is a set of cubes. All cubes of f are then given by
Conversely, we can represent f also as a function that maps each cube from C to those output functions that are constructed from this cube. More formally, f is represented by a function
where P denotes the power set and with
We refer to P f as the PLA representation of f . 2 Since the power set of all output functions is being used in several places, we will use P( f ) def = P({ f 1 , . . . , f m }) in the remainder for a more compact representation. We will later see that the PLA representation of a function turns out to be convenient to formulate algorithms. 
is illustrated by the table in Figure 2 . As before, we make use of the convention
Each input cube of f is represented by its polarities with the exception that we write − instead of 2. For each output function, we write 1 if the corresponding cube is in its constructing set, otherwise 0.
The table shall not be confused with a truth table; in particular, the 0's in the output columns do not indicate that the functions evaluate to 0 for the corresponding input cube. As an example, we have f 1 (x 1 , x 2 ,x 3 , x 4 ,x 5 ) = 1 due to the sixth cube. However, this input pattern is also contained in the fourth cube, which is not in the constructing set of f 1 .
SYNTHESIS OF REVERSIBLE FUNCTIONS
Reversible circuits on r lines composed of special reversible gates (e.g., Toffoli gates) represent reversible functions of r variables. In turn, every reversible function can be realized with a reversible circuit. The problem of finding a reversible circuit for a given function is called synthesis, and since most of the functions of practical interest are irreversible, we are considering the following synthesis problem in this article: given an arbitrary Boolean function f ∈ B n,m , a reversible circuit should be determined that represents g ∈ B r,r such that g embeds f .
The synthesis of reversible functions has been an intensively studied research area in the past decade. Initially, algorithms based on truth table representations were proposed [Große et al. 2009; Miller et al. 2003 ]. Due to their nonscalable representation, none of these is capable of efficiently synthesizing functions with more than 20 variables. This fact is reflected in the first two rows in Table I . The word reversible in the second column indicates that these approaches are only directly applicable for reversible functions. However, irreversible functions are handled by embedding them first as described in the previous section. Moreover, an optimal embedding, and therefore a minimal overhead in terms of additional variables, can be guaranteed since the value of ( f ) can readily be determined from the truth table; in other words, r = m + ( f ).
To synthesize larger functions, researchers are investigating the use of symbolic representations. An approach based on BDDs ] is one of the first solutions able to synthesize functions with more than 100 variables (as summarized in the third row of Table I ). In particular, by using BDDs, it is also possible to directly start with the irreversible function representation, as the embedding takes place implicitly during synthesis (denoted by irreversible in the second column of Table I ). However, the newly achieved scalability is traded off against a large number of additional variables, which is much larger than the upper bound [Wille et al. 2011] ; in other words, r m+n. The large number of additional variables results from the fact that this algorithm performs synthesis in a hierarchical fashion rather than considering the function as a whole. Determining an optimal embedding similar to the truth table-based approaches is not applicable. Although optimization approaches exist that reduce additional variables in a postsynthesis step [Wille et al. 2010 ], a satisfying result can rarely be achieved as evaluated in Wille et al. [2011] .
Following these considerations, an alternative has been proposed in that exploits another symbolic representation and relies on reversible functions. For this purpose, quantum multiple-valued decision diagrams (QMDDs, Miller and Thornton [2006] ) are utilized, which are data structures particularly suited for the representation of reversible functions. For the first time, this enabled the synthesis of reversible functions with up to 100 variables and without adding any additional variables. However, this algorithm is of not much help, as so far it has been unknown how to embed the given irreversible function into a QMDD representing the reversible embedding (as summarized in the fourth row of Table I ).
In summary, synthesis of reversible circuits for irreversible functions always requires an efficient embedding. This is not a problem for small functions; in fact, optimal embeddings can readily be obtained. In contrast, if larger functions are addressed, previous solutions have led to significantly high overhead. Although scalable synthesis methods for large reversible functions are available, how to derive the respective embeddings is unknown so far.
In this article, we are addressing this issue by lifting embedding from truth tablebased approaches to symbolic ones. For this purpose, we are exploiting observations by Bennett [1973] on upper bounds and general embeddings. Additionally, we use the symbolic representation of BDDs. However, we first consider the theoretical complexity of the embedding problem.
It is noteworthy that decreasing the number of additional lines typically does not lead to the best circuits in terms of gate count or technology dependent metrics such as quantum cost. This was experimentally confirmed by studies (e.g., see Wille et al. [2014] ) and also synthesis approaches that make use of this trade-off [Lin and Jha 2014] .
BOUNDS FOR THE NUMBER OF ADDITIONAL LINES

Upper Bound
An upper bound for the number of lines can easily be determined as described by the following proposition. 
PROOF. The value of μ( f ) is maximized if there exists one y ∈ IB
m such that for all x ∈ IB n , we have f ( x) = y. In this case, μ( f ) = 2 n . Hence, ( f ) = log 2 2 n = n.
Lower Bounds
In this section, we concern ourselves with the following question: given a Boolean function f ∈ B n,m and some ≥ 0, does = ( f ) hold? We prove two coNP lower bounds in this section: one even when m is a fixed and one even when is fixed.
It is clear that we cannot hope for an efficient procedure for computing an optimal embedding for a given f ∈ B n,m if we cannot even compute ( f ) efficiently. PROPOSITION 4.2. For every fixed m ≥ 1, it is coNP-hard to decide, given f ∈ B n,m with n ≥ m, whether ( f ) = n − m.
PROOF. We give a polynomial time many-one reduction from the validity problemthat is, to decide for a given propositional formula whether it is valid, a coNP-complete problem. Let ϕ be a propositional formula over the variables {x 1 , . . . , x j }. We put n def = j + m. We will compute in polynomial time an m-tuple t = (ψ 1 , . . . , ψ m ) of propositional formulas over the variables {x 1 , . . . , x j+m } such that ϕ is valid if and only if ( f t ) = n − m = j. We put
for each i ∈ {1, . . . , m}. The correctness of the reduction follows immediately from the following equivalences:
Looking at the proof of Proposition 4.2, we note that we required to be part of the input for the lower bound to work since we fixed m. Moreover, the lower bound already holds when m = 1 and thus when = n − 1. The dual question arises whether a lower bound can be proven when is a fixed constant. Indeed, we prove that computing ( f ) is already coNP-hard for every fixed ≥ 0 (i.e., the input to the problem only consists of f and the value is treated as a fixed constant). PROPOSITION 4.3. For each fixed ≥ 0, it is coNP-hard to decide for a given f ∈ B n,m whether ( f ) = .
PROOF. We give a polynomial time many-one reduction from the validity problem for propositional formulas. For simplicity, we only give the proof for = 0. The case > 0 works completely analogously. Fix a propositional formula ϕ ∈ B n over the variables {x 1 , . . . x n }. We will compute in polynomial time a function f = ( f 1 , . . . , f n ), where each f i is presented by a propositional formula ϕ i over the variables {x 1 , . . . , x n } such that ϕ is valid if and only if f is injective. We set
for each i ∈ {1, . . . , n}. For correctness, we have to show that ϕ is valid if and only if ( f ) = 0, which in turn is equivalent to f being injective.
Let us first assume that ϕ is valid. Then ϕ i is logically equivalent to x i for each i ∈ {1, . . . , n} by definition (12). Thus, f is equivalent to the identity id n ∈ B n,n (i.e., Conversely, assume that ϕ is not valid. Then there exists some x ∈ IB n with ϕ( x) = 0. We make a case distinction. In case x = 0 n , we immediately have that ϕ i is logically equivalent to 0 and thus f is not injective. Now assume that x = 0 n . Since ϕ(0 n ) = 0 n and ϕ( x) = 0 n and also x = 0 n , the function f is not injective.
We note that two simple lower bound corollaries follow from Propositions 4.2 and 4.3: (1) it is coNP-hard to decide if for a given function f ∈ B n,n and a given ≥ 0 whether there exists an injective g ∈ B n,n+ that embeds f , and (2) there exists no polynomial time algorithm that computes, given a function f ∈ B n,n , the minimal ≥ 0 such that f can be embedded by some function g ∈ B n,n+ unless P = NP.
DETERMINING THE NUMBER OF ADDITIONAL LINES
In this section, we propose three algorithms to determine the number of additional lines. The first algorithm approximates the number of lines, whereas the second and third algorithms determine the minimal number.
Heuristic Cube-Based Approach
The first approach approximates the number of cubes and is based on the PLA representation of a multiple output function. The approach is an extension of an algorithm presented in Wille et al. [2011] .
3 Given a function, one can approximate the minimal number of additional variables that are needed to embed the function using the following algorithm.
Algorithm H (Heuristic Cube-Based Approach). This algorithm approximates
Remark 5.1. Although the set P( f ) is exponentially large, Algorithm H can be efficiently implemented, as it only needs to consider those elements that are in the image of P f .
Step 3 can be implemented using BDDs. The runtime complexity of Algorithm H is #C + B(f ), where B(f ) refers to the number of vertices in the BDD representation off .
Example 5.2. Consider the function given in Figure 3 . Algorithm H basically assigns the number of input patterns that are represented by an input cube to each line of the PLA representation. To approximate, we assume that the 0's in the table are part of the output pattern. Values of lines with the same output pattern are added. The OFF-set of the function is not mentioned in the table representation and can be described by the cube 011--that corresponds to the four-input pattern. The algorithm computes that approximately 4 + 8 = 12 input patterns map to the output pattern 001, which corresponds to the computed approximation for μ( f ) obtained from Algorithm H. Hence, 3 + log 2 12 = 7 lines may be sufficient to realize this function as a reversible circuit.
The determined value forμ( f ) is still an approximation, as overlaps of the input cubes are not yet considered. For example, the two input cubes discussed in Example 5.2 share some equal input patterns (i.e., the determined number of 12 occurrences for the output pattern 001 is an approximation). In fact, the output patterns that are assumed for the approximation may have nothing in common with the real output patterns of the function that is described by the PLA representation. Consequently,μ( f ) can be smaller than μ( f ). An example for this case is given in the following section. However, the results from the experimental evaluation presented in Section 7 will show that the approximation is often close to the exact value.
Exact Cube-Based Approach
If we had a PLA representation P f : C → P( f ) in which no input cube overlaps (i.e., on(c i ) ∩ on(c j ) = ∅ for all pairwise c i , c j ∈ C ), one can guarantee thatμ( f ) = μ( f ) after applying Algorithm H to P f . The expressions represented by such PLAs are called disjoint sum-of-products (DSOPs) in the literature, and several algorithms to derive such a representation were described in the past. The most recent results can be found, for example, in Bernasconi et al. [2013] and Padmanabhan and Edwards [2010] . This section describes an algorithm to create a DSOP representation based on an algorithm presented in Wille et al. [2011] that particularly addresses multiple-output functions. Note that this algorithm is used as a preprocessing step to Algorithm H to guarantee an optimal determination of the number of additional lines.
Please note that the compact representation of a PLA representation highly depends on overlapping input cubes. As a result, the PLA representation of the DSOP expression is possibly very large. In the worst case, the whole truth table is reconstructed. Sum-of-Product Computation) . Given a PLA representation P f : C → P( f ) of a function f ∈ B n,m , this algorithm computes a new PLA representation P f : C → P( f ) where no input cubes overlap (i.e., on(c i ) ∩ on(c j ) = ∅ for all pairwise different c i , c j ∈ C ). In the algorithm, P f and P f are treated as mutable relations.
Algorithm D (Disjoint
[Pick an entry from P f and iterate over P f .] Pick and remove one entry e = (c, o) from P f (i.e., set P f ← P f \ {e}). If there exists an overlapping cube e = (c , o ) ∈ P f -that is, c ∧ c = ⊥, perform step 3. If no such e exists, set P f ← P f ∪ {e} and return to step 1. D3. [Update P f and P f .] Remove the entry e from P f (i.e., set P f ← P f \ {e }). Keep one "remaining part" for P f -that is,
and the other one for P f -that is, Add the intersection to P f by combining the output sets-that is,
Algorithm D transforms the initial PLA representation P f into the initial empty PLA representation P f , which represents the same function as DSOP expression. As long P f is nonempty, an entry e = (c, o) is chosen for which the following case distinction is applied. If c does not intersect with any other input cube in P f , the entry e is removed from P f and directly added to P f . Otherwise, if there exists an entry e = (c , o ) with c ∧ c = ⊥, step 3 is performed. What happens in this step after e has been removed from P f is best illustrated by means of Figure 4 . The ON-set of c ∨ c is partitioned into three parts. The part of c that does not intersect c remains in P f ; analogously, the part of c that does not intersect c remains in P f . The intersection is also added to P f ; however, the corresponding output functions are combined. Since in the worst case the whole truth table is reconstructed, the runtime complexity of Algorithm D is exponential in the number of input variables.
Example 5.3. An example application of Algorithm D is demonstrated in Figure 5 based on the PLA of Figure 2 . Clearly, the first cube can be moved without merging since P f is initially empty. Affected cubes in steps are marked by " ." In addition, the second cube can be moved without merging, as it does not intersect the first one. The third cube to be moved from P f to P f has the input pattern c = x 1 x 2 x 5 . It intersects with the current first cube in P f , which has the input pattern c = x 1x4 . The "remaining part" for P f is
Analogously, we have
which yields two new entries to be added to P f . The current entry is updated by the intersection
for which the corresponding output functions are merged. All other steps are not shown explicitly. The final PLA representation for P f is given in Figure 5(d) .
Correctness and completeness. We now prove that Algorithm D is sound and complete. PROOF. We show that the algorithm terminates for every input function f . For this purpose, we show that in every iteration, the size of the ON-set of the function represented by P f decreases. Consequently, we eventually have P f = ∅, which leads to termination in step 1. We perform a case distinction on whether a cube e exists in step 2.
If such a cube e does not exist, e = (c, o) is removed from P f and we have c = ⊥. Further, nothing is added to P f in this case.
Otherwise, first c is removed from the input cubes and afterward c ∧c is added. However, since by assumption c ∧ c = ⊥, we have # on(c ∧c ) < # on(c).
LEMMA 5.5. Algorithm D is sound.
PROOF. Clearly, P f does not contain overlapping input cubes due to step 3. We now show that in step 1, the function represented by P f ∪ P f equals f . Since eventually P f = ∅, P f represents f . We perform a case distinction on whether a cube e exists in step 2.
If such a cube e does not exist, the case is trivial, as e is removed from P f and directly added to P f . For the case that a cube e does exist, one can readily observe based on the partition in Figure 4 that the ON-set of P f ∪ P f does not change. Since the output functions are combined for the intersection c ∧ c , the functional semantics of f is preserved as well.
Post compaction.
It is possible to compact the resulting PLA representation that is returned by Algorithm D. We partition the cubes in P f based on the output patterns to which they map. This is possible because the input cubes do not overlap. For each output pattern o in the image P f (C ), we consider the function g o = (c,o)∈P f c. Each g o is a single-output Boolean function, and we can perform SOP optimization to reduce the size of its PLA. These individual PLAs can then be merged to form a new (hopefully smaller) PLA representation for f . For our experiments, we used a simple BDD-based SOP optimization approach that yields more compact PLA representations than the ones resulting from applying Algorithm D.
Example 5.6. The application of Algorithm D in Example 5.3 yields a PLA representation that consists of 12 cubes. Applying postcompaction as a postprocess yields a PLA representation that consists of 10 cubes (cf. Figure 6 ). In the experimental evaluation, we will demonstrate that much higher compression can be achieved with this method. Since the PLA is representing a DSOP expression, we haveμ( f ) = μ( f ) = 20, which corresponds to five additional output variables and a total of eight variables in a reversible embedding.
BDD-Based Approach
All approaches presented thus far use a PLA representation in computing or approximating μ( f ). However, sometimes such a representation is not available but the functions that are being considered can be represented as BDDs. In this section, an algorithm is described that computes μ( f ) directly on the BDD representation of an irreversible function f ∈ B n,m in memory with f (x 1 , . . . , x n ) = (y 1 , . . . , y m ). For this purpose, first the characteristic function χ f is computed as described in (2). Here, the BDD of the characteristic function is constructed assuming the variable order y 1 < · · · < y m < x 1 < · · · < x n . Then, let V x be the set of all vertices that are labeled x i for some i and whose immediate parent is labeled y j for some j. The ONsets of the functions represented by each vertex in V x form a partition of all 2 n input patterns. This can be exploited by using the following proposition. PROOF. Assume that there is a path from the start vertex to a vertex v in V x in which a variable v j is not visited. Then, the monomial represented by v maps to more than one output in f, which contradicts that f is a function. The same argument holds when we assume that v has more than one incoming edge. Now μ( f ) can easily be computed using the vertices in V x -that is,
Example 5.8. The BDD for the characteristic function of the example in Figure 3 is given in Figure 7 . Vertices from the set V x are filled in gray and annotated by the output pattern to which they are mapping. Based on the paths, one can count the minterms of each node, which results in 100 → 5 101 → 9 010 → 8 001 → 6 000 → 4.
The numbers coincide with the results from Example 5.3. The runtime complexity of this algorithm is B(χ f ), assuming the variable order discussed earlier. For the traversal step down to the first input vertex, all output vertices must be visited, and for counting the size of the input functions, all input vertices must be visited. By recording intermediate results in a visited table, no vertex needs to be visited more than once.
EMBEDDING IRREVERSIBLE FUNCTIONS
In this section, we describe two approaches that construct a reversible embedding for a given irreversible function f . The first approach takes f as a DSOP expression and guarantees a minimal number of additional lines. The second approach takes f as a BDD and is heuristic.
Exact Cube-Based Approach
First, we will describe an exact embedding approach with respect to the number of additional lines that makes use of Algorithms H and D from the previous section. Given an irreversible function represented as a PLA, it is first transformed to represent a DSOP expression to determine the optimal number of additional lines. Then, a reversible function is created by traversing all cubes of the DSOP expression. The algorithm requires the function to be represented as a DSOP expression to guarantee that no two input cubes have a nonempty intersection. In addition, the algorithm creates a partial reversible function (i.e., not for all input patterns an output pattern is specified). However, all specified patterns in the reversible function are fully specified (i.e., they have no don't-care values).
We are making use of two helper functions in the following algorithm, which are defined as follows.
Given a function f ∈ B n,m and a set of output functions o ∈ P( f ), the function
creates a cube that contains a positive literal y i if the function f i is contained in o and a negative literalȳ i otherwise. Given a set of variables x 1 , . . . , x n , the function
computes the increment of the integer representation given by x n x n−1 . . . x 1 -that is,
Note that both functions, cube and inc, are easy to implement using BDD manipulation. We are now ready to formulate the algorithm to embed a truth table based on a function's PLA representation.
Algorithm E (Cube-Based Embedding).
Given a function f ∈ B n,m represented as a DSOP, this algorithm generates a partial reversible function g ∈ B r,r with ( f ) and r = p + n = m + ( f ) that embeds f and is represented as its characteristic χ g function using a BDD. Let P f = { (c 1 , o 1 ) , . . . , (c k , o k )} be the PLA representation for the DSOP expression of f (i.e., no input cubes overlap).
E1. [Initialization.] Let χ g ← ⊥ be a BDD with variable ordering
(i.e., inputs and outputs of χ g appear in alternating order). Set ← ( f ), where ( f ) = log 2 μ( f ) is obtained from Algorithm H. Further, set j ← 0 and 
be the indexes of variables that are set as don't-care in the input cube c. Let
and set
Return to step 2.
In step 1, an empty BDD χ g is created that interleaves inputs and outputs in its variable ordering. The size of the BDD is determined by calculating the minimal number of additional lines ( f ) using Algorithm H after applying Algorithm D. The auxiliary array CNT is used to store how often an output pattern o has been used and is initially initialized to 0.
Step 2 manages the algorithm's loop over step 3. In each iteration, one entry of P f is added to g.
Step 3 creates a cube e in (14) for the characteristic function χ g based on the entry (c, o) of the PLA representation P f . This cube e contains all required "ingredients"-that is, values for x's, y's, κ's, and γ 's referring to inputs, outputs, constants, and garbage outputs, respectively: -Input assignments for x 1 , . . . , x n are directly obtained from the input cube c. 
Hence, we have
and update CNT[{ f 2 , f 3 }] ← 20. Overall, the partial reversible function embedding f is given by χ g = e 1 ∨ e 2 ∨ e 3 .
Correctness and completeness. Since the only loop in Algorithm E is bound by the number of cubes in the PLA representation, completeness is readily shown and is left to show soundness. LEMMA 6.2. Algorithm E is sound.
PROOF. To proof soundness we show that (i) the input patterns are unique, (ii) the output patterns are unique, and (iii) g embeds f .
Since the PLA represents a DSOP expression for f , it does not contain overlapping input cubes, and (i) holds trivially. Additionally, (iii) follows immediately from (14). Only (ii) requires some more thorough argument. We already motivated earlier that t ≤ in step 3. As well, since is obtained from Algorithm H, one can see that
is invariant. And since further ≤ log 2 MU[o], the assigned value for the garbage lines cannot "overlap."
Since it creates a BDD, the runtime complexity of Algorithm E is very problem dependent. It is possible to bound the complexity, but the proof is complex and does not add to the understanding and application of the method.
Heuristic BDD-Based Embedding
In this section, an approach is presented that embeds a function directly using BDDs. In other words, the possibly costly way of having a PLA representation is omitted by directly starting from BDDs. These BDDs must be stored in memory and may have been created by any algorithm.
For this purpose, the idea of embedding as proposed by Bennett [1973] , who has initially proven the upper bound from Proposition 4.1, is adapted. In his constructive proof, he already applied an explicit embedding, which is known as Bennett embedding and given as follows. with
and
PROOF. The embedding is illustrated in Figure 8 . Assume that g is not injective, and hence there is an output pattern that occurs at least twice. In particular, the function values for γ i must equal, and according to (17) also the respective assignments for inputs x i must equal. But if the assignments for the inputs x i are the same, then the assignments for the inputs κ j must differ, and due to (16) also the function values for y i , contradicting our assumption.
Conducting the embedding posed by Theorem 6.3 on a truth table as illustrated in Figure 8 is infeasible for large Boolean functions. Hence, we propose to perform this embedding directly using BDDs, making use of the characteristic function. More precisely, given a function f ∈ B n,m , a characteristic function χ g ∈ B 2m+2n that represents a function g ∈ B m+n,m+n according to Theorem 6.3 is computed by
. . , y m , and γ = γ 1 , . . . , γ n based on (3). As the experiments in the next section show, this enables the determination of an embedding for much larger functions.
Remark 6.4. If we construct a BDD from this function that follows the variable ordering
a graph results that is isomorphic to the QMDDs that are used for synthesis of large reversible functions in . These QMDDs [Miller and Thornton 2006] are binary and use only Boolean values for the edge weights; therefore, they represent permutation matrices. To illustrate the relations between BDD vertices for input and output variables of a characteristic function and a QMDD vertex, consider Figure 9 . The edges of a QMDD inherently represent an input output mapping that is explicitly expressed with a BDD for a characteristic function, as it contains both input and output vertices. In the following, BDDs that represent characteristic functions of reversible functions are referred ti as RC-BDDs. In fact, the algorithm for the QMDD-based synthesis presented in can be performed on RC-BDDs instead.
The variable ordering that is interleaving input variables and output variables is not only necessary to directly synthesize the RC-BDD but also is inevitable to keep the number of vertices small. More precisely, for each RC-BDD, there exist two variable orderings that lead to an exponential number of vertices. In one of them, all input variables are evaluated before all output variables (cf. Figure 10 ). Since the RC-BDD represents a reversible function, each input pattern maps to a distinct output pattern. Hence, when all input patterns are evaluated first, 2 m+n vertices to represent all output patterns remain. Due to the reversibility, the same applies in case all output patterns are evaluated before all input patterns.
EXPERIMENTAL EVALUATION
We have implemented all algorithms that are described in Sections 5 and 6 in C++ using RevKit . 4 This section presents the results of our evaluation. Benchmarks were taken from the LGSynth'93 benchmarks, 5 from Dmitri Maslov's benchmarks page, 6 and from RevLib, 7 as these are mainly used for comparison in reversible circuit design. The experimental evaluation has been carried out on a 3.4GHz quad-core Intel Xeon processor with 32GB of main memory running Linux 3.14. The timeout for all of our experiments was set to 5,000 seconds. It is important to note that the approaches presented in this article target the embedding of irreversible functions and not synthesis of reversible functions as circuits. Hence, a comparison with existing reversible synthesis approaches is not of interest: either the approaches require the function to be reversible as input or the approaches create an implicit embedding that is usually even larger than the theoretical upper bound. Consequently, the experiments list the number of additional lines and no metrics such as gate count, depth, or quantum costs.
Determining the Number of Additional Lines
We have implemented the algorithms from Section 5 in the RevKit program calculate_required_lines and evaluated them as follows. We have taken the benchmarks in PLA representation and approximated the number of lines using the heuristic cube-based approach (Section 5.1). Afterward, we computed the exact number of additional lines using the exact cube-based approach (Section 5.2) and by using the BDDbased approach (Section 5.3). For the latter one, the BDD was created from the PLA representation. Table II lists experimental results. The first three columns list the name of the function together with its number of inputs and outputs. The fourth column lists the theoretical upper bound (Section 4.1). The remaining columns list the number of lines obtained by the three approaches. For the two approaches that compute the number of lines exactly, the runtime is given as well. If no solution has been found in the given timeout, the cell is labeled with "TO." All results for the heuristic approach were obtained in a few seconds. If the approximated result coincides with the exact one, it is emphasized using a bold font. The benchmarks are sorted by their theoretical upper bound (i.e., the sum of the number of inputs and outputs).
The heuristic cube-based approach is often very close to the exact result. The highest measured difference in our experiments was 7 for the function add6. The function apex4 represents the single case in which the approximated value is smaller than the exact one. The heuristic cube-based approach is sometimes worse than the Bennett approximation. However, computing the heuristic value is inexpensive in runtime, and one can revert to the Bennett approximation if the resulting value is larger.
In case of the exact computation, the cube-based and BDD-based approaches perform quite differently. For the BDD-based approach, the scalability seems to depend on the size of the function and hence may not scale for functions with more than 50 inputs and outputs. For some of the larger functions, the cube-based approach can still obtain a result; however, there are also smaller functions in which no solution can be found. This is probably because the scalability of the approach depends on the number of cubes in the disjoint SOP representation, which does not directly depend on the function size.
Cube-Based Embedding
We have implemented Algorithm E from Section 6.1 in the RevKit program embed_pla and evaluated it as follows. We have taken those functions that did not lead to a timeout when determining the minimal number of lines using the exact cube-based approach in the previous section. Note that using that technique, the DSOP expression needs to be computed before embedding it. Table III lists experimental results. The first three columns list the name of the function together with its number of inputs and outputs. The fourth and fifth columns list the number of lines of the embedding together with the runtime required for computing the DSOP, respectively, which of course coincide with the numbers listed in Table II . The last column lists the runtime required for the embedding. The runtime for DSOP computation is not included in that time.
The runtime required for embedding the PLA is in most of the cases less compared to the time required for computing the DSOP with the exception of some few cases. -TO  seq  41  35  76  76  -TO  -TO  cps  24  109  133  136  -TO  -TO  apex5  117  88  205  207  -TO  -TO  e64  65  65  130  129  129  0.07  -TO  frg2  143  139  282  284  -TO  -TO For the four largest functions in this requirement, the embedding algorithm leads to a time-out, although the DSOP could be computed efficiently.
BDD-Based Embedding
This section summarizes the results from three different experiments that we implemented and performed to evaluate the BDD-based embedding described in Section 6.2.
7.3.1.
LGSynth'93 Benchmarks. In a first experiment, the algorithm is applied to all 37 functions of the LGSynth'93 benchmark suite. Since the functions are represented as PLA in this case, we have added an option to the RevKit program embed_pla to choose between the exact cube-based and heuristic BDD-based embedding. Table IV lists the results for the hardest instances (i.e., the instances that required the longest runtime). The first three columns of the table list the name of the benchmark, the number of input variables n, and the number of output variables m. The remaining columns list runtimes in seconds for reading the benchmark and embedding it as well as the total runtime. Except for two functions that could not be processed due to memory limitations, the algorithm has no problems with handling these functions. As a result, efficient embeddings for them are determined for the first time. The largest function cps involves 131 inputs and outputs. No more than 8 CPU seconds are required to obtain a result.
To underline the importance of the variable ordering as discussed in Section 5, we repeated the same experiment by keeping the natural variable ordering
In this case, 22 of the 37 functions could not have been processed due to memory limitations. For the remaining functions, an embedding was determined. However, this included only rather small functions. 7.3.2. Two-Level Redundancy Functions. Besides predefined functions that are read in from a file, additional experiments were carried out in which the BDDs were created using manipulation operations in the BDD package itself. For this purpose, BDDs representing functions that are applied in fault-tolerant systems were considered. More precisely, let p, q ∈ IN, then given variables x i and y ij for i = 1, . . . , p and j = 1, . . . , q, the Boolean function
is a two-level redundancy function [Nikolskaia and Nikolskaia 2001] . Such functions encode cascade redundancies in critical systems and can be found in formal methods for risk assessment [Nikolskaia and Rauzy 1998 ]. Further, the function f is true if and are positive,-that is, when the rows of Y selected by x cover every column of that matrix [Knuth 2011] . Table V shows the results for this experiment that were generated using the RevKit test-case redundancy_functions. The columns list the values for p and q, the resulting number of inputs n and outputs m for the corresponding BDD, and the runtime required for the embedding. It can be seen that the algorithm terminated within a reasonable amount of time for BDDs with up to 100 variables. However, if more variables were considered, the BDDs became too large and the algorithm ran into memory problems. Clearly, the efficiency of the algorithm highly depends on the size of the BDDs. Nevertheless, for this set of large functions, efficient embeddings were obtained as well.
7.3.3. Restricted Growth Sequences. Similarly, another experiment has been conducted on functions representing restricted growth sequences that should be embedded as reversible functions. More precisely, a permutation {1, . . . , p} into disjoint subsets can efficiently be represented by a string sequence a 1 , . . . , a p of nonnegative integers such that a 1 = 0 and a j+1 ≤ 1 + max(a 1 , . . . , a j ) for 1 ≤ j < p.
This sequence is called a restricted growth sequence, and elements j and k belong to the same subset of the partition if and only if a j = a k [Hutchinson 1963; Knuth 2011] . Table VI lists the results when applying the heuristic embedding algorithm to BDDs representing these restricted growth sequences for different sequence lengths p. The experiment has been implemented in the RevKit test-case restricted_growth_sequence. The columns list the length, number of inputs and outputs, and the total runtime in seconds. It can be seen here that even functions with more than 400 variables can be handled within a reasonable amount of runtime.
CONCLUSIONS
Significant progress has been made in the synthesis of reversible circuits. In particular, scalability has intensively been addressed. However, no solution was available thus far that embeds large irreversible functions into reversible ones. In this work, we investigated this problem extensively. We showed that this problem is coNP-hard and thus intractable. We then described approaches both for determining the number of lines and for embedding an irreversible function. SOPs and binary decision diagrams were used as function representations in these approaches, and both exact approaches and heuristics were presented as well. For the first time, this enabled the determination of compact embeddings of functions containing hundreds of variables.
Future work includes the application of the proposed embedding scheme to scalable synthesis approaches for reversible functions for which thus far no embedding has been available [Soeken et al. , 2015 . Further, there are some interesting open problems that resulted from the research presented in this article:
(1) It would be good to have an approach for approximating the number of additional lines that guarantees to not give an underapproximation. (2) It is interesting whether one can find an embedding for a general PLA representation, which may contain overlapping input cubes. (3) An exact embedding approach based on the exact BDD-based method for determining the minimal number of additional lines would allow for an embedding method that can work directly on BDDs and does not necessarily require a PLA representation.
Overall, an important open problem in reversible circuit synthesis has been solved by providing solutions to embed large irreversible functions. In addition, many interesting new open problems are posed for future research on this topic.
