This paper deals with experimental and computational studies on internal and external heat transfer characteristics of advanced impingement cooling units combined with pin-fin cooling as well as film cooling, which is called integrated impingement cooling structure. This integrated cooling structure can be employed in the not too distant future as a simple model of quasi-transpiration cooling system for ultra high TIT (Turbine Inlet Temperature) aeroengines or gas turbines. The present study is motivated by the study of Nakamata et al. (2005) who carried out a series of studies on the integrated impingement cooling system. They found that several arrangements of impingement holes and film cooling holes mutually staggered with respect to pins yielded better cooling performance than other non-staggered configurations, although there was no evidence-based explanations shown in their study on the flow physics happening in the cooling models. Therefore, two large-scaled acrylic-resin test models with different arrangements of the impingement and film cooling holes around the pins are made in the present study, emulating the specimens used by Nakamata et al., to evaluate internal and external heat transfer coefficients as well as film effectiveness of the test models. This study accordingly aims at clarification of the reason for the clear distinction in cooling efficiency observed by Nakamata et al. between those two different cooling configurations.
ABSTARCT
This paper deals with experimental and computational studies on internal and external heat transfer characteristics of advanced impingement cooling units combined with pin-fin cooling as well as film cooling, which is called integrated impingement cooling structure. This integrated cooling structure can be employed in the not too distant future as a simple model of quasi-transpiration cooling system for ultra high TIT (Turbine Inlet Temperature) aeroengines or gas turbines. The present study is motivated by the study of Nakamata et al. (2005) who carried out a series of studies on the integrated impingement cooling system. They found that several arrangements of impingement holes and film cooling holes mutually staggered with respect to pins yielded better cooling performance than other non-staggered configurations, although there was no evidence-based explanations shown in their study on the flow physics happening in the cooling models. Therefore, two large-scaled acrylic-resin test models with different arrangements of the impingement and film cooling holes around the pins are made in the present study, emulating the specimens used by Nakamata et al., to evaluate internal and external heat transfer coefficients as well as film effectiveness of the test models. This study accordingly aims at clarification of the reason for the clear distinction in cooling efficiency observed by Nakamata et al. between those two different cooling configurations.
The measurement technique employed is a transient method using thermochromic liquid crystal to determine not only heat transfer coefficient but also film effectiveness at the same time. Steady RANS simulation is also executed using ANSYS CFX-10 to acquire detailed information on the flow behaviors and heat transfer characteristics inside and outside the cooling systems.
The experimental data, along with the numerical information, reveal that the observed difference in cooling efficiency is can be explained mainly by the difference in internal heat transfer coefficient over the target plate, indicating that the pin arrangement around the impingement jet is an important factor in order to attain higher cooling performance of the proposed integrated impingement cooling system.
Nomenclature

BR
: blowing ratio = (ρU ) 2 
INTRODUCTION
To meet the worldwide demand for drastic reduction of fossil fuel consumption as well as emission of greenhouse effect gases such as carbon dioxide, power generation sector and transportation sector in industries have been developing very efficient power plant units and propulsion systems using gas turbines with extremely high Turbine Inlet Temperature (TIT) of 1970 K or more [2] [3]. Since such high TIT exceeds allowable blade material temperature to a great degree, turbine vanes and blades for the gas turbines have to be cooled properly. However, because of the limited amount of the cooling air in consideration of thermal efficiency of gas turbine cycle, the development of much more effective cooling technology of the turbine vanes and blades is indeed indispensable to the achievement of higher TIT gas turbines. Among a number of new cooling technologies proposed so far, the present authors and other groups have been intensively investigating impingement cooling structures integrated with pin-fin cooling and film cooling as shown in Figure 1 [1] , which is a conceptual image of this cooling structure. Funazaki et al. [4] first proposed a basic configuration of the integrated impingement cooling system, followed by experimental and numerical verifications of the heat transfer enhancement attained inside the proposed concept. After this promising observation, Funazaki and his colleagues carried out further numerical studies to explore other possible configurations of the integrated cooling system, such as different combinations of pin height, pin diameter, pin position with respect to the impingement hole, through kind of trial-and-error approach [5] or numerical optimization using genetic algorithm of single objective and/or multiple objectives [6] [7] . Nakamata et al. [8] conducted extensive studies on the cooling performance of so-called quasi-transpiration cooling devices having different inside cooling structures, which were designed according to the concept of the integrated impingement cooling. They found out that the arrangements of impingement holes and film cooling holes mutually staggered with respect to pins provided better cooling performance than other non-staggered arrangements. It also followed from their studies, as shown in Figure 2 , that a clear difference in cooling efficiency appeared between the two test specimens called STAG and STAG2, where the definition of the cooling efficiency used was as follows;
Even though basic structures of these two models were almost the same only with a difference of pin arrangement around one impingement hole (geometrical details are shown later), the model STAG exhibited better cooling efficiency than the model STAG2. It was thought that interaction between the pins and the impingement jet on the plate to be cooled, which is called target plate, could be a prime cause of the difference, although other reasonings related to the influence of the internal configuration on film effectiveness were still possible. Actually several efforts of Nakamata et al. were made to find out what actually caused this difference, very few are yet known about the reason. This study therefore aims at intensive investigation of internal and external heat transfer characteristics of the two types of cooling configurations STAG and STAG2 through at first experiments using scaled-up acrylic-resin test models of the two configurations, followed by large-scale flow analyses utilizing a commercial code ANSYS-CFX. Then, in order to single out what actually determine the cooling performance of the proposed integrated impingement cooling system, a simple analytical study is made using the steady-state one-dimensional heat conduction relationship through the test models. Figure 3 shows an overview of the experimental apparatus, and the structure of the test section is shown in Figure 4 .
EXPERIMENTS Experimental Apparatus
The primary flow was discharged from the main blower to the wind tunnel. Before entering the test duct, the flow was accelerated by the contraction nozzle. Turbulence intensity at the inlet of the test duct was about 0.5%. The size of the test duct was 200mm high, 480mm wide and 1600mm long. The sharp angle was machined at the upstream end of the measurement plates to release certain amount of the air to outside for controlling the development of the boundary layers in the test section. The Pitot tube to measure the inlet velocity was installed 9 D upstream of the first row of the film holes in the test model as illustrated in Figure 4 , where D is the film hole diameter (detail of the test model is shown in Figure  5 ). All parts of the test model were made of acrylic resin, which allowed optical access for the imaging system to monitor the surface temperature of the test model by use of thermochromic liquid crystal.
The secondary flow channel conveyed the secondary air to the test model to emulate the cooling flow, where heat transfer coefficient and film effectiveness on the internal and external surfaces of the test model were measured using heated air in this study. The secondary air was supplied from the secondary blower. The heater was connected to the discharge side of the blower and the orifice downstream of the heater measured the secondary flow rate. The secondary air temperature was controlled by use of a variable resistance. The heated secondary air was released outside from the outlet pipe via the diverter valve until the air temperature reached almost constant. After this temperature adjustment, the diverter valve let the secondary air enter the test section through the diffuser and the plenum chamber. Note that the duct the heated air passed through was insulated in order to minimize the heat loss, which was critical for attaining step-like increase in secondary air temperature. 
Test Model
Model Structure Figure 5 depicts the two types of the acrylic-resin test models, named STAG and STAG2, respectively. Each of the test models featured almost the same cooling structure as the test piece employed by Nakamata et al [8] . The test models consisted of three parts, i.e., impingement plate with impingement holes, target plate with film holes and pins. These two plates were 600 mm long and 470 mm wide, containing five rows of the six holes. The hole diameter D was 20 mm both. The row spacing in the streamwise direction was 5 D and the six holes in each row hole were equally spaced by 2.5 D . The impingement holes were staggered with respect to the film holes by 2.5 D and 1.25 D in the mainstream and the crossflow directions, respectively. The impingement plate thickness was 20 mm, while the target plate was 15 mm. The 84 pins were sandwiched between the impingement and the target plates. The pin diameter was 12.5mm and the pin height was 30mm.
Pin Arrangement As shown in Figure 5 , the arrangement of the impingement and cooling holes was basically the same for model STAG and STAG2. The main difference between the two models was the pin position against the impingement and film holes. In STAG, 4 pins surrounded one film hole, forming the square whose center coincided the center of the film hole. In contrary, 4 pins in STAG2 enclosed one impingement hole, taking shape of square whose center matched the impingement hole center.
Temperature Measurements
Thermochromic Liquid Crystal The internal surface (target plate and pin surfaces) as well as the film-cooled external surface of the test model were coated with commercially available encapsulated thermochromic liquid crystal, abbreviated as TCL (Nihon microcapsule) to measure the temporal variations of those surface temperatures. Two types of TCL were used; one was for the internal measurement, the other one was for the external measurement. The nominal color bands of these two TCLs was from 32°C to 34°C for the inside and from 22°C to 24°C for the outside of the test model. As represented in Figures 6 and 9 , three sets of 3-CCD digital video cameras were employed to capture the color change of the liquid crystal. Two of them were installed at the upper and lower sides of the test apparatus to monitor the outer and inner surface temperatures of the target plate, respectively. The other one viewed the pin surfaces from the horizontal angle. Nine K-type thermocouples were set at the entrances of the impingement holes with minimum disturbance to the impingement jets. They were nearly equally spaced on the impingement plate. Although there appeared some non-uniformity of the secondary air temperature among these thermocouples, at least the temperatures measured near the streamwise centerline of the target plate exhibited almost the same value each other. These data were averaged and used to calculate internal heat transfer coefficient on the target plate. Similarly nine thermocouples were placed at the entrances of the film holes with greatest care not to remain any noticeable influence of the thermocouples on the ejected flow. Again, the temperatures near the centerline were averaged and used for determining external heat transfer characteristics through the transient method.
Calibration
Color-to-temperature calibration was performed using the thermocouple-instrumented plate covered with a trapezoidal-shaped stainless foil tape. This calibration plate, coated with the thermochromic liquid crystal, was installed inside the test duct in place of the target plate so that the calibration could be carried out under the condition quite similar to the actual temperature measurements in terms of camera and light setting. The stainless steel foil was electrically heated to create the temperature gradient, eventually causing color variation on the TLC-coated surface of the calibration plate. The temperature gradient was measured with the thermocouples embedded under the foil, while the video camera captured the color distribution of the TLC. After converting the color information from RGB to HSI, hue-temperature relationship was determined.
Test Conditions and Measurement Scheme
The mainstream velocity was 9.5 m/s for all test cases. The mainstream Reynolds number based on test plate length L was then 3.8×10 , which matched the Reynolds number in the study of Nakamata et al. [8] .
No attempt was made to measure the inlet velocity profile close to the target plate. The secondary air Reynolds number based on the film hole diameter and the averaged velocity through the hole was 4.5×10 3 10.6×10 3 . As mentioned before, the heated secondary air was first discharged outside until it reached a target temperature. A few minutes before the experiment began, the flow rate measurements of the mainstream and the secondary air were carried out, then the image recording by use of the three cameras was initiated. It should be noted here that because of the difference in fluid resistance between the two flow passages from the diverter valve meticulous care was exercised not to change the flow rate when the diverter valve was switched. This was realized by presetting the extra valve attached to the outlet pipe. 
Heat Transfer Characteristics
Evaluation Procedure The present study used two different reference temperatures to determine external or film-cooled side heat transfer coefficients and film effectiveness both from a single test in a way proposed by Kim et al. [9] , while the internal heat transfer coefficient was evaluated in a rather conventional manner based on transient TLC method [4] . Only brief explanations on both methods appear in the following. When a semi-infinite substance of initial temperature T i is exposed to a flow whose temperature T (t) starts to increase at a certain instant, its surface temperature T w (t) accordingly rises. Suppose that heat transfer coefficient of the flow h is constant, T w (t) can be expressed by Eqs. (2) and (3) using Duhamel's theorem,
where the increase in the flow temperature is approximated by a summation of small temperature steps (T j − T j−i ) with the time lag from the initiation τ j , and U(t − τ j ) in Eq. (3) is an exact solution of the equation for the one-dimensional unsteady heat conduction under the abrupt increase in the flow temperature. Eq. (2) can yield the heat transfer coefficient h using the information on the temporal variation of the surface temperature as well as the temperature rise of the flow over the surface. When a film cooling exists, its effect upon the flow temperature should be taken into account through the film cooling effectiveness η , which is defined as follows;
where T aw , T ∞ and T 2 are adiabatic temperature, primary flow temperature and secondary flow temperature, respectively. Using this relationship, along with the assumption that η is constant even when the secondary flow temperature varies with time, the temperature T j in Eq. (2) can be replaced by the corresponding adiabatic wall temperature T aw, j given by
From this expression the following expression is obtained.
, one can obtain the expression for the surface temperature,
Use of the above expressions for different two instants t = t a and t = t b to eliminate η yields the following equation,
Then the heat transfer coefficient h can be determined from Eq. (8), using a proper method for solving non-linear equations. Substituting the resultant heat transfer coefficient into Eq. (7), film effectiveness is then calculated as follows,
Uncertainty Analysis According to extensive FDM-based numerical investigations on accuracy of transient TLC method done by Funazaki [10] , one-dimensionality of unsteady heat conduction assumed in the present study holds to a great extent even under the two-dimensional surface heat transfer condition, except for the proximity of the junction between pin and flat plate, for example. Therefore, it was concluded that in the transient TLC method major factors that could contribute to the uncertainty of the evaluated heat transfer characteristics were errors in wall temperature measurement using TLC, primary and secondary temperature measurements using thermocouples. The calibration revealed that the uncertainty of wall temperature given by TLC was about 0.5°C for the target and film-cooled surface and 1°C for the pin surface. According to the conventional uncertainty analysis [11] , it follows that the uncertainty in film cooling heat transfer coefficient was about 10.5%. Due to simultaneous calculation of film effectiveness from Eq. (9), the film effectiveness uncertainty is estimated to be almost the same as the film cooling heat transfer coefficient. The uncertainty in heat transfer coefficient on the target plate and pin surface were about 6.5% and 11.5%, respectively.
NUMERICAL ANALYSIS Computation Domain
The flow field was numerically examined by use of CFX Ver. 10 (ANSYS), assuming the steady-state flow. The overview of the computational domain is shown in Figure 7 . Applying symmetry boundary condition to the lateral sides of the domain, the width of the computation domain was maximized to be 2 pitches of the film hole within the allowed computational resources, which was wide enough to capture a single row of impingement jets and the resultant wall jets interacting with neighboring jets. The height and length were the same as those of the test model. Note here that Funazaki and Hachiya [5] confirmed the validity of the application
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Copyright © 2008 by ASME of symmetry boundary condition to flow analyses in an integrated impingement cooling device similar to the present model. Nevertheless, interpretation of the calculated flow fields inside and outside the model requires some caution because the flow fields there might be much more complicated than in the previous case and the assumption of symmetry could be inappropriate for such flow fields. Unstructured mesh was created within this domain using ICEM-CFX mesh builder with the option 'node parameter', which enabled grid nodes to be efficiently clustered near the wall especially in several critical regions of the flow field. Orthogonality of the mesh system on the surface is another crucial point to make an accurate prediction of heat transfer characteristics there. Therefore, not to mention the usage of prism mesh on the surface, serious attention was necessary not only to the selection of layer number of the prism mesh but also to the quality or skewness of the mesh. Figure 8 represents the mesh used in this study, with a close-up of the prism meshes on the target plate and the pin. Refinement level and layers of prism mesh near the wall are shown in Figure 8 . More than 5 layers of the prism mesh were placed on the surfaces of interest. The wall unit of the nearest node point was less than 5. Grid dependency on heat transfer characteristics was roughly checked by changing the element size from 1.6 millions to 6.8 millions, which follows that about 5.3 million elements was good enough for the present analyses from the viewpoint of accuracy and computational time.
Boundary Conditions
The boundary conditions necessary for the present simulations are specified in principle based on the experimental data. The measured velocity and temperature profiles of the primary flow were specified at the inlet of the primary flow domain. Equal mass flow rate was specified at each inlet of the impingement holes based on the measured mass flow rate of the secondary flow. No-slip condition was applied to the wall surface.
Thermal analyses were rather complicated ones because three different analyses had to be made to calculate internal and external heat transfer coefficients as well as film effectiveness using three different thermal boundary conditions for the evaluation of internal, external heat transfer coefficients and film effectiveness, respectively. 'Fixed Temperature' boundary condition of the wall surface was invoked in calculating the heat transfer coefficients on the target and pin surfaces, where the wall temperature was 20 K lower than the impingement jet temperature. For the calculation of the film-cooled heat transfer coefficient on the external surface so-called Film Plate in Figures 7 and 8 , 'Constant Heat Flux' (350 W/m 2 ) was specified there, while the internal surfaces including the film hole was assumed to be adiabatic and the impingement jet temperature was forced to be the same as the average temperature of the primary flow. Lastly, the film effectiveness simulations used 'Adiabatic' wall boundary condition on the external surface. All the simulations were executed on SGI-Altix3800 of Iwate University using 24 CPUs.
Turbulence Model
It should be mentioned here that the present study employed different turbulence models for the calculations of the internal and external heat transfer characteristics. For the internal flow simulation, SST (Shear-Stress Transport) turbulence model was used because one of the authors had already found in the previous study [5] that SST turbulence model implemented in CFX provided better agreements with the internal heat transfer coefficients measured inside an cooling device similar to that of the present study. On the other hand, the analyses of the flow field including film cooling employed RNG k-turbulence model. The preference to the usage of this k-model instead of SST model was partially based on the preliminary test to examine the performance of several turbulence models in CFX. However, as will be discussed later in this paper or already being mentioned in the open literature, it was very difficult for any kinds of turbulence models to make an accurate prediction of film effectiveness distribution. This seems to be the case especially under the steady-state analysis, since the actual flow field is characterized with unsteadiness due to large vortical motions around the shear layer between the cooling air and the main flow. Indeed, the improvement in the prediction of the film-cooled flow field was less significant even with the usage of RNG k-turbulence model. 
RESULTS
In this paper, the case of blowing ratio (BR) = 0.6 is mainly discussed since the other higher blowing ratio cases exhibited similar tendency with BR = 0.6 case.
Internal Heat Transfer
Pin Surface Figure 9 demonstrates the positions of the pins observed from the outside of the test model, indicating that the observed pins in the measurement were different between STAG and STAG2. Since the viewable area on the pin surface was limited, it was impossible to make a direct comparison between the results obtained for the two pin arrangements. The distributions of the heat transfer coefficient (hereafter abbreviated to HTC) on the measured pin surface are shown in Figure 10 for BR = 0.6. Regions with the highest HTC appeared near the lower side of the pin-target plate junction for STAG as well as STAG2. This was because, after colliding with the target plate, the injected air from the impingement hole flowed over the target plate like wall jet, hitting the pin surface near the junction. It is also clear that the HTC became relatively small near the impingement plate. Comparing the CFD results with the measurements, it appears that CFD and experimental results were in a qualitative agreement each other, although the measured HTC contours did not have a full coverage on each of the pin surfaces. To confirm this observation, the experimental and numerical HTC distributions on the Line C for STAG and STAG2 configurations are plotted in Figure 11 , where the position of Line C is depicted in Figure 10 , As mentioned above, the measured and calculated HTC distributions on Line C exhibited declining tendency towards the impingement plate, irrespective of the pin arrangement. Interestingly, no big difference was seen in Z/D>0.5 among the 4 plotted data. In the area of Z/D<0.5, the HTC of STAG2 was higher than that of STAG. It was probably because of the shorter distance between the observed pin and the impingement jet in STAG2. From the comparison of the experiment with the CFD, the predicted HTC almost matched the measurement in the area of Z/D>0.5, while the CFD overestimated HTC in Z/D<0.5. Figure 12 shows the HTC contours in the area enclosed with the dotted line in Figure 5 for STAG and STAG2, being compared with the calculated HTC contours for both cases. Figures 13 represents the HTC distributions obtained experimentally and numerically on the horizontal Line A as well as on the vertical Line B, which are also shown in Figure 5 . For STAG case, high heat transfer regions indicated by the circle D appeared on the target plate where the jets impinged. These regions tended to extend horizontally in this figure, i.e. in the mainstream direction, while their vertical movement was relatively restricted. One might also notice other high heat transfer regions emerging between two neighboring impingement jets. These regions are marked with E in Figure 12 and also confirmed in Figure 13 as peaks of the HTC distributions on Line B at y D = 2.5 and 5.0. These were so-called 'fountain effect', induced by the interaction between the two wall jets originating from the two neighboring impingement jets (for detail see Bernad et al. [12] or Cho and Rhee [13] ). For STAG2 case, it is clear that the pins surrounding the impingement jet appeared to restrict the expansion of the jet on the target plate, creating the high HTC region on the target plate as marked by the circle F in Figure 12 . It is quite obvious from the above findings that the extent of high heat transfer region caused by the impingement jet in an integrated cooling structure like STAG or STAG2 is considerably influenced by the pin arrangement surrounding the impingement jet. In addition, it is very interesting to point out that the HTC obtained for STAG2 case was much lower than that of STAG case. The appearance of relatively high HTC in conjunction with the broader influenced area surely contributed to the high cooling performance of STAG. Figure13 also shows the numerical results of HTC for both configurations. Although the predicted values of HTC became higher than the experimental results, the CFD captured overall tendency of HTC distributions on the target plates for both configurations. The overestimation by CFD may be attributed to the incapability of the steady-state analysis to deal with large vortical motions in the jet shear layer or any other time-dependent phenomena that influence the HTC, saying nothing of insufficient performance of the turbulence model. In addition, there arose some differences between the calculations and the TCL measurements, such as twin peaks appearing X D ≅ 2 and 3 on Line A in Figure   13 . The peaks of HTC attained just beneath the impingement jet indicates that the calculated jet still retained potential core inside until it hit the target plate, as depicted in Figure 14 , while the actual jet seems to have lost the potential core.
Target Plate
It may be useful here to discuss on what kind of flow mechanism actually caused the difference in heat transfer on the target plates for STAG and STAG2 configurations. While Figure 13 showed only the cases for BR = 0.6, almost the same phenomena were observed in other test cases with higher or lower BR. It seems from Figure 14 that recirculation of the impinged air took place in the STAG2 configuration probably due to confinement effect of the surrounding pins around the jet. This recirculation might have enhanced any entrainment effect of the jet, reducing heat transfer near the stagnation region. Besides, thickening of the wall jet appears to have happened near the root section of the pins, which is identified by the velocity vectors close to the target plate. This is a kind of indication that movement of the wall jet was considerably blocked so that the heat transfer on the target plate somewhat drastically decreased. Furthermore, Yamawaki et al. [1] reported that highly dense pin arrangement on the target plate seriously affected the heat transfer beneath the impingement jet. Accordingly, the pins very close to the impingement jet can be attributed to the reduction of heat transfer due to the impingement jet. However, all described above are kind of indirect evidences and further and detailed studies are necessary to clarify the true mechanism. 
External Heat Transfer
Heat Transfer Coefficient Figure 15 exhibits an example of heat transfer distributions on the film-cooled side for STAG case with BR = 0.6. It should be mentioned that the spatial resolution of the TLC measurement on the film-cooled side of the test model became rather low because the observation intended to cover such a wide area that the captured images contained all film holes. Nevertheless, it can be understood that the HTC just downstream of the film hole was much higher than that on the front side of the downstream film hole. It is also clear in particular from the close-up of several film holes in Figure 15 that there appeared no-data zone with horseshoe-like shape at the front side of each of the film holes. This was probably because of the blockage effect of the cooling air jet, preventing injected heated air from approaching to the downstream film hole. Flow filed downstream of the jet, affected by the interaction with secondary vortices around there, might have induced complicated large vortical motions behind it, resulting in higher HTC there. In addition, slight increase in HTC high heat transfer coefficient was observed over the area from the 3rd column of the film holes to the last column. This tendency could be attributed to superposition effect of jets from the upstream holes inducing highly turbulent flow, however, the reason is not clear in the present study and flow measurements are now being initiated. Figure 16 represents laterally averaged heat transfer coefficients obtained in the measurements and CFD analyses, along with the evaluation using a correlation for flat-plate turbulent boundary layer given by Kays and Crawford [14] . It should be mentioned here that any averaged values of the external heat transfer data, especially the data obtained over the upstream zone from 1 st up to 3 rd row of the film holes, need caution to interpret, because there appeared relatively wide area that was not covered by the injected air and such uncovered area could not provide the heat transfer information. Since the area with no data was not taken into account when calculating the average, so that the calculated average tends to be larger that it should be. The external heat transfer data downstream of the 3 rd rows of the holes were relatively accurate, still suffering from the way of averaging. It appears that the difference between the HTCs for STAG and STAG2 was small, although the data scattered. Figure 17 shows film effectiveness distribution for STAG with BR=0.6. The injected air from the 1 st and 2 nd rows of film holes did not seem to spread laterally. From the 3 rd row and thereafter, the coverage area of the injected air started to increase, especially in the span direction. This means that uniform film cooling was being formed from the 4th row and film effectiveness accordingly increased. Figure 18 displays comparisons of laterally averaged film effectiveness between CFD and the experiments. The measured film effectiveness was almost constant or featured with peak over the region after the hole, while the predicted value sharply decreased with the distance from the hole. The superposition effect of injected air upon the film effectiveness appeared in the experiments, however, the numerical simulation did not capture such an effect. Besides, there was no large difference between the cases of STAG and STAG2 in the simulation, and this was almost the case in the experiments, although the film effectiveness for STAG case slightly exceeded that of STAG2 case for 3 rd and 4 th holes.
Film Effectiveness
DISCUSSION
Effects of Blowing Ratio In the above, only the cases of BR=0.6 are dealt with because important features of the internal and external heat transfer characteristics of the cooling structures were qualitatively described in these cases. Nevertheless, for the quantitative discussion on the cause of the difference in cooling efficiency between STAG and STAG2 cases reported by Nakamata et. al [8] , it is required to examine effects of blowing ratio upon the averaged internal and external heat transfer characteristics of STAG and STAG2. Figure 19 summarizes the averaged internal and external heat transfer characteristics of STAG and STAG2 cases for 4 blowing ratios, where the external characteristics were taken from the data after the second column of the cooling holes likewise in the study of Nakamata et al. [8] .
Based on the results obtained by the present studies, is discussed in this section. In order to simplify the argument, cooling efficiency is defined here as follows;
where T w,m is a mean temperature of the blade over the thickness direction. Moreover, the heat flux  q with film cooling can be roughly expressed by
where h 1 and h 2 are the external (film-cooled) and internal heat transfer coefficients, respectively. Rewriting Eq. (10) using Eq. (11) leads to
This formula shows that the cooling efficiency increases when the film effectiveness η approaches to 1 or the heat transfer coefficient ratio h 2 h 1 becomes large. Figure 20 shows comparisons between the cooling efficiency estimated by applying the data in Figure 19 to Eq. (12) and that of Nakamata et., with the ratios of the cooling efficiency of STAG case to that of STAG2 case. Since the formula in Eq. (12) was derived using several assumptions, quantitative agreement between the observations and the estimations was not expected. Nevertheless, Figure 20 shows that the cooling efficiency estimated for STAG2 case exhibited a gradual increase with the blowing ratio like the cooling efficiencies measured by Nakamata et al [8] . However, this was not the case for STAG, probably because of the relatively high STAG film effectiveness for BR = 0.4 or 0.6. Besides, STAG case exceeds STAG2 case in the cooling efficiency except for BR = 0.6. An inspection of Figure 19 easily reveals that the most critical contributor to the measured difference in cooling efficiency in the present study was the internal heat transfer coefficient ( h 2 in Eq. (12)), while the higher film effectiveness of STAG observed for low BR cases could have a relatively minor impact on the cooling efficiency. 
CONCLUSIONS
This paper presented fundamental researches on the cooling performance of the two different integrated impingement cooling structure via the measurements based on TLC transient technique as well as numerical simulation using ANSYS-CFX. The fundamental difference between the two cooling configurations, STAG and STAG2, was the pin arrangement with respect to the impingement jets. The main objective of this study was to clarify the reason of the difference in cooling efficiency between the two cooling structures observed by Nakamata et al. [8] .
This study revealed that the internal heat transfer coefficient, in particular on the target plate for STAG2 considerably decreased in comparison with that of STAG, while there appeared marginal difference in external heat transfer characteristics between these two structures. It was obvious that the observed reduction in the internal heat transfer for STAG2 was due to the effect of pins allocated close to the impingement jet, although the reason is still unclear why the pins surrounding the jet induced large change in the heat transfer over the stagnant region. Some phenomena, such 9 Copyright © 2008 by ASME as recirculation happening around the jet or blockage effect of the pins against the wall jet, were raised as possible flow factors that could deteriorate the impingement jet heat transfer, however, further studies are strongly needed on this issue. To conclude, the difference in cooling efficiency reported by Nakamata et al. [8] was mainly caused by the difference of pin arrangement around the impingement hole, with secondary influence of the film cooling. This finding is very useful for the design of cooling structure that combines impingement cooling and pin-fin cooling into one body.
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