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The signal resulting from the IR-FSE sequence has been thoroughly analyzed in order to improve 
the accuracy of quantitative T1 mapping of the human brain. Several optimized post-processing 
algorithms have been studied and compared in terms of their T1 mapping accuracy. The modified 
multipoint two-parameter fitting method was found to produce less underestimation compared to 
the traditional multipoint three-parameter fitting method, and therefore, to result in a smaller T1 
estimation error. Two correction methods were proposed to reduce the underestimation problem 
which is commonly seen in IR-FSE sequences used for measuring T1, especially when a large 
turbo factor is used. The intra-scan linear regression method corrects the systematic error 
effectively but the RMSE may still increase due to the increase of uncertainty in sequences with 
large turbo factors. The weighted fitting model corrects not only the systematic error but also the 
random error and therefore the aggregate RMSE for T1 mapping can be effectively reduced. A 
xiii 
 
 
new fitting model that uses only three different TI measurements for T1 estimation was proposed. 
The performance for the three-point fitting method is as good as that of the multipoint fitting 
method with correction in the phantom simulation. In addition, a new ordering scheme that 
implements the three-point fitting method is proposed; it is theoretically able to reduce the total 
scan time by 1/3 compared to the TESO-IRFSE sequence. The performance of the three-point 
fitting method on the real human brain is also evaluated, and the T1 mapping results are 
consistent to with the conventional IR-FSE sequence. More samples of true anatomy are needed 
to thoroughly evaluate the performance of the proposed techniques when applied to T1 mapping 
of the human brain.  
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Chapter 1 Introduction 
 
 
 
 
Among clinical examination modalities, Magnetic Resonance Imaging (MRI) is one of the most 
widely used. It has been used not only to distinguish pathologic tissues (such as tumors) from 
normal tissues, but also in various quantitative analyses of pathologic conditions.1-4 Contrast 
images like T1- or T2- weighted images have been routinely used in various scenarios, and they 
reasonably preserve anatomic detail. These types of images, however, are qualitative images that 
cannot accurately measure quantitative tissue parameters such as T1 or T2. The diagnosis of 
abnormal conditions would be much more practical if quantitative information could be 
conveniently obtained.  
Recent research efforts have shown interest in quantifying the spin-lattice relaxation time (T1), 
especially in brain tissue.1-4 Many studies have reported that pathologic conditions such as brain 
edema, hydrocephalus, or stroke can be accurately detected by T1 assessment.1,2,5 The spin-lattice 
relaxation time, T1, indicates the time required for a substance to regain longitudinal 
magnetization following an RF pulse.6 T1 values are directly affected by both the magnetic field 
strength and the water content of the tissues. The occurrence of brain edema, which implies a 
high water concentration with longer T1 than normal brain tissues, can be then accurately 
evaluated by using T1 images. This approach has been successfully used to detect brain edema 
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resulting from head trauma1,2 as well as low-grade edema in patients with hepatic 
encephalopathy.7 
The advantages of using quantitative imaging and especially T1 mapping methods in MRI studies 
are evident. They provide an unambiguous evidence for the change of various pathologic 
conditions. Moreover, the inherent marked sensitivity of relaxation times to changes in water 
content, and the non-invasive nature of MR imaging make it more amenable to imaging critical 
organs. Since the T1 parameter is an intrinsic property of tissue, it can be used to derive other 
quantitative parameters such as blood perfusion.8 Knowing T1 also allows radiologists to 
optimize some MR protocols; for example by choosing the optimum flip angle in T1-weighted 
fat-suppressed images. Finally, a complete database of T1 values for various tissues could 
provide a very valuable standard for miscellaneous analyses. 
The main difficulty in T1 mapping is the impractically long scan time, which is uncomfortable 
for the patient and can lead to inaccurate measurements due to patient motion. The gold standard 
method 9,10 for T1 measurement, also known as inversion recovery spin echo (IR-SE) T1 mapping, 
requires an extremely long repetition time (TR). For a reasonably accurate measurement of T1, at 
least five different inversion times (TI) should be used. The whole process can take hours to 
complete for a large region of interest and high resolution image. Many efforts have been made 
to shorten the T1 measurement time.11-18 Most of them, however, propose methods to speed up 
the scanning time and fitting procedure at the expense of accuracy and precision. While these 
methods achieve good reproducibility, their accuracy still needs improvement. Moreover, a 
thorough analysis of the T1 estimation errors has never been performed. Using these methods for 
diagnostic or quantitative assessment of disease may lead to incorrect conclusions. 
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Among these fast methods for T1 mapping, the MR sequence developed by Zhu and Penn15 is the 
closest to the gold standard method. Their time-efficient slice ordering inversion recovery fast 
spin echo (TESO-IRFSE) sequence utilizes a fast spin echo (FSE) and efficient ordering schemes 
to effectively shorten the total scan time. A whole brain scan with 12 slices can be completed 
within 12 minutes with the TESO-IRFSE sequence, and results in T1 values with 5% relative 
error. The TESO-FSE sequence provides not only a reasonable scan time, but also accurate T1 
estimation. Although the TESO-IRFSE sequence is considered a relatively accurate and fast T1 
mapping method, the effects of T1 mapping accuracy due to change in sequence protocol settings 
have not been properly studied. Besides, the T1 mapping post-processing algorithm for IRFSE 
sequence has never been optimized. We are also aware that the hardware incompatibility by 
reason of different makes of scanners restricts the usability of clinical T1 mapping application. 
We hardly see TESE-IRFSE sequence in use in any known scenario such as research of a 
particular disease or clinical examination. Therefore, we also try to identify the difficulties of 
implementing the sequence and improve the efficiency based on the optimized algorithm while it 
is possible. 
T1 being such an important property of tissues, we believe that quantitative T1 measurement will 
be widely put to use. To that end, a robust, fast and accurate T1 measuring method needs to be 
developed. Our perspective is to try to further shorten the T1 measurement by reducing not only 
the scan time, using a time-efficient pulse sequence, but also the post-processing algorithm. In 
order to achieve our objective, a full study on MRI imaging for T1 estimation method is very 
important. We first examined the signals obtained from IR-FSE sequence under the constraint of 
using a finite repetition time. The quality of the signal was carefully evaluated. A number of 
phantom simulations were properly set up for performing an in-depth analysis on different curve 
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fitting methods for T1 estimation. From the result of analysis, we justified the need of each TI 
value and developed a new fitting method, which requires only three measurements with 
different inversion times, while achieving a level of accuracy better than the original fitting 
method. The result of phantom simulation shows that the three-point measurement is better in 
terms of accuracy and efficiency of T1 estimation than multipoint fitting methods. The precision, 
however, slightly decreases compared to multipoint fitting methods in our simulation. We also 
investigated methods that optimally exploit correlations between different T1 measurements in 
the IR-FSE MRI sequence. The efficiency is then further improved by choosing proper initial 
parameters while applying Levenberg-Marquardt (LM) algorithm in the fitting. The correlation 
between TI measurements also helps to calibrate the measurement data and therefore increases 
the accuracy. In addition, a real human experiment shows that the three-point subtraction fitting 
method is more sensitive to the dramatic change in T1 values and movement artifacts. 
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Chapter 2 Background 
 
 
 
 
2.1 Relaxation Times and T1 Mapping 
The spin-lattice relaxation time (T1) and spin-spin relaxation time (T2) are two basic tissue 
characteristics widely used in MRI. These relaxation times describe how fast nuclear 
magnetization brought to non-equilibrium state returns to the equilibrium state. T1 or T2 
relaxation times vary from tissue to tissue in human body. For example, fluids have longer T1 
(1500-2000 ms) than fat-based tissues (100-150 ms). During the relaxation process, spins start to 
lose energy they absorbed from the pulse and the released signals can be picked up by the 
antenna in the coils. The different intensity of signals induced by T1 and T2 will then be able to 
be interpreted by a signal processing algorithm and reproduce the contour of internal tissues. 
These images which have contrast depending on either T1 or T2 are called T1- or T2-weighted 
images. Both T1- and T2-weighted images can be produced using either spin echo (SE) or 
gradient echo (GE) sequences. With proper parameter settings for the pulse sequences, 
physicians can distinguish pathological changes of tissues.  
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2.1.1 Spin-Lattice Relaxation Time (T1) 
Spin-lattice or longitudinal relaxation time (T1) is the time constant, which determines the rate at 
which excited protons return to equilibrium within the lattice. The spinning protons will re-align 
with the external magnetic field and the magnetization will grow after a 90˚ flip angle excitation 
from zero to a value of about 63% of its final value in a time of T1. 
Water in the bulk phase present in cerebro-spinal fluid (CSF) has a long T1 relaxation time 
because the frequency of its natural motions is much higher than the range of Larmor frequencies 
used clinically. In the case of interstitial edema (due to ventricular obstruction), however, the T1 
relaxation time of CSF will become much shorter. The T1 shortening reflects the fact that water 
is now in hydration layers around the myelin protein rather than in the bulk phase because CSF is 
forced out into the periventricular white matter.  
2.1.2 Spin-Spin Relaxation Time (T2) 
Spin-spin or transverse relaxation time (T2) is the time constant for the loss of phase coherence 
among spins following a 90° RF pulse. The decay is due to magnetic interactions that occur 
between spinning protons. This results in a loss of the MRI signal. T2 is always shorter than T1 
for a given tissue (Figure 1). Water-based tissues tend to have longer T2s than fat-based tissues.  
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Figure 1 T1 and T2 relaxation occur simultaneously, but T2 is much quicker than T1. 
 
2.1.3 T2 under the Effect of a Poor Magnet 
The quality of the main magnetic field (also known as inhomogeneity, see next section) will 
cause differences in the precession rate. A poor magnet may cause a rapid loss in transverse 
magnetization and, therefore a shortening of the T2 relaxation process. The combined effect of 
true T2 and an imperfect magnetic field is known as T2* (Figure 2). The T2* quantity is 
commonly observed in sequences (please refer to pulse sequences, section 2.2) without 
refocusing gradient, while the true T2 signal can be only measured with sequences that have a 
180° rephasing pulse before data acquisition. In addition, since the net magnetization is affected, 
T1 Recovery
T2 Decay
0.37M0
0.63M0
M0
MzMxy
TimeT1T2
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the influence of T2* will lead to a different contrast image, and may potentially deteriorate the 
accuracy of T1 measurement.  
 
Figure 2 Effect of inhomogeneity on T2 relaxation 
2.1.4 Inhomogeneity 
Inhomogeneity in MRI refers to a lack of uniformity in the main magnetic field. Static magnetic 
field inhomogeneity, usually caused by hardware imperfections, is an unavoidable phenomenon. 
Field inhomogeneity accelerates transverse relaxation, and its severity is usually expressed using 
the time constant T2* (Figure 2). Although spin echo sequences are not very sensitive to external 
magnetic field inhomogeneity, in gradient echo sequences, it may cause a significant frequency 
shift, and therefore change the signal intensity and produce image distortions. The undesired 
change in the brightness of pixels may cause problems in imaging different tissues. As for the 
geometrical distortion, resulting in displacement of the pixel locations, it can be problematic in 
Time
Signal
 
 
T2
*  in Poor Magnet
T2
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True T2
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some cases such as stereotactic brain surgery. Manufacturers try to make the magnetic field as 
homogeneous as possible; however, even with an ideal magnet, small inhomogeneities remain 
due to susceptibility effects within the human body. 
2.1.5 k-space 
In MRI, raw data consists of a matrix of frequency-encoded signals known as k-space. The axes 
of k-space (2D or 3D) have units of spatial frequency or cm-1. Typically a data buffer 
temporarily stores the raw data prior to image processing. The complex array of raw data points 
is treated as a two-dimensional grid with x and y axes corresponding to frequency encoding and 
phase encoding respectively. In conventional 2D image acquisition, the k-space is filled with raw 
data one line, every TR milliseconds. The resulting k-space will have the same number of 
columns and rows as the final image. The final contrast image is obtained by taking the 2D 
Fourier transform of the k-space data (Figure 3). 
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Figure 3 k-space and data acquisition line 
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2.2 Introduction to Pulse sequences 
The engineer’s point of view of MR sequences is that they are computer programs that control 
the MR measurement hardware. More specifically, an MRI pulse sequence is a combination of 
radio frequency (RF) pulses designed to acquire the image data. These RF pulses, running in 
specific order with selected time intervals between them, will control the nuclear magnetic 
resonance (NMR) signal reception and affect the characteristics of MR images. Depending on 
the clinical application, an MRI sequence may be repeated many times during a scan in order to 
obtain sufficient data to reconstruct images from NMR signal samples.  
Every image sequence must consist of excitation RF pulses and gradients for excitation and 
localization. The tissue magnetization is first excited using an RF pulse in the presence of a slice 
select gradient. This gradient ensures that only protons in one slice of tissue are excited. Phase 
encoding and frequency encoding are additionally used to spatially localize the protons in the 
other two dimensions. Finally, the process is repeated for a series of phase encoding steps for 
collecting the entire desired region of interest (ROI). For a particular MR sequence, parameters 
such as the repetition time (TR), echo time (TE), inversion time (TI), and flip angles can be 
chosen to best suit the clinical application. These parameters allow the differentiation of tissues 
within the body and the highlighting of specific pathology.  
Gradient Echo (GE) and Spin Echo (SE) are two fundamental pulse sequences. In the GE 
sequence (Figure 4, right), a negative gradient is applied right after an α° excitation pulse for 
rapidly dephasing the transverse magnetization. Then a positive gradient is applied to rephase the 
spins. The positive gradient, however, only compensates for the dephasing caused by the 
negative gradient lobe. The echo will be formed after all the spins return to the initial position. 
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Because the GE sequence uses a low flip angle excitation pulse (usually less than 90°), the 
recovery of longitudinal magnetization is faster and therefore by using shorter TR, the scan time 
is reduced. However, imaging with a gradient-echo sequence is intrinsically more sensitive to 
magnetic field inhomogeneities because of the refocusing gradient. Thus the GE sequence 
produces an image (referred to as of T2*, section 2.1.3) which is a combination of T2 and 
magnetic field inhomogeneities.6 
The SE sequence (Figure 4, left) was the first MR sequence ever used. It is based on a repetition 
of 90° and 180° RF pulses. After applying a 90° excitation pulse, the spins start to dephase 
naturally. A 180° rephasing RF pulse is applied at TE/2 (half of the echo time) to form an echo at 
TE (Echo Time). A k-space line is filled at every repetition with different phase encoding. The 
SE sequence introduces true T2 dependence to the signal, thus differentiating between tissue with 
similar T1 values but different T2 values. 
 
A special variation of the spin echo sequence is worth mentioning because it is very important to 
T1 measurement. The inversion recovery sequence (Figure 5) has an extra 180° RF pulse 
followed by the 90° RF pulse in the spin echo sequence. A sequence parameter, the inversion 
time (TI) is the duration between the initial 180° RF pulse and the following 90° RF pulse, and it 
must be selected in the sequence protocol settings. A short TI sequence can be used for fat 
t
90 º 
180º 
Spin Echo 
Echo 
t 
α 
Gradient Echo 
Echo 
Figure 4 A spin echo sequence (left) and a gradient echo sequence (right).  
α is the flip angle and is typically less than 90° for gradient echo pulse sequence 
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suppression to suppress the fat signal.6 The traditional T1 measurement makes use of signals with 
multiple TI values; the details of this approach will be discussed in section 2.3. 
 
 
 
 
 
2.3 Introduction to T1 Measurement Methods 
Both T1 and T2 can be measured in either spectroscopy or imaging applications. If using an 
inversion recovery spin-echo pulse sequence (IRSE) with a 90° flip angle, the measured signal 
will be, in theory 
 S ൌ M଴ ቈ1 െ eି
TI
Tభ቉ eି
TE
Tమ  (1)
Thus, T1 can be measured by fitting this formula to multiple measurements with different TI 
values and long enough TR. T2 also can be measured by plotting the signal height at each TE. 
Real measurements of T1 or T2, however, are affected by other phenomena, such as the diffusion 
of protons through an inhomogeneous magnetic field (which adds an irreversible dephasing for 
the T2 measurement), or field strength dependency for T1 measurement. In addition, the fitting 
equation must be modified to fit different sequences. 
t 
90 º 
180º 
Echo 
180º 
TI 
TE 
180º 
Figure 5 Inversion recovery spin echo sequence
TR 
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Before delving into the various methods for measuring T1, a brief discussion on assessing the 
performance of these methods is necessary. The accuracy of a particular method is a measure of 
the discrepancy between the measured and the true T1 values. It has been shown that to 
determine water content with an absolute precision of Δw = 0.01, the T1 must be computed with 
a relative precision of ΔT1/T = 0.04 at the magnetic field strength B1 = 1 T. 19 Previous studies 
have demonstrated that an accuracy of approximately 2 - 7% can be achieved, which varies 
depending on the T1 values of measured subjects.1,15,17 In our work, we use the normalized root 
mean square error (RMSE) to quantify accuracy. The RMSE is given by 
 RMSE ൌ ඨ∑ ൫ ଵܶ
෡ െ Tଵ൯ଶROI
ܰ  
(2)
where 1ˆT  is the measured value, 1T  is the true value, and N is the number of voxel in the region 
of interest (ROI). The summation is taken over all the voxels in the ROI. Another performance 
metric we may refer to is the precision, which measures the statistical deviation of measured T1 
values from the mean in a region where it is supposed to be constant. To quantify precision, we 
use the conventional standard deviation. A good T1 measurement should have standard deviation 
as small as possible, thus indicating high precision of a measurement method. According to the 
studies with similar multi-echo based T1 measurement sequences, the statistical standard 
deviation in the ROI is approximately less than 1- 4% of the estimated values for a phantom 
study.15,20 Finally, reproducibility is a metric often reported, especially when true T1 values are 
not available. It measures the ability to obtain the same T1 values when the MRI study is 
repeated and it can be quantified using the RMSE between the studies. 
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 M୸ሺTIሻ ൌ M଴ ቈ1 െ ሺ1 െ cos θ௜௡௩ሻeି
TI
Tభ቉ (3)
where Mz(t) is the longitudinal magnetization as a function of time, M0 is the initial 
magnetization at t = 0, and θinv is the flip angle of the inversion pulse. However, Equation (3) 
only holds when TR is infinitely long. If TR is finite, an additional term appears: 
 M୸ሺTIሻ ൌ  M଴ ቈ1 െ ሺ1 െ cos θ௜௡௩ሻeି
TI
Tభ ൅ eି
TR
Tభ ቉ (4)
If we only consider the optimal condition with a flip angle θinv = 180° and very long TR, 
Equation (4) becomes: 
 M୸ሺTIሻ ൌ M଴ ቈ1 െ 2eି
TI
Tభ቉ (5)
One particularly useful point on this curve is its zero-crossing. Mz(TInull) = 0. The relationship 
between TInull and T1 is given by, 
 TI୬୳୪୪ ൌ ቐ
Tଵln2         TR ՜ ∞
Tଵ ቈln2 െ ln ቆ1 ൅ eି
TR
Tభ ቇ቉ , for SE sequence with finite TR (6)
When collecting several samples, one can fit the longitudinal magnetization recovery curve 
(Figure 6) using the above model to estimate the T1 value. Five or more points are usually 
required for T1 estimation, and the TR should be at least 5 times the tissue’s T1 value in order to 
obtain accurate results. These requirements imply a long scan time. For example, a 256 × 128 
pixel image, calculated from N = 6 points using a repetition time TR = 3.0 s, requires an exam 
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time equal to 128 × 6 × 3 s, i.e., 39 min. A whole brain study can take up to 7 hours. This makes 
higher-resolution T1 mapping impractical.  
2.3.2 The Look-Locker Method 
The Look-Locker (LL) pulse sequence22 was originally proposed for spectroscopy. The sequence 
consists of an initial inversion pulse, followed by a train of acquisition RF pulses. The 
acquisition RF pulse has a small, constant flip angle and quickly samples the transient phase to 
obtain a set of build-up recovery curves from the prepared longitudinal magnetization. Finally, 
T1 is estimated using the least squares curve fitting procedure. Depending on the required image 
resolution, the sequence must be repeated numerous times to fill in every line in k-space. In 
addition, each image can have a unique delay time.  
Since a single recovery curve can be inspected with only one preparation pulse, one can avoid 
the need for long delays between several inversions, thereby consuming less time compared to 
the conventional method. This method, however, still requires the return to equilibrium of the 
spin system before the next application of an RF pulse, thus the acquisition time per slice can 
still be long. Additionally, the LL method suffers from the sensitivity of the T1 measurements to 
the flip angle used for the excitation pulse. Low flip angle excitation pulses also result in a 
reduced signal-to-noise ratio. 
More recent studies incorporated Echo-planar imaging (EPI) into the inversion recovery LL-
based method22, by using a nonselective broadband 180° RF pulse followed by interleaving EPI 
readout for eight different slices. Because EPI acquisition method acquires a complete k-space 
within only one repetition time, the reduction of scan time can be astonishing. A complete image 
can be formed from a single preparation pulse. In addition, the LL-EPI sequence uses a special 
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slice order for every repeated scan to optimize the time efficiency. Although LL-EPI and other 
its variants 23-25 have proved that the measurement time for T1 can be significantly reduced, the 
IR-EPI method sacrifices precision and accuracy to some extent. Images acquired using EPI are 
extremely prone to image artifacts (such as ghosting), susceptibility distortions and poor spatial 
resolution. These artifacts cause signal distortion or signal loss, and thus make quantitative 
measurements unreliable.  
The combination of EPI and LL methods does not solve any intrinsic problems caused by either 
of the methods. The low signal-to-noise ratio resulting from the low flip excitations and the EPI 
acquisition might not be solved by averaging several repeated scans. The accuracy of the LL-EPI 
based method, however, remains questionable and could get worse especially for ROIs away 
from the center of the RF coil. Thus, the LL-EPI method would only be suited to dynamic or 
single-slice studies unless the above issue can be solved. 
 
2.3.3 The TESO-IRFSE Sequence 
The Inversion Recovery Fast Spin Echo with Time-Efficient Slice Ordering (TESO-IRFSE) 
method has been developed by Zhu and Penn for fast and accurate acquisition of inversion 
recovery images.15 The T1 value for each pixel on every slice is later calculated using curve 
fitting.  
The sequence is basically a combination of Clare and Jezzard’s time-efficient slice ordering 
method13 and an IR-FSE sequence. Unlike the common IR sequence, the IR-FSE sequence 
makes use of a 180° nonselective Silver–Hoult adiabatic inversion RF pulse, which inverts spins 
within the entire sensitive volume, at the beginning of the sequence. The Silver–Hoult adiabatic 
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Figure 8 The complete slice ordering schemes for the TESO-IRFSE sequence 
 
  
1st Slice Ordering Scheme IR Pulse 
TI Group 1 
Slice1 Slice3 Slice5 Slice7 Slice9 Slice11 Slice2 Slice8 Slice12 Slice10 Slice4 Slice6 
2nd Slice Ordering Scheme IR Pulse 
Slice10 Slice12 Slice1 Slice3 Slice5 Slice7 Slice9 Slice4 Slice8 Slice6 Slice11 Slice2 
TI Group 2 
3rd Slice Ordering Scheme IR Pulse 
Slice6 Slice8 Slice10 Slice12 Slice1 Slice3 Slice5 Slice11 Slice4 Slice2 Slice7 Slice9 
TI Group 3 
4th Slice Ordering Scheme IR Pulse 
Slice2 Slice4 Slice6 Slice8 Slice10 Slice12 Slice1 Slice7 Slice11 Slice9 Slice3 Slice5 
TI Group 4
5th Slice Ordering Scheme IR Pulse 
Slice9 Slice11 Slice2 Slice4 Slice6 Slice8 Slice10 Slice3 Slice7 Slice5 Slice12 Slice1 
TI Group 5
6th Slice Ordering Scheme IR Pulse 
Slice5 Slice7 Slice9 Slice11 Slice2 Slice4 Slice6 Slice12 Slice3 Slice1 Slice8 Slice10 
TI Group 6
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Overall, the TESO-IRFSE method has the following advantages.  
1. It makes precise higher-resolution scan within reasonably short scan time possible. 
2. It has high reproducibility. 
3. FSE sequence is now widely used in clinically, and therefore it should be readily 
implemented on all modern scanners. 
4. The reordering pattern is not difficult to configure. 
While providing these advantages described above, the TESO-IRFSE sequence is not perfect. 
The standard procedure will require N = 6 or more points in order to produce an accurate curve 
fitting. Further research indicated it is possible to use fewer points of TIs with an advanced 
fitting algorithm while maintaining estimation accuracy.26-33 If this is true, reducing the scan to 
only a few minutes for the whole brain could be possible, too. We have also noticed that Zhu’s 
sequence employs the absolute value of the measured signal instead of the real (signed) signal.  
The zero-crossing point could be seriously miscalculated and therefore lead to incorrect T1 
estimation. The errors produced by magnetic field inhomogeneity were not adequately examined, 
either. Although the TESO-IRFSE technique is much less prone to magnetic field inhomogeneity 
than the gradient-echo images methods, its performance in highly inhomogeneous magnetic field 
also needs to be further studied.  
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Chapter 3 Research Design and Methods 
 
 
 
 
3.1 General Equation for the IR-SE and IR-FSE Sequences  
In the early research, after data was acquired with the IR-SE sequence, only two parameters were 
used in the fitting model, the magnetic strength in the steady state and the estimated T1. 34-37 
Some researchers realized that the two-parameter fitting model might lead to inaccurate T1 
estimation due to the underlying assumption of perfect inversion pulses.4,7 A third parameter, the 
flip angle, was included in the fitting model in order to ensure that the system imperfections are 
taken into consideration. Although using a three-parameter fitting model usually requires more 
acquisition points and increases the reconstruction complexity, several studies have reported an 
improvement in accuracy for T1 estimation.37,38 In contrast to the three-parameter fitting model, 
the precision of the two-parameter fitting model can be improved as TR is increased with 
constant TI times, and the amount of improvement found varied with T1.11,18 In a nutshell, the 
traditional two-parameter fitting model may produce more precise results for very long TR, but 
the three-parameter model may still be more accurate.  
Unfortunately, the above conclusion may not be completely satisfactory to the signals measured 
with the IR-FSE (rather than IR-SE) sequence because these studies usually did not consider the 
off-resonance effect (crosstalk) during a multi-slice scan11,33 or the magnetization transfer which 
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occurs in most biological tissues.39 The effect of using different fitting models is also not clear 
while data were measured with the IR-FSE sequence. 
The FSE sequence is a commercial version of the generic RARE (Rapid Acquisition with 
Refocused Echoes) sequence.6 It commonly uses evenly spaced multiple refocusing pulses for 
data acquisition. A series of 180° excitation pulses forms an echo train. The extra echoes used by 
the FSE sequence collect additional data in different regions of k-space within a signal repetition 
time TR. Therefore, it reduces the number of phase encodings times by a factor equal to the 
number of echoes. The factor is called the echo train length (ETL) or turbo factor. Larger turbo 
factors using more refocusing echoes will result in a significant reduction in total scan time. 
However, edge blurring and loss of signal strength are likely to occur when using a large turbo 
factor. 
The IR-FSE sequence uses an inversion recovery with a 180° flip angle. The T1 relaxation can be 
measured by recording signals at different polarization duration. The magnetization strength is 
described by the equation15  
 SሺTIሻ ൌ ݇ · ܯ଴ · ݁ି
TE
Tమ · ቈቆ1 െ ݁ି
TI
Tభቇ െ ୧݂୬୴ · ቆ1 െ ݁ି
T౩౦_౪౥_ౘ౛౜౥౨౛_IR
Tభ ቇ ݁ି
TI
Tభ቉ (7)
where M0 is the longitudinal magnetization under fully relaxed conditions, Tsp_to_before_IR is the 
time between the last refocusing pulse and the next Inversion time, finv is the effective spin 
inversion fraction and k is a scaling constant that is dependent on the hardware, scan settings, and 
image reconstruction algorithm. The Equation (7) assumes that a spoil gradient was applied after 
the last echo was collected. The parameter, finv, is a measure of the quality of the applied 180° 
inversion pulse. 
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Assuming that the scaling factor k remains constant for all scans, Equation (7) is reduced to 
 SሺTIሻ ൌ ܵ଴ · ቈቆ1 െ ݁ି
TI
Tభቇ െ ୧݂୬୴ · ቆ1 െ ݁ି
T౩౦_౪౥_ౘ౛౜౥౨౛_IR
Tభ ቇ ݁ି
TI
Tభ቉ (8)
where S0 = kM0e-TE/T2 is the equilibrium magnetization signal. One can compare this to a general 
equation derived by Rydbery40 for the FSE pulse sequence  
 SሺTIሻ ൌ ܵ଴ · ൫1 െ ሺ1 െ ܿ݋ݏ ߠ௜௡௩ሻ݁ିTI/Tభ ൅ ݁ିሺTRିTEౢ౗౩౪ሻ/Tభ൯ (9)
where θinv is the flip angle of the IR pulse and TElast is the echo time of the last echo in the echo 
train. Because (Tsp_to_before_IR+TI) in Equation (8) is approximately equal to (TR-TE), Equation (8) 
and Equation(9) are equivalent. In addition, Equation (9) more clearly shows the effect of a finite 
repetition time on the signal. It is worth noticing that although the flip angle, θinv in Equation (9), 
might be known in the sequence, it is usually treated as an unknown variable in the fitting 
procedure because one cannot assume that full inversion was achieved.  
Ideally, if the relative error can be minimized in an experiment, in the sense that as TE 
approaches zero and TR becomes much longer than T1, the spin-lattice relaxation curve become 
a function of TI only. T1 can then be calculated by fitting the observed data to the Equation (8) or 
Equation (9). If the maximum TI value (TIm) is selected to be as close as possible to TR, then 
S(TIm) is approximately equal to S0,  Equation (8) can then be simplified by dividing the MR 
signal by S0: 
 ܴ୧ ൌ
SሺTI୧ሻ
S଴ ൌ ቆ1 െ ݁
ିTI౟Tభ ቇ െ ୧݂୬୴ · ቆ1 െ ݁ି
T౩౦_౪౥_ౘ౛౜౥౨౛_IR
Tభ ቇ ݁ି
TI౟Tభ  (10)
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This normalized equation preserves the same characteristic of T1 relaxation. The unknown 
parameters are reduced from three to two, and therefore, the efficiency of the fitting procedure is 
increased. Although a long TR that results in full magnetization recovery is preferred in order to 
achieve maximum accuracy, it is not practically feasible due to a prohibitively long scan time. In 
application of finite TR, however, the accuracy of T1 estimation using Equation (10) will suffer 
from the inaccurate estimation of S0 for high T1 values as well as the measured uncertainty in TIm 
even if S0 is measured separately. A two-parameter fit may still work by taking the S(TI)/S(TIm) 
ratio if k is indeed constant for every scan: 
 ܴ୧ ൌ
ܵሺTIሺiሻሻ
ܵሺTI୫ሻ ൌ
൫1 െ ݁ିTIሺ୧ሻ/Tభ൯ െ ୧݂୬୴ · ൫1 െ ݁ିTSP_౪౥ౘ౛౜౥౨౛_IR/Tభ൯ · ݁ିTIሺ୧ሻ/Tభ
ሺ1 െ ݁ିTIౣ/Tభሻ െ ୧݂୬୴ · ሺ1 െ ݁ିTSP_౪౥ౘ౛౜౥౨౛_IR/Tభሻ · ݁ିTIౣ/Tభ  
(11)
where i and “m” are indices referring to the ith and the longest TI values, respectively, with i = 1, 
2, 3,. . ., max. The normalized Equation (11) has eliminated the dependency on k, M0, TE and T2, 
but the overall accuracy of T1 estimation may decrease due to increased noise in the estimated T1. 
It also worth noticing that although the fitting procedure using Equation (11) has two unknown 
parameter, it is different from the popular two-parameter fit which assumes a perfect flip angle 34- 
36. 
It is generally believed that multipoint fitting generates the most accurate and consistent results 
for T1 estimation.37 From a statistical perspective, with N (N>3) images corresponding to N 
points along the relaxation curve, the systematic error randomly generated by the system 
imperfections is diminished. Therefore, the precision of estimation is assured to be in an 
acceptable range. The accuracy, however, is always the question.  
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3.2 Correction with a Linear Regression Function 
Zhu and Penn15 observed that their time-efficient IR-FSE technique consistently underestimate 
brain T1 values. In fact, T1 underestimation is a known issue for IR-FSE sequence and some of 
the gradient echo based T1 measuring sequences with rapid multi-echo acquisition.15,17,37,41,42,43 
Our own acquisitions using the IR-FSE method confirms this asymmetry in the T1 estimation 
error. This effect has been attributed to interslice interference by Zhu and Penn.15 They believe 
that because the excitation and refocusing RF pulses have imperfect slice profiles, spins in slices 
acquired later in the ordering scheme can be influenced by earlier acquired slices. Other 
researchers suggested that another cause for T1 underestimation may be the magnetization 
transfer (MT) effect.26,41-44 This effect causes a reduction in the observed T1 values especially 
when a greater number of echoes are used in the multislice IR-FSE sequence.42 
From the results of Zhu and Penn’s study, the T1 estimation error appeared to remain at the same 
level. Therefore, to compensate for the underestimation, the authors proposed a simple correction 
formula that proved to be effective for small underestimation errors. The “true” T1 is related to 
its “apparent”, or measured value, Tapp, via the formula 
 
1
ଵܶ
ൌ ܣ
௔ܶ௣௣
൅ ܤ (12)
where A and B are constants to be determined through linear regression for a set of known (T1, 
Tapp) pairs. The estimation error was cut in half when this correction was applied. In Zhu and 
Penn’s work, the known (T1, Tapp) values used to determine the parameters A and B were 
obtained from a separate scan with a smaller turbo factor (ETL=2) that takes twice as long as the 
actual scan (ETL=4). The former was used as ground truth for the latter. This method was used 
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just for error analysis and clearly cannot be used for actual scanning, or else the small turbo 
factor scan would be used for T1 mapping. 
We propose instead a different calibration method that uses several vials filled with standard gel 
of known T1 and placed around the head, perhaps fastened on an attachment to the head coil. The 
steps involved in calibrated T1 mapping are as follows: The patient’s head is scanned with the 
calibration vials in place using a time-efficient IR sequence. The MR images are reconstructed 
and the calibration vials are segmented. The set of calibration pixels is extracted and a collection 
of (T1, Tapp) pairs is used to compute the parameters A and B in equation (12) via linear 
regression.  
Equation (12) is applied to the remaining pixels in the reconstructed MR images. Here we 
assumed that the parameters A and B are constant across the entire scan, an assumption also 
made by Zhu and Penn. A phantom simulation will be conducted to verify this assumption. 
In theory, only two standard gels are reacquired because there are only two parameters to be 
computed. In reality, a robust estimate is obtained by using more than two gels. The minimum 
number of gels is a parameter that will be determined experimentally. The T1 values for the gels 
should be chosen to cover the range of T1 values of interest, roughly 500 to 1000 ms. Notice that 
this technique does not directly affect the scan time, but improves accuracy and therefore 
potentially allows a more aggressive use of time-saving techniques. Its only disadvantages are 
the requirement for a customized head coil and a very small overhead in postprocessing time. 
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3.3 Correction with a Weighted Fitting Model 
Although the T1 underestimation seems to remain at the same level and may be corrected by 
applying a linear regression process, more issues may be introduced by applying the linear 
regression function. For example, tissues with low T1 values may be exaggerated due to a larger 
volume of tissue having high T1 values. After thorough analysis of the signal and noise within 
the IR-FSE sequence, our preliminary study indicates that the underestimated T1 estimation is 
possible to be corrected by exploiting the relationship between signal, noise, and SNR. 
We have proposed a correction to the fitting model.45 Our proposed improvements to the existing 
T1 mapping method follows from the experimental observation that echo signal measurements 
for different values of the inversion time TI are affected by noise differently. In other words, the 
random variables Si consist of the echo signal and different amounts of noise. Therefore, the N 
measurements are not equally reliable. This observation can be exploited by giving more 
emphasis to more accurate signals. We achieve this goal by employing different weights in the 
cost function used in the curve fitting: 
 
 ሼ ଵܶ, ௜݂௡௩ሽ ൌ arg minTభ,௙೔೙ೡ ෍ ݓ௜ อቤ
Sሺ ଵܶ, ܯ, ௜݂௡௩, ܶܫ௜ሻ
Sሺ ଵܶ, ܯ, ௜݂௡௩, ܶܫ௠ሻቤ െ ቤ
ܵሺTI୧ሻ
ܵሺTI୫ሻቤอ
୬ିଵ
୧ୀଵ
 (13)
If the statistical properties of the measurement noise were known, one could attempt to find the 
optimal weights wi analytically. Our own analysis indicates that the noise level increases with TI 
(Chapter 4.2.1). This suggests that, to emphasize the more reliable measurements, which are 
those with smaller absolute values, a reasonable choice for the weights wi is 
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 ݓ௜ ൌ
1
| ௜ܵ|஑ (14)
where α is a real number to be determined. This approach has been used, for a weighted mean-
square cost function with α = 2, by Bakker 46, in the context of sign restoration when only the 
magnitude of the IR signal is available. 
Since no analytical optimization of the weights can be carried out, due to the lack of a model for 
measurement noise, we choose the weights according to Equation (14) and we optimize the 
parameter α using experimental data obtained from a phantom study, where the ground truth 
(true T1) is available. The optimum value of α is determined by minimizing the T1 estimation 
error over the entire image. The resulting value is to be used for subsequent clinical studies. We 
should point out that the optimum α is not a constant to be used for any IR-FSE sequence; it is 
very likely to vary when sequence parameters and scanner model are changed.  
The optimum α is also likely to be different for tissues with different relaxation time T1. Using 
phantom studies with simulated tissues with different T1 values, this dependency can be 
tabulated. Therefore, we propose a two-pass adaptive T1 estimation technique that attempts to 
exploit this variation. In a first pass, a rough T1 map is obtained by minimizing a cost function 
that uses a globally optimal α. Then, for each pixel, based on the rough estimate, we choose the 
locally optimal α from the table obtained in the phantom studies. Finally, a refined T1 estimate is 
obtained by using the locally optimal α in the cost function. 
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3.4 The Three-point Subtraction Method 
Assume that the inversion recovery RF pulse is performed perfectly, with very short TE and very 
long TR. Equation (9) will then approximate to 
 M୸ሺTIሻ ൌ M଴൫1 െ ሺ1 െ cos αሻ݁ିTI/Tభ൯ (15)
Therefore, the equation can be linearized by taking the natural logarithm of (1-Ri):  
 DሺTIሻ ൌ ln ൬M଴ െ M୸M଴ ൰ ൌ lnሺ1 െ cos αሻ െ
TI
Tଵ (16)
If α = 180°, Equation (16) becomes  
 ln ൬M଴ െ M୸M଴ ൰ ൌ ln൫2݁
ିTI/Tభ൯ ൌ lnሺ2ሻ െ TITଵ (17)
From Equation (16), the T1 value can be easily calculated by evaluating the coefficients of the 
first order polynomial fit. This method was first proposed by Hahn10 and later its accuracy was 
validated by comparison to other fitting methods by Gerhard et al.47 The method, unfortunately, 
was found to produce poor results due to the following reasons: 
(1) Error from an unknown M0 could result in a non-linear curve.  
(2) Taking the logarithm will lose the signal weight. By taking the logarithm, the 
linearization transformation may change the influence of signal data as well as the error 
structure of the model. The inferential result may end up unpredictable. 
(3) Simulation has shown large variation in areas with large signal amplitude. 
(4) Measurement may be time dependent.  
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Similar difficulties were identified by George et al. 48 It was concluded that the linear fit method 
would only be valid for measuring short T1 values. More issues arise for larger T1 due to the 
variance of M0 even if M0 is measured separately.  
In the literature, the least square fit with a non-linear function or its variation seemed to be the 
most preferred and the results were the most reliable. Although the accuracy is doubtful using a 
semi-log T1 linear function, the method was not completely abandoned. We interestingly found 
that a number of researchers tried to take advantage of the T1 linear function and managed to 
achieve equally good accuracy as a non-linear fit could. 29,49 Furthermore, the T1 linear function 
has been taken to its extreme for T1 estimation with only two measurements using gradient echo 
(GE)32 or spin echo (SE)28 for data acquisition.  
When TR is constrained in order to achieve a certain degree of time efficiency, the linearity 
found in Equation (16) is lost when we apply the same logarithmic transform to Equation (8). 
The result of ln(1-Ri) becomes 
 
lnሺ1 െ ܴ୧ሻ ൌ ln ቆ݁ି
TI౟Tభ െ ݁ି
TIౣTభ ቇ ൅ lnሺ1 ൅ ୧݂୬୴ሻ
െ ln ൭ቆ1 െ ݁ି
TIౣTభ ቇ െ ୧݂୬୴ · ቆ݁ି
TIౣTభ െ ݁ି
ିሺTRିTEሻ
Tభ ቇ൱ 
(18)
The linearity can be restored by increasing TR,  
 lnሺ1 െ ܴ୧ሻ ൎ lnሺ1 ൅ ୧݂୬୴ሻ െ TIሺ୧ሻTభ , for TR ൐൐ 5Tଵ  (19)
Since Equations (8) and (9) are equivalent, Equation (11) would have similar result by taking 
ln(1-Ri) 
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lnሺ1 െ ܴ୧ሻ ൌ ln ቌ1 ൅ ୧݂୬୴ · ቆ1 െ ݁ି
T౩౦_౪౥_ౘ౛౜౥౨౛_IR
Tభ ቇቍ ൅ ln ቆ݁ି
TI౟Tభ െ ݁ି
TIౣTభ ቇ
െ ln ቈቆ1 െ ݁ି
TIౣTభ ቇ െ ୧݂୬୴ · ቆ1 െ ݁ି
T౩౦_౪౥_ౘ౛౜౥౨౛_IR
Tభ ቇ ݁ି
TIౣTభ ቉ 
(20)
Equation (20) is very sensitive to finv, which typically varies among tissue types and field 
strengths from 0.84 to 0.99.15 The effect of TIm also becomes significant for large T1. While a 
constrained TR compromises the linearity property of the logarithmic T1 relaxation curve, the 
linearity may be still preserved, as shown below. A computer simulation was performed to 
further examine the effect of computing ln(1-Ri) subjected to finite repetition time and the result 
is illustrated in Figure 9. It appears that the linearity is still preserved at the range of lower TIs 
which can be utilized to estimateT1 with negligible loss of accuracy.  
With proper selection of two TI values, in addition to TIm, T1 can be calculated using the 
difference between the two transformed values from the result of Equation (20) : 
 ln ൬1 െ SଵS୫൰ െ ln ൬1 െ
Sଶ
S୫൰ ൌ ln ቌ
eି
TIభTభ െ eି
TIౣTభ
eି
TIమTభ െ eି
TIౣTభ
ቍ , TIଵ ് TIଶ (21)
Therefore, a fitting model is suggested using the target function: 
 J ൌ ൦
1 െ SଵS୫
1 െ SଶS୫
െ ݁
ିTIభTభ െ ݁ି
TIౣTభ
݁ି
TIమTభ െ ݁ି
TIౣTభ
൪
ଶ
, TIଵ ് TIଶ (22)
The fitting model has only one parameter, and therefore T1 is obtained using a one-dimensional 
search.  
A least square non-linear fitting procedure will be carried out for estimating T1 by searching the 
minimum absolute difference for both sides of Equation (22).  
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Figure 9 The change of T1 relaxation curve (computer simulation) due to normalization factor which 
magnetization is not at fully relaxed state. (a) Original measure curve without transformation. (b) With 
transformation 
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3.5 Selection of Points and Polarity Restoration 
3.5.1 The selection of TIm, and the (TI1, TI2) Pair 
Three measurements, for TI1, TI2, and TIm, are required for the fitting model described by 
Equation (22). Because fewer measurements are taken, it is anticipated that this method is very 
sensitive to the selection of inversion times. Since TIm is only used as a normalization factor and 
has to be the maximum TI, the remaining sequence parameters to be determined are TI1 and TI2. 
From Figure 9 and Equation (18), it is rather clear that TIm should be as close as possible to TR 
to prevent the curve from being further distorted. Besides, there is good evidence showing that it 
is very important to choose TIm as close to TR as possible in order to increase the precision, 
especially for high T1 values.50 The actual options for TIm may be confined by hardware 
limitations and the design of a sequence. Once TIm is determined, theoretically, we can estimate 
T1 accurately by using any two measurements in the low TI range (100 to1300 ms) by taking the 
logarithmic transformation, ln(1-Ri). However, statistical measurement errors in each scan will 
seriously affect the precision of the estimated T1. Without properly choosing TI1 and TI2, it is 
possible to achieve a large error when estimating T1 and the results may become unpredictable. 
In order to minimize the estimation error, the standard deviation of the estimated T1, σT1, must be 
minimized by choosing the optimal TI pair. Assuming that TIm is pre-determined, this 
minimization can be carried out by the theory for the propagation of errors.28,30,51 The evaluation 
of σT1 is in fact identical to the two-point models which have been previously mentioned.28,32 
Therefore, we have obtained the T1 variance σT12 as:  
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 σTభ ଶ ൌ
Sଵଶ ൅ Sଶଶ
Sଶ ∂Sଵ∂Tଵ െ Sଵ
∂Sଶ∂Tଵ
σୱଶ (23) 
where σs2 is the variance of the measured signal. To simplify the case, we assume that every 
acquired signal has the same constant variance although this assumption may not be completely 
true.52 The inconstancy for the variance of acquired signals is also observed in our preliminary 
results for signal analysis. Therefore, we will later perform an independent analysis to validate 
this assumption and adjust Equation (23) if necessary. A further derivation can be done by 
introducing the standard equation of T1 relaxation with the assumption of ideal condition, which 
is only used here to simplify the case. 
 σTଵ
Tଵ ൌ
σୱ
2S଴ ൬
Tଵ
TIଶ െ TIଵ൰
ටeି
ଶTIభTభ ൅ eି
ଶTIమTభ
e
ିሺTIభାTIమሻTభ
 (24) 
 
TI1 and TI2 must be different to avoid the singularity from the term 1/(TI2-TI1) from equation 
(24). On the other hand, TI2 should have a good SNR, which is defined as (S/σs), to avoid the 
potentially increasing of error for measuring T1 due to the counterbalanced effect between 
1/(TI2-TI1) and 1/exp(-(TI1+TI2)/TI1. 
 
3.6 Polarity Restoration 
MR images are generally displayed in magnitude form so that tissues can be readily visualized 
without considering signal phase and polarity. The lack of the support for real (signed) signal 
values, however, can seriously deteriorate the accuracy of T1 estimation. This can be critical in 
running most of the curve fitting algorithms. Figure 10 shows a typical example where the signal 
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obtained around TI = 550 ms is vague. The estimated T1 using LS fitting algorithm can result in 
more than 3% error if the signal sign at TI = 550 ms is determined improperly. In the TESO-
IRFSE method15, Zhu proposed a fitting discrepancy measure designed to use only the absolute 
measurement values to calculate T1.  
 D ൌ ተተ෍ ฬ
S୧
S୫ฬ െ ተ
ተ
ቆ1 െ ݁ି
TI౟Tభ ቇ െ ୧݂୬୴ · ቆ݁ି
TI౟Tభ െ ݁ି
ሺTRିTEሻ
Tభ ቇ
ቆ1 െ ݁ି
TIౣTభ ቇ െ ୧݂୬୴ · ቆ݁ି
TIౣTభ െ ݁ି
ሺTRିTEሻ
Tభ ቇ
ተተ
୬ିଵ
୧ୀଵ
ተተ (25)
Equation (16) seems to be able to avoid the polarity issue but in fact, the error caused by loss of 
signal polarity persists if a measurement value is too close to zero. While this is a reasonable 
mean to avoid the limitations of scanner hardware or measurement protocol, the uncertainty of 
the zero-crossing point will eventually become a critical issue, especially for longer T1 values.  
The issue of uncertainty of the zero-crossing point can be easily solved by obtaining the true 
signed signal.  For clinical MRI applications, unfortunately, the true signed signals may not be 
always available due to the limitations of scanner hardware or sequence protocol. Although 
obtaining the true signed signals is the best solution, an alternate, reasonable solution for 
restoring the polarity of signals can be very helpful.  
Several approaches to restore the magnetization polarity have been proposed.8,46,53-57 Bakker et al 
46 proposed a method that searches the zero-crossing point using a weighted second-order 
polynomial with magnitude data by assuming the one with lowest intensity has a known polarity. 
Instead of running the numerical search on an exponential model, the quadratic function provides 
a better efficiency in polarity restoring procedure. Additionally, the zero-crossing searching 
method does not require a modification of the current sequence or an extra reference scan.56 A 
later review37, however, suggested that with current level of available computer power, it would 
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be better to fit the magnitude data the correct exponential formula rather than with a quadratic 
function. Besides, Bakker’s approach would fail for very long or very short T1.  
Other approaches53,54,56,57 try to restore magnetization polarity by using a phase correction 
technique, which usually require a slight modification of the sequence and an additional scan. An 
interesting solution proposed by Kim et al55 to solve the loss of polarity information does not 
intend to explicitly restore the magnetization polarity. Instead, they add an offset to each image 
from the one with longest TI to produce a set of signals with only positive intensities. The 
resulting signal is a monotonic exponential decay and therefore is more suitable to be used in the 
exponential fitting routine according to the T1 relaxation equation. The drawback of this method 
is that additional noise is introduced by the subtraction procedure and a traditional SE data 
acquisition is preferred to minimize such noise. A more recent publication proposed a new 
multipoint fitting model that is more robust to solve SE multipoint T1 mapping problem.8 Their 
RD-NLS-PR (reduced dimension nonlinear least square with polarity restoration) method solves 
the missing signal polarity issue statistically with only magnitude data and does not require 
searching the zero-crossing time directly.  
The methods mentioned above are usually more applicable to multipoint fitting algorithms, and 
therefore, restoring magnetization polarity may not be easily achievable for a limited number of 
acquisition data points as is in the case for method we have proposed in previous section. When 
an additional scan or a modification of the sequence is not realistic, a slight modification to 
Barral’s method8 seems to be the best solution. 
Because the general T1 relaxation function given by Equations (7) and (9), always assume a 
monotonically increasing function, we are able to solve the loss of signal polarity issue by 
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combining the T1 relaxation function with a polarity restoration function.8 We first define the 
sign-shifting function γ as  
 γTI౤౫ౢౢሺTI୧ሻ ൌ ൜
െ1, TI ൑ TI୬୳୪୪
1, TI ൐ TI୬୳୪୪ (26)
where the zero-crossing point (TInull) is defined such that 
 ቆ1 െ ݁ି
TI౤౫ౢౢTభ ቇ െ ୧݂୬୴ ቆ1 െ ݁ି
T౩౦_౪౥_ౘ౛౜౥౨౛_IR
Tభ ቇ ݁ି
TI౤౫ౢౢTభ ൌ 0 (27)
and finv is a constant indicating an imperfect inversion recovery RF pulse. Although it is possible 
to estimate finv with a two-parameter fitting method described in Equation (25), an adequate, 
fixed value of finv is satisfactory to be used in the polarity restoration procedure. A value of 0.85 
to 0.95 is suggested with other multipoint fitting methods.15,20 It would be reasonable to use a 
smaller value of finv for real tissues and a larger value for a phantom simulation. 
Since the magnetization is zero at TInull, we let TI2 = TInull in Equation (21) 
 ln ൬1 െ SଵS୫൰ ൌ ln ቌ
݁ି
TIభTభ െ ݁ି
TIౣTభ
݁ି
TI౤౫ౢౢTభ െ ݁ି
TIౣTభ
ቍ (28)
Thus, T1 and TInull can be estimated by minimizing the following fitting model 
 JTI౤౫ౢౢ ൌ ቎෍ ቎γTI౤౫ౢౢሺTI୧ሻ ൬1 െ
S୧
S୫൰ െ ቌ
݁ି
TI౟Tభ െ ݁ି
TIౣTభ
݁ି
TI౤౫ౢౢTభ െ ݁ି
TIౣTభ
ቍ቏
ଶ
୧ୀଵ
቏
ଶ
 (29)
One will need to perform a 3-D search using the optimization criterion in Equation (29). The 
case, however, can be simplified because the value of TInull is available from Equation (28): 
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 TI୬୳୪୪ ൌ Tଵ ൭ln ൬1 െ
Sଵ
S୫൰ െ ln ቆ݁
ିTIభTభ െ SଵS୫ ݁
ିTIౣTభ ቇ൱ (30)
With the basic assumption that the signal intensity is increasing and TI2 > TI1, thus, running a 1-
D search two times using Equation (22) is adequate. The best solution will be the computed (T1, 
TInull) pair which satisfies the following estimate: 
 ሺTଵ|TI୬୳୪୪ሻ ൌ arg minTభ ቈቤቆ1 െ ݁
ିTI౤౫ౢౢTభ ቇ െ ୧݂୬୴ ቆ1 െ ݁ି
T౩౦_౪౥_ౘ౛౜౥౨౛_IR
Tభ ቇ ݁ି
TI౤౫ౢౢTభ ቤ቉ (31)
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Figure 10 
The improvement of T1 estimation if the sign of the measured value can be restored. 
 
0 500 1000 1500 2000 2500 3000
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
TI(ms)
M
ea
su
re
d 
V
al
ue
, N
or
m
al
iz
ed
 
 
←Absolute:Estimated T1 = 834←Possible Real: Estimated T1 = 853
True T1 = 874
Absolute:Measured
Absolute:Estimated
Possible Real: Measured
Possible Real: Estimated
400 450 500 550 600 650 700
-0.1
-0.05
0
0.05
0.1
TI(ms)
M
ea
su
re
d 
V
al
ue
, N
or
m
al
iz
ed
 
 
←Absolute:Estimated T1 = 834
←Possible Real: Estimated T1 = 853
True T1 = 874
Absolute:Measured
Absolute:Estimated
Possible Real: Measured
Possible Real: Estimated
 
 
54 
 
3.7 Experiment Design and Sequence Protocol Settings 
3.7.1 Phantom Development and True T1 measurement  
A tissue-mimicking phantom was developed to evaluate the performance and accuracy of the 
proposed T1 mapping methods. The material of the phantom is made of nickel-doped agarose gel 
according to the method developed by Kraft et.al. 58 The proton relaxation time for this type of 
gel is less sensitive to temperature and magnetic field fluctuations. Therefore, this material is the 
best choice for use in quantitative relaxometry.  
 
Figure 11 Phantom for evaluation of T1 mapping method 
 
 
The phantom designed in our experiment consists of 11 tubes containing the nickel-doped 
agarose gels with known T1 and T2 values. Each tube was carefully filled with 50 ml of gel 
solution and sealed properly. Ideally, desired T1 and T2 values distributed uniformly so each 
phantom tube holds only one T1 and T2 values. Table 1 lists the amount of each component 
added in the tube to achieve the required relaxation time. The T1 range from approximately 550 
to 1250 ms was selected for creating these tubes. For T2, range is from approximately 60 to 110 
1 2 
3 4 5 6 
7 8 9  NULL 
10 11 
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ms. The ranges of T1 and T2 are selected according to the normal range of normal brain tissues 
measured with a 1.5 T MR scanner.15,41,59 Labels were then marked on each tube for clear visual 
identification. After preparation, all tubes were inserted into a precut block of polystyrene filled 
with deionized water. There are 12 holes in the block but only one hole (position for Tube 
number 10) is left unused for effortless orientation identification (Figure 11).  
Table 1 MRI phantom tube configuration and T1/T2 values of gels 
T1, ms T2, ms 
Total Vol, 
(mL) 
X, Ni 
(mM) 
Y, % 
Agar 
Stock Ni 
add, (mL)
Agarose 
add, (g) 
Water 
add (mL) Tissue 
600 80 50 1.94 1.2381 0.970 0.627 49.030 WM, brain: 1.5 T
700 80 50 1.59 1.2653 0.793 0.641 49.207 WM, brain: 1.5 T
750 80 50 1.44 1.2762 0.557 0.513 49.278 WM, brain: 3.0 T
850 100 50 1.21 1.0084 0.605 0.513 49.395 GM, brain: 1.5 T 
900 100 50 1.11 1.0159 0.557 0.513 49.443 GM, brain: 1.5 T 
950 100 50 1.03 1.0226 0.513 0.517 49.487 GM, brain: 3.0 T 
1200 100 50 0.7 1.0476 0.350 0.929 49.650 GM, brain: 3.0 T
 
Before using the tissue mimicking phantom for actual T1 mapping, we verified if the designed 
phantom gel tubes meet the specific requirements. This was achieved by using NMR 
spectroscopy, which achieves very high accuracy at the cost of losing all spatial information. A 
Bruker Biospec NMR spectrometer 24/40 at 2.4 T was used to measure the T1 values of these 
tubes with the gold standard method described in Section 2.3.1. Three different sets of TIs were 
selected for different ranges of T1 subjects and were listed in Table 2.  
The values measured using NMR spectroscopy are then considered the true T1 values and used 
as a reference in later comparisons and analyses.  
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Table 2 Sets of TI values for NMR T1 measurement 
T1 up to 750 ms T1 up to 1000 ms T1 up to 1500 ms 
TI (ms) TI (ms) TI (ms) 
30 30 30 
100 150 200 
300 400 600 
600 700 1200 
1000 1300 2200 
1800 2500 3500 
2800 4000 5000 
4000 6000 7500 
 
3.7.2 The Sequence Development Tools Environment 
We had obtained the TESO-IRFSE sequence developed by Dr Zhu15 for preliminary studies on a 
3 T medical system scanner (GE Healthcare, Waukesha, WI). Shortly thereafter, the GE scanner 
has been phased out though in favor of a more recent 1.5 T Siemens Magnetom Avanto (Siemens 
Medical Systems, Iselin, NJ). Unfortunately, the sequence developed for the GE system using 
EPIC (Environment for Pulse programming In C) was not compatible with the Siemens sequence 
programming environment, IDEA (Integrated Development Environment Applications). In order 
to make the required modifications to the current pulse sequence, it was necessary to study the 
Siemens sequence programming environment.  
The programming software used by Siemens is IDEA, a C++ programming environment 
working under the Microsoft Windows XP operating system. IDEA allows developers to 
simulate the measurement and image calculation of the Magnetom scanner. It is an integrated 
package that consists of several tools: a sequence programming environment including a C++ 
compiler, (SDE, Figure 12), a pulse sequence test run and simulation tool (Figure 13) ), an image 
reconstruction tool (Image Calculation Environment, or ICE), and a sequence protocol editor 
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(POET, Figure 19). In addition, the IDEA environment relies on a pre-installed C++ compiler to 
generate executable sequences.  
 
 
Figure 12 The Siemens IDEA SDE common window 
 
 
Figure 13 The Siemens IDEA protocol editor (right) and simulation tool (left). 
 
After scanning, the reconstruction process is performed by the ICE (Image Calculation 
Environment) program specified in sequence. Several built-in ICE programs for standard 2D or 
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3D reconstruction can be selected in the sequence to satisfy the purpose of examination. Image 
processing during the scan (in online mode) is also available to reduce the processing time for 
image reconstruction following scan completion. The ICE program performs reconstruction of 
the raw data using the Fourier Transform, and outputs the images and related medical 
information to a file in the DICOM (Digital Imaging and Communications in Medicine) format. 
60 
3.7.3 MRI experiments and Image Processing 
Experiments were performed with a 1.5 T Siemens Magnetom Avanto (Siemens Medical 
Systems, Iselin, NJ) scanner using the phantom described in Section 3.7.1. The IR-FSE sequence 
was used to obtain the T1 signal from the subjects. A head coil was placed around the phantom. 
In order to minimize the effect of T2 recovery, a minimal echo time (usually 12 ms) has been 
used. Other common parameters are: flip angle θinv = 180°, slice thickness = 5 mm, slice gap = 5 
mm, pixel bandwidth = 130 Hz/pixel, field of view = 200 × 200 mm2, and matrix size = 256 × 
256. The obtained signals were stored in real values with proper sign information. Only two 
slices were obtained for the phantom study in order to avoid possible tissue magnetization 
transfer effects. For the human brain study, 4 slices were obtained.  
To evaluate the effect of using a short repetition time, both TR = 2500 and TR = 3000 ms have 
been used. To examine the signal loss with larger turbo factors, factors of 4, 8, and 16 have been 
used. The choice of inversion time varied from one experiment to another and will be discussed 
in the next chapter. 
For performing curve fitting, post-processing, T1 mapping reconstruction, and simulations, 
mathematical tool Matlab (The Math Work Inc., Natick, MA. Version 7.5.0.342 (R2007b)) is 
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utilized to process and analyze measured data. More specifically, the Matlab subroutine 
“lsqnonlin” is often used for solving the non-linear least square optimization problems. The 
measured data, DICOM format, were downloaded from the MR scanner to a personal computer 
running the Microsoft Windows system (Windows XP SP3, Microsoft, Redmond, WA).  
 
Figure 14 
Region of Interest (ROI) in a tube. N = 437. Points with a cross marker indicate the ROI. 
 
Each slice of an MRI study was reordered and reorganized as a matrix for further analysis. A 
mask with pre-selected regions-of-interest (ROIs) was applied to the images prior to curve fitting, 
so that only pixels within the gel tubes were processed (Figure 14). In vivo, image processing 
methods such as region growing or edge detection can be used to select specific ROIs. After the 
fit, each voxel T1 value was stored, and the root mean square error (RMSE, equation (2)) as 
computed with respect to the true T1 values obtained from either the NMR experiment or the 
multipoint three-parameter fitting method (see Section 3.7.1). The accuracy was examined by 
comparing the RMSE for various experimental setting as well as different fitting methods. 
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Chapter 4 Results 
 
 
 
 
4.1 Phantom Signal Acquisition 
Table 3 and Table 4 present the signal values acquired during the phantom study. The signal 
value is the (signed) intensity value of each voxel obtained after reconstruction from the k-space. 
These values, as obtained from the scanner, are normalized, dimensionless quantities. Since 
signal polarity information is available with the FSE sequence, MR signals measured with TR = 
3 s were stored as real values with proper sign information, as shown in Table 3. The same gel 
tubes were also measured with TR = 2.5 s with other settings unchanged. Results are shown in 
Table 4. Both experiments used a turbo factor ETL = 4. 
Table 3(a) shows the mean values from a pre-selected region of interest (ROI) which contains 
the number of samples N = 437 voxels for each of the two slices (i.e. total N = 2×437 = 874 
voxels) for each tube. The true T1 value is listed together with the mean signal S(TI). Table 3(b) 
and Table 4(b) list the corresponding standard deviation for the results listed in Table 3(a) and 
Table 4(a), respectively. The inversion time (TI) in each phantom simulation was selected in a 
nonlinear manner, with smaller increments around the possible zero-crossing point and with 
somewhat larger increments when the magnetization approaches equilibrium. For the experiment
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 using TR = 3 s, the signals were measured at TI = [100, 400, 700, 1000, 1300, 1700, 2000, 2300, 
2880] ms; for the experiment using 2.5 s TR, the signals were measured at TI = [23, 300, 600, 
900, 1200, 1500, 1800, 2100, 2380] ms. The maximum TI (TIm) is the largest possible TI 
allowed by the scanner given the pre-selected repetition time TR. For our two experiments, TIm 
is 2880 ms and 2380 ms, respectively. In total, there were 9 TI points obtained in order to 
achieve the full dynamic range of the longitudinal relaxation curve for further comparison with 
the multipoint and three-point subtraction methods. The results are listed in the first column of 
Table 3 and Table 4. 
The true T1 values displayed in Table 3 and Table 4 were measured using the gold standard 
NMR method spectroscopically described in Section3.7.1. The NMR T1 values are considered as 
true T1 values for accuracy assessment.  
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Table 3 (a) Mean of Signal Acquired with the Siemens FSE Sequence at 1.5 T with TR = 3 s and ETL = 4 
Tube 1 2 3 4 5 6 7 8 9 10 
True T1 
T1 (ms) 576 575 682 737 734 834 875 903 907 1258 
TI 
(ms) Mean of the MR Signal 
100 -949.8 -872.1 -1040.8 -1012.4 -933.1 -1323.5 -1177.1 -1084.32 -1384.9 -1165.8
400 104.3 80.8 -43.07 -95.5 -92.4 -251.3 -261.4 -256.2 -341.3 -464.8
700 658.8 584.6 519.0 432.6 394.2 394.7 301.2 256.0 304.5 4.5
1000 995.3 892.2 889.9 793.6 725.6 861.2 712.1 633.8 788.5 389.1
1300 1192.8 1077.6 1125.2 1029.5 944.8 1182.6 1002.0 903.2 1133.8 687.8
1700 1335.8 1210.9 1310.7 1223.1 1123.7 1458.9 1254.8 1143.2 1441.6 986.0
2000 1392.2 1263.5 1391.6 1311.5 1205.6 1593.0 1380.5 1260.3 1595.9 1152.3
2300 1424.5 1297.5 1444.1 1368.7 1260.5 1685.0 1469.6 1348.1 1707.1 1281.6
2880 1457.8 1324.6 1497.1 1432.1 1316.7 1789.2 1570.7 1446.0 1838.6 1457.1
(b) Standard Deviation for the same study 
Tube 1 2 3 4 5 6 7 8 9 10 
TI 
(ms) Standard Deviation of the MR Signal 
100 31.1 20.5 30.1 25.8 22.3 43.4 35.7 34.6 56.7 36.3
400 11.0 13.8 9.4 10.7 13.5 14.6 12.1 17.9 16.6 16.3
700 21.2 13.4 17.6 14.9 12.1 15.9 13.8 11.9 17.3 10.3
1000 30.6 21.3 26.1 23.8 18.8 29.9 25.0 21.9 36.6 18.1
1300 39.8 26.4 33.1 30.8 23.4 39.7 33.3 30.2 49.9 24.9
1700 44.7 30.78 38.0 35.8 28.1 50.2 40.6 39.5 63.6 32.9
2000 47.6 32.2 40.8 38.8 29.4 53.5 43.6 41.2 68.2 38.3
2300 48.6 34.4 42.2 40.8 31.2 58.3 47.1 46.2 73. 41.7
2880 50.6 34.6 44.5 42.4 33.1 61.0 49.7 49.0 79.3 46.2
 
  
 
 
63 
 
Table 4 
(a) Mean of Signal Acquired with the Siemens FSE Sequence at 1.5 T with TR = 2.5 s and ETL = 4 
Tube 1 2 3 4 5 6 7 8 9 10 
True T1 
T1 (ms) 576 575 682 737 734 834 875 903 907 1258 
TI 
(ms) Mean of the MR Signal 
23 -1284.9 -1171.5 -1331.1 -1263.9 -1163.0 -1595.4 -1405.8 -1284.5 -1629.5 -1279.9
300 -149.2 -149.5 -282.4 -309.7 -290.1 -496.7 -468.9 -440.6 -571.4 -589.8
600 510.9 451.3 372.6 295.0 268.7 236.3 164.7 133.6 152.6 -82.5
900 911.5 816.8 802.1 707.1 648.5 761.9 627.2 557.0 691.3 333.8
1200 1146.9 1034.8 1075.0 978.4 900.1 1125.6 951.1 857.8 1077.9 657.9
1500 1288.90 1167.0 1254.3 1158.8 1066.5 1374.8 1181.9 1072.0 1351.6 912.2
1800 1365.5 1238.2 1356.6 1273.4 1171.3 1543.2 1335.6 1219.3 1542.5 1106.6
2100 1412.5 1284.6 1427.4 1349.9 1243.5 1663.1 1448.9 1326.6 1683.4 1259.3
2380 1437.8 1309.4 1469.1 1397.0 1287.1 1741.8 1522.9 1399.5 1778.5 1371.1
(b) Standard Deviation for the same study 
Tube 1 2 3 4 5 6 7 8 9 10 
TI 
(ms) Standard Deviation of the MR Signal 
23 41.8 25.3 37.3 31.8 25.1 51.2 42.8 40.2 64.7 41.8
300 12.1 18.8 12.4 11.8 17.1 18.9 15.4 21.9 25.0 19.3
600 17.3 10.8 13.9 12.1 10.2 12.0 11.5 11.1 12.5 10.5
900 29.4 19.1 24.7 22.3 16.9 26.9 22.5 20.6 32.1 15.7
1200 39.1 25.4 31.9 29.0 21.7 38.8 31.8 29.8 47.8 24.0
1500 43.8 29.4 38.6 34.5 25.8 46.1 37.6 36.5 57.1 30.9
1800 47.2 32.7 40.7 38.0 29.3 52.4 42.4 42.6 66.7 36.9
2100 48.1 33.2 42.7 40.1 30.0 56.5 46.0 44.4 71.2 40.4
2380 50.6 35.7 43.8 41.6 32.0 59.4 48.4 47.6 76.2 44.0
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4.2 Noise Analysis 
4.2.1 The Statistical Error of Measurements  
The variance of the measured signal indicates the error during the data acquisition. This type of 
error can represent the noise that caused by the background. Table 3 and Table 4 both clearly 
show that the standard deviation of the measured signals varied for different TIs. To better point 
this out, the standard deviation is plotted from low TI to high TI measurements at different T1 
subjects in Figure 15. Figure 15 also compares the measured signal for the two different value of 
the repetition time. 
A dip is clearly seen in the Figure 15. The minimum is located in the lower TI range, but not for 
the lowest TI. As T1 increases, the TI corresponding to the minimum error also increases. We 
find that the minimum position corresponds to the minimal signal strength obtained from Table 3 
and Table 4, i.e. the minimal error is found around the zero-crossing time, TInull, where the 
magnetization strength is zero. It is worth mentioning that although the measurement around 
TInull has a smallest error, the measurement value could be pure noise due to system 
imperfections or dielectric effects of surrounding tissue if one of the measurements has set the TI 
too close to the zero-crossing time. 
The standard deviation first decreases until it reaches the global minimum, and then increases 
with increasing of TI. The overall pattern of the signal error is very similar to the absolute values 
obtained in each measurement.  
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Figure 15 Measurement error vs each TI time for different T1 subjects with the FSE sequence 
 
The relationship between the measured signal and its noise is plotted in Figure 16. It can be 
expected that the signal to noise plot show similar pattern as the plot in Figure 15 since the 
measured signals increase monotonically with TI. From Figure 16, we observe that the noise is 
small around the signal null (signal strength = 0). In addition, for positive signals, there is a 
strong correlation between the signal and the error, signals larger than zero show a very strong 
positive linear correlation for any T1 subject (correlation coefficient > 0.9, p-value < 0.0001).  
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Figure 16 The measurement signals vs Statistical Signal Error 
 
4.2.2 The Signal-to-Noise-Ratio (SNR) of Measurements  
Although it is easy to notice from Figure 15 that the noise changed with varying TI values, the 
signal quality is not revealed by checking the mean and standard deviation alone. It makes more 
sense to examine the signal quality by computing the signal-to-noise-ratio (SNR) for each TI. 
The SNR is computed Si/σs and the result is plotted as a function of TI in Figure 17. It is worth 
mentioning that the definition for SNR here is different from that frequently used in MRI 
literature, which is defined as Si/σbg, where σbg is the standard deviation of the ghost-free regions 
of background outside the phantom. However, the results for σbg are nearly constant for all 
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measurements (Table 5). High SNR with the traditional definition only indicates good image 
quality but does not reveal the level of true measurement errors due to the sensitivity of the 
measuring method. Therefore, the SNR analysis will give more meaningful results by using the 
presented definition. 
 
Table 5 The standard deviation measured outside the phantom. 
TI(ms) 100 400 700 1000 1300 1700 2000 2300 2880 
σbg 10.249 8.999 9.227 9.801 10.551 11.399 12.002 12.592 12.532 
 
A dip is observed in Figure 17 and the global minimum also matches the position found in 
Figure 15 as well as the approximate zero-crossing time obtained from Table 3 or Table 4. One 
of the measurement value at 700 ms TI with 3 s TR (marked with a star) has SNR = 0.44, which 
might indicate that the signal intensity was mostly noise. After reaching the minimum, the SNR 
increases rapidly and reaches a plateau after TI = 1300 ms for TR = 3.0 s or TI = 1200 ms for TR 
= 2.5 s. For all measurements, the SNR in the plateau region is approximately equal to 30 with 
about 10% variation. Some measurements have a minimum SNR larger than 5 and the measured 
signal at that TI still contains useful information about T1 , so it can be used in any of the fitting 
methods that we evaluated. However, the effect of such measurements to the accuracy for 
multipoint fitting and three-point subtraction fitting method needs to be further examined. 
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Figure 17 Signal-to-Noise Ratio (SNR) as a function of TI in IR-FSE for different T1 subjects 
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4.3 Comparative Analysis of Fitting Algorithms 
4.3.1 Two-Parameter fitting vs. Three-Parameter Fitting 
The T1 image reconstruction algorithm has been optimized for computational efficiency, 
resulting in a reduction of reconstruction time by a factor of three. The processing speed, 
however, highly depends on computer's processor speed and the size of computer memory. The 
computational efficiency can be therefore further improved by using a more powerful 
computation engine. 
In the early discussion (Section 3.1), a new two-parameter fitting model was proposed using the 
normalized general equation given by Equation (11).15 The new two-parameter fitting model is 
different from the popular two-parameter fit which assumes a perfect flip angle. 34-36 The 
normalization process removes the unknown magnetization strength and reduces the number of 
degrees of freedom to 2. A comparison is performed between the new two-parameter fitting 
model (Equation (11)) and the traditional three-parameter fitting model. Measured data from 
Table 3 and Table 4 were utilized with both models, and the results are listed in Table 6. The 
RMS T1 estimation error values are also listed in Table 6 in parentheses.  
On average, the overall accuracy is better for the two-parameter fitting model (RMS = 50.98) 
than the three-parameter mode (RMS = 58.73). If we examine the individual tubes, the fitting 
imprecision (standard deviation) is generally the same for both fitting models and slightly 
increasing with increasing T1. The larger RMS error for the three-parameter model results from a 
higher level of underestimation in the average T1 values. This underestimation, which has been 
reported in many articles15,17,41,42,43, is generally found in both models (Table 7). The 
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combination effect of relative error and mean error causes the RMS error of the largest T1 to be 
almost 4 times higher than for the smallest T1 subject.  
Table 6 Phantom T1 Comparison Study between Two-Parameter Fitting and Three-Parameter Fitting with IRFSE 
TR > 10T1 TR = 3 s, 4 ETL TR = 2.5 s, 4 ETL 
True 
T1(ms)  
T1(ms) from two-
parameter Fitting 
T1(ms) from three-
parameter Fitting 
T1(ms) from two-
parameter Fitting 
T1(ms) from three-
parameter Fitting 
576 551±10 (26.72)* 543±8 (33.79) 548±10 (29.55) 542±7 (34.61) 
575 558±12 (20.38) 554±12 (24.67) 558±12 (20.60) 552±12 (26.31) 
682 646±11 (37.99) 637±8 (45.54) 643±11 (40.53) 636±9 (46.52) 
737 694±12 (44.90) 685±11 (53.45) 693±13 (46.04) 685± 12(53.34) 
734 696±13 (40.43) 688±12 (47.39) 696±14 (41.03) 689±14 (47.49) 
834 784±11 (50.99) 776±10 (58.84) 786±11 (49.52) 777±10 (57.55) 
875 822±12 (54.54)  814±12 (61.62) 822±14 (54.94) 814±13 (61.85) 
903 846±16 (59.55) 838±16 (66.66) 847±16 (57.92) 839±16 (66.19) 
907 861±12 (47.47) 853±12 (55.37) 864±13 (44.93) 855±12 (52.81) 
1258 1170±26 (92.09) 1156±21 (103.91) 1167±31 (96.55) 1161±27 (100.79) 
Aggregate 
RMSE (50.98) (58.73) (51.76) (58.73) 
*RMSE compared to true T1 is indicated inside parentheses after each T1 value. 
 
Table 7 Relative Error for Different Fitting Models shows general T1 underestimation 
TR > 10T1 TR = 3 s, 4 ETL TR = 2.5 s, 4 ETL 
True 
T1(ms) 
T1 relative Error 
from two-parameter 
Fitting 
T1 relative Error from 
three-parameter 
Fitting 
T1 relative Error
from two-parameter 
Fitting 
T1 relative Error
from three-parameter 
Fitting 
576 -0.043 -0.057 -0.048 -0.059 
575 -0.029 -0.037 -0.029 -0.041 
682 -0.053 -0.066 -0.057 -0.067 
737 -0.059 -0.071 -0.060 -0.071 
734 -0.052 -0.062 -0.052 -0.062 
834 -0.060 -0.069 -0.058 -0.068 
875 -0.061 -0.069 -0.061 -0.069 
903 -0.064 -0.072 -0.062 -0.071 
907 -0.051 -0.060 -0.047 -0.057 
1258 -0.070 -0.081 -0.073 -0.077 
 
If the T1 underestimation error remains at the same level, it is suitable to correct the systematical 
underestimation with a linear regression function described in section 3.2 and equation (12). A 
clear linear relationship between the longitudinal relaxation rate (1/T1) with two-parameter or 
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three-parameter fitting models and the NMR measurement is found based on the same gel 
phantom tubes. The relationship is plotted in Figure 18.  
 
Figure 18 Linear Relationship between Estimated T1 and True T1 for 3 s TR experiment 
 
We use the linear relationship to convert the estimated T1 results from either fitting mode to the 
equivalent measurement with the NMR measuring method. For the two-parameter fitting, the 
regression function is  
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with R square = 0.99934 (1 means perfect fit). For the three-parameter fitting, the regression 
function is  
 
1
True Tଵ ൌ െ5.8168 ൈ 10
ିହ ൅ 0.9792Estimated Tଵ (33)
 
with R square = 0.99905.  
 
4.3.2 Remaining Parameters 
Although these parameters are seldom discussed, it would be beneficial to examine the validation 
of data by checking the consistency of the remaining parameters used in the fitting model. For 
the two-parameter fitting model, the remaining fitting parameter is the effective spin inversion 
fraction (finv) which indicates the pulse imperfection and all possible effects that may lead to 
signal distortion; for the three-parameter fitting model, the remaining fitting parameters are the 
effective spin inversion fraction (finv) and the S0 parameter in Equation (7), defined as  
 ܵ଴ ൌ ݇ · ܯ଴ · ݁ି
TE
Tమ  (34)
The results for the estimated finv are listed in Table 8. They indicate that the inversion pulse had 
at least 95% effectiveness on the testing subjects. Nevertheless, a strong linear correlation is 
found between T1 and finv with correlation coefficient equal to -0.944, which indicates that the finv 
decreases with increased T1. The p-value for this linear relationship is less than 0.0001 which 
indicates that the linear correlation has statistical significance.  
Although we have observed noticeable differences for the estimated T1 with different fitting 
models, we do not see any significant differences for finv with different fitting models. The 
estimated error for finv is usually less than 2% and therefore, is negligible. One should notice that 
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the finv assumes that the system imperfection causes the same amount of inversion variations on 
the every voxel within the ROIs. We can only use finv to evaluate the average effect of pulse 
imperfection as well as the possible signal distortion, but it does not represent the pulse 
effectiveness during each scan.  
 
Table 8 The inversion fraction, finv obtained using Two-Parameter Fitting and Three-Parameter Fitting with IR-FSE 
TR > 10T1 TR = 3 s, 4 ETL TR = 2.5 s, 4 ETL 
True 
T1(ms)  
finv from two-
parameter Fitting 
finv from three-
parameter Fitting 
finv from two-
parameter Fitting 
finv from three-
parameter Fitting 
576 0.9806±0.0178  0.9833±0.0165  0.9717±0.0176  0.9689±0.0166  
575 0.9843±0.0185 0.9840±0.0172 0.9711±0.0170 0.9690±0.0156
682 0.9799±0.0171 0.9796±0.0169 0.9701±0.0171 0.9667±0.0165 
737 0.9724±0.0180 0.9715±0.0179 0.9624±0.0190 0.9580±0.0193 
734 0.9736±0.0190 0.9712±0.0179 0.9610±0.0188 0.9569±0.0171 
834 0.9771±0.0170 0.9737±0.0175 0.9696±0.0155 0.9596±0.0157 
875 0.9766±0.0169 0.9726±0.0171 0.9678±0.0161 0.9625±0.0159 
903 0.9705±0.0178 0.9659±0.0170 0.9598±0.0146 0.9550±0.0129 
907 0.9701±0.0180 0.9658±0.0181 0.9567±0.0153 0.9518±0.0154 
1258 0.9561±0.0221 0.9561±0.0178 0.9514±0.0207 0.9457±0.0191 
    
 
 
Table 9 The Estimated Magnitude at Full relaxation for TR = 3 s and TR = 2.5 s experiments.  
TR > 10T1 TR = 3 s, 4 ETL TR = 2.5 s, 4 ETL 
True 
T1(ms) 
Estimated S0  Estimated S0  
576 1458.28±50.79 1453.34±50.83 
575 1328.68±36.21 1324.08±37.82 
682 1507.72±44.25 1503.45±45.87 
737 1447.57±43.59 1440.48±44.57 
734 1332.86±34.47 1328.38±35.70 
834 1830.35±63.77 1827.99±63.45 
875 1615.25±51.44 1612.10±51.55 
903 1492.30±52.96 1488.59±59.30 
907 1901.06±82.28 1899.32±82.03 
1258 1592.23±51.52 1587.10±52.57 
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The estimated S0 values are listed in Table 9. The linear correlation between the estimated S0 and 
the estimated T1 is not statistically significant (p-value = 0.16 > 0.05 with correlation coefficient 
= 0.4511). Since the TE in Equation (34) is always set to the minimal possible value, the effect 
of T2 should be reasonably neglected.  
4.3.3 Correction with Weighted Fitting Model 
The RMS T1 estimation error values are listed in Table 10 for the 10 tubes and values of α 
ranging from -0.2 to +1.0. As anticipated, using different weights for the terms corresponding to 
different inversion times in Equation (5) leads to a reduction in estimation error for each of the 
tubes compared to the case with no weights (α = 0). An aggregate estimation error is also 
computed and reported in the last column of the Table 10. The variation of the aggregate error 
with α is shown in Figure 3. We observe an overall reduction in estimation error by 36% when α 
≈ 0.7 is used. The optimum α is different for phantom tubes with different relaxation time T1. We 
exploit this variation using the Table 10 to determine the optimal α for each tube. The aggregate 
RMS error is reduced to 19.47 with two pass adaptive technique. 
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Table 10 T1 estimation error RMS values for the 10 tubes and for different values of α 
Tube 1 2 3 4 5 6 7 8 9 10  
 True T1  
T1 
(ms) 576 575 682 737 734 834 875 903 907 1258 
 
α RMS Error Aggregate 
‐0.2  25.00  18.66  36.01  42.05 37.54 48.75 52.02 57.09 45.08  92.75  49.25
‐0.1  25.57  19.20  36.91  43.95 39.24 50.49 53.55 58.14 45.73  94.02  50.48
0.0  26.72  20.38  37.99  44.90 40.43 50.99 54.54 59.55 47.47  92.09  50.98
0.1  29.47  22.55  38.49  45.47 41.42 50.62 53.41 58.15 46.01  81.99  49.30
0.2  30.39  24.71  27.80  35.72 33.13 45.67 48.72 52.40 40.57  78.35  44.27
0.3  25.39  21.69  24.94  26.67 23.13 37.97 43.04 47.00 36.23  73.72  38.68
0.4  23.80  19.41  22.99  25.55 21.91 24.94 30.76 36.34 28.38  63.29  31.59
0.5  23.01  15.55  21.78  24.01 19.97 21.38 24.69 27.92 18.51  49.11  25.94
0.6  20.01  12.33  18.97  22.74 18.92 19.90 22.58 24.65 16.82  45.07  23.67
0.7  15.77  10.60  14.82  21.93 18.26 18.37 21.31 23.44 17.26  45.37  22.59
0.8  12.24  12.13  10.88  21.53 17.09 19.23 21.23 24.79 18.90  48.33  23.04
0.9  10.48  15.48  11.95  20.65 15.64 19.14 22.48 25.13 20.80  46.24  23.02
1.0  10.22  20.92  14.00  19.85 14.27 18.01 19.25 24.48 25.27  45.55  23.32
1.1  12.92  24.44  17.27  16.08 13.74 2344 23.17 21.69 25.61  46.58  24.70
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Figure 19 Aggregate Estimation Error as a Function of α 
 
 
4.3.4 The Effect of Short TR in T1 Estimation 
The estimated T1 values show very good agreement for different TR experiments using the same 
fitting method. Reducing the TR from 3 s to 2.5 s has no significant effect on the estimated T1 
accuracy. The overall accuracy for the traditional three-parameter fitting mode is exactly the 
same (RMS = 58.73) for the two experiments. For the two-parameter fitting model, the overall 
accuracy RMS = 50.98 for TR = 3 s and RMS = 51.76 for TR = 2.5 s. It is worth noticing that for 
the longest T1 phantom tube (T1 = 1258 ms), the 2.5 s TR used in the protocol is less than twice 
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its T1 value, and the T1 relaxation only returns to approximately 86% of the final value. Yet the 
precision and accuracy does not seem to be significantly affected by the reduced TR value. 
 
Table 11 Phantom T1 Comparison Study between Two-Parameter Fitting and Three-Parameter Fitting with IR-FSE 
TR > 10T1 T1(ms) from two-parameter Fitting  T1(ms) from three-parameter Fitting 
True 
T1(ms) 
TR = 3 s, 4 ETL TR = 2.5 s, 4 ETL TR = 3 s, 4 ETL  TR = 2.5 s, 4 ETL 
576 551±10 (26.72)* 548±10 (29.55) 543±8 (33.79) 542±7 (34.61) 
575 558±12 (20.38) 558±12 (20.60) 554±12 (24.67) 552±12 (26.31) 
682 646±11 (37.99) 643±11 (40.53) 637±8 (45.54) 636±9 (46.52) 
737 694±12 (44.90) 693±13 (46.04) 685±11 (53.45) 685± 12(53.34) 
734 696±13 (40.43) 696±14 (41.03) 688±12 (47.39) 689±14 (47.49) 
834 784±11 (50.99) 786±11 (49.52) 776±10 (58.84) 777±10 (57.55) 
875 822±12 (54.54)  822±14 (54.94) 814±12 (61.62) 814±13 (61.85) 
903 846±16 (59.55) 847±16 (57.92) 838±16 (66.66) 839±16 (66.19) 
907 861±12 (47.47) 864±13 (44.93) 853±12 (55.37) 855±12 (52.81) 
1258 1170±26 (92.09) 1167±31 (96.55) 1156±21 (103.91) 1161±27 (100.79) 
Aggregate 
RMSE (50.98) (51.76) (58.73) (58.73) 
*RMSE compared to true T1 is indicated inside parentheses after each T1 value. 
 
 
4.3.5 The Effect of a Larger Turbo Factor 
With multiple echoes during the acquisition time, the FSE sequence is able to reduce the total 
scan time. The total scan time can be calculated by the following equation: 
 
 Scan Time ൌ TR ൈ NPEETL  (35)
Where NPE is the number of line for phase encoding and ETL is the turbo factor. Thus, a FSE 
sequence with turbo factor 4 will be 4 time faster than the equivalent spin echo sequence. It is 
reasonable to assume that increasing the turbo factor to 8 or 16 will further increase the 
efficiency of the overall T1 measuring process. However, an undesirable accuracy decrease 
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occurs due to T2 decay effect along the echo train.61 Because the spatial resolution will depend 
on the T2 of the tissues contributing to the signal, a large echo factor cannot be used without 
impairing the spatial resolution.  
 
Figure 20 The Inversion Recovery Curve for Different ETL (ETL = 4, 8, 16) in various T1 subjects 
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Figure 21 Magnetization values for differences between turbo factors (4, 8, and 16) 
 
If the turbo factor increases from 4 to 8, the scan time decreases from 3 minutes 9 second per 
slice to 1 minute 35 seconds per slice; if the turbo factor increases to 16, the scan time is further 
reduced to 47 seconds per slice. The efficiency indeed increases 4 times when we compare a 
turbo factor of 16 to a turbo factor of 4.  
The signal variation caused by increasing the turbo factor is unpredictable. Figure 21 shows the 
difference between measurements for the different turbo factors for different T1 subjects in order 
to better compare the signal variation. Although we can observe the signal differences between 
different turbo factors, in fact, the signal strength variation is only a few milliseconds and does 
not have any statistical significance. The estimated T1 results listed in Table 12 also show a 
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slight but consistent decrease along with the increase of the turbo factor. However, the accuracy 
of the estimated T1 is reduced by approximately 20% when using a turbo factor of 16 due to the 
deterioration in precision. In addition, the accuracy is not significantly affected when changing 
the turbo factor from 4 to 8.  
 
Table 12 T1 Multiple fitting T1 results for a turbo factor of 4, 8 and 16 
TR > 10T1 TR = 3.0 s, 4 ETL TR = 3.0 s, 8 ETL TR = 3.0 s, 16 ETL 
True T1(ms) T1(ms) from Multipoint Fitting  
576 551±10 (26.72)* 551±10 (26.24) 547±16 (33.11) 
575 558±12 (20.38) 558±13 (20.88) 553±16 (20.60) 
682 646±11 (37.99) 645±13 (39.09) 639±19 (47.44) 
737 694±12 (44.90) 698±13 (41.01) 691±22 (50.85) 
734 696±13 (40.43) 698±16 (39.11) 694±22 (45.91) 
834 784±11 (50.99) 786±16 (50.49) 781±23 (57.91) 
875 822±12 (54.54) 852±18 (52.93) 818±26 (62.96) 
903 846±16 (59.55) 849±20 (56.98) 841±31 (69.96) 
907 861±12 (47.47) 861±20 (50.16) 857±29 (57.88) 
1258 1170±26 (92.09) 1174±32 (89.57) 1161±48 (108.25) 
Aggregate 
RMSE (50.98) (49.75) (59.70) 
*RMSE compared to true T1 is indicated inside parentheses after each T1 value. 
 
The linear relationship between the inverted true T1 and the inverted estimate T1 persists even 
when using a larger turbo factor. In order to verify the performance of the correction function, 
we first take half of the tubes to compute the linear regression function based on equation (12), 
and then we use the computed function to test on the remaining tubes. 
For a turbo factor of 8, the regression function is 
 
 
1
True Tଵ ൌ െ3.8512 ൈ 10
ିହ ൅ 0.9759Estimated Tଵ (36)
 
with R square = 0.9996. For a turbo factor of 16, the regression function is  
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1
True Tଵ ൌ െ2.7214 ൈ 10
ିହ ൅ 0.9601Estimated Tଵ (37)
 
with R square = 0.9994.  
 
Figure 22 Linear regression curve based on half of the selected phantom tubes 
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addition, the linear correction function is affected by the weight of signal strength, i.e. if the 
linear correction function produced from the majority of high T1 tissue, using it on low T1 tissues 
can result in unexpected overestimation.  
The results for the weighted fitting model correction algorithm are listed in Table 13 (right 
column) in the same manner as for the linear correction method. The weight, α, is dynamically 
chosen for different values of T1. The RMS error for a turbo factor of 8 increases slightly 
compared to the linear correction method, but the difference is very small (< 7%). For a turbo 
factor of 16, the RMS error is reduced by approximately 52% compared to the original fitting 
algorithm while the linear correction can reduce the RMS error by approximately 43%. We have 
observed the overall improvement from not only the difference between estimated T1 and true T1 
values, but also the estimated precision by using the correction algorithm with a weighted fitting 
model. 
Table 13 T1 estimation after applying linear correction (left column) and the weighted model correction (right column) 
TR > 10T1 T1(ms) with linear correction T1(ms) with adapted weighted  model correction  
True 
T1(ms) 
ETL = 8 ETL = 16 ETL = 8 ETL = 16  
576 N/A* N/A N/A N/A 
575 585±13 (16.80**) 585±17 (19.94) 572±12 (12.83) 572±14 (14.16) 
682 N/A N/A N/A N/A 
737 N/A N/A N/A N/A 
734 736±17 (17.43) 737±24 (23.74) 723±14 (17.06) 721±14 (18.97) 
834 N/A N/A N/A N/A 
875 874±20 (20.03)  872±28 (28.50) 861±18 (22.57) 850±16 (29.65) 
903 901±22 (21.98) 898±34 (33.95) 897±21 (22.42) 882±20 (29.00) 
907 N/A N/A N/A N/A 
1258 1262±36 (36.40) 1251±54 (54.06) 1269±42 (41.97) 1257±44 (43.97) 
Aggregate 
RMSE (23.64) (34.20) (25.41) (29.03) 
* Tubes used for generating linear regression function are marked as N/A omitted from this 
comparison.  
**RMSE compared to T1 is indicated inside parentheses after each T1 value. 
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4.4 Three-point Fitting Method 
4.4.1 Multipoint vs. Three-point Fitting Methods 
With the noise function described in Equation (24), if TI1 = 400 ms is chosen, we are able to 
determine TI2 = 1050 ms, as a maximum 
Tభ
஢Tభ
 was achieved. Therefore, TI = 1000 ms should be 
entered in the fitting model for the experiment TR = 3 s based on the data we have obtained. 
Meanwhile, TI1 = 300 ms and TI2 = 900 ms are used in the fitting for the experiment with TR = 
2.5 s. The estimated T1 results are listed in Table 14, which also lists the estimated T1 results 
from the multipoint fitting method side by side with the three-point subtraction method for 
comparison. The aggregate RMS T1 estimation error indicates that the three-point subtraction 
method is twice as accurate as the multipoint fitting method. The relative error for the 
normalized two point subtraction fitting method generally decreases from approximately 5% to 
less than 2% (Table 15), but the standard error increases from 1.5% to 2.3% compared to the 
two-parameter multipoint fitting method. Nevertheless, the Tభ஢Tభ
 of the three-point subtraction 
method decreases from 50 to 40. The Tభ஢Tభ
 indicates a slight increase of the statistical estimation 
error but the resulting value is still in the acceptable range.  
Due to fewer measurements, there is potential for a significant reduction in scan time, as well as 
in the post-processing time. The total run time for the three-point subtraction method was about 
1.8 minutes for the selected ROI and the multipoint fitting method with 9 points took 11.3 
minutes which is approximately 6 times slower.  
Table 14 also compares the estimated T1 result for TR = 3 s and TR = 2.5 s. The aggregate 
RMSE is 24.43 for TR = 3 s and 23.61 for TR = 2.5 s. There is good consistency between the 
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multipoint and the three-point fitting methods in using shorter TR. The results show that 
reducing the repetition time from 3 s to 2.5 s does not deteriorate the accuracy of the estimated 
T1.  
 
Table 14 Phantom T1 Comparison Study between Multipoint Fitting and Three-Point Fitting with IR-FSE 
TR > 10T1 TR = 3 s, 4 ETL TR = 2.5 s, 4 ETL 
True 
T1(ms) 
T1(ms) from 
Multipoint Fitting 
T1(ms) from three-
point Fitting 
T1(ms) from 
Multipoint Fitting 
T1(ms) from three-
point Fitting 
576 551±10 (26.72) 572±15 (15.92) 548±10 (29.55) 570±14 (15.50) 
575 558±12 (20.38) 583±16 (17.68) 558±12 (20.60) 581±15 (15.99) 
682 646±11 (37.99) 672±16 (18.98) 643±11 (40.53) 671±15 (19.14) 
737 694±12 (44.90) 725±19 (22.84) 693±13 (46.04) 728±18 (20.39) 
734 696±13 (40.43) 729±19 (19.50) 696±14 (41.03) 730±19 (19.27) 
834 784±11 (50.99) 821±17 (21.58) 786±11 (49.52) 824±17 (19.81) 
875 822±12 (54.54)  862±20 (23.65) 822±14 (54.94) 864±21 (22.93) 
903 846±16 (59.55) 890±22 (25.75) 847±16 (57.92) 893±21 (23.56) 
907 861±12 (47.47) 905±19 (19.07) 864±13 (44.93) 911±21 (21.66) 
1258 1170±26 (92.09) 1237±41 (45.90) 1167±31 (96.55) 1247±44 (45.40) 
Aggregate 
RMSE (50.98) (24.43) (51.76) (23.61) 
RMSE compared to true T1 is indicated inside parentheses after each T1 value. 
 
Table 15 The Relative Error Comparison between Multipoint Fitting and Three-point Fitting Model 
TR > 10T1 
T1 relative Error for TR = 3 s, 4 ETL 
 
T1 relative Error for TR = 2.5 s, 4 ETL 
True 
T1(ms) 
Multipoint two-
parameter Fitting Three-point Fitting 
Multipoint two-
parameter Fitting Three-point Fitting 
576 -0.043 -0.007 -0.048 -0.010 
575 -0.029 0.013 -0.029 0.011 
682 -0.053 -0.015 -0.057 -0.017 
737 -0.059 -0.016 -0.060 -0.006 
734 -0.052 -0.007 -0.052 -0.012 
834 -0.060 -0.016 -0.058 -0.008 
875 -0.061 -0.014 -0.061 -0.013 
903 -0.064 -0.015 -0.062 -0.011 
907 -0.051 -0.002 -0.047 0.004 
1258 -0.070 -0.016 -0.073 -0.009 
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4.4.2 The T1 Underestimation Issue 
The T1 underestimation issue which is commonly seen in FSE sequence using multipoint fitting 
model is improved. Figure 23 illustrates the distribution of the estimated T1 results for the voxels 
in a particular T1 phantom gel tube. The upper half figures in Figure 23 reveal clear T1 
underestimation when using the regular two-parameter multipoint fitting method. The 
phenomenon is prone to be significant for long T1 subjects. The variation in relative error 
appears to be systematic, and therefore it is possible to be corrected from the more accurate 
experimental data, such as the spectroscopy NMR method described in Section 3.7.1. The 
correction equations (Equation (32) and Equation (33)) were calculated and displayed previously 
in Section 4.3.1.  
By looking at the lower half of Figure 23, we notice that the three-point fitting method also 
resulted in a well-balanced distribution for every phantom gel tube. However, the distribution is 
approximately centered at zero so the T1 underestimation phenomenon is not significant and 
therefore the correction for estimated T1 when using the three-point fitting method is no longer 
necessary.  
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Figure 23 Histogram demonstrates T1 under-estimation 
4.4.3 The Effect of a Large Turbo Factor 
In Section 4.3.5, we have examined the effect of increasing the turbo factor for multipoint fitting 
methods. The same analysis is carried out for the three-point fitting method and the result is 
shown in Table 16. The aggregate RMSE is 25.31 with a turbo factor of 8 and 29.32 with a turbo 
factor of 16. The overall decreasing in accuracy is 3.6% from turbo factor 4 to turbo factor 8, 
20.02% from turbo factor 4 to turbo factor 16, and 15.84% from turbo factor 8 to turbo factor 16. 
Although the accuracy decreases in the three-point fitting method by using larger turbo factor, 
the accuracy is still twice better than using any multipoint fitting method.  
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Table 16 Three-point Fitting T1 Result for Turbo Factor 4, 8 and 16 
TR > 10T1 TR = 3.0 s, 4 ETL TR = 3.0 s, 8 ETL TR = 3.0 s, 16 ETL 
True T1(ms) T1(ms) from Three-point Fitting 
576 572±15 (15.92) 571±15 (16.19) 570±18 (18.80) 
575 583±16 (17.68) 577±16 (16.26) 579±18 (18.82) 
682 672±16 (18.98) 668±18 (22.77) 666±19 (24.85) 
737 725±19 (22.84) 729±20 (21.89) 725±22 (24.98) 
734 729±19 (19.50) 726±19 (21.06) 729±22 (22.82) 
834 821±17 (21.58) 821±18 (22.47) 827±20 (26.48) 
875 862±20 (23.65) 861±21 (25.26) 856±24 (30.43) 
903 890±22 (25.75) 892±23 (25.41) 889±26 (29.83) 
907 905±19 (19.07) 905±20 (20.13) 903±23 (22.94) 
1258 1237±41 (45.90) 1244±46 (48.51) 1246±56 (56.95) 
Aggregate 
RMSE (24.43) (25.31) (29.32) 
*RMSE compared to true T1 is indicated inside parentheses after each T1 value. 
 
 
Figure 24 The Comparison for Estimated T1 Accuracy Between Multipoint and Three-point fitting method in increasing 
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4.4.4 Polarity Restoration 
Table 17 shows the accuracy of the polarity restoration algorithm with different assumed values 
of finv. The RMSE indicates the error of estimated T1 between true measurement data and 
magnitude data, which is converted by taking absolute values of real measurements. The total 
number of estimated voxels is 9414. The result shows that the error is insignificant even for the 
assumption of a perfect IR pulse (RMSE = 3.807, Error < 0.3%). The error starts to increase 
when the IR pulse efficiency drops below 85%. The true effectiveness of the IR pulse is around 
95% to 98% from Table 8 via the multipoint curve fitting method.  
 
Table 17 The Accuracy of Polarity Restoration  
Assumption of IR 
Effectiveness (%) Error Count RMSE 
100 28 3.807 
95 0 0 
90 0 0 
85 8 1.204 
 
 
4.5 T1 Analysis for Human Brain 
Both the multipoint and the three-point methods were applied to brain T1 mapping of a healthy 
volunteer at 1.5 T. The experiment was conducted in compliance with the regulations of our 
university human research protection program. Four slices were acquired using the IR-FSE 
sequence, and the following parameters were used: TR = 3000 ms, TE = 12 ms, TI = [300, 800, 
1300, 2300, 2800] ms, flip angle = 180°, turbo factor = 4, slice thickness = 5 mm, slice gap = 5 
mm, pixel bandwidth = 130 Hz/pixel, field of view = 200 × 200 mm2, and matrix size = 256 × 
256. Each scan, with six TI values, took 3 min 09 sec.  
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Figure 25 shows the T1 map of the four imaged brain slices for the multipoint (left column) and 
the three-point (right column) fitting methods, and Figure 26 demonstrates the corresponding 
aggregated error histogram. Gray matter and white matter were segmented. The estimated T1 for 
the multipoint fitting method was 725±92 ms in white matter (N =18965) and 1196±197 ms in 
gray matter (N = 18150). The estimated T1 for three-point fitting method was 752±99 ms in 
white matter (N =18965) and 1192±227 ms in gray matter (N = 18150). The histogram has a 
sharp cutoff which indicate the lower boundary used in the Levenberg-Marquardt optimization 
fitting algorithm.  
 
  
 
 
90 
 
Multipoint Fit Three-point 
Figure 25 Brain T1 image at 1.5 T with IR-FSE sequence. Multipoint (left) and three-point (right) fitting method are listed 
side by side for comparison. 
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Chapter 5 Discussion 
 
 
 
 
Signal and Noise Analysis 
The performance of T1 estimation with the IR-FSE sequence was carefully examined with 
respect to the magnetization strength, signal-to-noise ratio, fitting algorithm, as well as sequence 
parameters such as the shorter repetition time and larger turbo factor. A custom designed 
phantom was employed with T1 values that resemble human brain tissues such as white and gray 
matter. The true T1 value of each tube was carefully determined using NMR spectroscopy. The 
improvement of a measuring sequence or a fitting algorithm for T1 estimation was then examined 
by checking the root-mean-square error (RMSE), which provides combined information for the 
systematic difference and standard error of estimate with respect to the true T1 values. A smaller 
aggregated RMSE value indicates a better measuring sequence or fitting algorithm. 
The standard error reveals the noise caused by undesirable system interference. The result shows 
that the noise does not remain constant but increases with the absolute signal magnitude. Most of 
the noise appears to be similar to the corresponding absolute signal magnitude. The only 
exception is the signal acquired around the signal null where the noise does not vanish and 
therefore results in a low signal-to-noise ratio (SNR). Data points with low SNR in the multi-
point fitting algorithm may not have significant impact unless the SNR is too small (i.e. SNR < 
5), or too many points are acquired around the signal null. The situation can sometimes occur for 
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tissues with large T1 values because the magnetization recovery is slower than that of tissues 
with small T1. If the majority of signals has relatively low SNR, the estimation will not be as 
accurate as using solid high SNR signals. In fact, the example in Figure 10 shows that even a 
single noisy measurement close to the zero-crossing can increase the error by 100%. The same 
example also indicates that proper determination of the zero-crossing is important because a few 
accurate measurements obtained near the signal null are essential to improve the accuracy of T1 
estimation.  
The Effect on Selection of TIs  
From Figure 16, we have observed that the noise increases linearly with the increase of signal 
strength. A further analysis for signal to noise ratio in Figure 17 shows that the SNR increases 
from zero-crossing and rapidly reach a plateau. The above results indicate that some 
measurements around the zero-crossing are more important to improve the T1 measurement 
accuracy due to relatively small noise and a good SNR (SNR > 15). The above conclusion is 
consistent to some researchers’ recommendations which the data point at TI = T1 or 1.3 T1 needs 
to be included with a total six or eight data points in a multi-point fitting model for the traditional 
IR-SE sequence.37 The signal obtained at TI = T1 or 1.3 T1 is always in the range of good SNR 
and is not too far away from the zero-crossing.  
Nevertheless, we have also observed that the noise at the signal null is still noticeable and can 
result in very low SNR. These data points which are too close to the zero-crossing may 
deteriorate the T1 estimation accuracy, and therefore, are suggested to be removed. However, 
unless the range of T1 is known, it is difficult to ensure that the data at the specific positions can 
be acquired or eliminated. A possible solution is to use non-linear spacing TI during the scan and 
to run the fitting algorithm a second time after a preliminary T1 data is determined. The zero-
 
 
94 
 
crossing location can be roughly determined from Equation (17) as TInull = ln(2)T1 ≈ 0.693 T1 in 
the ideal situation for the IR-SE sequence, or from Equation (19) with finv = 0.84-0.99 for the IR-
FSE sequence. We simply run an additional analysis to evaluate the improvements in term of 
RMSE for the phantom simulation with low SNR (SNR < 10) data removed from the multipoint 
fitting algorithm. The results (Table 18) show a slight improvement for almost every phantom 
gel tube, except for the tube with the highest T1 value (T1 = 1258 ms). Nevertheless, we do not 
see a dramatic improvement. However, the SNR correction can be more effective if more points 
near the zero-crossing with satisfactory SNR were available for the fitting model. This is usually 
unlikely unless a specific range of T1 is known for certain target tissues. Building an indexing 
chart with phantom simulation prior to the in vivo scan as well as using a special designed non-
linear TI spacing will be helpful in improving the reproducibility by avoiding extremely low 
SNR signals or providing more useful information around the zero-crossing. 
 
 
Table 18 Performance improvement obtained by removing low SNR data points from the multipoint fitting 
NMR, T1(ms) Multipoint Fitting, TR = 3 s, 4 ETL, RMST1 
 9 Points SNR < 10 Removed 
576 26.72 24.07 
575 20.38 17.29 
682 37.99 35.62 
737 44.90 42.41 
734 40.43 37.23 
834 50.99 48.49 
875 54.54 54.54 
903 59.55 55.99 
907 47.47 45.59 
1258 92.09 93.50 
Aggregated 
RMSE 50.98 49.65 
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Traditional Multipoint Fitting Model and the T1 Underestimation Issue 
The accuracy of several multipoint fitting methods has been evaluated. Results obtained by the 
traditional three-parameter fitting method tend to be more underestimated than the those obtained 
by the modified two-parameter fitting method. The standard error of the estimates for both fitting 
models is not significantly different, and therefore the overall RMS error is smaller for the two-
parameter fitting method. Therefore, the modified two-parameter fitting method has better 
accuracy than the traditional three-parameter fitting method 
The remaining parameters in the multipoint fitting models have also been evaluated. In the two-
parameter fitting model, S0 is removed by the normalization process under the assumption that 
for a specific T1 subject, the quantity k•M0 in Equation (34) is the same for all TI measurements. 
The assumption can be validated by comparing the finv between the two-parameter and the three-
parameter fitting models. Because the finv between two fitting models does not differ significantly 
(F = 0.2274 < Fcrit = 4.414 and p-value = 0.64) and the difference is usually less than 1%, we 
conclude that the assumption that every TI measurement has the same S0 is valid. In addition, an 
inverse linear relationship is found between T1 and finv. This indicates that the effectiveness of 
inversion pulse in IR-FSE sequence decreases for tissues with high T1 values. The result of 
estimated finv leads to two conclusions: First, the effectiveness of the inversion preparation pulse 
in IR-FSE sequence is not perfect. Therefore, a traditional two-parameter fitting method, which 
only has estimators T1 and M0, is not suitable to estimate T1 because it requires that the 
effectiveness of inversion pulse exceed 97%. Second, the effectiveness of inversion is lower for 
tissues with large T1. Therefore, if a T1 range is known, we should expect some information loss 
due to the poor performance of the inversion pulse for high T1 tissues. Finally, the third 
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parameter S0, shows a complicated pattern. Its correlation with the T1 is not clear since S0 is 
dominantly determined by the interaction between k and M0.  
The T1 underestimation with the IR-FSE sequence has been reported15,17,41,42,43 and the 
phenomenon is also evident in our experiments with either two-parameter or three-parameter 
multipoint fitting methods (Table 7). T1 underestimation is the primary issue that affects the T1 
estimation accuracy. Possible causes for T1 underestimation have been investigated and it has 
been suggested that the primary cause is the magnetization transfer effect.26,41-44 The more 
number of echoes in the multislice IR-FSE sequence, the stronger the underestimation of the T1 
value.42 However, our experimental results indicate that for certain T1 values (roughly in the 
range 570 ms – 900 ms), the mean value was not significantly affected when the turbo factor was 
increased with the IR-FSE sequence. Nevertheless, the RMS error indeed got worse when raising 
the turbo factor due to the decrease of precision. One possible cause for the loss of precision is 
the impairing spatial resolution due to the T2 of the subjects contributing to the signal.6 Our 
result shows that a turbo factor of 8 may be the most suitable setting in measuring T1 in 
consideration of scan efficiency and aggregate RMS error while using a regular multipoint fitting 
method. For every TI acquisition, the approximate scan time for a slice of 256 by 256 pixels 
using TR = 3 s and a turbo factor of 8 is 1.6 minutes. 
Our results confirm Zhu’s finding that T1 underestimation is consistent for pixels with the same 
T1 values and has significant linear relationship with true T1 values (Figure 18). This linear 
correlation is also confirmed to persist for large turbo factors, i.e. ETL = 8 or 16 (Figure 22). 
Therefore, a linear regression function can be applied to adjust for the systematic 
underestimation even with larger turbo factors. If the correction function equation (12) is applied, 
the aggregate RMS error for the two-parameter fit with TR = 3 s, turbo factor = 4 can be reduced 
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to 17.55. Although the linear correlation is able to correct the shifted T1 values, its limitation is 
obvious. First, a reference data set with true T1 value is required. However, obtaining true T1 
values means a repeated, long scan, which is usually not feasible for ill patients. Second, even if 
the reference data used for T1 correction is acquired from a well designed phantom with known 
T1, its suitability is doubtful because of the complexity of in-vivo environment. Finally, the 
correction function only affects the estimated T1 but has no impact on the precision of estimation, 
which usually leads to serious inaccuracy if some very noisy signals are used in the fitting 
process.  
Correction with a Weighted Cost Function 
We have proposed a correction to the fitting model to improve the existing T1 mapping method 
without additional data acquisition.45 By employing a weighted cost function (Equation (13)) that 
emphasizes more reliable measurement data, our results show significant improvement in T1 
accuracy for sequences with a high turbo factor. The weights, wi, are applied on each signal 
measurement during the fitting process according to the magnitude at each TI. An additional 
parameter, α is critical to determine wi. Our experimental results indicate that a positive α 
between 0.4 and 0.6 is optimally reduces the estimation error if a small turbo factor is set in the 
sequence protocol. For larger turbo factors such as ETL = 8 or 16, the optimum α is 
approximately 1.0. With a proper weighting factor α selected in the cost function, the aggregated 
estimation error of T1 is reduced by to up to 45%. In addition, we notice that the reproducibility 
is also improved, especially for high turbo factor sequences which usually suffer from poor SNR 
and signal loss. Thus, the overall performance with a weighted fitting algorithm is better than 
that of the linear regression correction method. Noting that although the combination of the 
weighted fitting correction model and the linear regression correction method can be 
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implemented to work together, there is actually no benefit gained from the combination of two 
correction methods since the weighted fitting model has been capable to reduced the systemic 
error to less than 2% with appropriate chosen weighting factor. On the contrary, applying the 
linear regression correction after using the weighted fitting model may cause significant error on 
the low T1 tissues because the low T1 values can be over-corrected by the linear regression 
function. 
A two-pass adaptive T1 estimation with weight correction technique was also proposed and 
evaluated to further exploit the optimum α which varies for different T1 values. The optimum 
value of α is determined by minimizing the T1 estimation error for a single phantom tube. The 
adaptive method can provides up to 10% further error reduction. Finally, the fine-tuned α can be 
utilized in the corresponding T1 range during fitting process for subsequent clinical studies. 
A note on the computational complexity of the proposed correction method is necessary. The 
single-pass, fixed-weights method requires N-1 extra multiplications per evaluation of the cost 
function (equation (13)). The weights can be pre-computed once for each pixel. The time to 
perform these additional computations is minor when compared to the other terms in the cost 
function, in particular S(T1, S0, finv, TIi). For the two-pass, adaptive-weights method, the 
reconstruction time can be twice as long.  
The Three-Point Technique 
While traditional multipoint inversion recovery methods require at least four inputs in the fitting 
model to achieve desirable precision34, the three-point fitting method is able to provide a more 
accurate T1 map result with carefully selected values of three inversion times. The third TI is 
always the longest TI available in the sequence protocol setting, and provides a normalization 
factor. After the normalization process, the other two TIs can be described as a two-point model 
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(equation (22)). Like other two-point methods28,30,51, the precision of the estimated T1 is sensitive 
to the selection of the (TI1, TI2) pair. According to the simplified noise function which has been 
discussed previously in Equation (24), the first TI (TI1) should be the shortest possible to 
minimize the estimation error in T1. However, after running through all the possible combination 
for TI1 and TI2, we have confirmed that TI1 must be chosen near the zero-crossing time. 
Nevertheless, the best TI2 we found still has good agreement with on the result obtained with 
equation (23). The three-point technique shows a reduction of up to 50% in aggregated error 
compared with traditional multipoint IR method. 
Compared to other T1 estimation methods (two-point, multipoint or zero-crossing method), the 
three-point technique has several advantages: (1) The method uses the full dynamic signal range 
and therefore has potential to improve accuracy of T1 estimation. (2) It is more efficient. With 
fewer data points required and only one parameter to be estimated in the fitting process, the 
computational complexity is reduced. (3) Unsigned magnitude data is suitable. The polarity 
restoration technique can determine the appropriate polarity information to selected TIs without 
actually determining the true zero-crossing point. (4) The estimated T1 result is less sensitive to 
shorter TR values (2500 ms) and larger turbo factors (ETL = 8 or 16). This is because the three-
point method is more closely related to the zero-crossing time, in particular by careful selection 
of TI1. From Figure 20 and Figure 21, it can be observed that the zero-crossing time does not 
change for different turbo factor.  
However, the three-point method has several limitations. First, the precision is slightly worse 
than traditional multipoint fitting methods. This is due to the fact that according to equation (23), 
if TI1 increases, σT1 will increase. In addition, the TI acquired near the zero-crossing sometimes 
has poor SNR, which may potentially increase the uncertainty for T1 estimation. Second, because 
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a relatively shorter TR is exploited in this technique, measuring tissue with higher T1 such as 
CSF is not applicable. Therefore, unless longer TR is employed in the setting protocol, the study 
should mainly focus on brain gray and white matter.  
It is worth emphasizing that choosing the first TI around the zero-crossing point is very 
important. In the case that a target tissue contains a wide range of T1 values, some very low or 
very high T1 values may be estimated inaccurately due to the selection of TI. It will be better to 
acquire an additional signal between TI2 and TI3 to cover all the possible zero-crossing point. 
The other advantage for acquiring an additional TI is that a two-pass post-processing is able to 
perform for more accurate estimation in the case of wide T1 variation. 
Modified ordering scheme using the three-point technique 
Since the three-point technique uses only three TI values for data fitting, it is feasible to modify 
the original six-point TESO-IRFSE sequence15 with a more efficient slice ordering scheme. A 
proposed complete slice ordering scheme is illustrated in Figure 28. The modified scheme 
collects data at four different TIs for a total of twelve slices of T1 mapping images. Each TI 
group described in Figure 28 has same TI increment between slices. The TI increment between 
Group1, Group2 and Group3 can be the same. The slices in the last group always have the 
longest TI available in the sequence protocol setting. The number of slices in the proposed 
ordering scheme must be 4N, where N = 1, 2 or 3. Compared to the TESO-IRFSE sequence, the 
new slice ordering scheme can reduce the scan time by approximate 33% and therefore it comes 
closer to providing T1 mapping in a timely manner. 
An essential limitation for the proposed slice ordering scheme needs to be addressed. Because 
nonselective inversion pulses are used in the sequence, successive slices will have different TI1 
and TI2 values. Therefore, some voxels may not have the optimal inversion time for the highest 
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SNRT1. Slice-dependent errors in estimating T1 are very likely introduced. However, since 
signals are acquired at four different TI for every T1 estimate, it is possible to reduce the slice-
dependent errors by using a two-pass post processing. First we can perform T1 estimation with a 
three-point technique to receive coarse T1 mapping images. We then use the results of first-run 
T1 mapping images and the corresponding optimum TI1s and TI2s for a better result. 
 
Slice8 Slice10 Slice12 Slice1 Slice3 Slice5 Slice9 Slice7 Slice11 Slice2 Slice4 Slice6 
IR Pulse 
TI Group 1 
TI Group 2 
TI Group 3 
TI Group 4 
Slice1 Slice3 Slice5 Slice7 Slice9 Slice11 Slice4 Slice2 Slice6 Slice8 Slice10 Slice12 
IR Pulse 
TI Group 1 
TI Group 2 
TI Group 3 
TI Group 4 
Slice2 Slice4 Slice6 Slice8 Slice10 Slice12 Slice3 Slice1 Slice5 Slice7 Slice9 Slice11 
IR Pulse 
TI Group 1 
TI Group 2 
TI Group 3 
TI Group 4 
Slice7 Slice9 Slice11 Slice2 Slice4 Slice6 Slice10 Slice8 Slice12 Slice1 Slice3 Slice5 
IR Pulse 
TI Group 1 
TI Group 2 
TI Group 3 
TI Group 4 
1st Slice Ordering Scheme 
2nd Slice Ordering Scheme 
3rd Slice Ordering Scheme 
4th Slice Ordering Scheme 
Figure 28 New ordering scheme for the four-point TESO-FSE sequence.
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Brain Scan T1 Mapping 
We have performed a brain scan on a normal healthy volunteer. The resulting T1 map has been 
segmented into different tissue types, in particular gray matter and white matter. With two-
parameter multipoint fitting method (six points in data set), the estimated T1 value for white 
matter was 725±92 ms and for gray matter was 1196±197 ms, which are in good agreement with 
the values reported by Zhu et al (Zhu & Penn, 2005). The estimated T1 for the three-point fitting 
method was 752±99 ms in white matter 1192±227 ms in gray matter. The peaks corresponding to 
white matter (725 ms for the multipoint fit and 752 ms for the three-point fit) and gray matter 
(1196 ms for the multipoint fit and 1192 ms for the three-point fit) in the whole brain histogram 
are visible. Nevertheless, a loss of precision resulting from non-optimal TI values chosen in the 
fitting can be observed from the whole brain histogram for the three-point fitting method.  
From the result of the one-way ANOVA test, we conclude that the difference between the two 
fitting models for the brain white matter is significant (p-value < 0.001). The difference for the 
brain gray matter, however, is not statistically significant. Taking into account the 
underestimation error that is commonly seen while using IR-FSE T1 measuring method, it is 
reasonable to consider that the T1 mapping result for the brain white matter is closer to the true 
T1 with three-point fitting method than with the multipoint fitting method. On the other hand, 
due to a lack of true T1 values for the human brain, we are not able to draw definite conclusions 
about the actual performance. 
Motion Artifacts 
Although the patient’s head was secured and immobilized, the estimation may still suffer from 
slight movement due to the long scanning process. It is difficult to ensure the locations of the 
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selected ROIs are exactly the same for each TI acquisition. In fact, this type of motion artifact 
can be easily found around the edge of the brain and in regions with large T1 gradient. The 
resulting measurements for some pixels in such areas may not show a monotonically exponential 
recovery curve. Since all fitting methods are based on the assumption of a signal increasing with 
TI, data that does not satisfy this assumption can produce undesired results.  
Since traditional multipoint fitting uses more than four points for data fitting, this built-in 
redundancy ensures that the fitting result may still comply with the monotonically exponential 
pattern even though some data points do not have good fit. The three-point method, however, 
uses only three points in the fitting and therefore would severely suffer from the non-
monotonically exponential increasing pattern so the fitting process will fail. The T1 mapping 
values around the edges of the brain or the region with large T1 variation is unreliable. 
A solution that is likely to correct image motion artifact is using image registration.62 The 
process identifies image features such as points, lines or contours and builds up the 
correspondence between the images obtained for different TI values. For intensity images such 
as the ones used in T1 mapping, the center point on the corresponding sub-images is considered 
as the feature reference so we can register a set of sub-images to a reference image. Then image 
processing techniques such as rotation and translation will be performed on the sub-images 
according to the correlation between the reference image and registered sub-images. The Image 
registration technique has been studied for MRI T1 image on various regions of human body, 
such as knee63, breast64 or heart 65. As the results of numerous studies, the technique has gained 
significant improvement on motion correction for T1 mapping image.  
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Based on the mutual information registration algorithm, we have carried out a series of analyses 
to evaluate the feasibility of motion artifact correction for possibly distorted brain T1 images. 
Unfortunately, after implementing the image registration, using the corrected images does not 
demonstrate any improvement in comparison with the original fitting result. One of the possible 
reasons for this negative outcome could be underestimating the true anatomy complexity. In fact, 
the movement between slices is presumed very little, the correction process may not detect such 
tiny movement properly. Besides, the rotation algorithm used for registration can introduce 
aliasing to the image. The jointing effect resulted from incorrect mutual information registration 
and image aliasing may bring in more complications. 
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Chapter 6 Conclusion 
 
 
 
 
The signal resulting from the IR-FSE sequence has been thoroughly analyzed in order to improve 
the accuracy of quantitative T1 mapping of the human brain. It was determined that the accuracy 
of T1 estimation can be improved by collecting more data points around the zero-crossing time of 
the relaxation curve with good signal-to-noise ratio. As a result, the TI for each measurement is 
better to be chosen nonlinearly with emphasis around the zero-crossing. Besides, the 
measurements near the zero-crossing with poor SNR will result in the increase of errors while 
estimating T1, and therefore are suggested to be removed from the input data in the fitting 
process.  
Several optimized post-processing algorithms have been studied and compared in terms of their 
T1 mapping accuracy. Several algorithm optimizations have been proposed and their effects on 
performance have been evaluated. The traditional multipoint three-parameter fitting method does 
provide a very good precision but seriously underestimates T1 with the IR-FSE sequence. The 
modified multipoint two-parameter fitting method, which uses the longest TI measurement as a 
normalization factor to reduce the fitting complexity, however, produces less underestimation 
compared to the traditional multipoint three-parameter fitting method. The precision of the 
modified two-parameter fitting method is as good as that of the three-parameter fitting method, 
and therefore, results in a smaller T1 estimation error. 
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Moreover, the proposed methods for correcting the underestimation error by using a linear 
regression algorithm and a weighted fitting model have been validated. The linear regression 
correction reduces underestimation even for a large turbo factor IR-FSE sequence such as ETL = 
8 or 16, which usually shows heavier underestimation phenomena and produces unreliable T1 
estimation results due to loss of precision in measured MR signals. Since the average 
underestimation error is consistent for all T1 values, the linear regression method is very 
effective in correcting it. It, however, does not effectively increase the precision for IR-FSE 
sequences with a large turbo factor. Besides, if the linear correction function is obtained mostly 
from tissues with high T1 tissues, using it on low T1 tissues can result in undesired 
overestimation. In order to avoid the disadvantages of the linear regression correction method, 
we have proposed a novel method that uses weighted fitting.45 Our experiments have shown that 
with properly selected weighting factors, ݓ௜ ൌ ଵ|ௌ೔|ಉ, curve fitting generates a more accurate T1 
estimation than the regular multipoint fitting methods. The precision of the T1 estimation for a 
large turbo factor sequence can be increased and therefore, the aggregate RMSE for T1 mapping 
can be effectively reduced. 
Based on the above correction methods, we proposed an intra-scan correction technique that 
makes use of several vials filled with standard gel of known T1 and placed around the head. A 
corresponding linear regression function or an appropriate weighting factor can be computed in 
advance, and employed in post-processing. This technique does not directly affect the scan time, 
but improves accuracy and therefore potentially allows a more aggressive use of time-saving 
techniques, especially while using the IR-FSE sequence with a large turbo factor. Its only 
disadvantages are the requirement for a customized head coil and a very small overhead in post-
processing time.  
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To further explore the possibility of exploiting the IR-FSE sequence more efficiently, we derived 
a new fitting model that uses only three different TI measurements from the general equation of 
the IR-FSE sequence. Our experiments show that with carefully selected values for TIm and the 
(TI1, TI2) pair, the three-point method achieves very accurate T1 estimation in a very efficient 
manner. The only disadvantage for the three-point method is that the precision decreases slightly, 
but it is still in an acceptable range. A new IR-FSE reordering scheme was proposed as well, 
based on the three-point fitting method. The new designed scheme utilizes a non-selective 
inversion recovery pulse and collects data with a maximum of four different TIs within the 
repetition time of a sequence. Eventually, four reordering schemes will be adequate to collect a 
maximum of four different TI measurements for 12 slices and therefore reduce the total scan 
time by 1/3 compared to the TESO-IRFSE sequence originally proposed by Zhu.15  
To further verify the performance of the three-point fitting method on the human brain, we have 
performed the T1 measuring experiment on one health male volunteer with the IR-FSE sequence 
with a turbo factor of 4. The estimated T1 result for gray and white matter of the human brain is 
consistent to the results computed using the multipoint fitting method.  
For the real human brain experiment, the issue of motion artifacts was briefly examined. A 
possible solution to correct the motion artifact is using the image registration technique62, in 
particular the mutual information registration algorithm. Unfortunately, the correct to the motion 
artifact for brain T1 mapping image with image registration technique was not successful in our 
preliminary analysis. The true anatomy for the human brain may present more complexity than 
our initially considered. In addition, more samples from the true anatomy are most likely helpful 
to the future research on the addressed issues. 
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