Abstruct-Computing dependability measures of repairable systems with general failure and repair processes is difficult. in general, using either analytical or numerical methods. Monte Carlo simulation could be used to solve this problem; however, in highly dependable systems standard simulation takes a ver) long time to estimate system reliability and availability with reasonable accuracy because typically the system failure is a rare event. When all failure and repair time distributions are exponential, importance sampling has been used successfully to reduce simulation run lengths. In this paper, we extend the applicability of importance sampling to non-Markovian models with general failure and repair time distributions. We show that by carefully selecting a heuristic for importance sampling, orders of magnitude reduction in simulation run lengths can be obtained. We study the effect of periodic maintenance on systems with components having increasing and decreasing failure rate. Also, we study the effect of the component's lifetime distribution on the component's redundancy needed to satisfy a particular system reliability goal. For general failure and repair processes, such studies are not possible with any of the conventional methods known from the literature; simulation is the only alternative and importance sampling makes it feasible.
I. INTRODIJCTIOIV
AULT TOLERANCE and high dependability are es-F sential requirements in many critical systems used in application areas such as aerospace systems, nuclear power plants, communications networks. transaction processing, and automated manufacturing systems. These critical systems are usually characterized by their stringent requirement of high reliability and/or high availability. Therefore, in such systems, the prediction and evaluation of relevant dependability measures is of utmost importance for their efficient design and safe operation. Realistic models of these systems are usually difficult to construct and often hard to analyze using conventional methods.
Manuscript received July 2, 1991; revised January 16, 1992 and July 77, 1992. This work is based on "Fast Simulation of Dcpendability Models with General Failure, Repair and Maintenance Processes" by V. F. Nicola, M. K. Nakayama, P. Heidelberger, and A. Goyal Repairable systems with general failure. repair. and maintenance processes. in general, cannot he modeled by Markov o r even semi-Markov processes. However, there has been a significant and continuing effort to develop numerical techniques to deal with special cases. HARP [4] solves large models of nonrepairable systems with general failure time distributions (transient recoveries are approximated by instantaneous transitions). The technique estimates only transient measures (e.g.. reliability) by creating a nonhomogeneous Markov chain model of the system and solving the corresponding differential equations numerically. CARE-III (261 uses numerical integration methods to solve similar models. A hierarchical numerical approach to evaluate the reliability of a certain class of systems is described in [ 151. In this approach, the failureirepair behavior of components is described by a semi-Markov model. Another approach to model systems with components having decreasing failure rate distributions is provided in [14] .
In this paper, we model systems with general failure, repair, and maintenance processes, and solve them for transient (e.g., reliability and mean time to failure) and stationary (e.g., steady-state availability) measures. In relatively simple cases. one could obtain the Laplace transform of dependability measures for such models and numerically invert them 1201. However, these methods are limited to small models and are prone to unboundable numerical errors.
A common alternative is to use Monte Carlo simulation. The advantage of this approach is that arbitrary system details can be modeled realistically, and, furthermore, not all system states need to be generated. Its disadvantage is that standard simulation takes a very long time to estimate dependability measures with reasonable accuracy because system failure events are very rare in highly dependable systems [6] . When the failure and repair time distributions are exponential, the importance sampling technique has been used successfully to reduce simulation run lengths significantly [2] , [12] , [16] , [19] , [24] . Basically, the system failure events are forced to occur more often by increasing the failure rates; unbiased estimates of dependability measures are obtained by multiplying the value of the measure on a sample path by a correcting factor known as the likelihood ratio of the sample path. The likelihood ratio for a given sample path is the ratio of the probability of the sample path under the original distributions (e.g., with the original failure rates) over the probability of the same sample path under the new distributions (e.&., with the new failure rates).
For various applications, techniques have been developed to speed up simulations involving rare events. An approach, other than importance sampling, called fault-injection simulation, was used in [17] to estimate a stationary measure affected by rare failure events. The theory of large deviations has been used to devise effective importance sampling techniques to estimate buffer overflow probabilities in queueing networks [22] . In the present paper, which is based on our preliminary work in [21] , we extend the applicability of importance sampling to highly dependable systems with general failure, repair, and maintenance processes.
For general discrete-event systems, the theory of importance sampling has been discussed in [7] and [8] . However, they did not consider the design and implementation of specific importance sampling distributions that are required in order to obtain effective variance reduction in non-Markovian models of highly dependable systems. One way to appropriately implement importance sampling, which we propose and use in this paper, is accomplished by scheduling (or canceling and rescheduling previously scheduled) events using distributions other than those in the original system. For example, when one component fails in a system with two redundant components, we speed up the failure of the other component so that it faiis Weibull failure distributions in a system whose components are maintained periodically, we study the effect of the hazard rate (i.e., increasing, decreasing, and constant failure rates) on the optimal maintenance period. By varying the parameters of the Weibull failure distribution, we also study the effect of the component's lifetime distribution on the component's redundancy needed to guarantee a desired level of system reliability. Such studies cannot be performed with existing analytical or numerical methods. We conclude and give directions for future research in Section VII.
DISCRETE-EVENT SYSTEMS
In this section we give some notation and basic properties of discrete-event systems, which will assist in representing the probability of a sample path and the likelihood ratio required for importance sampling in simulations of such systems. A precise mathematical framework for the study of discrete-event systems is given in [7] , where a generalized semi-Markov process (GSMP) formalism of such systems is presented. Here, we present an alternative concise description of discrete-event systems, which is appropriate and sufficient for our purpose. A discrete-event system is characterized by a set of events E that with high probability before the repair of the first component, ',can trigger transitions of its state and a set Z of integer-valued thus causing a system failure. This involves canceling the originally scheduled failure event for the second component and rescheduling it using a new distribution with a smaller mean time to failure. For the same system, when estimating the reliability, we can speed up the first (component) failure in each replication so as to make it occur before the time horizon expires; again, this can be accomplished by initially scheduling the failures of both components using a new distribution with a smaller mean time to failure. Another way to implement importance sampling for estimating reliability in semi-Markov models is described in [5] .
In Sections I1 and I11 we present a concise description of discrete-event systems; this allows us to formally represent the probability of a sample path and the likelihood ratio, which is the key to importance sampling. A simple example of a two-component system is used to describe failure biasing, which is basic to the implementation of importance sampling in simulations of highly dependable systems. In Section IV, we present the basic estimators for some commonly used measures in highly dependable systems, such as reliability and steady-state availability. Again, the two-component system is used to explain these measures as well as the importance sampling techniques employed to estimate them. Among these techniques are new forcing methods, described in Section IV-A, which are very useful when used in conjunction with failure biasing for reliability estimation (particularly for small time horizons). Failure biasing is also used in the the estimation of steady-state availability, which is discussed in Section IV-B. In Section V, we discuss the implementation of these methods in a simulation tool which we used to evaluate large models. In Section VI, we consider several examples to experiment with heuristics and to illustrate the effectiveness of the proposed importance sampling techniques for large models and general failure and repair processes. Assuming output-state vectors (2 is possibly a countably infinite set). With each event c: E E , we associate a clock. The reading .(e) is the "remaining lifetime" of clock e, i.e., the time remaining for clock e to expire. c(e) = 00 if clock e is inactive. The choice of the output (observable or measured) state vector in a discrete-event system depends on the application at hand and the desired level of detail.
The internal state of a discrete-event system at a given time is completely determined by its output state, the set of active clocks (Le., the set of events that can trigger a transition to another internal state) and the associated clock readings. Upon the ith transition, let Z i E Z be the output state vector and E, 5 E be the set of active clocks; & ( E i ) is a vector with the associated clock readings. Then Xi = ( Z i , & ( E i ) ) is the internal state of the system upon the ith transition. Notice that the output state and the set of active clocks characterizing the internal state change only in response to transitions (events), while the clock readings are continuously changing at the same rate (in general, different clock rates may be assumed [7] ). It is typical in discrete-event systems that the output state does not change between transitions, for example, the number of customers in a queueing system. Therefore, the output state trajectory of a discrete-event system is completely described by the output state at transition times of the internal state. Let t , . i 2 0, be the time of the ith transition, with to = 0. Then T, = t l + l -ti is the time between the ith and the (i + 1)th transitions. Let Z ( t ) denote the output state at time t, then { Z ( t ) . t 2 0) is the output state trajectory, and Z ( t ) = Z k if t k 5 t < t k + l . w e only consider the internal state sequence at transition times, since this is sufficient to determine the output state trajectory of the system. A sample path of the discrete-event system up to the nth transition is denoted by the sequence XO,, = ( X o , X I , ..., X , ) of internal states at transition times. Let e: = argmineEE,{c(e)}, i 2 0.
Then e,' is the clock that triggers the (i + 1)th transition and Ti = c(e,'). The internal state X;+1 = ( Z~+ I , G + I (~'~+ I ) ) upon the (i + 1)th transition is determined by the sequence X 0 , ; and may depend on the complete history of the system. Let Ai be the set of clocks canceled (aborted) upon the (i+l)th transition and Ni+l be the set of new clocks activated upon the (i+ 1)th transition, then the set of active clocks Ei+l upon the (i + 1)th transition is determined by Ei+l = E; -e,' -Ai + Ni+l, i > 0, where the + and the -are set operations (for example, the set A -B = {x: x E A, x B}). The set of clocks Ai and Ni+l and the output state Z;+l are determined probabilistically, depending on the trigger event e t and the sequence X O ,~. Therefore, the (i + 1)th transition triggered by e5 yields the output state Zi+l and the active set of clocks E;+1 with a probability denoted by p;+l(Zi+l, Ei+l; e,'). The subscript i+ 1 of p symbolizes the dependence on the sequence X O , ; (routing in queueing networks is an example for the use of these transition probabilities).
We denote by fi (t; e) (respectively, Fi (t; e)) the probability density function _(respectively, the complementary distribution function) of the (conditional) remaining lifetime of clock P E E; at the ith transition. The subscript i symbolizes the dependence of this probability density function on the history of the system through its internal state sequence X O , ; .
For example, if clock e was originally scheduled using a probability density function f ( 0 ; e ) and if the age of the clock at the ith transition is a, then the density of the remaining lifetime t is f i (t; e) = f (t+a; e ) / F ( a; e). Similarly, F,(t: e) = F(t + a; e ) / F ( a ; e). If clock e is newly scheduled at the ith transition, then the age is 0, so that f i ( t ; e) = f ( t ; e) and F i ( t ; e ) = F ( t ; e ) . Let Oi+l be the set of old clocks that continues to be active upon the (i + 1)th transition;
i.e., 0;+1 = E;+1 -N ; + l , i 2 0. The clock reading r ( p ) . e E Oi+l, is updated as follows: .(e) = .(e) -Ti.
Upon the (i + 1)th transition, the probability density function and the complementary distribution function of the remaining time on clock e E O;+l are changed to reflect the elapsed time on this clock; Le., for all e E Oi+l -Notice that these modified distributions are not needed to determine the clock readings c ( e ) , e E 0 2 + 1 , since, as stated above, we can use the remaining lifetime as the updated clock reading for an old clock. However, (1) and (2) are used to describe the probability of a sample path and the likelihood Given that the internal state of the discrete-event system is (likelihood) that the next internal state is X,+1 at the ( i + 1)th transition. We denote this probability by P ( X , . , + 1 ) , which (by the independence of clocks) can be expressed as I ratio. as we shall see in the following.
XI at the ith transition, we can write the probability density 
IMPORTANCE SAMPLING IN

SIMULATIONS OF DISCRETE-EVENT SYSTEMS
The basic idea of importance sampling is to simulate the system under a different probability distribution, so as to appropriately and quickly move the system towards failure. Since the simulated system is dynamically different from the original system, a correction factor (known as the likelihood ratio) is needed to compensate for the resulting bias.
Consider a simulatio'n of a discrete-event system for the purpose of estimating the expected value of a particular performance measure, say M. Let M ( X O , N ) be the value of the measure on a sample path X O , N , where N is a stopping time relative to the internal state sequence, Le., I ( N = z) is a function of Xo,,(I(o) is the indicator function which equals one if its argument is true; otherwise, it equals zero). In the original system, the likelihood of. the sample path X0.s is
P ( X O , N )
as given by (4). Using importance sampling, we simulate the system by generating its sample path using a different likelihood P'(o), for which the following must hold for all X O , N :
Under P ( o ) , the expectation E p ( M ) can be expressed as follows: ance can be achieved. This choice depends on the application model at hand and the measure to be estimated; it is the main focus of research in this area. Equation (7) allows us to update the likelihood ratio at transition times in a simple multiplicative manner. Notice that at any transition we can actually change the values of any active (old and new) clock according to some chosen, essentially arbitrary, new distribution. This is equivalent to canceling an active clock and rescheduling (i.e., resampling) its remaining lifetime from the new distribution. We illustrate this by the following: Suppose that clock e is activated at the ith transition and that we assign a value to this clock according to the probability density function f ( 0 ; e). At the (i + 1)th transition, we decide to reschedule clock e; thus, we assign to its remaining lifetime a new value y' according to a new probability density function f'(0; e). Further, we suppose that clock e continues to run at the (i + 2) th transition and it expires at the (i + 3)th transition. In effect, clock e has a total lifetime Ti + y'. According to (7), the contribution of clock e to the likelihood ratio at the (i + 1)th transition is --1.
--
Fi(T;; e) F(T;; e) F , ( T~; e) F(Ti; e ) --I
Using (1) and (2), the contribution at the (i+2)th transition is Using (1) and (2), the contribution at the (i + 3)th transition is It follows that the overall contribution of clock e to the likelihood ratio between the ith and the (i + 3)th transitions (product of the above contributions) is f(Ti + y'; e)/(F(Ti; e)f'(y'; e ) ) . Notice that the numerator is simply the likelihood of the total lifetime (Ti + y') of clock e under the original probability density function f ( 0 : e), while the denominator is the likelihood with rescheduling.
As an example to show how importance sampling can be implemented, let us consider a machine-repairman model with two components of the same type and one single server FCFS repair facility. Each component has general failure and repair distributions. The system is initially operational, with all components as good as new, and it continues to be operational as long as at least one component is operational. In a highly dependable system, a component's mean time to failure is usually several orders of magnitude larger than its mean time to repair. Therefore, a system failure is a rare event. Consider estimating a dependability measure, such as the unreliability. Using standard simulation, a very large number of replications is needed to achieve a reasonably tight confidence interval. Importance sampling is accomplished by biasing the dynamics of the system so as to make its typical failures occur more frequently [2], [12] . One possible heuristic is failure biasing, which is described as follows: as soon as one of the two components fails, we accelerate the failure of the second component, either by rescheduling it using a new (accelerated) distribution or by increasing its clock rate.
Increasing the failure clock rate is equivalent to rescheduling with a new distribution obtained by scaling the conditional original distribution. A heuristic choice for the new distribution is obtained by scaling the original distribution, such that the new failure "rate" is of the same order of magnitude as the repair "rate" [2]. By rescheduling the failure of the second component, we are also increasing the probability of a system failure. If the second component fails while the first is in repair, we have a system failure. If the first component is repaired before the second component fails, both components become operational and we reschedule their failures using the original (conditional) distributions.
IV. DEPENDABILITY MEASURES
In this section we discuss the estimation of some measures which are commonly used for the evaluation of highly dependable systems. These measures can be classified as stationary or transient. Stationary measures, such as the steady-state availability, are determined by the long-run (or steady-state) behavior in repairable systems and are independent of the initial state. Transient measures, such as the system reliability and the mean time to failure (MTTF), are determined by the transient behavior in repairable and nonrepairable systems; they depend on the initial state, which is usually assumed to be the state with all components fully operational. The distribution and the expectation of interval availability are also examples of transient measures, which are considered in [12] for Markovian models.
In this section we consider the estimation of the system reliability as well as the steady-state availability. (For a discussion of the estimation of MTTF in Markovian and nonMarkovain models, the reader is referred to [25] and [21], respectively.) We use the machine-repairman model (described in Section 111) as a running example to explain ideas and to numerically illustrate the effectiveness of importance sampling for the estimation of dependability measures. Larger and more complex models are considered in Section VI.
A. System Reliability
Let the system be initially in the state with all its components operational and as good as new. Let TF be the time at which the system first enters a failure state. The system reliability R(t) is defined as the probability that the system does not fail in the interval ( 0 , t ) ; Le.,
where I(.) is the indicator function defined in Section 111.
The method of replications is typically used in simulations for estimating the reliability. In each replication we simulate the system until either a failure occurs or the simulated time exceeds t. Let nT be the number of replications and TF, be the time to failure in the ith replication. The resulting estimate for the unreliability U ( t ) ( = 1 -R ( t ) ) is given by 1
U ( t ) = -1 I(TFt I t ) . nr i=l
In a standard simulation of a highly reliable system, the value of the indicator function is zero in all but a few replications. A very large number of replications @e., a very long simulation) is needed to obtain an estimate with a tight confidence interval. Importance sampling can be very effective in improving the efficiency of such simulations. In the ith replication, let Ni be the number of internal state transitions until either a system failure or the first transition to occur after time t; Le., Ni is the stopping time in the ith replication. The resulting unbiased estimate is given by
is the likelihood ratio as given by (7). Forcing ([12] , [16]) can be combined with failure biasing (described in Section 111) to estimate reliability. This is particularly useful when t is small, in which case even a single component failure is unlikely to occur in the interval (0, t). In the machine-repairman model of Section 111, forcing is accomplished in each replication by initially scheduling component failures so that a failure of at least one component is guaranteed to occur before time t. Once a failure occurs, the second component is rescheduled using an accelerated distribution (i.e., failure biasing). In each replication, while forcing can be done every time both components become operational, experimental results show that most effectiveness is already gained by forcing only the first failure.
One way to force the first component failure before time t is to generate a random variate for the (conditioned) minimum lifetime of all components, given that it is less than t. The method can be further explained using the following representation of unreliability where 7 -is the time of the first component failure (minimum lifetime). For a system with n independent components, P(T-< t) can be computed directly from
where ~i is the ith component lifetime. Therefore, in (9), P ( T -< t) can be treated as a constant and we are left only with estimating the conditional unreliability E ( I ( T F 5 t ) r < t)). Effectively, the original sample space is restricted to those sample paths that contain at least one component failure before t; this can be shown to reduce the variance of the unreliability estimator. We call this method actual forcing, which may not be the best way to force the first component failure. Moreover, it requires determining and sampling from the conditional distribution of the minimum lifetime, which may require sophisticated random variate generation techniques.
Once the first failure is scheduled using actual forcing, the failed component is selected with a probability equal to the ratio of its hazard rate (at the time of failure) to the sum of the hazard rates of all components. Therefore, if all components have identical lifetime distributions, then any component may be selected as the failed component with equal probability. Another practical heuristic to approximately affect forcing in each replication is to initially bias all components towards failure so that the first component failure occurs before t with a given high probability, say p , f . This can be accomplished by using accelerated failure distributions to schedule failures of all components in the beginning of each replication. As will be discussed in Section V, these accelerated failure distributions (initial bias level) can be determined from p , f . Since we have changed the original component failure distributions, the likelihood ratio must be updated according to (7). We call this method approximate forcing, which, according to our experimental results in Section VI, has been shown to be quite robust and very effective (about the same as actual forcing) in reducing the variance of the unreliability estimator. It has the additional advantage of being easier to implement, since we need not determine or sample from the conditional distribution of the minimum lifetime, as we must do in actual forcing.
In each replication, once the first component failure occurs (which was scheduled using actual or approximate forcing), the failure times of all other components are scheduled (rescheduled, in the case of approximate forcing) using accelerated failure distributions. This failure biasing is necessary in order to increase the probability of a system failure before t, and should continue until either the end of the replication (system failure or t expires) or all components become operational.
To illustrate the feasibility and effectiveness of importance sampling (with rescheduling) to estimate system reliability, we consider the machine-repairman example with two-stage hyperexponential failure and repair distributions. A two-stage hyperexponential failure time is generated from an exponential of parameter XI with a probability q f and from an exponential of parameter A2 with a probability 1 -q f . The parameters of the failure distribution are q f = 0.9, XI = 0.001 per hour, and X2 = 0.01 per hour. We have selected relatively high failure rates so that standard simulation could provide us with reasonable estimates for the purpose of comparison. The parameters of the repair distribution are qr = 0.9, p1 = 1 per hour, and 112 = 10 per hour. For importance sampling, we use failure biasing without forcing (actual or approximate). The accelerated failure distribution is the same as the original distribution with its rates scaled up. (While other choices are also possible, determining the optimal accelerated distribution is an open research problem.) The parameters of the accelerated failure distribution are q; = 0.9, X i = 0.5 per hour, and X i = 5 per hour.
For the interval between 0 and 10 hours, an accurate estimate of the unreliability U ( 10) is obtained numerically using the SAVE package ([9], [lo] ). For the purpose of comparison, we have also used standard simulation as well as importance sampling, each for a total of 128 000 simulated events. The numerical and simulation estimates are as follows (with the 90% half-width confidence interval as a percentage of the point estimate):
Standard simulation: 4.737 x 10-' + 94.98% Importance sampling: 5.560 x lop5 f 7.89%.
Notice that by using failure biasing alone we get more than 10 times reduction in confidence interval width, which is equivalent to more than 100 times reduction in the simulation run length. Further reduction can be obtained by using forcing along with failure biasing, as shown in Section VI.
B. Steady-State Availability
The steady-state availability is defined as the long-run fraction of time the system is available. In Markovian models, regenerative simulations are typically used to estimate the steady-state availability [2] . (The state in which all components of the system are operational is usually chosen as a regeneration state.) As a consequence, the steadystate unavailability U A is given by
where D and T are the total "down" time and the total "cycle" time between regenerations, respectively [ 11. Unfortunately, in non-Markovian models with general failure and repair distributions, a regenerative structure may not exist (for conditions under which a GSMP is regenerative, see [13] ). Let us again consider the machine-repairman model with general failure and repair distributions. We consider two cases in which a regenerative structure can be recognized. In the first case, we assume that the failure times of individual components are exponentially distributed. Therefore, a regeneration occurs at repair transitions after which all components become operational. In the second case, regenerations occur as a result of a periodic (deterministic) maintenance on all components. This is true for general failure and repair distributions, since after maintenance a component is as good as new. In this case, a regeneration occurs at the lowest common multiple of all maintenance periods, provided that no component has failed since its last maintenance. At these points, all components are operational and the conditional distribution of the time to failure of each individual component is the same for all regenerations and is independent of the past.
If the system exhibits a regenerative structure, then regenerative simulation can be used to estimate U A . ( D ) , since only a very small fraction of regenerative cycles will contain system failures. Again, importance sampling provides an efficient solution by biasing the dynamics of the system appropriately, so that a likely path to failure is encountered more often. It turns out that the denominator can be estimated efficiently using standard simulation; in fact, using importance sampling to estimate the denominator E( T ) may increase its variance.
Therefore, a better estimate for the steady-state unavailability can be obtained by using measure speci$c dynamic importance sampling (MSDIS) [ll] , in which we estimate the numerator using importance sampling, while independently using standard simulation to estimate the denominator. Let n, and n d be the number of regenerative cycles used to estimate the numerator and denominator, respectively (their optimal allocation is considered in [12] 
Let us again consider the machine-repairman example in Section IV-A. To obtain a regenerative system, we change the original failure time distribution to an exponential of a parameter X = 0.001 per hour. For importance sampling, we use accelerated failures from an exponential distribution of a parameter A' = 0.5 per hour.
An accurate estimate of the unavailability U A is obtained numerically using SAVE. We give estimates using standard simulation and importance sampling, each obtained after a total of 128 000 simulated events. The results are as follows (with the 90% half-width confidence interval as a percentage of the point estimate):
Numerical: 1.799 x lop6 Standard simulation: 1.623 x Importance sampling: 1.817 x f 29.70% f 2.61%.
Again, we get more than 10 times reduction in confidence interval width by using importance sampling. In Section VI we experiment with a machine-repairman model with periodic maintenance and a large model of a computing system.
V. IMPLEMENTATION ISSUES
In this section we consider the implementation of the variance reduction techniques described in the previous sections.
We have implemented these techniques using CSIM [23], which is a process-oriented simulation language based on the C programming language. In the following discussion we consider the estimation of steady-state unavailability and system unreliability.
When using importance sampling, we want typical system failures to occur more frequently. One approach to failure biasing is to reschedule events in order to bias the system towards the failed state (as described in Section 111). As an alternate approach to failure biasing, one can actually alter the rates at which the clocks associated with the lifetimes of the components advance. This is accomplished by rescaling (Le., divide by a scaling factor T 2 1) the remaining lifetimes of the operational components at precisely the same instances at which clocks are rescheduled to accelerate failures. The advantage of rescaling clocks is that new random lifetimes do not have to be generated. The resulting likelihood ratio is exactly the same as in the rescheduling case when using scaled conditional distributions for the biased failure distributions. In the experimental results discussed in Section VI, the rescaling technique was used to implement importance sampling in all but the maintenance example of Section VI-C, in which rescheduling was used.
In addition to failure biasing, forcing is also used when estimating system unreliability, particularly for small time horizons. In the method of actual forcing (described in Section IV-A), the first component failure in each replication is scheduled by sampling from the conditional distribution of the minimum lifetime, given that it is less than the time horizon. Inverting this distribution function for the purpose of generating random variates may not be possible except in special cases. However, in general, one can use other known methods [3], e.g., those based on acceptance-rejection schemes. Sampling from the conditioned minimum lifetime is avoided in the method of approximate forcing (described in Section IV-A). In this method, only determining the probability distribution function of the minimum lifetime may be needed in order to compute the biasing level (or scaling factor) necessary to guarantee a component failure in the time horizon with a given high probability, p,f. The choice of p,f may be optimized with the help of an appropriate analysis of approximate forcing; this is difficult and not within the scope of this paper. However, experiments for a wide range of parameters and time horizons indicate that 0.8 is a good choice for p,f.
VI. EXAMPLES AND DISCUSSIONS
In this section we use four examples to illustrate the effectiveness of the proposed importance sampling techniques to estimate steady-state unavailability and system unreliability. First, we use a small model to experiment with some heuristics for selecting the new probability distributions for importance sampling. Second, these heuristics are applied to a model of a fairly complex computing system to demonstrate that orders of magnitude reduction in variance can be obtained in simulations of large models. The components in this system are modeled using exponential repair time distributions
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and Weibull failure time distributions with shape parameter cy. Recall that when a = 1, the component lifetimes are then exponentially distributed; thus, we are able to ascertain the correctness of the simulation estimates by comparing them against numerical (nonsimulation) results obtained using SAVE. We show that by using importance sampling, the relative accuracy of the unavailability estimate is independent of its magnitude. Hence, as system failures become rarer, the amount of improvement gained by using importance sampling increases. Similar results also hold when estimating the system unreliability. The last two examples we consider are systems having components with nonexponential failure and repair time distributions. In particular, the component lifetimes are governed by a Weibull distribution, and we study the impact of changing its hazard rate function (e.g., increasing, decreasing, and constant failure rates). The purpose of these two studies
is not so much to analyze the behavior of the systems under consideration but to give examples of the experiments that can be performed using the methodologies developed in this paper. Such studies are virtually impossible to carry out with analytical or numerical methods. Also, without importance sampling, simulation would not be a viable alternative.
A. Experiments with Diflerent Importance Sampling Techniques
When estimating a given measure, different importance sampling techniques may be used to improve the efficiency of simulation (e.g., different scaling factors for failure biasing). When implemented properly, these importance sampling techniques will (at least in theory) yield unbiased estimates for the (same) expected value of the measure. However, the variance of the estimated measure, and hence the efficiency of simulation, depends heavily on the particular importance sampling technique used. In this section we use a small model to investigate the effect of our various importance sampling techniques on the variance of the dependability measure being estimated. First, we examine the effects of the amount of failure biasing on the magnitude and stability of the estimated variance for both the steady-state unavailability and the system unreliability. These experiments provided useful guidelines for developing heuristics to be used when simulating larger and more complex models. In addition, we investigate the effectiveness of the actual forcing and approximate forcing techniques when applied to the estimation of the system unreliability .
The model we consider in this section is a system with two types of components, each having a redundancy of two. The system is considered operational as long as at least one component of each type is operational; otherwise, the system is considered failed. The failure distributions of the components are exponential, with the failure rate denoted by A. There is one repairman, who services failed components in a FCFS fashion, with repair times being exponentially distributed and repair rate p = 1. This system can be modeled by a Markov chain which has nine states.
Before analyzing the results, we first define an up cycle to be a segment of the sample path between two successive instances when all components in the system become operational. When using scaling factor T the probability that more than one component fails in an up cycle is p ,
where n is the total number of components in the system. Note that the situation in which no failure biasing is used is equivalent to using scaling with T = 1.
1. Effect of Failure Biasing on Unavailability Estimate: We now examine the effect of the scaling factor T on the amount and stability of variance reduction obtained when estimating the steady-state unavailability. If the probability of system failure is small, then the variance of the down time is the dominating term in the expression for the variance of steadystate unavailability when estimated as a ratio (see (1 1)). Table  I contains estimates of the variance of the total down time in a regenerative cycle after a specified number of simulated events for various values of T when X = Table I1 contains similar results when X = lo-'. For some small values of T and small number of events, we obtained no results (i.e., no system failures were observed), indicating very inefficient simulation caused by improper choice of T .
From examining Tables I and 11 , we see that choosing the scaling factor r such that ( p / 5 ( n -1)X) < T 5 ( p / ( 7 1 -1 ) X ) results in stable estimates of the variance after only a small number of events. This roughly corresponds to selecting T so that 0.1 < p , 5 0.5, which is typically much larger than the probability of two or more component failures in an up cycle under the original distribution. In addition, for T in this range, we obtain the largest amount of variance reduction. Finally, if we choose T too large, the variance actually starts to increase and its estimate becomes less stable; this is caused by more variability in the likelihood ratio.
Effects of Forcing and Failure Biasing on Unreliability Estimate:
We next examine the impact of the scaling factor T on the amount and stability of variance reduction obtained when estimating the system unreliability for different time horizons. Tables I11 and IV contain estimates of the variance of the unreliability at time horizons t = 10 and t = 1000, respectively, after a specified number of simulated events and for various values of T when X = All of the results were obtained using actual forcing in conjunction with failure biasing.
Note that the time to first component failure has a mean l/nX. Thus, if the time horizon is small @e., t << l/nX), then the probability that the time to first component failure is less than the time horizon is very small. However, by using (actual) forcing, we guarantee that the first component failure will occur before time t. If the system does not fail in the first up cycle and the time horizon has not expired, then the probability of another component failing in the remaining time is small, since we are no longer using forcing after the first component failure. Thus, when t is small, we want to bias the system enough so that there is a reasonable chance of the system failing during the first up cycle and before the time horizon expires. This suggests that for smaller time horizons, we should choose larger scaling factors, which agrees with our results in Tables I11 and IV. Note that when t = 10, selecting T somewhere between 2000 and 2500 seems to result in the smallest variance. These values of T also give rise to fairly stable variance estimates. However, when t = 1000, the value of T resulting in the best variance estimates lies between 1500 and 2000. Also, when using T = 2500 at time horizon t = 1000, the variance estimates are less stable.
Hence, when estimating unreliability, the optimal choice of the scaling factor r depends on the time horizon t. For the model considered, when t < l / d , it seems that the best choice of r
-1)X), which roughly corresponds to having 0.1 < p , 5 0.5. As we shall see in the following sections, this heuristic also works well for larger and more complex models with nonexponential distributions. In other situations, the suggested range of scaling factors did not work as well, but it provided a good starting point from where we could search for better values of T . Under the original distribution, when t > l/nX, the probability that the first component failure occurs before the time horizon expires is fairly large. Thus, we do not gain much by forcing in this situation, but failure biasing may still help. Next we consider how to choose the scaling factor. Since the component repair rates are much larger than the failure rates, an up cycle typically consists of one component failing and then getting repaired. Hence, the average length of an up cycle (without importance sampling) is l/nX + l/,u l/nX, and so the expected number (without importance sampling) of up cycles completed before the time horizon expires is approximately tnX. Furthermore, when using failure biasing (without forcing), the expected number of up cycles completed before the time horizon expires is about the same, since failures are not biased when all components are operational.
Thus, similar to our heuristic for small t, we want to select the scaling factor so that the probability of more than one failure occurring in at least one of the up cycles during the interval (0, t ) is between 0.1 and 0.5. Using a rough approximation, since the expected number of up cycles in (0, t )
is approximately tnX, we should choose r so that p , is between O.l/tnX and 0.5/tnX. This implies (p/5tn(7r -l ) X 2 ) < r 5 p/tn(n -1)X2. If r turns out to be close to (or less than)
1.0, then standard simulation should be used. Following this heuristic, we should select T between 17 and 83 for our model. Upon examining the results in Table V , we see that the best value of r seems to lie between 50 and 100, which overlaps with our suggested range. We next compare the efficiency of the various simulation techniques proposed in this paper. Table VI contains the results from estimating the system unreliability at different time horizons using standard simulation, only failure biasing, approximate forcing (with p,f = 0.8, in conjunction with failure biasing), and actual forcing (combined with failure biasing). When using failure biasing, we ran several pilot runs to determine the best value of the scaling factor. All simulation results were obtained from running 1 024 000 events. The numerical results were obtained using SAVE.
The first thing to note is that as the time horizon shrinks, standard simulation becomes less effective (as measured by the width of the 99% confidence interval). In fact, when t = 10, no system failures were observed after simulating the given number of events, and so the point estimate is 0.0 in this case but we have no confidence interval. If failure biasing alone is used, we can improve the quality of our estimates for all 1 time horizons. However, the degradation in the estimates as t diminishes is again present. Finally, we obtain very good estimates for all time horizons when using failure biasing along with either approximate or actual forcing. It is interesting to note that the accuracy of the estimates is the same for all time horizons (similar conclusions were drawn in [ 121). Also, the effectiveness of approximate and actual forcing are about equal. This suggests using approximate forcing in practice, since it is easier to implement.
B. A Large Model
In this section, we provide simulation results to show that the methods described in this paper are also feasible and effective for large and complex systems. We demonstrate that, as long as a system failure is a rare event, the relative width of the confidence intervals is independent of the magnitude of the unavailability (or the unreliability) estimate.
The system we examine is based on a model of a fairly complex computing system (also considered in [IS]), with its block diagram shown in Fig. 1 . The computing system is composed of two sets of processors with two processors per set, two sets of controllers with two controllers per set, and six clusters of disks, each consisting of four disk units. In a disk cluster, data are replicated so that one disk can fail without affecting the system. All repair time distributions are exponential; all of the component lifetimes (failure times) follow Weibull distributions having the same shape parameter a. Recall that when N = 1, the failure times of the components are exponentially distributed. In this case, the system can be modeled as a continuous-time Markov chain, and we can validate our simulation results with numerical (nonsimulation) results for the unavailability and the unreliability obtained using SAVE. However, when a # 1, numerical results for these dependability measures cannot be obtained using any known method.
When estimating the steady-state unavailability, we fix a = 1 in order to maintain the regenerative structure of the system. For this dependability measure, we examine the model under two different sets of failure rates, in order to show that the relative width of the confidence interval obtained using importance sampling is insensitive to the magnitude of the steady-state unavailability. In the first (large) set, the failure rates of the processors, controllers and disks are assumed to be 112000, 1l2000, and 116000 per hour, respectively. We chose these relatively large failure rates so that stable estimates of the unavailability and its variance could be obtained in a reasonable amount of time using standard simulation. In the second (small) set, we divide all of the failure rates by 100, thus obtaining more realistic values. The repair rate for all components is 1 per hour. Components are repaired by a single repairman according to a FCFS discipline. The system is defined to be operational if all data are accessible to both processor types, which means that at least one processor of each type, one controller in each set, and three out of four disk units in each of the six disk clusters are operational.
Operational components continue to fail at the given rates when the system is failed. When estimating the system unreliability, we need not have a regenerative structure in the system. Therefore, we can experiment with general failure processes by varying the shape parameter a of the failure time distributions. In these experiments, we adjust the scale parameters of the Weibull failure distributions so that the mean lifetimes of the processors, controllers, and disks are fixed at 200 000, 200 000, and 600 000 hours, respectively; i.e., we use the more realistic (small) set of failure parameters. All other aspects of the model remain the same.
1. Unavailability Results: In Table VII , we display the estimates of unavailability and the width of their 90% confidence intervals for the different sets of failure rates when using standard simulation and failure biasing after 1 024 000 simulated events. When using failure biasing, the scaling factor T was selected according to the heuristic derived from the results of the small model example given in Section VI-A-1. The first (second) row of the table contains the results from using the large (small) set of failure rates. For the large parameter set, the width of the confidence interval is reduced by a factor of 3.6 by using failure biasing rather than standard simulation, which translates into a 13-fold potential reduction in run length. For the small parameter set, the results from standard simulation are meaningless because the variance estimate had not yet stabilized by the end of the simulation. However, the results from using importance sampling are quite accurate, with the width of the relative 90% confidence interval being the same as that for the large set of failure rates. Thus, our failure biasing technique is relatively independent of the magnitude of unavailability. In other words, as system failure becomes rarer, the improvement gained by using importance sampling increases.
2. Unreliability Results: simulating 512 000 events. We used three different values (0.75, 1.0, and 1.25) for the shape parameter a of the failure time distributions. Recall that if a > 1 (respectively, a < l), the distribution has an increasing (respectively, decreasing) failure rate. The importance sampling technique used in these experiments was failure biasing in conjunction with either approximate or actual forcing. The heuristic (given in Section VI-A-2) for estimating the unreliability at small time horizons can also be used here by replacing the failure rates with the inverses of the component mean lifetimes, thus giving us the range 2000 < T 5 10 000 for the scaling factor used in failure biasing. For each of the different values of a, we varied the scaling factor in this interval to find the one yielding the best results. Thus, we selected T = 2000 when a = 0.75, T = 5000 when a = 1.0, and T = 10000 when N = 1.25.
Using standard simulation, we did not observe any system failures before the designated number of events, and so the point estimate in this case is 0.0 with no confidence interval. However, as seen from Table VIII, by using forcing along with failure biasing we are able to obtain almost equally accurate estimates regardless of the value of the shape parameter. Thus, our importance sampling techniques, as well as the suggested heuristics, seem to work for large and non-Markovian models. Note that the accuracy of the estimates obtained using actual and approximate forcing are about the same.
C. A Study of the Effect of Maintenance on Unavailability
In this section, we examine a non-Markovian model with scheduled periodic (deterministic) maintenances and determine the effect on the steady-state unavailability of varying the length of time between maintenances when component lifetime distributions have increasing failure rate (IFR), constant failure rate, and decreasing failure rate (DFR). Because the model is non-Markovian, analytic results are extremely difficult to obtain. Also, since system failures occur very rarely, standard simulation is very inefficient, and importance sampling is the only practical alternative.
We consider a simple maintenance model consisting of one type of component with a redundancy of n. For this study, we performing scheduled maintenances increases the system's unavailability, since by decreasing the time between maintenances, we are increasing the frequency of system failures caused by a failure of one component during the maintenance of the other. For a = 0.75, the component lifetimes have DFR distributions; i.e., a component's reliability decreases by performing a maintenance on it. Therefore, by decreasing the time between scheduled maintenances, we are increasing the frequency of components failures, and hence increasing the system unavailability. For N = 1.25, the components have IFR lifetime distributions. In this case, the unavailability is large for small values of d, attains its minimum around d = 500, and then increases. For n = 1.5, the unavailability Fig. 2 shows a plot of the unavailability versus the time between maintenances ( d ) for the different values of a . Notice that, for a fixed /3, the mean lifetime of individual components decreases for increasing values of a. This causes the unavailability to increase with n. We ran all the experiments long enough so that the relative half-width of the 90% confidence interval was less than 10% of the point estimate. Note the smooth curves for all value of a, indicating the high accuracy obtained using our importance sampling technique. Also note that as d -+ co, the system becomes equivalent to one without periodic maintenances. This is demonstrated by observing that the curve for a = 1.0 is beginning to flatten out for d > 1000.
The curves show that when component lifetimes have exponential or DFR distributions, performing scheduled maintenances actually increases the unavailability of the system. 
D. A Study of the Effect of Redundancy on Unreliability
In this section we examine the same non-Markovian model studied in Section VI-C but without scheduled maintenances.
We estimated the unreliability at time horizon t = 100 and / 3 = l o W 5 for different values of the shape parameter a and different component redundancies n. Our goal is to determine the number of components n needed in order to achieve a certain level of unreliability U . We selected as our goals U 5 loW4, U 5 loW7, and U 5 Fig. 3 is a graph showing the redundancies needed for the different levels of unreliability as the value of the shape parameter increases. Thus, for a = 1.5, in order to ensure that the unreliability of the system is no more than lop4, we must have a redundancy of at least two components. Similarly, for the same value of (Y, there must be at least three (respectively, four) components to guarantee that the system unreliability is less than (respectively, lo-'')). Recall that as increases (with /3 fixed), the failure frequencies of the individual components also become larger. Thus, as one would expect, as the value of n grows, the redundancy needed to ensure a given level of unreliability increases monotonically.
The results in this section were obtained from simulations using the heuristics developed in Section VI-A-2. However, it should be mentioned that the effectiveness of our importance sampling techniques diminishes for systems with high levels of redundancy (e.g., more than 4). For these systems, other importance sampling techniques are more effective [24] .
VII. CONCLUSIONS
In this paper we have described an approach for simulating models of highly dependable systems with general failure and repair time distributions. The approach combines importance sampling with event rescheduling in order to obtain variance reductions in such rare event simulations. The approach is general in nature and allows us to simulate effectively a variety of features commonly arising in dependability modeling. For example, in this paper we have shown how the technique can be applied to systems with redundant components andlor periodic maintenance. For different failure time distributions, we have explored how the steady-state availability is affected by the maintenance period. We have also determined the amount of component redundancy needed to achieve a certain reliability level. Because of the general non-Markovian nature of these systems, such studies are not possible using known . analytical or numerical methods. Since standard simulation is very inefficient, importance sampling is the only practical alternative. We described some of the trade-offs involved in the design of specific importance sampling techniques, such as failure biasing and forcing, and demonstrated their potential effectiveness in simulations of systems with non-exponential failure and repair time distributions. We have also used rescaling of clock values as an inexpensive way to implement rescheduling. While rescaling can be effective for some failure distributions, such as the exponential and Weibull distributions, its applicability for other failure distributions needs to be examined.
In addition to failure biasing, we have shown that forcing is very effective in estimating system unreliability, particularly for small time horizons. We described and experimented with two methods for forcing, namely, actual forcing and approximate forcing. While both methods are about equal in efficiency, approximate forcing is somewhat more robust and easier to implement in general.
The use of importance sampling for estimating steady-state availability requires a regenerative structure of the underlying model. This holds for either exponential failure distributions or general failure distributions with periodic (deterministic) maintenance. On the other hand, the use of importance sampling for estimating transient measures, such as reliability, is completely general and does not require a regenerative structure or any assumption on the failure and repair processes.
One direction for future research is to investigate further the basis of some of the heuristics presented in this paper, so that additional refinements or generalizations can be made. While our importance sampling techniques are very effective for systems with highly reliable components, they are less so 
