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A traffic simulation is a tool that permits constructing a virtual environment based
on a real one, with the objective to perform analysis about the actual conditions
and more important, apply changes to the virtual scene or to the driving rules
to generate new scenarios and test solutions. However, the problem we found
with simulations it that with incorrect parameters may not represent the traffic
conditions we are looking for.
In this work, we propose a method to calibrate the traffic simulations using data
available for transportation in Costa Rica. This data comes from Global Position
System (GPS) navigation records. The calibration algorithm search to represent
those actual traffic conditions in a virtual environment, and after that, propose
and design solutions to ease the complicated traffic situations.
This thesis reflects the work of months to design and implemented an algorithm to
calibrate simulations of five sectors of the country where we found difficult traffic
conditions. The algorithm calculates a Measure of Performance to compare data
from the simulation and the GPS records, and it searches iteratively for the best
parameters. In the end, it validates the best solution found with a statistical test.
As results, we achieved to calibrate the simulations for the five studied sectors,
reaching a configuration of input parameters that reflects the traffic conditions
extracted from the GPS records, as a portrait of the real-life conditions of the
locations.
The impact and applications of this work are plenty. For the computing part, we
can dig more profound in using more techniques of calibration, and also exploit
the data available for more general works. Moreover, it can become in a significant
resource for analysis and decision making in urban mobility studies.
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Costa Rica has a significant delay in road infrastructure of over 30 years. This is
a reason the Gran Area Metropolitana (GAM), the principal urban and industrial
zone in the country, has several problems of traffic congestion and public and pri-
vate transportation, among others related to large amount vehicles on the streets.
A situation that increases during rush hours and affects much of the population.
To solve such problematic, we can draw upon an Intelligent Transportation System
(ITS), a tool that gathers several types of traffic and social data for analysis and
decision making, to generate temporal or permanent solutions. Despite Costa
Rica doesn’t have an ITS, in the last years the government has worked to create
and improve infrastructure in the most important points of the GAM and prevent
difficult traffic situations. However, smaller road sectors receive little interest
because when they present minor complications they appear normal, but during
rush hours the congestion affects the traffic flow and they turn more problematic,
needing a more elaborated approach to solve their specific cases. That is why
simulations are extremely important.
A traffic simulation is a tool that can construct a virtual environment based on a
real one, with the objective to perform analysis about the actual conditions and
more important, apply changes to the virtual infrastructure or to the driving rules
to generate new scenarios and test solutions. Although this sounds great, there is
a problem, it is possible to misunderstand simulations, due to initial parameters
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of the simulation may not represent a genuine state of the scenario. Meaning, the
input data necessary to perform an accurate and adequate simulation needs to
be adjusted. This adjustment is reached with methods to optimize simulations,
commonly calibration, validation and verification.
In this work, we proposed a method to calibrate the traffic simulation using Global
Position System (GPS) navigation records, collected from Waze, a commercial
mobile application that Costa Rican drivers use day to day to navigate in the
country.
The whole calibration process requires select location for study them, preprocess-
ing the GPS navigation data, process and adjust the network files of the virtual
roads for the simulation, design the calibration method and its implementation as
a software tool to perform experiments, evaluate results, and propose solutions for
each location to analyze their impact in the virtual scenario.
The following are contributions of this work:
• A method to calibrate traffic simulation using GPS navigation data.
• A software tool that implements the calibration method to simulate and
verify problems in road infrastructure in Costa Rica.
• Analysis of the impact of proposed solutions for the traffic problems using
the calibrated simulations.
1.2 Problem
Costa Rica has around 1.142.184 of vehicles with a density of 231 units per every
thousand people [39]. In the center of the country, it lies the most important urban
zone called GAM where around the 60 percent of the population live and reaches
around 4 percent of the total extension of the territory, according the National
Institute of Statistic and Census (INEC) [19].
The GAM is the center of the economy and industry, and where most people work,
which makes its roads heavily transited. The exact amount of vehicles driving in
the GAM per day is unknown, however there is an average of at least 5.000 heavy
vehicles each day, according to PEN study about mobility and transportation of
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Figure 1.1: La Salle crossing, La Sabana: OpenStreetMap view vs network
simulator view.
Costa Rica during 2018 [39]. Same study where they explain how the large amount
of vehicles driving in the GAM have a direct consequence on travel time of people
and product delivery, resulting in loss of competitiveness and quality of life of the
population.
In recent years, the government has paid special attention to this topic, trying
to improve infrastructure in the zones with more traffic congestion. But, in some
places it is quite difficult to change the physical infrastructure or to build new
roads. Figure 1.1, for example, shows there is no space for more lanes and there is
a very complicated infrastructure to redesign in the sector. Therefore, we need a
more focused approach to determine the actual cause of traffics jams and present
solutions.
Consequently, we leverage simulation tools to recreate those complex environ-
ments, analyze the involved variables, make decisions about modifications or new
driving rules, and test the solutions proposed. For example, in the location previ-
ously noted 1.1. However, there is a problem, a simulation uses default parameters
and sometimes we can adjust them with straightforward tests, despite that, we
can’t be totally sure that the simulation represents a valid scenario, to use them
to simulated more complex situations and solve specific problems.
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The problem lies in that we need to have the certainty to use traffic simulations
that are valid and trustworthy. Otherwise any suggestion to the traffic situations
can present enough evidence to support. We have the possibility to calibrate and
validate simulations using the GPS navigation data available from smartphone
applications. It is a topic where exists a lack of alternatives to calibrated traffic
simulation using this type of information.
With this thesis we will have a software tool to calibrate and adjust the simulations,
getting enough data to analyze and have evidence to support our suggestions about
the changes required in road infrastructure, and driving rules or politics to improve
the traffic conditions of some sectors of the GAM.
We formulate the hypothesis for this work: it is possible to calibrate traffic
simulations using GPS navigation data with a statistical significance level (Type
I error probability) of 0.1.
1.3 Justification
Simulations are very important to understand the behavior of traffic and it is a
fascinating alternative where an ITS does not exist. Especially in Costa Rica,
where urban mobility is a common issue, and the government has increased in-
frastructure projects to mitigate the impact on the principal and most congested
roads and junctions of the country.
Without an ITS, we have insufficient sources for traffic data to perform calibration
and validation of simulations and its posterior analysis. Using GPS navigation
data records, we took advantage of this valuable opportunity to calibrate those
simulations and create tools to make better decisions based on accurate results.
The primary innovation of this thesis is the use of GPS navigation records collected
from mobile application users to calibrate traffic simulations of problematic traffic
zones in Costa Rica. As an alternative approach to the calibration of simulation
using data from ITS, data that is impossible to collect due the lack of technology
in the country.
The impact of this work is the creation of a complete pipeline to calibrate simula-
tion of locations with traffic problems in rush hours and then take those calibrated
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simulation to propose solutions and analyze the effect of the changes. Those infras-
tructure improvements or new driving rules help in decision making and related
traffic policies.
Calibrated simulations can help to adjust traffic lights timing as well, anticipate the
impact of accidents, select the best location of the pedestrian crossings, understand
the impact of public events, and many other. In addition, larger simulations can
enhance the design of Smart Cities and a lot more possibilities.
1.4 Objectives
The main objective of this work is to evaluate the application of GPS navigation
data to calibrate traffic simulations.
1.4.1 Specific Objectives
As specific objectives, we have:
1. Select adequate scenarios for study based on preliminary simulations and
established guidelines.
2. Design an optimization method to calibrate and validate traffic simulations
using GPS navigation records.
3. Create a software tool to implement the method to calibrate simulations.




2.1 Intelligent Transportation Systems
It is well known that traffic congestion leads to several problems that affect the
environment and the quality of life of the population of a city. These problems
include air and sound pollution, increment in fuel consumption, delays in commute
time and emergencies, and of course, traffic accidents, being these another cause
for traffic jams. Such problems can create a continuous loop, a loop we need to
stop or minimize their negative impact on the society.
Zhang et. al. [52] explains three strategies for reducing traffic jams. First one is
to implement new transportation policies, related to public transport, exclusive
lanes, restriction in schedule or license plate, some others. Second, relates to
constructing additional infrastructure and improving the existing one. And last
strategy says that it is possible to optimize the existing transportation system by
analyzing the data gathered from different tools such as Global Positional Systems
platforms, injections loops, video cameras and many others.
We can complement those three strategies with an Intelligent Transportation Sys-
tem (ITS) [15], which is a group of technological methods and tools to collect,
process and analyze data from road infrastructure, to provide information to users
and transportation system operators to make better decisions. These applications
aim to be an efficient approach to improve the performance of transportation sys-
tems, reinforcing safety and security for travels, providing alternative routes to
6
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avoid and mitigate traffic congestion, and as secondary effect, reduce air and noise
pollution and increase energy efficiency.
A robust ITS can incorporate some fundamental components, such as advanced
transportation management systems, advanced traveler information systems, ad-
vanced vehicle control systems, business vehicle management, advanced public
transportation systems, advanced urban transportation systems, also can include
intelligent vehicle systems, commercial vehicle operations programs, and many
others. [52] [30]. Systems that need a source of information to perform their
purpose.
Right now there is an explosion of data, available for almost every science discipline
and for a huge diversity of researches, this amount of accessible information can
help the development of better ITS’s, changing the common use of technology-
driven systems to a new data-driven techniques.
Zhang’s team notices the relevance of a Data-Driven Intelligent Transportation
System (D2ITS), fed by large amount of data collected from multiple resources
such as video cameras, multi-sensors like injections loops, laser radars, and GPS
[31], data that can generate new information, prediction tools and services that
can be included into an ITS. GPS navigation records are just one example of how
to use data, providing an instrument to analyze and predict the behavior of users,
drivers and people who take the public transport, and taking advantage of the
real-time positioning information to trace vehicles and many other application.
To take advantage of D2ITS we require data. It is possible to have poor data
because of the lack of technology or disinterest of the government in implement
those systems. Even so, we can use other approaches, such as traffic simulations,
being a low-cost tool to replicate a variety of transportation events from real
scenarios in a virtual world, and the use of data available from current ITS’s can
enhance the different simulations of these virtual environments.
2.1.1 Management and Analysis of Data
Data for ITS could come from multiple sources. The literature explains some
ITS’s use only two of them, other show the use of over two sources and in a more
complex way. Amini [2] refers sources of data in transport are still limited to
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data from mobile location, probe vehicles, smart cards and some information from
social networks.
An OECD study [32] shows an ITS that makes use of data from cameras and
micro-controllers, extracting information from sensor in an interconnected net-
work. Also, authors mention more sources of data including Global Positioning
Systems (known as GPS), sensors and devices such as accelerometer for motion,
radar lasers, metadata from mobile devices, card to access public transportation
and many others.
When data is generated so rapidly, with a lot of variety and in high volume, we can
talk about Big Data. This data is the fuel for the new ITS’s, a new era of systems
driven by data. Right now, collected data is not a challenge, but to analyze them
and extract useful information. That is how researches develop new platforms to
deal with the outrageous amount of data, to integrate the tools and algorithms to
gather relevant information from them.
Amini [2] divides the application of big data in ITS in three groups: i) urban plan-
ning, which studies the mobility pattern and travel demand using location data;
ii) transportation operation, focused on travel prediction time, incidents detection
and dynamics rerouting; and iii) safety, to predict crashes, understand driver’s
behavior and study critical situation in road infrastructure. In their work, they
build a platform to provide a simple way to execute machine learning algorithms
to analyze the real-time data coming from the real-world data sources. A solution
that is implemented in a low cost virtual environment such as a simulation.
In their work [51], Zeng summaries an architecture of ITS that gathers information
from video cameras, speed readers and sensors, GPS and radio-frequency identifi-
cation, to create more complex layers and implement systems like traffic guidance,
video surveillance, vehicle information and others. Then combining parallel anal-
ysis of big data and intelligent control creates useful applications to the final user
of the complete system.
Similar to Zeng’s research, Khokale and Ghate proposed big data architecture
[21], but this time the author explains advantages to use big data in ITS. It is
useful to handle the large amount of traffic monitoring data, big data can improve
efficiency of transportation, big data can improve safety, and finally, can help to
control vehicle identification (detect fake vehicles).
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2.1.2 Data-driven Applications
We need to mention here some uses of data in traffic analysis and control appli-
cations. We have big data for urban planning as a tool to help to make better
decisions [42]. Let’s say we have a lot of mobile phones from people in the road,
this can be feed the public transport systems to improve its own quality of ser-
vice. Thinking about future, smart cities on real-time or not-real-time can enhance
the analysis of the resultant big data flow and mathematical models. Data can
empower the Smart Cities implementation of real-time data to create simulations
visualization of vehicle travel time and queue length in roads, travel times of public
transport, also, energy consumption and CO2 emissions [43].
Another use of data is the prediction of traffic flow using deep networks trained
with greedy layerwise unsupervised learning algorithm. Data collected from dif-
ferent detectors are aggregated to get the average traffic flow of studied freeway.
Using root mean square error, they evaluate the performance of the proposed
model trying to predict the traffic flow in the road for periods of 15 min, 30 min,
and 45 min and 60 min. [28]. Similar work of prediction of traffic flow using data
is also implementing using deep learning [4], they implemented a workflow data
collected from sensors, aggregate flow, average speed, occupancy. Using specific
software tools such TensorFlow plus Keras, and indicators like mean absolute er-
ror (MAE), mean absolute percentage error (MAPE), and root mean square error
(RMSE) to analyze the prediction results.
In this field, data collections and big data are used for processing information from
sensors counting, where data comes from main roadway in both directions, trying
to optimize the vehicle generation using algorithms such as Nelder-Mead Simplex,
Tabu Search and Genetic Algorithms [7]. We will explain some of these algorithms
later.
Another important application is the safety monitoring of real-time data for crashes
prediction, congestion measurements, data from Microwave Vehicle Detection Sys-
tem (MVDS). Here is crucial the real-time congestion monitoring. Researches
found a way to measure the real-time congestion based on Big Data, determined
as a more desirable approach to identify the congestion pattern in both the tem-
poral and spatial dimensions. [44]
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2.2 Traffic Simulations with SUMO
Simulations help to emulate traffic situations, it is a particular and special tech-
nique to show weak points in the street network of a location or to predict traffic
conditions. It is useful when there is no a clear traffic flow and its behavior is com-
plex. The ultimate aim of a traffic simulation is to create a virtual environment
to understand some behaviors difficult to capture and analyze from real scenarios.
Nowadays, data analysis and hardware advanced technologies have intensified the
use of traffic applications to increase the safety and security of the people, the
efficient use of energy, improving user navigation systems, and planning road in-
frastructure. Many of these problems are complex and can scale significantly,
therefore we can rely on traffic simulations models, that can be more accurate and
dynamic that the common analytical methods used in the last years to present
solution for the mentioned problems. [14]
A crucial part of the study of traffic and transportation problems is the traffic flow
dynamics. It is essential to include this field on simulation models and simulation
software because is a classic feature to generate virtual traffic situations, determine
optimal routes, optimize logic for traffic lights, provide information for advance
control of traffic in ITS, and reveal environment effects of traffic operations as fuel
consumption and CO2 emissions, both topics of real concern in our society. [46]
Traffic flow dynamics models can be separated into three categories [6] [46]:
• Macroscopic model describes the collective state of traffic, the time-space
evolution of the variables local density also refer as volume, speed and flow.
Model based in the continuum traffic based theory.
• Microscopic model describes the behavior of the dynamics of individual ve-
hicles in the traffic flow. Here is common to define models to lane change,
acceleration and breaking, driver aggressiveness, etc. This is the most inter-
esting model for study in the last years.
• Mesoscopic modeling of traffic flow consist in a model less demanding of data
and computationally more efficient that the other two models, but combining
aspects of both of them.
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• Submicroscopic: each vehicle and also functions inside the vehicle are ex-
plicitly simulated, e.g. gear shift [27]
Simulation software is challenging to develop, it can implement several mathemat-
ical models, and we can find open-source and commercial software. Regardless of
this, its interest has grown significantly in the academic, exploring more a more
the use of this software to solve real problems and improve life for humanity. But
its use need to be taken seriously, with most relevant aspect of simulation is to
know if they are accurate, showing that the simulation model is close enough to the
actual system (real-life traffic conditions). This can be found using the model val-
idation and calibration, an iterative process where each step execute algorithms
to calibrate parameters and verify results. We will talk about this later in the
chapter.
2.2.1 SUMO
SUMO (Simulation of Urban MObility) [24] is a traffic simulation software created
to simulate the traffic in a city. Specifically, to understand the underlying model
used to simulate behaviors, compare features like speed simulation or the capacity
to represent reality from other models. Created in the Centre for Applied Infor-
matics at Cologne, Germany, has been a popular tool to simulate and study traffic
flow models, with additional tools to simplify the process, converting to different
formats and creating routes to describe city transportation environment.
Implements a microscopic and multi-modal simulation, meaning that not only cars
can be modeled but also motorcycles, pedestrians and public transport. Introduces
simulation of sensors, different measurements and models, multi-lane streets, dif-
ferent vehicles types, pedestrians, bicycles, public transport, detectors and many
other features. [27]. SUMO models road junctions with traffic lights, implement-
ing right-of-way rules and its variants. Includes a model for demand of traffic
that uses an Origin-Destiny matrix to control demand and adapt to simulation
circumstances.
In model car dynamics every step of the simulation represents one second, mod-
elling the traffic flow microscopically, where each vehicle dynamic is modelled
individually within a network, having each own speed and location. The simula-
tion model that SUMO implements for the car-driven behavior is the Gipps-model
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extension, a model capable of display key features of traffic such as free and con-
gested flows. It is also collision-free model with the principal reason to avoid
artifacts arisen by intrinsic flaws of the model.
Figure 2.1: NETEDIT window: interface to modify the network file, traffic
demand and additional elements.
The entire solution includes two GUI applications, NETEDIT 2.1 provide a graph-
ical network editor to create, analyzing and edit network files, allowing the set-up
of the complete environment for the simulation. User can change roads, lanes,
junctions, include routes for cars, adjust traffic lights timing, add bus stops, set
right of ways and forbidden turns, and much more. SUMO-GUI is the principal
tool to visualize the current simulator, in here is possible to pause or adjust speed
simulation, visualize cars in different colors by its speed, trace cars and visualize
the selecting routes. The results of the simulation can be statistical information
for general behavior or specific data for each car of segments in the network.
The program works with XML files, the initial input is formed by the three most
important elements: network data, traffic demand and additional traffic infras-
tructure, those files are created directly from the NETEDIT. A required config-
uration file contains the three files and additional parameters for the simulation.
The details of these parameters can be found in SUMO documentation [45]. This
tool runs in a standalone computer using the terminal command, or the GUI-only
version to visualize the simulation.
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Figure 2.2: SUMO-GUI: graphical visualizer of simulation
2.2.2 Related and Recent Work
Recent development and SUMO applications [22] are presented in the study.
Where SUMO simulates vehicular communication to study the effect of vehicle-
to-vehicle and vehicle-to-infrastructure communication where a combined simula-
tion of traffic and communication is necessary, traffic lights algorithms to make
traffic lights capable to adapt to current traffic situations, evaluation of traffic
surveillance systems to develop surveillance technology and use image processing
of simulated areas to predict weather that probably trigger critical traffic situa-
tions. Finally, similar to our work SUMO simulates route choice and dynamic
navigation.
Traffic flow generation using Origin-Destination matrix [50] with data from in-
duction loop measurements available from traffic authorities, and then it uses the
DFROUTER tool (a SUMO tools to reroute vehicles), along with a heuristic,
to generate an O-D matrix for traffic that resembles the real traffic distribution.
Simulation results validated against real data.
Flow is another work where they used reinforcement learning with SUMO [20]
to analyze traffic dynamics and perform optimization. Flow provides users with
the ability to easily implement, through TraCI’s Python API, hand-designed con-
trollers for any components of the traffic environment such as calibrated models
of human dynamics or smart traffic light controllers. Together with the dynamics
built into SUMO, Flow allows users to design rich environments with complex
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dynamics. A central focus in the design of Flow was the ease of modifying road
networks, vehicle characteristics, and infrastructure within an experiment, along
with an emphasis on enabling reinforcement learning control over not just vehicles,
but traffic infrastructure as well.
A very interesting work is the calibration of the car-model is actual parts of Ameri-
can roads by [23] In this research they calibrated travel times compared with data
from simulated traffic detectors. They managed to reduce the simulation error
from 40% to a 15%.
Paternina et al [36] proposed to use the advantages of artificial intelligence-based
techniques such as reinforcement learning and artificial neural networks, in order
to propose a global optimization approach that can be coupled with discrete-event
computer simulation models to efficiently resolve practical problems.
2.3 Simulation Optimization Techniques
A simulation model is the study of a mathematical model using simulation. By
running the simulation model with specific values of the input variables, we can
examine a system behavior. We can define a simulation experiment as one or
several tests in which meaningful changes are made to the input variables of a
simulation model to observe and identify the reasons for changes in the output.
Figure 2.3: Simple simulation optimization diagram
Simulation optimization is the process of finding the best input variable values
from among all possibilities without explicitly evaluating each possibility. In the
image 2.3 we view a simple simulation optimization diagram, where an input is
given to the simulation model, then output goes through the optimization strategy
process, where it is hoped that the best input parameters are chosen to enter again
to the simulation model, eventually, a stop condition will be triggered where we
perform enough simulation experiment or solution is good enough. At the end,
the objective of simulation optimization is to minimize the resources spent while
maximizing the information obtained in a simulation experiment. [8]
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There are at least six categories of optimization simulation methods, some authors
name them different. However, there is a clear line where we can separate them.
We extracted the next categorization from [8] and [1], Amaran collects fairly good
amount of literature and updates the categories of optimization algorithms. Our
summary review is as follows:
Discrete optimization (statistical methods): are methods working on finding op-
timal settings for variables that can only take discrete values. Some of the more
popular algorithms are: finite parameter spaces, ranking and selection and, mul-
tiple comparison procedures.
Gradient Base Search Methods: or stochastic approximation methods are one
of the oldest methods for simulation optimization. They attempt to descend us-
ing estimated gradient information, meaning that try to estimate the response
function gradient (5f) to assess the shape of the objective function and employ
deterministic mathematical programming techniques.
Response Surface Methodology (RSM): is a procedure for fitting a series of re-
gression models to the output variable of a simulation model (by evaluating it at
several input variable values) and optimizing the resulting regression function.
Direct Search Methods: these methods are a sequential examination of trial solu-
tions generated by a certain strategy (as describes Hooke and Jeeves.) As opposed
to stochastic approximation, direct search methods rely on a direct comparison of
function values without attempting to approximate derivatives. Meaning that de-
pends on some sort of ranking of quality of points, rather than on function values
per se.
Random (Heuristic) Search Methods: are part of direct search methods, are
used to find a way to organize the search process to not search over all possible
solutions, it turns in a low-cost search that is likely to discover a good, or near-
optimal solution. Many of these techniques balance exploration with exploitation
thereby resulting in efficient global search strategies. The heuristic as a rule-of-
thumb may not guarantee convergence and optimality, making heuristic methods
vulnerable to falling into local optima.
Model Base Methods: these are methods attempt to build a probability distri-
bution over the space of solutions and use it to guide the search process. Three
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specific methods are: estimation of distribution algorithms, cross-entropy meth-
ods, and Model Reference Adaptive Search (MRAS). [1]
2.3.1 Random Search (Heuristic Search)
Heuristic methods are usually rather problem specific, and often are based on
simple common-sense ideas inspired by, or tailored to, the type of problem being
solved. They are most often applied to the computationally intractable NP prob-
lems, simply because otherwise the best (most efficient) methods we know of for
solving these problems exactly (or optimally) can take an exponential amount of
computation time.
The more general heuristics methods are:
Hill Climbing : it is the greediest method, the idea of this algorithm is just not
to accept a new solution unless it is better than the last best solution found.
This is an intensive and pure search, with no space for exploration. Therefore,
the algorithm is more likely to end up with a local optimum and, it can be very
sensitive regarding the starting point.
Genetics algorithms (GA): are methods for search strategy that employ random
choice introducing the concepts of mutation and selection, to guide a highly ex-
ploitative search, balancing exploration of the workable domain and exploitation
of “good” solutions.
In general, a genetic algorithm is analogous to biological evolution, it works by
creating a population of strings and each of these strings are called chromosomes.
Each of these chromosome strings is basically a vector of a point in the search
space. New chromosomes are created by using selection, mutation, and crossover
functions. The selection process is guided by evaluating the fitness (or objective
function) of each chromosome and selecting the chromosomes according to their
fitness values (using methods such as mapping onto Roulette Wheel). Additional
chromosomes are then generated using crossover and mutation functions. The
cross over and mutation functions ensure that a diversity of solutions is maintained.
Evolutionary strategies (ES): similar to GA, ES are algorithms that imitate the
principles of natural evolution as a method to solve parameter optimization prob-
lems.
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Ant colony optimization: is a heuristic method that has been used for combi-
natorial optimization problems. Conceptually, it mimics the behavior of ants to
find the shortest paths between their colony and food. Ants deposit pheromones
as they walk; and are more likely to choose paths with higher concentration of
pheromones.
Related to ant colony is swarm intelligence, which is a field that studies the emer-
gent collective intelligence of groups of simple agents. In groups of insects, such
as ants and bees, that live in colonies, an individual can only do simple tasks on
its own where- as the colony’s cooperative work is the main reason in determining
the intelligent behavior the colony shows.
Tabu search: widely and successfully used in combinatorial optimization, it is an
interactive process with the same capability of SA for escaping the local optima.
The neighborhood length is very important and consist of a modified neighborhood
search procedure that employs adaptive memory to keep track of relevant solution
history (tabu list), which is updated in every iteration and allow the method to
go beyond local optimality to explore promising regions of the search space.
Scatter search: Scatter Search uses adaptive memory in storing best solutions, as
well as Tabu search. This method differs from other evolutionary approaches, such
as Genetic Algorithms, by using strategic designs and search path construction
from a population of solutions as compared to randomization (by crossover and
mutation in GA).
Simulated annealing (SA): a stochastic search method commonly used to solve
the deterministic optimization problems and combinatorial problems in traffic as-
signment [35]. The concept of annealing comes from thermodynamics, which deal
with how a liquid substance is slowly cool down into a solid to produce a stronger,
more stable product. Using simulated annealing as an optimization tool is because
of the work of several researchers who were actually working in different disciplines
at different times.
The method is a variation on conventional iterative improvement methods that
begin with an initial feasible solution, repeatedly generate and consider changes
in the current configuration, and accept only those that improve the objective
function. This improvement mechanism has a probabilistic factor, in which non-
improving moves are occasionally made, and therefore offers chances to avoid
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getting stuck in the local optima, while keeping track of the best overall solution,
hoping to arrive to a global optimum. [48]
To avoid the characteristic convergence to a local optimum that typifies deter-
ministic local heuristic methods, simulated annealing methods probabilistically
accept configurations that temporarily deteriorate the quality of the system being
optimized. An acceptance probability is computed, based on the change in the
objective function and a temperature parameter.
As the temperature is appropriately reduced (this is called an annealing schedule
or a cooling schedule), fewer non-improving moves are accepted; thus, a coarse
global search evolves into a fine local search for optimality, and the probabilistic
jumps provide avenues to avoid sinking into non-global optima. [9]
Implementation of simulated annealing requires choosing parameters of the initial
and final temperatures, the cooling schedule, and number of function evaluations
at each temperature.
2.3.2 Simulation Calibration
The reliability of a simulation, seen as an experiment of the real system through
its model, will depend on the ability to produce such a simulation model that
represents the system behaviour closely enough. As we already know, simulation
optimization is the process of finding the best values of the input variables of a
model from among all possibilities without explicitly evaluating each possibility.
The process of determining whether the simulation model is close enough to the
actual system is usually achieved through the validation of the model, an iterative
process involving the calibration of the model parameters and comparing the model
to the actual system behaviour and using the discrepancies between the two, and
the insight gained, to improve the model until we get the desired or acceptable
accuracy.
The goal of calibration is minimizing the difference between reality, as measured
by a set of observed data, and the model results, described by another set of data
that has been produced or constructed from the simulation model. This is done
mostly by adapting the parameters of the simulation until some minimum (best
fit) has been reached [3]. Calibration then, becomes an optimization problem [8]
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[48], where the validation process estimates the differences between the simulation
variables using the parameter set resulting from calibration, to obtain a desired
confidence level where the model and its results are reasonable for the objective it
was developed for.
As part of the final simulation optimization process, we have the model verifi-
cation, calibration, and validation, crucial steps in the development of a valid
simulation model. [33] The calibration and validation of a simulation tool (with a
set of parameters) create that process of comparison on an appropriate scale of the
simulation results for chosen variables with a set of observations of the variables.
[14]
Figure 2.4: Diagram for real systems and simulation system optimization flow
Figure 2.4 shows a diagram representing the relation of real and virtual systems,
Validation intends to determine how well a simulation model replicates a real
system. In calibration, the outputs of the simulation and the real system are also
compared, but the parameters of the simulated system are optimized until the
difference between both outputs is minimal or at least meets specific minimum
requirements. The fitting process is generally known as model calibration. As
for calibration, during the validation of a simulation tool, predictions from the
simulation model are compared to observations from reality, but a data set different
from the data set used for calibration should be utilized. Unfortunately, calibration
and validation against suitable observed data are not commonly practiced in the
field of traffic simulation.
A crucial point in the calibration step is to collect the measures of performance
that will allow comparison of simulation results with the observed current reality.
This Measure of Performance (MoP) will define the application of the simulation
tool and its objective. Taking into account that the calibration and validation of
Background 20
the model should focus on the specific site and traffic situations to be covered in
the simulation study. [14]
The objective of the traffic simulation optimization of this study is to modify the
network between original and future scenarios to improve the MoP. Typical MoP’s
can be categorized by multi-valued collective variables such as flow, density, speed,
queue length, multi-valued individual variables like travel times, trajectories, in-
dividual travel times, and single-valued waiting time, last decile of queue length
or manual observation.
The choices of the appropriate methods and their application to the validation
of traffic simulation models depend on the nature of the output data. Single-
valued MoPs are appropriate for small-scale applications in which one statistic
may summarize the performance of a system. Multivariate MoPs capture the
temporal and/or spatial distribution of traffic characteristics and thus are useful
to describe the dynamics at the network level. It may also be useful to examine
the joint distribution of two MoPs (e.g., flows and travel times) to gain more
information regarding the interrelationships of MoPs [5].
2.3.3 Related Work on Traffic Simulations
Li et al [26] describe the process of traffic optimization and organization, both
processes where implemented using the combination of static channelized of road
junction and the signal optimization. For the signal optimization they used a
model called Simultaneous Perturbation Stochastic Approximation, an approach
that try to approximate the gradient of the objective function through finite dif-
ferences. With important reduction in computational cost compared to traditional
stochastic approximation methods.
The article presents a case study where they analyze one sector of 1.68 km with 7
signal intersections, and during 7:30 am and 8:30 pm during the rush hour in the
morning where average speed of vehicles is around 10 and 15 km/hour, using data
from historical database of the traffic flow in the road. The final results show that
the signal optimization method for the simulation show that the proposed model
and method were effective and feasible, increasing the average car speed after the
optimization.
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Similar work what done by Celick and Karadeniz [10], where using SUMO simula-
tor, as well as we did, they try to optimize the traffic flow, depending on the traffic
density, their approach take an intersection and examines all the lanes on each side
and processes based on the lane where the longest tail is located, then it develops
a real-time traffic light optimization system to set the new lights configuration,
creating a smart intersection system.
The most important conclusion is that for traffic light optimization the real-time
analysis and change method gives better results than fixed time and green wave
method that is based on the principle that majority of cars which pass on green
light encounter green light again at the traffic lights on the next intersection
A similar study develop in this thesis is the work made by Flitsch et al [16]. Using
historical data collected from sensors and aggregating this data, they recalculate
the traffic situation of a road sector. They perform a calibration of a simulation of
the Austrian road network. They applied two approaches: off-line calibration and
on-line calibration. With the main idea of the calibration of improving the traffic
volume on different routes based on time variations data.
The off-line calibration is used to develop a realistic simulation and to refine the
demand model. Optimizing the routes and starting time for the vehicles in the
SUMO routes file. The on-line calibration is used to adapt the simulation to real-
time traffic situations. Currently, it is only based on the comparison of simulated
and real-world vehicle detector loops. Experiences showed that the offline cali-
bration process is too slow in a microscopic simulation. And also too slow for
on-line calibration, where the simulation should keep pace with real world traffic
situations.
Data they used were collected from vehicle detector loops (VDL), vehicles with
sensors that provide floating car data (FCD) to get the real-time-traffic informa-
tion, and Bluetooth-data for traffic information systems and traffic management.
They refer the webcams as another possible traffic information source. However,
an application for vision based object recognition is required for the data analysis.
For validity checks on real-time data, knowledge of locals and experts is a valuable
resource.
The general procedure of their the work starts selecting the target area for the
calibration and validation. And the quality of data is defined before selecting the
type of traffic data to be used. This is because sometimes only specific parts of a
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road network need to be calibrated or validated. Then the data type is selected,
for then check the availability and plausibility of data for the selected location.
Plausibility check includes to validate a potential change of the road network
where open street maps or other maps may be used as a reference. Changes in the
road network do not only concern the calibration and validation, but also route
selection and trip file. Finals steps involve checking all different types of data and
perform plausibility test. And based on this information, SUMO may calculate
an average speed and traffic volume. In their work as last results, they build a
procedural model to calibrate and validate the simulation each time revising the
data available and checking for plausibility.
2.4 Parallel Computing
In computing, serial programs are programs written to run on a single core com-
puter, often do not take advantage of multi-core machines. We can do this if we
can turn them into parallel programs, meaning rewrite some parts of the code to
parallelize tasks, making them able to run at the same time in several cores and
of exploit the multi-core infrastructure. [34]
Is it important to understand the available parallel hardware to benefit from it. We
found two types of parallelism. Shared-memory systems and distributed-memory
systems. In shared-memory system, is possible for each core to access each memory
location. They communicate accessing shared data structures. In distributed-
memory systems, each processor has its own private memory, communicating with
other processors through interconnection networks, usually sending messages or
with special functions to access memory of the other processors.
Parallelism with PyMP package[25], a Python package to implement OpenMP
functionality that is shared-memory programming, with characteristics like mini-
mal code and high efficiency, and of course multiprocessing.
With PyMP at the beginning, the memory of the children is not copied, but
referenced. Once the process writes to the memory is when the own memory
region is created. Keeping the processing overhead low but not such as original
OpenMP implementation. When the parallel region is left, all child processes died
synchronizing data structures via shared memory or a manager process, and only
the original process survives.
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1 import numpy as np
2 ex_array = np.zeros ((100 ,), dtype=’uint8 ’)
3 for index in range(0, 100):
4 ex_array[index] = 1
5 print(’Position assigned! {} done!’.format(index))
Listing 2.1: Python code for sequential for-loop
In listing 2.1 it is shown an example of a classic loop, an array of one hundred
positions is created with zeros, the loop goes over each index and set the value to
1. This a is classic sequential code.
The parallel version in listing 2.2, shows the code where pymp.Parallel(4) creates
four parallel threads in p variable to execute the for-loop using range, this will
divide the 100 execution in 4, doing each thread 25 indexes.
1 import pymp
2 ex_array = pymp.shared.array ((100 ,), dtype=’uint8 ’)
3 with pymp.Parallel (4) as p:
4 for index in p.range(0, 100):
5 ex_array[index] = 1
6 # The parallel print function takes care of
7 asynchronous output.
8 p.print(’Perfect! {} done!’.format(index))
Listing 2.2: Python code for parallel loop using PyMP
In R parallelism is implemented using package ‘doParallel’ and ‘foreach’ [47]. The
final implementation is just necessary to change from %do% that evaluates the
expression sequentially, to %dopar% that evaluates it in parallel. Example code
is found in the code snippet 2.3
1 library(foreach) #load library
2
3 #implements the SEQUENTIAL execution of the sum
4 x <- foreach(a=1:1000 , b=rep(10, 2)) %do% {
5 a + b
6 }
7
8 #implements the PARALLEL execution of the sum
9 x <- foreach(a=1:1000 , b=rep(10, 2)) %dopar% {
10 a + b
11 }
Listing 2.3: Use of foreach in R
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Combination of these packages provide parallel execution, meaning we can exe-
cute code tasks and repeated operations on multiple processors/cores in personal
computers, or on multiple nodes of a cluster [49]. It’s important to clarify that
‘foreach’ principle belongs to the data parallelism model single instruction multi-
ple data (SIMD) [34]) rather than to the task parallelism model (different codes)
[41].
Summarizing, we can declare that parallel computing comes to doing three things:
splitting the problem into pieces, executing the pieces in parallel, and combining
the results back together. Both implementation in Python and R help with these
tasks to take advantage of the multi-core resources.
Chapter 3
Calibration Technique for Traffic
Simulation
Solution Overview
Study traffic flow in congested sectors in Costa Rica is difficult, the absence of ITS
limits the use of data to analyze traffic situations. National government monitors
major roads, while the majority of secondary roads are responsibility of local
government. This causes coordination and communication problems, adding that
decision regarding new infrastructure or vial changes and politics takes time. It is
necessary a way to help decision making and address traffic problems in roads.
The principal goal of this work is to create a tool to calibrate a traffic simulation
in SUMO, being able to represent the real-world situation of the traffic on specific
road sectors in a determined period. This calibration is done with GPS records
from a Waze application, these data is used to compare the reported speed with
results from simulation, using an optimization algorithm we can adjust the traffic
flow to represent the actual traffic conditions as close as possible.
The complete process involves four parts, first the wrangling of the data coming
from GPS records, second the processing of the output results from SUMO sim-
ulations, follow by the design and programming of the algorithm to calibrate the
simulation, and finally the execution of experiments to obtain the final calibrated
simulation parameters.
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The analysis of the results involves the study of the effect of changes applied to
the sectors in order to improve the traffic flow in problematic areas, the sectors
were selected using personal experience and observation, and traffic solution were
proposed using common road alternatives that ease the traffic conditions.
Two extra steps in this research are the sensitive analysis that provides information
about the input parameters that produce more changes in the traffic flow, and the
analysis of parallel code performance to illustrate the importance in the parallel
execution of experiments to reduce time to implement solutions.
3.1 Selection and Preparation of Sectors
Rush hour in Costa Rica is problematic, several locations of the GAM show heavy
traffic and congestion affecting a substantial amount of people each day. Selecting
a road sector to analyze their traffic flow is not as easy as it sounds. Government
is already working in some streets, for example Circunvalación, the principal by-
pass in San José is being completed with a brand new north segment, and some
secondary roads are suffering changes such as more lanes and new signaling. Con-
sidering that, we try to focus on five sectors that present a special case and, at the
moment, they are not receiving explicit attention from the corresponding entities.
We chose five road sectors from different areas, regarding the importance of the
location, the impact of current traffic congestion, and the feasibility to create new
infrastructure. From the study called Congestion of Vehicular Flow of GAM by
CFIA [12] we considered the reasons for traffic congestion together with some ways
to address the road congestion to select the scenarios. Summary these reason as
the traffic demand in rush hours, the limited road spaces, the elevated cost of road
infrastructure to ease traffic flow in rush hours, and to deal with these conditions
we considered the impact on junctions, the traffic light coordination timing and the
priority to public transportation. We describe those five sectors in the following
paragraphs.
Sector A is the main junction in Plaza Mayor, Rohrmoser visible in Figure 3.1,
it presents traffic congestion in all directions, specially in the way north to south.
North street comes from an uphill and a bridge and stopping in a traffic light
aggravates the jam at the north. The traffic light is necessary because it is a
junction with around 5 routes and 8 turns. In this sector we are looking forward
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to reduce that north-south jam, showing the impact of some simple changes. The
districts at this location are Uruca and Pavas. This information is important
because is part of the filtering process to extract the involved road segments.
Figure 3.1: Sector A map: Plaza Mayor junction
Sector B is an entrance from highway San José-Cartago to Taras, shown in Fig-
ure 3.2. This sector is important because around 7.400 drive through this highway
back during rush hours [29], the highway entrance to Taras is just one lane crossing
the two lanes highway Cartago-San José, after that just 350 meters towards Taras
there is a three-way junction without traffic light, just a stop sign in the lane from
east, causing heavy traffic because most vehicles coming from north want to turn
east and rules of the road and courtesy are rarely applied by drivers, the urgency
to get home and the rush hours do not facilitate the situation. Here the districts
involved are San Nicolas and El Carmen.
Sector C at Invu Las Cañas and junction with train rails is shown in Figure 3.3.
The particular situation in this sector is a train rail cross just in the middle of two
four-ways junctions, causing a complicating scenario. From the south of the main
street cars turn right but immediately can turn right again, continue straight or
worse, turn left at point 2 in the figure. Also, vehicles coming from point 2 usually
turn left to point 1 because it is the main exit from that sector. Involved districts
in this location are Desamparados and Rio Segundo.
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Figure 3.2: Sector B map: San José-Cartago entrance to Taras and three-way
junction
The Sector D is located in San Pedro from UNED (west) to Sabanilla (east): this
sector is simpler to explain but difficult to understand and analyze, as its shown
in Figure 3.4 the main traffic flow goes from the west (1) to the east (2), with a
second heavy traffic coming from north in point 3 and south in point 4, others
routes combine together to generate a complicated situation in central points,
meaning lots of heavy traffic and congestion on the way to Sabanilla downtown.
Here we found three districts involved San Pedro, Mercedes and Sabanilla.
Sector E is the main entrance to Barva from Heredia visible in Figure 3.5: similar
than previous case, the traffic flow from 1 to 2 is the main problem, multiples
entries and exits complicate the situation on the way to Barva, adding the public
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Figure 3.3: Sector C map: railroad crossing between two complicated four-way
junctions
Figure 3.4: Sector D map: multiple traffic lights route San Pedro to Sabanilla
transportation because the main street does not have the respective bus bays on
each bus stop, conditioning the general vehicles speed to the bus pace and the
time to getting people on and off the bus.
For each sector we use the SUMO plugin called WebWizard to download the net-
work files in OpenStreetMaps format (osm extension file). We revised the original
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Figure 3.5: Sector E map: main road from Heredia downtown to Barva
network files to eliminate errors like extra segments, missing segments, missing
traffic lights, incorrect turn rights, etc. And wrote two bash scripts using SUMO
tools to convert the network file with a more appropriated structure, changing the
segments identifiers to allow just numeric ids, avoid u-turns, and eliminate the
unnecessary data of polygons from buildings and other structures. And also, we
created the initial SUMO configuration files.
Once those files are ready for one sector, we run the first simulation as an initial
check to generate the first results and make sure the network is not corrupted.
Also, some preliminary results can help to visualize and understand how simulation
recreates the traffic flow in the selected sector using random routes and flow, this
gives us hints to set the initial parameters of the experiments.
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3.2 Wrangling and Preparation of Data
3.2.1 Data from Waze reported events
The data used to calibrate the simulation are GPS navigation records from the
commercial mobile application called Waze. A collaboration among Programa del
Estado de la Nación (PEN), Ministerio de Obras Públicas y Transportes (MOPT)
of Costa Rica and Waze allows us to use data coming from jams and incidents
reported since 2018. Even though, the raw data is not available for this study, we
used different data layers provided for a previous team of researches that worked
on the preparation of this raw data [13, 18, 38], cleaning and organizing the records
in a data structure of R programming language called data frame, and saving them
on an RDS file. After that, we can perform our filters to select the GPS records
from the timeframe and the location covered.
The new data contains records with the following variables: city, length, speed,
anno, hour, delay, line, startNode, month, dayWeek, endNode, roadType, street,
day. We need only speed and line information for each record, but the filters are
executed according to the other variables.
The first filter will take records from the weekdays and the 17-hour of each day,
after that it will select two variables, line that contains the geometric information
required to intersect with spatial information from SUMO and other sources; and
speed that is in the average reported speed of the jams in that moment. With that,
we took only one hour records during the rush hour in the work days. Focusing
the study in a specific time frame to try to avoid errors caused by the unstable
conditions of the beginning and the ending of the rush hour. We assume this is
the steady-state of the system.
Next step is to convert those records into spatial data. The spatial data structure
includes points, lines, polygons and grids; each of them with or without attribute
data [37]. Then, using the dataset RedVial the algorithm takes the district IDs
to extract the 100 meters roads segments for each district , dataset prepared for
the previous studies of Gomez and Cubero to [18] [13]. Finally, it intersects the
GPS records with the road segments to once again reduce the amount of data and
canalize only the required information.
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At this moment it aggregates the data and gets the statistics of speed for each
segment, resulting in a new data frame with the segments of road organized by
id and the respective average speed reported for one hour, specifically 17-hour
(5 p.m.). This information is saved in a csv (comma-separated values) file that
is going to be used during the calibration process to compare with the speeds
resulting from the simulation.
3.2.2 SUMO simulation output files
For this work, we required the information from a specific output format called as
Lane- or Edge-based traffic measures. The returned values in this output describe
the situation within the virtual road network in terms of traffic measure indica-
tors. These values are macroscopic because they are generated by lanes or edges,
referring to an edge as a road segment in one-direction.
SUMO requires additional information in order to generate the previous output.
This information is a set of configuration parameters to ask for the values to be
generated for each sector. In 3.1 we indicate we want data from each edge using
label edgeData, then we set the attributes with the suffix of the filename, the
trackVehicles in true to performed speed aggregation for over all vehicles, exclude
empty edges and the interval frequency that is the period to make the aggregation,
we used in all experiments 500 second intervals. For our study, we focus only on
the speed data.
With those parameters set, we expect at the end of each run the resulting file
containing the information for each interval and each segment of the network. In
the listing 3.2 we view how a first interval starts at 0.00 seconds and ends at 500
seconds, this is the first aggregation period, now each edge is included with the
respective information, the average travel time, the average waiting time, and the
more important variable of this work: the mean speed in the edge; the remaining
data is not used at all.
On every simulation experiment we are simulating one hour of traffic flow, but
the traffic flow during the entire hour is not stable, even when we can generate
a continuous flow; that is why we separate the generation of data in intervals to
discard the first and last interval where the state of the simulation is not sta-
ble. At the beginning of the simulated period, in the first intervals, cars are still
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1 <additional xmlns:xsi="http ://www.w3.org /2001/ XMLSchema -instance
" xsi:noNamespaceSchemaLocation="http :// sumo.dlr.de/xsd/
additional_file.xsd">
2 <edge Data id="001" file=".output.meanedge.xml" trackVehicles
="true" excludeEmpty="true" freq="500"/>
3 </additional >
Listing 3.1: Structure of the additional file as input for simulation
1 <interval begin="0.00" end="500.00" id="001">
2 <edge id=" -25399903" sampledSeconds="2054.32" traveltime="
42.80" waitingTime="1269.00" speed="2.50" departed="0"
arrived="0" entered="48" left="48" laneChangedFrom="0"
laneChangedTo="0"/>
3 <edge id=" -474561682" sampledSeconds="500.63" traveltime="
3.88" waitingTime="0.00" speed="12.48" departed="0" arrived=






8 <interval begin="500.00" end="1000.00" id="001">
9 ...
10 </interval >
Listing 3.2: Structure of output file of the simulation
spawning at the origin edges, meaning the involved edges don’t have any flow. In
the last intervals cars are not spawning as well, at contrary they all are reaching
destination, again, this causes a low or total lack of flow in the concerned edges.
One more step of aggregation is done by taking the middle interval and perform
an average of the speed by each segment. These results are saved in the iter.xml
file, this file is written in Open Street Map format, containing each node with its
latitude and longitude values, and each segment of the road with the respective
and already calculated average speed from the simulation. The format structure of
the iter file is shown in code snippet 3.3, the way label indicates a spatial object
represented as a line in the map 2D view, this line contains the respective edge in
the original network and its average speed. During simulation, this file is used to
intersect GPS records and generate the comparison files we need to calibrate the
simulation.
In SUMO documentation [45], we can have all details about the configuration
parameters and the output that SUMO can generated for edge or lanes.
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3.3 Implementation of Calibration Algorithm
We develop the solution in Python and R languages. Python was chosen to facil-
itate the programming and take advantage that SUMO is written in Python. R
was chosen to reuse the existing code elaborated by Cubero et al. [13] as base for
the spatial data processing, and specifically the parallel code execution to intersect
road networks.
The figure 3.6 shows a simple diagram of the process of our simulation optimization
solution. It starts with preparing the input parameters that are the period time
for vehicles insertion in specific routes of the sector. SUMO runs the simulation
and generates an output that is the aggregated data of the road segment by a time
interval. This output is used in combination with the GPS records to compare
them and calculate the MoP of the data, starting the calibration algorithm to find
new parameters to simulate again. Every iteration the algorithm will perform the
same procedure, generating new parameters, executing simulation and calculating
the MoP to verify and validate the alternative solution. The process stops when
the indicated iterations are performed. The final step is the statistical test to
validate the best found solution, to decide if it is truly useful.
3.3.1 Simulation Input
The input parameters of the traffic simulation are the vehicles flows created man-
ually and are indicated in the routes.rou.xml file. The listing shows the attribute
of each route configuration. As shown, each flow (car route) contains an initial
1 ...
2 <way id="1">
3 <nd ref="276218495" />
4 <nd ref="6" />
5 <nd ref="7" />
6 <nd ref="8" />
7 <nd ref="9" />
8 <nd ref="7304134979" />
9 <tag k="highway" v="residential" />
10 <tag k="speed" v="3.44" />
11 <tag k="edge" v="808111621" />
12 </way>
13 ...
Listing 3.3: OSM file for each simulation experiment
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Figure 3.6: General workflow of the solution
node (from) and final node (end), those are set manually according to the study
and visualization of real conditions of the sector where more traffic flow is created.
Attributes like departLane, departPos, departSpeed are set to random values to
include variability, but the most important attribute is period. This parameter
is the spawning time in seconds between vehicles in the routes from start to end
nodes. Being able to generate lots of traffic flow if those values are tiny, but may
cause deadlocks in the roads.
1




4 <flow arrivalLane="current" begin="0.00" color="magenta"
departLane="random" departPos="last" departSpeed="random"




The above described is the way we chose to generate heavy traffic flow. However,
there are two more options that are important to mention.
One approach is to have a value that for each segment shows a probability to
be selected as an initial node, as a final node or intermediate node for a specific
vehicle path. This will create a more random behavior, but more difficult to
control because the created paths may not represent a normal route of a vehicle in
the current location. We can increase the weights of the segments we believe are
origins, end and part of traffic routes. But this is more complex than that, because
that information fed the randomtrips.py script that is used to generate the flow
and is almost impossible to create a specific behavior. This randomly state may
sound good for this study, but the calibration process of the random trips can take
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a long time. Indeed, this was the first option we tried, but simulation was taking
too long to execute and the algorithm wasn’t obtaining good results, not because
the design of it, it was because randomizing was generating so many variants that
were not possible to control.
Another option is to create the Origin-Destiny matrix. This procedure involves
a more detailed study of the routes and it is recommended for analysis of much
bigger scenarios. Eventually, we decided not to use it, because we are focusing in
much smaller sector of the city.
The option we chose allows us more control of the routes, at least for the amount
of them and their impact in the sector. This is important because we can focus
on paths that commonly create most of the traffic problems.
To complete the input files of the simulation, a configuration contains the filenames
road network, the routes flows, and extra additional files mention in section 3.2.2
required for configuration to set the aggregated output by lanes.
3.3.2 Simulation Run and Calibration Algorithm
The algorithm chosen and designed for this work was Simulated Annealing (SA).
This algorithm will take an initial set of parameters to run simulation once and
to create the Initial Solution, set also as the Best solution, that will work as a
comparison start point. Then the algorithm will chose a combination of parameters
based on the initial input to generate an alternative solution, either worse or better,
the value of this solution will be compared with the previous best solution, and the
best of both will be set as the new Best Solution. On each iteration, the algorithm
will try to select a better solution.
For this kind of traffic simulation, a solution is a set of values that describes the
average speed by segment from GPS records and from simulation. We can see
those two sets of values as two vectors, which we can compare and test if they are
similar. That is what we need close enough vectors to affirm that the simulation
is representing a real-situation of traffic congestion in the studied sector.
To compare those two sets of values and obtain a measure of the solution, first
we calculated the Measure of Performance (MoP) using Root Mean Squared Er-
ror(RMSE) that gives us a value of the distance of the vectors. This value is in the
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same units of the values we are comparing, how we are using meters per second,
the RMSE value in meters per seconds. With this result, we have an idea how
close those vectors are and we can put a single number on each solution. The final
aim of the calibration method is to reduce that distance, trying to get the best
similar values as possible and the lowest RMSE close to 0.
At the end of the process, the statistical test Paired Sample T-Test is calculated
to determine if the best solution we found is statistically relevant, and we can be
sure that calibration algorithm did a good job.
More specifically the implementation of the algorithm is as follows:
First, we run the simulation method to create an output file for each parallel run,
the average speed for every segment is collected in a new file in a spatial format
including the speed for each road segment.
Then the algorithm executes R code to read the previous results and intersect
them with the spatial lines data from the GPS information we already have for
the sector, creating a single csv file with the speed for each segment. This process
is required because from SUMO results we don’t have the possibility to know what
road segment correspond to the GPS data, due that SUMO data doesn’t include
the spatial id for segment and identifiers are different, that’s the reason the spatial
intersection needs to be done in R language.
After completing that process, code return to Python to calculate the MoP, using
specific libraries to obtain the RMSE value. This solution is the initial solution
of the system, it is feasible but not optimal. The final decision is to pick the best
solution each time, selecting the minimum RMSE within the best value and the
calculated.
Here is when we start the iterative algorithm. Based on the last solution parame-
ters, SA will choose several neighbors indicated as a parameter. For each neighbor
the program will run a simulation, intersect the results with the GPS records and
get a RMSE value, each time will be compared with the last best solution found
and changing it if a better solution is found.
Neighbors are chosen using the property of temperature of the SA. The nature
of the algorithm is that a variable Temp resembles the temperature in the origin
simulated annealing application on metallurgy. This variable starts at a high
value and each iteration is reduced, similar to the cooling process. So, the higher
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1 SA():
2 run_Simulation () #SUMO
3 process_Simulation_Results ()
4 intersect_GPS_records () #implemented in R
5 actual_Solution = calculate_MoP ()
6
7 #start loop on cooling process
8 for temp in temperatures:
9 best_Solution = actual_Solution
10 all_neighbors = calculate_neighbors ()
11
12 #loop through neighbors
13 for neighbor in all_neighbors
14 run_Simulation () #SUMO
15 process_Simulation_Results ()
16 intersect_GPS_records () #implemented in R
17 new_Solution = calculate_MoP ()
18
19 if new_Solution < best_Solution
20 best_Solution = new_Solution
21
22 change = actual_Solution - best_Solution
23 if (change > 0):
24 actual_Solution = best_Solution
25 else:
26 if probBest(change , currentTemp):
27 actual_Solution = best_Solution
Listing 3.4: General structure of the Simulated Annealing algorithm
temperature, the more will be the change in the input parameters of the simulation,
that is, the period of the flows in the routes.
On each iteration we expect we get closer to the best solution, selecting every time
the lowest RMSE. The cooling factor each time reduce the temperature change in
the neighbors, meaning the change in the input parameters is less every time, and
also reducing the chances to get lots of different neighbors and trying to converge
in an optimal global solution.
The algorithm performs the paired sample t-test to determine if both resulting
vectors of speed are statistically similar, resulting in successful calibration of the
parameters or not.
3.3.3 Goodness-of-Fit and Statistical Test for Validation
To determine if calibration algorithm is doing a good job, we required an adequate
way to measure statistically and validate the results. Commonly use in these cases
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is the Goodness-of-fit (GoF) measures, that can be used to evaluate the overall
performance of a simulation model [40]. Among this method we found the Route
mean squared normalized error or route mean square percent error [5]. Root Mean
Square Error (RMSE) measures how much error there is between two data sets.
In other words, it compares a predicted value with an observed or known value.
The smaller an RMSE value, the closer predicted and observed values are [14] .
In the equation 3.1 we see how this calculation takes the difference for each ob-
served and predicted value, square them and then divide the sum of all values by






(Y simn − Y obsn )2 (3.1)
To show statistical relevance, we test the final solution with the calibration algo-
rithm with a two-sample paired T-test. This test is commonly used to test the
difference (d0) between two population means and determine whether the means
are equal. In this research, we are testing if the two resulting vectors from the sim-
ulation and the GPS records are similar, meaning the difference of paired values
is close to cero.
Hypothesis testing:
H0 : speedsGPS = speedssim
H1 : speedsGPS 6= speedssim
Contrary to the traditional hypothesis testing that wants to reject the null hy-
pothesis, we are trying to accept the null hypothesis H0, meaning the mean for
the speed are similar, the two final vector of the speed segment from the GPS
records and simulation should be as close as possible.
As we indicated in the hypothesis we are setting a significance level (α) of 0.1. This
means that we expect in all experiments got a p-value greater than α to accept
the null hypothesis and verify the simulation is generating traffic flow sufficiently
similar to the evidenced by the GPS data.
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3.4 Design of Experiments
The complete calibration algorithm required a configuration file to indicate of the
initial values of the parameters for the Simulated Annealing, the processing of the
spatial data and the initial routes for the simulation, with the range of the initial
values to set the spawning time for each route.
This configuration file includes the edgesId being the identifiers of the segments of
100 meters that will be intersected with the simulation output. The edgeSelection-
List are the identifiers of the edges in the simulation’s network, these are the edges
to be measured to calculate the average speed. The parameters of the simulated
annealing algorithm are the temperature (initialTemp), the amount of neighbors
generated from each parameters configuration (numNeighbors), the number of
routes values we are going to change to generate a new neighbor (changePosi-
tions), the amount of levels for temperature cooling (numTemp), and their reduc-
tion factors given in a vector(factors). And, a final section where the information
about the route, where each route includes a start node and end node, both are
road network identifiers (Open Street Map format), a third value that is a list of
intermediate node, if required, and the last is a color to be able to identify each
route in the during visualization.
These are maybe the most important parameters for the simulation, the others are
merely file paths to set the file location and the commands to execute the sumo
program with each configuration.
Once in the heart of the experiment, the algorithm will run the simulation that
will run the routes spawning behaviour during 1800 seconds (30 minutes), it will
discard the first and last 500 seconds intervals, which ares are initial and final
states where the simulation is not balanced, meaning the involved segments are
with little traffic flow. At the end of the simulation, the effective time is around 15
to 20 minutes of constant traffic flow in the sector. That is the result of a balance
state that we expect in the rush hour in a real environment.
From here the calibration algorithm does its core job, they will compare the GPS
records with the SUMO results and will try to optimize those the spawning times to
generate the traffic flow we are looking for. For each experiment we set the initial
parameters and we run the algorithm to get an ultimate solution that is optimized.
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1 #segments ids (shapes)
2 edgesTest = [249042 ,249043 ,... ,249049 ,249050]
3
4 #edge sim ids (sumo)
5 edgeSelectionList = [808111920 , 808111919 , ...
,808111621 ,808111620]
6
7 #Simulated Annealing Parameters
8 initialTemp = 15
9 numTemp = 5
10 factors = [0.6, 0.7, 0.7, 0.7, 0.8]
11
12 #neighbors generation
13 numNeighbors = 50 #10
14 changePositions = 3
15 periodMin = 20
16 periodMax = 25
17
18 #routes
19 ["837481745", "837481830", "", "red"], #2




24 ["837481783", "837481830", "", "red"] #2
Listing 3.5: Configuration file of the calibration algorithm
The final data we get is a specific configuration of simulation parameters that
generated a solution that is almost a mirror of real-life conditions.
Once the simulation in each sector is optimized, we proceed with the implementa-
tion of changes proposed for the sector, trying to improve traffic flow by reducing
the traffic congestion and increasing speed in some specific segments. For the final
aim to quantity the improvement in those road segments.
We did this to the five sectors. Some need the creation of one more lane, others
instead, need new traffic rules and signals, also the creation of exclusive sections
for buses. We describe these changes in detail.
Figure 3.7(a) shows sector A solution implementation, it needs a secondary lane
to turn right in north-west direction. This will allow to reduce the traffic flow in
the way north to south and the turn north to east, allowing more vehicles to turn,
because vehicles going to west have their own way.
In sector B we are trying to reduce the impact of the triple junction, the solution
here is to reorganize completely the turns at the junctions and adding traffic light
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(a) Solution for sector A: double lane for direct right
turn
(b) Solution sector B: traffic light in junction allowing
right turns in red
(c) Solution sector C: early entrance in the way from
east to north
(d) Solution sector D: adjusted timing in 3 traffic lights
(e) Solution sector E: creation of off-line bus stop
Figure 3.7: Images of the proposed solutions for every sector
for control 3.7(b). Proving direct flow from north to south using traffic light,
timing the way north to east, meanwhile allowing free right turns on red for the
other two routes.
In sector C we have a problem in the double junction - train rails crossing sector,
the solution we test here is the creation of an early entrance to the north sector
as shown in the image 3.7(c), avoiding that vehicles have to stop and obstruct the
junctions to turn right in the train rails crossing. Also, this will try to reduce the
traffic congestion on the way from east to west.
Sector D is much more complicated, there is no space for new infrastructure, the
street width is just the correct for the current state 3.7(d). The decision here is
to set new traffic light timing according to the traffic flow. This approach can be
more intelligent, it is even the preferred topic of several papers. The idea here
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is to adjust timings to allow more flow in the straight ways while allowing right
turns in red.
For sector E we attack the main reason for traffic delays: buses. We expect that,
with the creation of around 5 off-line bus stops, for example in 3.7(e); can increase
the speed of the vehicles on the way south to north, reducing the traffic congestion
in the specific main road segments, which are really important because secondary
ways enters to the main street and will compete for the road increasing the traffic
congestion problematic.
After performing the calibration of original states, we created a new network file
with the respective changes. Once again, the simulation without the calibration
algorithms is run to gather data of the speed values of the same segments with the
new changes. These values are collected and compared with the last optimized
results from the simulation. Here we want to detect an increment on the speed of
specific sector, performing a measure of distance for both results and running a
T-Test to check the statistical relevance.
3.5 Sensitivity Analysis
We are calibrating input parameters of a simulation, that are basically periods of
time (in seconds); to spawn vehicles in specific routes with the aim of generate a
general traffic flow in a road sector that represents the real-life conditions.
The sensitivity analysis can be used to identify which input parameters really
need to be calibrated and where sensitive to the inputs. And may be useful to
identify elements of a modeling process and the regions of the inputs that are most
responsible for producing an acceptable model. [14]
In this to study we looked for variations in the output based on changes in the
input parameters of the optimal solution. Remember that these parameters are
the period in seconds to spawn vehicles on each flow (route/path set for each
sector), then the variations in the input is an set amount of seconds, which we are
going to change according to the results.
We run simulations applying the changes for every input parameter once at the
time to obtain a new value of RMSE and compare it with the optimal value
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found during the calibration. If there is no change, we increment the variation in
seconds and run simulations again until we get a RMSE greater than optimal and
a difference of more than 1 m/s (3.6 km/h)
This easy but straightforward approach can show us what flow routes have the
more impact on the traffic situation of the studied sectors. Making possible the
future design of new solutions to reduce the traffic congestion and pay more at-




The final experiments were completed in the cluster Kabré [11] hosted by the
National Center for High Technology (CeNAT) of Costa Rica. We used one of the
four Andalan nodes, recommended for sequential tools that need processing power
and also can deal with some parallel problems as the ones we worked on.
The cluster operative system is CentOS Linux 7 (Core), using SLURM Workload
Manager as the management and job scheduling system. For network editing and
small simulation we used a Fedora 26 (Workstation Edition) machine, Intel(R)
Core(TM) i7-4720HQ CPU @ 2.60GHz, 4 cores, 2 threads per core and 16 GB of
RAM memory.
Two of the four Andalan nodes feature an Intel Xeon, each one with 24 cores @
2.20 GHz, 2 threads per core, and 64 GB of RAM. A third node features an Intel
Xeon with 16 cores @ 2.10 GHz, 2 threads per core, and 64 GB of RAM. A fourth
node features 10 cores, 2 threads per core, @ 2.20 GHz and 32 GB of RAM. The
fourth and last node has 24 cores @ 2.40 GHz, 2 threads per core, and 128GB of
RAM.
The following is a list of programming languages with the libraries used, as well
as the clusters modules and the software utilized for this work.
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Programming Languages
• Python version 3.8.5, installed as a Conda (v 4.8.3) environment in the
cluster
– numpy, subprocess, sklearn, pandas, PyMP version 0.4.3, among other
commonly used libraries.
• R version 3.5.1
– sf, sp, raster, dplyr, foreach, parrallel, doparallel, metrics, rgeos, rgdal
Cluster modules
• Geo-spatial Data Abstraction Library gdal v2.3.1
• Geometry Engine - Open Source GEOS version 3.6.3
• PROJ library version 5.1.0
Open Source Simulation and Edition Software
• Eclipse SUMO GUI Version version 1.6.0
• Eclipse SUMO netedit Version version 1.6.0
• SUMO OSMWebWizard
To execute one experiment, a SLURM script activates the Conda environment for
Python, loads the required modules, and executes the main script. This script
records the execution time using a simple difference between saved time values
before and after running the Python script.
The complete code solution is in the github project named CalTraSi as Calibration
of Traffic Simulation: https://github.com/carlosgamboa/caltrasi.
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4.2 Calibration Results
Sector A (represented in figure 3.1) has 15 routes to create heavy traffic in the
main junction and the way north-south we are interested in. Three routes from
west going to north, east and south. Another three routes coming from south
going to west, north and east. Three more coming from the north to west, south
and east. Three routes again from east to north, west and south and finally, three
routes coming from south highway (Calle 80A in the map) going to east, north and
west. More details about the intermediate nodes can be found in the configuration
file, along with the network file of the sector.
Every iteration the algorithm calculates 50 neighbors from each solution changing
3 values at the time and, and iterating over five temperature levels. The initial
value of the period of the input parameters is a random number from 20 to 30
seconds, with which we obtained an initial RMSE of 4.555. This value is given in
units of meter per second, if we converted to km/h we get 16.398 km/h and we
can visualize better the error. Once the calibration algorithm ends, we obtained
the final RMSE of 0.629 m/s (2.26 km/s). A value less than the initial 4.555 and
less than 1 m/s, that is what we are looking for.
The final two-sample paired T-test gives us a p-value of 0.685, with α equals to
0.1 the H0 can’t be rejected, of contrary we accept H0 having statistical evidence
that indicates the two vectors of speeds are similar. Supporting and validating the
calibration algorithm results.
Sector B (use figure 3.2 as reference) only has 8 routes, three routes from north
highway, going to south of the same highway and two routes going to the east (via
219) and south (via 236), one route in the highway going from south to north to
increase traffic in the junction with via 219, two routes form via 219 to north and
south, and two last routes going from south in via 236 to east and north. Those
routes increment the traffic flow in the junction in study.
The algorithm runs with 5 levels of temperature, selecting 40 neighbors for each
solution found and changing 3 values of those 8 parameters at the time to choose
a new combination of parameters. The initial value of the RMSE with periods
from 15 to 30 seconds is 11.422. The largest initial RMSE obtained in all our
experiments. The calibration algorithm runs until we obtained a final RMSE
of 0.973, a huge difference compared with the initial value and less than 1 m/s
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threshold we are always looking for. To validate results the p-value of the T-test
is 0.813, again, we accept the H0 with α 0.1 indicating both resulted vectors are
statistically similar.
Sector C (see figure 3.3) has 7 routes, because is a much smaller sector, but not a
simple one. On the contrary, it is one of the more complicated due to the double
junctions that enclose the train rails. Two routes coming from north, one goes
to the south, the other one to north-east to Calle las Americas. From south, one
route goes to north and one to north-east. From north-east the only route is going
to south, there is no reason to represent other routes from north because they use
a different road. Finally, two routes coming from Calle Pasito to north and south.
All of these routes have a direct impact on the two main junctions.
For these simulations, the periods start with a random value from 30 to 40 seconds,
the initial RMSE is 7.652. To reduce that value, we generated 60 neighbors for
each solution, changing 2 positions at the time because it is only 7 routes, and
we use 4 levels of temperature to obtain a final RMSE of 1.175. This datum is
important because we expect a value less than 1 m/s, but the sector presents
special conditions that complicates the simulation and those two main junctions
sometimes generated a vehicle deadlock, a condition where cars block each other
and get stuck waiting for others to move, but nobody moves at the end. The
simulation controls this behavior setting a value to teleport vehicles to another
position in their path and avoid such deadlocks.
All of this cause that calibration could not be so close, even the value obtained is
close to 1, the statistical test shows a p-value of 0.104 slightly above the α of 0.10
selected for our hypothesis. This is sufficient to accept again the H0 indicating
both resulted vectors are statistically similar each other, supporting our calibration
algorithm.
For the last studied sectors, we present two important cases of heavy traffic in
the more complex conditions. A main road moves a high traffic flow to a specific
direction while other routes fight each other for right of way, hindering the constant
flow and reducing the speed in the majority of the segments, as well generating a
chain of situations that impact negatively the general traffic conditions.
Sector D (see figure 3.4) is a clear example of mentioned above. In rush hour at
5pm the main traffic flow moves from west to east, with 3 traffic lights this sector
is completely stressful to drive through to it. We can have lots of routes here, for
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the study we create 15 routes. To summary those we can mention three routes
coming from west, four coming from east to different directions, three routes from
north, two coming from Calle la Cruz and two more from Calle Tobias Espeleta.
Details can be found is the configuration file, at the moment we can focus on the
amount of routes that create a lot of traffic, even so, initial results evidence we
need to calibrate those spawning times.
With periods from 15 to 25 seconds, we obtained an initial RMSE of 5.215. Simu-
lation run with five levels of temperature, selecting for each solution 60 neighbors
and changing 3 values at the time. The final RMSE was 0.687, an adequate result.
The statistical p-value gives us 0.144, slightly above 0.1 but enough to accept the
H0 to indicate both results vector are similar. With these results, the calibration
process with this complicating scenarios is satisfactory.
Last sector, sector E as shown in figure 3.5 has a new variable, here the buses have
the more negative impact in the traffic conditions. Here 16 routes where created
manually using observations of the commonly paths used by vehicles. Bus routes,
however, have only one direction and there are several bus destinies that need to
share the main route (route 126 in the map). East and west are the origin of two
spawn points each one, having a total of 6 spawning points, is one of points in the
country that clearly illustrates the worst traffic conditions during rush hour.
Initial RMSE of 4.040 was obtained with initial periods from 20 to 25 seconds.
Simulation run with 5 levels of temperature and selecting 50 neighbor per solution,
changing 3 values each time. With that, calibration algorithm results in a final
RMSE of 0.624, and with a p-value of 0.770 showing statistical relevance to accept
H0 to indicate that the speed vectors are similar each other.
The table 4.1 summaries the simulation results of the initial RMSE, the final
RMSE once the calibration is run and the final p-value of the statistical test.
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Sector Initial RMSE Final RMSE p-value n-size
A 4.555 0.629 0.685 14
B 11.422 0.973 0.813 8
C 7.652 1.175 0.104 7
D 5.215 0.687 0.144 15
E 4.040 0.624 0.770 15
Table 4.1: Measure of Performance and p-value calculation of the studied
sectors
However, there is a crucial aspect here, the α of 0.1 is a little lax in terms that
we can have more probability of getting Type II Error. We created a secondary
scenario where we incremented the α value to 0.5 to reduce the Type II Error by
increasing the power of the test. If we increase the significance level α from 0.1
to 0.5 we are increasing the Type I error, and we are reducing the Type II error.
In this case, we accept most of the sectors. Resulting in just two sectors C and D
rejected with a p-value clearly less than 0.5 has show in table 4.1.
The small sample size and the high data variability can be a reason the sector C
and D are not passing the test. With a larger sample sizes allow hypothesis tests to
detect smaller effects. To change this, we need to increase the amount of segment
being evaluated, but we need to beware of this, because it might be increase the
difficulty to control the calibration results. For variability we can take the data
from specific periods of time to reduce variability and used them separated instead
of calculating the average speed by segments. These options can be worth it to be
studied in the future.
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4.3 Evaluation of Proposed Traffic Solutions
To evaluate the proposed traffic solutions and test if they produce a positive impact
on traffic conditions, we run a new simulation using the initial parameters of
the optimized simulation and the changes applied in the network road and/or
traffic rules; we take the resulting speeds for each involved road segmented and we
compare them with the result of the optimized simulation. Showing the differences
for each speed per segment and calculating the speed increment rate to quantify
the impact of the proposals.
Beginning with sector A, this sector focused on 11 road segments that we chose
strategically to test the more specific traffic conditions and have more control of
the situation. Figure 4.1 shows the values of speed in the selected segments with
for the optimized simulation and the solution proposed. Segments 5, 6, 7 and 8
(see figure in A) are the segments closer to the main junctions where we created a
new lane to turn right and try to reduce the amount of vehicles going to south and
east. For segment 5 the difference is not that big because is the closest segment
to the junctions where cars need to stop on the traffic light, however, the other
three segments show a difference of more than 14 m/s (50 km/h) in average. This
means that cars coming from north have good speed and cars that need to turn
right have complete free right-of-way to do it.
Figure 4.1: Comparison of segments speed in sector A
To understand better the speed increment we calculate the rate or speed up in
table 4.2. Here see the increment of 13 times in segment 6, and 9 times in segment
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8. This is an exceptional result, now we evidence that reliable simulation shows
that a new turning lane can increase considerably the speed of cars reaching to
the main junction from the way north.





Table 4.2: Speed change in sector A with implemented solution
The proposed solution in sector B is a traffic light and free turns to right during
red light on the main junction. In the chart 4.2 we can notice the increment of
speed in sectors 6, 7, 8, 9, 12, 13, 14 and 15 compared with speeds of the current
solution. Table 4.3 shows the rate of increment where segments 15 has the highest
value. However, in the chart we can see a reduction of speed in segments 2, 3, 4,
5, those segments are the roads coming from south towards the junction, and we
see this behavior in segments 10 an 11 as well. From image A.2 in appendix A for
sector B we see segments 2, 10 and 11 are the closest to the junctions. Here the
traffic light controls the flow making vehicles stops during a specific time period,
although there is a straight way to continue to the right, the traffic lights reduced
the average speed on those road segments.
Figure 4.2: Comparison of segments speed in sector B
In sector C we pay more attention to segments 3, 4, 5, 6, 7 and 8. We present
a simple solution, creating an early entrance from south to north avoiding the
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Table 4.3: Speed change in sector B with implemented solution
junctions in the trail rails crossing. With this, simulation shows (4.3) a speed
increment in the segments 3, 4, 5, 6 reaching the junction, and increment in the
segments 7 and 8 that are the exit from north to the main street. This solution
seems to reduce the traffic congestion in the junctions, or at least we can visualize
an improvement in the exit speed from the north section.
Those speed increment are the highest results found in this work. Table 4.4 dis-
plays the increment rates where the minimum rate is 2.66 times in segment 3,
the farthest from the junction, and segment 5 and 6 that are the closest to the
junctions shows the highest rate. This represents extremely important benefits in
the traffic speed of the sector and suggests the reduction of the traffic jam.
Figure 4.3: Comparison of segments speed in sector C
Sector D is one of the more complicated. Here there are a lot of routes and we
have several limitations about the structural road changes that we can propose.
The simplest solution is to adjust the timing of the existing traffic lights at the
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Table 4.4: Speed change in sector C with implemented solution
east on the map (3.4). That solution involves set a higher duration for routes
in the main road, meaning the way from west to east will have more time to
go through. Secondary turn time is reduced or adjusted according to the real
time at the moment. In the chart 4.4 we see the values of the segments 1 and
2 that are the road segment closest to the traffic lights, here the average speed
present almost no change, however, this can be caused to the natural breaking of
vehicles approaching to the junctions. After that, in the other segments the speed
increments, presenting the most important differences from segment 4 to 11.
This increment rate is displayed in the table 4.5 where the majority of segments
show an increment of approximately the double of speed. This behavior is clear
evidence that simulation shows a benefit in the speed of vehicles in the segments
approaching the traffic lights, implying an improvement of the traffic jam.
Figure 4.4: Comparison of segments speed in sector D
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Table 4.5: Speed change in sector D with implemented solution
Figure 4.5: Comparison of segments speed in sector E
A new approach is presented in sector E. Knowing that buses cause the major
impact in the vehicle speed in the main road, we decide to create 5 bus stop
bays, allowing the bus leave the main lane and wait in the dedicated space while
boarding passengers. This rule allows the vehicles in route continue with good
speed avoiding heavy breaking and waiting time behind the stopped bus. This
sector is large containing lots of segments, however, be focused in 9 of them, the
central ones, that have more secondary lanes that arrive to the main road and also
affects the traffic flow.
Simulation results with the proposed solution in chart 4.5 show an increment on
the average speed of vehicles in all segments compared with the optimized solution
found. Even thought this increment rate is mostly less than two times, as indicated
4.6. From the visual study of the simulation (4.6) we can observe that effectively
bus rules reduce the waiting time, but this causes that more cars continue in the
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Table 4.6: Speed change in sector E with implemented solution
Figure 4.6: SUMO simulation view: bus stopping at bus-bay creating contin-
uous flow of cars in the main road
route, generating more and more traffic. This is why speed increments, but not
as much as other sector is the study show.
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4.4 Sensitivity Analysis
The objective of sensitivity analysis is to detect those specific routes that are
more sensible to changes and change the best RMSE that results in an optimal
configuration of the spawning periods. In this section we present tables of results
with the route ids and the numbers of seconds added to the optimal value that
changes the new RMSE in more than 1 m/2, making the final solution not optimal.
We verify this running the same two-paired t-test we used in the calibration process
to evaluate the statistical relevance of the solution.







Table 4.7: Modified route for sensitivity analysis in sector A
Staring with sector A, table 4.7 shows the most sensible routes. The minimum
value change is 1 second, where routes 8 and 9 affect the solution when their period
changes -1 seconds, and route 3 affects the solution when 1 seconds is added, this
means that those routes are extremely sensible and with minimum changes the
traffic flow in the sector is affected and simulation can’t represent the real scenario
observed from the GPS records. Route 3 goes from south to north. 8 and 9 comes
from west to north and east. Implies that those three routes can be the main
cause of traffic flow in the sector. An important point here in the route 13, it
starts changing the solution when we add 3 seconds and so on. That route is
coming from south highway entering the main road and going to north, this delay
in spawning time is causing a low traffic flow reflecting in the average speed in the
roads segments and again not representing the real traffic conditions.
In table 4.8 we found route 6 as more sensible when we subtract -4, -3, and -2, and
then route 5 is sensible when we start adding seconds. From this table, we can
suggest that those two routes are crucial for the traffic congestion. If the period
changes eventually the flow changes and the simulation can’t represent the high
traffic conditions we are looking for.
Analysis of Results 58
This route 5 is going from south to east affecting directly the main junction in
study, and route 6 is going from east to north, this is the route affecting directly
segments 11, 12, 13, 14 and 15, that we can see in the sector B figure in appendix
A.
Route id Time change (sec)
6 -4








3, 4, 5 6
Table 4.8: Modified routes for sensitivity analysis in sector B
In sector C we found at least 6 routes very sensitive to change: routes 1 to 6. A
sector where we defined 7 routes, almost all routes are sensitive parameters. This
can be due the complexity of the street layout and the delicate of the real traffic
conditions.
Route id Time change (sec)
4, 6 -4
0, 5, 6 -3
1, 2, 3, 4, 5 -2
0, 4, 6 -1
1, 2, 3, 4, 5, 6 1
1, 2, 3, 4, 6 2
0, 1, 4, 5, 6 3
2, 6, 4
1, 2, 3, 4, 5 5
0, 3, 4, 5 6
Table 4.9: Modified routes for sensitivity analysis in sector C
In Sector D is peculiar, only route 2 affects the optimal solution after adding
more than 6 seconds. Meaning this route is the one that has a real impact in
the traffic flow. This route in the main route that generate vehicles going from
west to complete east, of course, it has the biggest impact. A future approach to
calibrate and propose a solution for the real traffic problems must focus in this
specific vehicle way.
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Table 4.10: Modifies routes for sensitivity analysis in sector D











Table 4.11: Modifies routes for sensitivity analysis in sector E
Finally, sector E is chaotic, almost every route is susceptible to changes, even the
minimum change of 1 seconds alters the final solution and 10 routes reflect this
behavior. What we can search here is the route that is less affected, but in the
shorter range from -2 to 2 there is no clear route that be less involved. This can
be a reason why the calibration algorithm was more complicated to set up for this
sector.
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4.5 Parallel Execution Performance
To analyze the performance of parallel code, we executed two experiments, first
we test the efficiency of R code to process the GPS records. The parallel R code
is used to intersect the spatial information of the reported traffic jams with the
street segments of 100 meters each from data set Red Vial Nacional [38]. Table
4.12 shows the amount of road segments existing per sector and the jams reports





Table 4.12: Size of data frames of 100 meter segments and reported jams
Figure 4.7: Execution time of pre-processing GPS data with 4 core configu-
rations, for sectors C D and E
We used different configuration of cores to observe the time change, which results
are displayed in figure 4.7. Clearly with one core the sector D takes the more
time to execute. Later, with 12 cores the time reduce significantly around 520
seconds (8.66 minutes) and then with 24 and 48 cores the time remains almost
constant. This behavior might be because a single processor at the server has 12
cores, even though the machine has 2 sockets, the optimal configuration is running
just with one processor (one socket), with 24 cores the benefit is the same. Sector
C presents a small improvement in execution time with 12 cores, increasing with
24 and reducing again with 48, at the end this does not represent a positive impact
and is the sector with the lowest execution time of all the experiments. Finally,
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sector E is constant, the time reduction with 12 and 24 cores is minimum around
2 minutes, and with 48 is almost the same as 1 core.
In conclusion, the preparation time of the GPS records with parallel code depends
on the amount of jams reported in the gathered data and the amount of road
segments by each district involved in the studied sector. We observed better
results with networks with more segments.
Speed Up (cores)
Sectors 12 24 48
C 1.21 1.09 1.17
D 1.38 1.38 1.37
E 1.11 1.11 1.01
Table 4.13: Speed up of pre-processing GPS data algorithm written with R
language
Last table 4.13 illustrates the speedup of the parallel implementation. Only sector
D shows more speed up compared with the other two sectors. With 12 cores we can
found an important speedup, however, none of those 3 values are so meaningful
as we expect in a parallel code implementation.
Now, for the calibration algorithm, here we have Python PyMP library for OpenMP-
like functionality for Python. In the calibration algorithm, we run the simulation
with each parameters configuration several times to aggregate the average informa-
tion of speeds. We tested the maximum of 5 times in parallel, 2 times in parallel,
or just 1 time run. We obtained each execution time, but more important we
calculate the speedup.
Table 4.14 shows the results for the sector C, where we can see and increment
in performance of more than double when we set the algorithm to use 5 cores,
speedup with 2 cores is not much. From here, we could test the algorithm with
more than 10 cores running 10 times the simulation, but for simplicity reason we
decided 5 times is enough to get statistical relevant aggregated data.









In this work we complete satisfactory to all objectives:
• We selected adequate scenarios for study based on preliminary simulations
and established guidelines. Every sector has its own traffic conditions and
particularities, and proposed solution to ease their problematic conditions.
• We designed an optimization method to calibrate and validate traffic sim-
ulations using GPS navigation records, comparing the simulation results of
speed per segment with the data gathered from events reported in GPS
navigation platforms.
• We successfully created a pipeline of computational tools to implement the
method to calibrate simulations for all the studied sectors and adaptable
for future locations. We can describe the results from simulation and GPS
records as statistically similar. Supporting the successful calibration of the
simulation.
• We analyzed the impact of proposed solutions to the traffic problems. Cre-
ating new simulations to measure the speed in the involved road segments,
and we observed improvements in over 3 segments in each sector. These are
exciting results, because we are quantifying the traffic flow improvement, at




• In this thesis document we present the study and design of a calibration
strategy for traffic simulation using as the GPS records from a commercial
navigation application. Maybe the only high-volume data source we can
obtain in the country to analyze the traffic conditions.
• We created a software pipeline to simulate traffic road sectors where there
is necessary to study and understand problematic conditions and proposed
solution and take decisions.
• We quantify the solution improvement showing the increment of speed in
specific roads segments, revealing that is it possible to ease the traffic con-
gestion.
5.3 Limitations
• Maybe the principal limitation we have is the only source of data, we would
like to have a national ITS to have access to more traffic data from sensors
and video cameras for example. That will help the analysis because we can
have more certainty about the actual traffic conditions.
• GPS records data present another limitation, that we only have reported
events from jams, this jams represents and specific conditions where vehicles
go to slow because of the traffic congestion. With this data, we don’t know
about conditions where a road is empty or have a fast and constant flow.
At the end, in this work we simulated the worst traffic scenarios during a
specific hour of the day.
5.4 Recommendations
• Out first recommendation will be to analyze the sector in different rush hour.
It is known that morning and evenings behave differently by different factors,
for example the change in start time and end time of rush hours for seasons
or special events such as epidemiological crisis [38].
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• The use of a faster and more reliable file format for GPS records, using R
not optimized data format used can affect the processing time of data, with
a more optimized format such as Parquet [17] we can reduce data wrangling
time and improve the testing and implementation of experiment.
• The last recommendation for future work of this research, or similar traffic
simulation studies, is to understand in the best way creation of traffic flow
and that possibilities for the simulation. Because this aspect can be the more
randomly created in real life, we never are sure of the amount of vehicles
coming from a specific road, and for an undetermined reason the current
flow can change as the drivers decide. That is why a crucial part of the
traffic simulation studies must be focused on the sources and destinies of
traffic.
5.5 Future Work
• An important question for future studies is to determine impact on new
locations, study and analyze those sectors and proposed changes to solve the
traffic congestion. The importance of this work is that we designed a general
pipeline to be opened to study new road sectors as long as we considered the
tool limitations.
• Future research could focus on simulation of public transportation and changes
in traffic rules and their acceptance by the drivers. This can be a crucial
aspect of design new rules to respect the most important public transport
in CR, buses. Giving new guides to create bus-bays, rules to follow their
right-of-way and measure the efficiency or not of those solutions.
• To study the parallel code performance, we can this on implement a real
parallel Simulated Annealing algorithm to improve the time to execute the
simulation, mainly focusing on the parallel execution of solution by neighbor.
Also, and important contribution would be a test of the current implemented




Figure A.1: 100-meter segment map of sector A
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Figure A.2: 100-meter segment map of sector B
Figure A.3: 100-meter segment map of sector C
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Figure A.4: 100-meter segment map of sector D
Figure A.5: 100-meter segment map of sector E
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