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Abstract
We discuss the relevance of coherent states based methods in signal processing
applications, and illustrate with a couple of practical examples, namely problems
of waveform detection in a noisy environment, and problems of spectral analysis
for non stationary time series.
1 . INTRODUCTION
Coherent states methods have already quite an long history in mathematical physics,
and have been used in several contexts (quantization, optics,...). More recently, coherent
states and similar tools have been used thoroughly in more applied domains, including
in particular signal processing. The main features of coherent states decompositions
which are used in that context are of algebraic nature (covariance properties) as well
as of analytic nature (coherent states provide simple approximations). All together, it
may be said that coherent states have a great simplifying power.
In this paper, we wish to illustrate the potential of such methods with a few ex-
amples of practical situations in which it is necessary to consider simultaneously time
and frequency variable. We will essentially focus on two problems, namely problems of
time-frequency detection of chirp-like signals, and problems of modeling and estimation
of non-stationary time series. In both cases, we aim at emphasizing two essential fea-
tures of coherent states decompositions: the covariance with respect to the underlying
group, and the fact that for a large class of problems, coherent states transforms yield
sparse representations of functions or signals, which makes easier further tasks (such as
detection, parameter estimation, denoising,...).
The use of methods similar to coherent states in signal processing goes back to
Gabor, who proposed to use basis functions similar to classical coherent states for pro-
viding alternate representations of signal exhibiting simultaneously time and frequency
contents. Gabor’s approach was later on identified with canonical coherent states by
Grossmann, Morlet and Paul [9] and extended to more general situations. The coherent
states we shall consider here are based upon the following algebraic construction. Let
G be a locally compact Lie group, and let pi be a continuous unitary square-integrable
representation of G on some Hilbert spaceH. A famous theorem by Duflo and Moore [7]
states that pi is unitarily equivalent to a subrepresentation of the left1 regular represen-
tation of G; in addition, given ψ ∈ H such that the function 〈pi(g)ψ, ψ〉 ∈ L2(G), the
Shur’s coefficients
φ ∈ H ↪→ Tφ(g) = 〈φ, pi(g)ψ〉 (1.1)
serve as intertwiners. In other words, the above mapping T : H → L2(G) is multiple of





Tφ(g) pi(g)ψ dµ(g) (1.2)
where µ is the left Haar measure on G, and the number cψ is the formal dimension of
the representation pi. In the last equation, equality is understood in the weak sense on
H. Equation (1.2) is called a resolution of the identity, and ψ is called an admissible
vector.
Grossmann, Morlet and Paul recognized in Gabor’s representation a (discretized
form of) the transform T for the case of the Weyl-Heisenberg group (in which case
H = L2(R)). They suggested to generalize such constructions to different groups, and
to use the so-defined function Tφ ∈ L2(G) as an alternative representation for φ ∈ H.
The groups of interest in signal analysis are generally those which may be identified
with some time-frequency space, leading to representations in which time and frequency
variables appear simultaneously. The most interesting example is provided by the Weyl-
Heisenberg group (Gabor transform), the affine group of the real line, which led to the
theory of wavelets, and motion groups in higher dimensions (i.e. semidirect products of
translation groups Rn with subgroups of GL(n,R), see e.g. [2]). Further developments
involve the treatment of continuous representations which are not square-integrable
on G, but which become square-integrable when restricted to an appropriate quotient
X = G/H of G. We shall not go into more details on this point2, and refer to [1] and
references therein for a detailed treatment.
2 . CHIRPS AND WAVELET-BASED DETECTION
We start with a classical problem of signal processing, namely a detection problem.
Essentially, given a parametric form for a signal, one wants to detect it in a situation
where it is embedded into noise, and estimate the parameters. We will see that situ-
ation is simpler when it is possible to use a group structure on the parameter space.
To illustrate this point, we consider the case of the affine group of the line, and the
corresponding wavelet transforms.
We first show how the optimal filtering theory may be reformulated in such a
context. We then describe coherent states transform as an alternate approach from
which detection algorithms may be designed.
2.1. Abstract Detection Theory
For the sake of simplicity, we limit our discussion to the one-dimensional case, i.e. we
address signal processing problems with signals in L2(R) or related spaces.
Let us start with a simple problem, namely the problem of detecting a given wave-
form fg(t), embedded into noise. The noise is generally modelled as a second order
1The right regular representation would work as well.
2Notice however that the quotient space X = G/H to be considered is often closely related to
the phase space associated with the considered representation. We find this point very appealing, in
connection with the concept of time-frequency representations, by now widely used in signal processing.





bol E {Y } denotes the expectation of the random variable Y ). The observed signal
assumes the form
f(t) = Afg(t) +Xt . (2.1)
A is an (unknown) amplitude, g denotes a set of (unknown) parameters, specifying
the waveform, and which have to be estimated from the data. We are interested in
situations where the waveform fg(t) is generated in a simple way from a group action,
i.e.
fg(t) = pi(g)f0(t) , (2.2)
where pi is a continuous unitary representation of some underlying group G on the
Hilbert space H, and f0 ∈ H.
The classical matched filter theory applies to the case G = R, the group of trans-
lations of the real line. We now discuss the general case. We consider the detection
problem as a least square optimization problem, namely
gopt = min
g∈G
||f − fg||2 . (2.3)
It follows directly from the unitarity of pi that this problem is equivalent to
gopt = max
g∈G
〈f, fg〉 . (2.4)
The purpose of optimal filtering is to construct a linear transform L : G×H → C, such
that L(fg, h) attains its maximum for h = g, and such that the maximum is as “sharp”
as possible. More precisely, let ϕ ∈ H, and consider the following function
O(h) = L(f, h) = 〈f, pi(h)ϕ〉 . (2.5)
According to the model (2.1), we have that
O(h) = S(h) +N(h) = 〈pi(g)f, pi(h)ϕ〉+ 〈X, pi(h)ϕ〉 . (2.6)
S ∈ L2(G) corresponds to the signal to be detected, and is termed output signal, and
the random process N on G is the output noise. A simple computation shows that




= 〈Cpi(h′)ϕ, pi(h)ϕ〉, where C is





output signal to noise ratio (SNR) is defined as the quotient
ρ2 =
|S(g)|2
E {|N(g)|2} . (2.7)
Detection is possible when ρ2 is large enough; clearly, the higher ρ2, the easier the
detection.
Definition 1. The optimal filter is the function ϕ ∈ H which maximizes the SNR ρ2.
Then we have the following result:
Proposition 1. Assume that C is self adjoint and invertible on H. Then the optimal
filter is given by
ϕopt = K pi(g)
−1C−1/2pi(g)f0 , (2.8)
for some nonzero finite constant K.
The proof is easy. By Cauchy-Schwarz inequality, the unitarity of pi and the self-
adjointness of C, we have that |S(g)| = |〈f0, ϕ〉| ≤ ||C−1/2pi(g)f0|| ||C1/2pi(g)ϕ||, and
equality is attained if and only if C−1/2pi(g)f0 and C1/2pi(g)ϕ are proportional. In other
words, if and only if ϕ is given as in (2.8). This proves the proposition. In such a case,
the optimal value of the SNR is
ρ2opt = K ||C−1/2pi(g)f ||2 . (2.9)
Remark 1. Notice that in general, the optimal function ϕ depends explicitly upon the
unknown parameter g. This implies that such an approach is of poor practical interest,
unless pi(g) and C commute (which is the case in particular when X is a white noise).
Unfortunately, this is not the case for in general, even when the noise is supposed to
be stationary, i.e. C is a convolution operator. This means that for such problems,
alternative approaches have to be seeked. Coherent states provide one such approach,
which we shall analyze in Section 2.2.
Such an abstract formulation was motivated by practical detection problems, in
particular problems of gravitational waves detection at interferometric detectors. In
such a case, an idealized model for gravitational waves generated by coalescing massive
binary neutron stars describes the corresponding signal f(t) by
f0(t) = Θ(−t)|t|α cos
(
Φ− |t|β+1) , (2.10)
where Θ(t) is Heaviside’s step function, and Φ, α and β are some fixed parameters3.
The group G is in that case the affine group of the real line, i.e. expected signals
are modeled as translated and rescaled copies of the waveform4 in (2.10). Then, if





. Then the problem is to estimate
from observations the parameters (b, a) ∈ Gaff , directly related to physical parameters
(masses of the stars, distance,...). Here, r is a fixed real parameter which specifies the
representation (see Section 2.2 below).
2.2. Continuous Wavelet Transform and weighted coherent states
The continuous wavelet transform is naturally associated with the coherent states of
the affine group Gaff ∼ R+ × R of the real line, with group operation: (b, a)(b′, a′) =
(b+ ab′, aa′). Consider the family of generalized Hardy spaces
H±r =
{









f(t)e−iωtdt stands for the Fourier transform of f). H±r is equipped
with a Hilbert space structure thanks to the scalar product 〈., .〉r naturally associated
with the norm in (2.11). One sometimes needs to introduce the “two-sided” version
Hr = H+r ⊕H−r . Then the representation pi = pir defined by






, t ∈ R (2.12)
is a continuous unitary representation of Gaff onHr, H+r andH−r , and is square-integra-
ble on both H+r and H−r . Specializing the Duflo-Moore theorem to this context, and
specializing to the H+r situation for the sake of simplicity, we obtain
3This corresponds to a first order post-Newtonian approximation.
4Of course, such an oversimplified model is far from accurate, and higher order approximations are
used in practice. For the sake of simplicity, we limit our description to this simple case.















where ψ(b,a) = pir(b, a)ψ and Tf (b, a) = 〈f, ψ(b,a)〉r, and the equality holds weakly in H+r .
Remark 2. In fact, it may be proved that equality (2.13) holds also strongly in H+r ,
as well as in more general Banach spaces (under some appropriate assumptions on ψ).
We refer to [15] for a more detailed discussion.











is finite and nonzero.
Let us now examine the wavelet transform of models of the form
f(t) = Apir(g)f0(t) +Xt , (2.14)
where f ∈ H+r , g ∈ Gaff A is a constant and Xt is as before a zero mean weakly
stationary second order process, with covariance (convolution) operator C (defined by




). The unitarity of pir implies that
Tf (h) = ATf0(g
−1h) + TX(h), again in the form “signal + noise”, and
E {Tf (h)} = ATf0(g−1h) , (2.15)
E
{|Tf (h)|2} = |A|2 |Tf0(g−1h)|2 + 〈Cpir(h)ψ, pir(h)ψ〉r . (2.16)
Notice that because of the presence of the covariance C, the contribution of the noise is
not uniform in G. More precisely, some values of the process {Tf (h) , h ∈ G} are more
perturbed by the presence of {Xt, t ∈ R} than others. To overcome such a shortcoming,
it is worth introducing the following weighted coherent states:
Definition 2. With the same notations as above, and assuming that C is self adjoint
and invertible on H+r , the weighted coherent states transform of f ∈ H+r is defined by
Wf (h) = 〈C−1/2f, pir(h)ψ〉r . (2.17)
Then we have Wf (h) = AWpir(g)f0(h) +WX(h), and
E {Wf (h)} = AWpir(g)f0(h) , (2.18)
E
{|Wf (h)|2} = |A|2 |Wpir(g)f0(h)|2 + ||ψ||2r . (2.19)
Now, everything goes as if the noise were a white noise (i.e. C = 1). Weighted co-
herent states may also be termed prewhitening coherent states (or prewhitening wavelet
transform in [10]).
Remark 4. Notice that by doing so, we lose the covariance of the transform with respect
to the group action. But this was already the case in the matched filter approach. To
design algorithms for detection, one has to rely on another aspect of coherent states
decompositions, which is that they provide efficient (i.e. localized) representations for
some signals. This is in particular the case for “chirp-like” signals (which are used as
models for gravitational waves generated by coalescing binary stars), which we examine
in Section 2.3 below.
2.3. Time-Frequency Analysis of Chirps
Let us now be more specific concerning the waveforms to be detected. For the sake of
simplicity, we limit ourselves to r = 1 (the other spaces may be obtained by a simple
change of normalization).
In the signal processing literature, chirps are generally defined as signals whose
amplitude and frequency (whatever it means) vary continuously as functions of time.
A simple generic model for such chirps in H+r is
f(t) = A(t)eiφ(t) , (2.20)
where both A(t) and φ′(t) are supposed slowly varying (see [16] for more precise con-
ditions). Then, assuming A ∈ C1(R) and φ ∈ C2(R), simple arguments show that the
wavelet coefficients of such a function satisfy
Tf (b, a) =
√
aA(b)eiφ(b)ψˆ(aφ′(b)) + r(b, a) , (2.21)
where |r(b, a)| ≤ C√a(sup |A′| + sup |φ′′|). See [16] for more precise estimates. There-
fore, assuming that the wavelet ψ(t) has a “peak” in the frequency domain at a fre-
quency ω = ω0, we see that the wavelet transform is “concentrated” near a curve (the
so-called “ridge”) of the form a = ω0/φ
′(b). In addition, the restriction of the transform
Tf (b, a) to the ridge is very close (up to a normalization) to the signal itself.
The above approximation gives a simple form for the behavior of the wavelet trans-
form near a ridge. For more specific signals, estimates describing the decay of the
wavelet transform away from the ridges may be obtained. A more specific definition of
chirps has been given by Meyer (see for example [12]):
Definition 3. Let λ ∈ R, µ > 0 be two real numbers. A trigonometric chirp of type






where g (t−µ) means g+(t−µ) if t > 0 and g−(|t|−µ) if t < 0, for two T -periodic functions




Then it may be shown that if ψ is a wavelet with enough vanishing moments (i.e∫
tnψ(t)dt = 0, n = 0, . . . N for some N), the corresponding wavelet transform has a
tendancy to localize near a curve a = C|b|µ+1 where C is a constant which only depends
on ψ. More precisely, one may prove a “local version” of the localization (see [12] for a
proof):
Theorem 2 (Meyer). Let h(λ,µ) be a trigonometric chirp as defined above. Let χ ∈
C∞0 (R) be a compactly supported function, equal to 1 in a neighborhood of the origin. Let
ψ ∈ S(R) be a wavelet with all moments vanishing. Let T (`)(b, a) = 〈χh(λ,µ), pi(b, a)ψ〉
be a local version of the wavelet transform. Then there exists δ > 0 such that





for some constant C ′.








Note that such a form is very close to the model (2.10). Such localization prop-
erties yield a tremendous simplification of the (b, a) plane. We now show how to take
advantage of such a simplification for detection purpose.
2.4. Radon transforms
We have illustrated in the last section the localization properties of the wavelet trans-
form. Let us now come back to the detection problem, and show how such considerations
may lead to simplified detection algorithms.
As we have seen, the wavelet transform of chirp-like signals may be sharply localized
in the neighborhood of curves, named ridges of the transform. This suggests to base
detection methods upon such localization properties, and to set the detection problem
as a curve estimation problem. The following approach was suggested in [3]. Let us
consider a curve on G, assumed to be a parametric curve of the form s ∈ [0, 1]→ ϕ(s) ∈
G for the sake of simplicity. Associate with it the following quantity (line integral, or







|ϕ(s)−1dϕ(s)|2 ds . (2.23)
The idea is to look for maxima of such an expression. The second term enforces smooth-
ness of the ridge, the first one enforces localization near the maxima of the wavelet
transform, and  is a real parameter which balances the influence of the two terms. For
suitable values of , such a functional to attains its maximum when the curve s→ ϕ(s)
matches the ridge of the wavelet transform. This suggests to use Ψf [ϕ] within an op-
timization procedure to estimate the ridge. This is a difficult optimization problem in
infinite dimensional spaces, which require a careful treatment. Such an approach (using
Gaussian measures on the space of curves s→ ϕ(s) and stochastic relaxation methods)
has been advocated in [3].
We are interested here in a somewhat simpler approach. Indeed, let us assume that
the signal we are trying to detect is obtained from a reference signal f0 by the action
of an element g ∈ G; then we have
Proposition 2. Let s → ϕ0(s) minimize the functional Ψf0 [ϕ], and let g ∈ G. Then
s→ gϕ0(s) minimizes Ψpir(g)f0 [ϕ].
The proposition follows from the covariance of the wavelet transform, and the
invariance of the Maurer-Cartan form
∫ 1
0
|ϕ(s)−1dϕ(s)|2 ds under the transformation
ϕ→ gϕ.
Therefore, we replace the maximization of Ψf [ϕ] in (2.23) with respect to generic
curves s → ϕ(s) ∈ G by the following simpler one (in this parametric situation, the
Maurer-Cartan form is not needed any more): solve
max
h∈G




|Tf (hϕ0(s))|2 ds . (2.24)
According to the model in (2.1), we have






〈Cpir(g−1hϕ(s))ψ, ψ〉r ds .
Such an approach has been proposed and applied to the gravitational waves detection
problem in [4, 10, 11]
Remark 5. As before, such an approach has to be modified to take into account the
contribution of noise. Indeed, using arguments similar to the above ones, one easily
verifies that the contribution of the noise may be “whitened” by considering weighted
coherent states. In such a case, the problem in (2.24) may be replaced with
max
h∈G




|Wf (hϕ0(s))|2 ds . (2.25)








|Wpir(g)f0(hϕ0(s))|2 ds+ ||ψ||2r .
However, in this last case, we do not have Wpir(g)f0(hϕ(s)) = Wf0(g
−1hϕ(s)) as in
the standard case, and the deviation to this ideal situation has to be estimated. The
numerical simulations in [11] indicate that for the gravitational waves detection problem,
the error remains small.
2.5 Back to matched filtering
Let us now come back to our original interest, namely the detection of “chirp-like”
waveforms labeled by elements g ∈ G. We have shown in subsection 2.4 how coherent
states transforms may be used to construct functions on G which may serve as esti-
mators for the parameter g: to estimate the parameters A and g in (2.1), solve (2.24)
or (2.25) instead of (2.4). However, the performances of such algorithms are generally
not optimal, contrary to those of matched filters. Then, why should one prefer them
to optimal filters ? The answer is robustness. Optimal filters methods turn out to be
extremely sensitive to perturbations. Therefore, for the chirp detection problem we
have been considering, optimal filters strategies require using a huge number of “tem-
plates” ϕopt in (2.8), which results in a dramatic computational load. Coherent states
approximations have been shown to be more robust.
3 . NON-STATIONARY TIME-SERIES
We now address a problem of similar nature (essentially an estimation problem, forget-
ting about the detection part of the previous Section), in a non-deterministic context.
This is also an important issue in signal processing, for many phenomena have to be
modeled as random phenomena. It is well known that Fourier methods are well suited
for analyzing stationary time series5, and we shall show how coherent states approaches
allow one to go beyond stationary situations.
3.1. Generalities
For the sake of simplicity, we limit our analysis to the case of second order stochastic
processes {Xt, t ∈ R} with zero mean E {Xt} = 0. The main object under study is the
so-called covariance operator C of the process, defined by its matrix elements





for any functions f, g such that such an expression makes sense. For the sake of sim-
plicity, we limit ourselves to the case of processes whose covariance is Hilbert-Schmidt
5Stationarity is a weak form of translation invariance, which explains why Fourier methods are so
natural.
(which we write C ∈ L2), and we denote by C ∈ L2(R2) the kernel of C. Formally we





If the process is weakly stationary, C(t, s) = C(t− s) is a function of t− s only by
definition and C is a convolution operator. If not, it is interesting to study processes
which are “almost stationary”, i.e. which may be considered stationary upon short
time intervals. In such a case, the standard practice is to truncate the process into
pieces within which it may reasonably considered stationary, and treat it as such (i.e.
associate with each “piece” a spectral density for example). An alternative is to look
for a “continuously varying” spectral density. This suggests to rewrite the kernel C(t, s)
so as to separate the “stationary part”, as C(t, s) = C0(
t+s
2
, t− s). Assuming that the
process is almost stationary amounts to consider that the function C0(u, v) is slowly
varying as a function of the first variable u, and localized as a function of the variable









E0 may be thought of as a candidate for local spectral density of the process. Notice that
the function E0(b, ω) is nothing but a generalization of the celebrated Wigner function
to the random situation. Also of interest is the so-called ambiguity function (introduced
by Woodward in a radar context, see e.g. [3, 5]), defined as









The ambiguity function essentially measures the “spreading” of the process in the time-
frequency plane (and is sometimes termed “spreading function” in signal processing).
It follows from C ∈ L2 that the Wigner function and the ambiguity function are square-
integrable. In addition we have
Lemma 1. The Wigner function and the ambiguity function are symplectic Fourier
transforms of each other.
In practice, one generally has to work with one (or in rare cases a finite number
of) realization(s) of the process. The practical questions are the following:
1. How may one estimate a covariance C, or a local spectral density E0(b, ω), from
one (or several) realization(s) of the process Xt ?
2. How may then one mimic the spectral decomposition of the process (find eigen-
functions, or singular functions if C is not self adjoint)?
The most immediate solution to the first problem is the sample estimate6, obtained
by dropping the expectations in (3.2) and (3.3): for example
E˜0(b, ω) =
∫
Xb+τ/2Xb−τ/2 e−iωτ dτ .





= E0(b, ω) for all b, ω ∈ R), but generally turns out to have
a large variance, and is generally not regular even when E0 is smooth.) In addition,
a spectral decomposition obtained from such estimates is often difficult to manipulate
numerically (see [3] for a detailed discussion of these points). Therefore, there is room
for alternatives.
6We use the notation θ˜ to denote an estimator for the parameter θ.
3.2. Coherent States Approximations
A simple alternative is sometimes provided by time-frequency coherent states. Indeed,
if the process is almost stationary as indicated before, simple (formal) arguments show
that Gabor functions or wavelets may be considered as almost eigenfunctions of C,
therefore yielding approximate spectral decompositions.
Given the process {Xt, t ∈ R} considered above, its corresponding coherent states
transform is a new stochastic process
TX(g) = 〈X, pi(g)ψ〉 . (3.4)
TX is clearly of zero mean, and its covariance structure is given by the matrix elements
of C between coherent states:





= 〈Cpi(g′)ψ, pi(g)ψ〉 . (3.5)
Let us now introduce the coherent states spectrum
EG(g) = 1||ψ||2 E
{|TX(g)|2} , (3.6)
and the corresponding sample estimator
E˜G(g) = 1||ψ||2 |TX(g)|
2 ,




= EG(g) for all g ∈ G.)
Remark 6. When the group G may be identified with a (generalized) “time-frequency”
space associated with the representation spaceH (for example when G is the Weyl-Heis-
enberg group or the affine group, or higher-dimensional generalizations), the coherent
states spectrum in (3.6) provides an alternative to the Wigner spectrum given in (3.2).
However, it should be noticed that while the latter is “intrinsic” to the process, the
former depends on an analysis tool, namely the admissible vector ψ ∈ H. We shall see
later on how to deal with such an apparent shortcoming.
The Wigner function and the coherent states spectrum are related by the following
Proposition 3. Let C be the covariance operator of the process {Xt, t ∈ R}, and assume
C ∈ L2. Then, denoting generically by Πf the rank one projector onto f ∈ H, we have
EG(g) = 〈C,Πpi(g)ψ〉 = 〈C, ad(pi(g)) · Πψ〉L2 . (3.7)
Here, we denote as usual by ad the adjoint action, i.e. ad(pi(g))Π = pi(g)Πpi(g)−1,
and 〈., .〉L2 is the Hilbert-Schmidt scalar product. The proposition is readily verified by
an easy calculation.
Let us now turn to the second aspect of the program, namely the spectral decom-
position of {Xt, t ∈ R}. The classical spectral analysis of (possibly non stationary)
processes is based upon the spectral analysis of the corresponding covariance operator
C. The (possibly generalized) eigenfunctions serve as a basis for expanding the process.
The objective is to study the relationship between the considered coherent states and
the generalized eigenfunctions7 of C. To this end, let us set
Cpi(g)ψ = λ(g)pi(g)ψ + rg , (3.8)
7Let us recall here that as a Hilbert-Schmidt operator, C may be decomposed as an infinite series
of the form C = ∑∞k=1 λkPk, where λ1 ≥ λ2 ≥ . . . are the singular values of C, and the Pk are rank
one projections onto the corresponding eigenfunctions. Such a decomposition may in principle be
performed directly once C is known. However, this problem turns out to become a difficult practical
(i.e. numerical) problem. Therefore, it is worth trying to approximate the above singular value
decomposition with a decomposition with respect to a suitable coherent states system.
for some number λ(g), and where rg is a remainder, such that rg ⊥ pi(g)ψ. This last
property implies clearly that λ(g) = EG(g). Moreover, we have ||rg||2 = ||Cpi(g)ψ||2 −
|EG(g)|2, and it follows from the square-integrability of pi that
∫ ||Cpi(g)ψ||2dµ(g) =
cψ||C||2L2 . Therefore, we obtain∫
||r(g)||2dµ(g) = cψ||C||2L2 −
∫
|EG(g)|2 dµ(g) (3.9)
The practical problem now is to make such a remainder as small as possible. An elegant
solution to this problem (which addresses at the same time the problem of dependence
with respect to the admissible vector ψ) may be derived via an optimization procedure.
Let us suppose that we consider a family of admissible vectors ψ ∈ H, normalized
so that ||ψ|| = 1. We will say that the optimal vector is the vector ψ such that∫ ||r(g)||2dµ(g) is minimal. By the above argument, we see that this minimization






|EG(g)|2 dµ(g) . (3.10)
Heuristically, the latter problem amounts to find the admissible vector ψ ∈ H which
makes the covariance C “as diagonal as possible” in the coherent states representation.
Such a problem may be solved numerically, once a family of admissible vectors ψ ∈ H
has been chosen. We shall see in Section 3.3 below the case of Gabor coherent states,
and how this connects to ambiguity functions.
Remark 7. Let us stress that the complete spectral decomposition problem presents
an extra level of difficulty, since one looks for a discrete family of coherent states, as
close as possible to a basis of H, and such that the corresponding representation of C
is as close as possible to diagonal. We shall not go that far. Let us just notice that this
problem has been addressed in the Weyl-Heisenberg case in [14].
3.3. The case of Gabor coherent states
After these abstract considerations, let us come back to practical problems and focus on
the case of Gabor functions, i.e. Weyl-Heisenberg coherent states. This case was studied
by several authors, see in particular [13]. Let GWH ∼ R2 × S1 be the Weyl-Heisenberg
group, with group law (b, ω, ϕ)(b′, ω′, ϕ′) = (b + b′, ω + ω′, ϕ + ϕ′ + ωb′). We consider
the canonical representation pi of GWH on H = L2(R), defined by pi(b, ω, ϕ)f(t) =
ei(ϕ+ω(t−b))f(t− b), f ∈ L2(R). Let ψ ∈ L2(R) be such that ||ψ|| 6= 0, and set
ψ(b,ω)(t) = pi(b, ω, 0)ψ(t) = e
iω(t−b)ψ(t− b) . (3.11)
A simple computation shows that ψ is an admissible vector, and cψ = 2pi||ψ||2. There-
fore the Duflo-Moore theorem applies and we consider the corresponding coherent
states8.
Given the process {Xt, t ∈ R} considered above, its corresponding coherent states
transform is a new stochastic process
TX(b, ω) = 〈X,ψ(b,ω)〉 (3.12)
8In fact, we consider a slight extension of Duflo-Moore’s theorem, in which the factor S1 is taken
out. Since this is a compact factor, this does not change anything to square-integrability, and just
introduces a “twist” in the intertwining of pi and the regular representation. The associated coherent
states transform is only covariant modulo a phase.





= 〈Cψ(b′,ω′), ψ(b,ω)〉 . (3.13)
The following gives an alternative to Wigner’s function as a candidate for local spectral
density of the process {Xt, t ∈ R}.
Definition 4. With the same notations as before, the Gabor spectrum of the process
{Xt, t ∈ R} is the function of two variables
EGWH (b, ω) =
1
||ψ||2 E
{|TX(b, ω)|2} . (3.14)
Then we have the following
Proposition 4. EGWH ∈ L2(R2), and
EGWH (b, ω) =
∫
E0(x, k)Eψ(x− b, ω − k)dbdk , (3.15)
where Eψ(b, ω) is the (deterministic) Wigner function of the function ψ ∈ L2:
Eψ(b, ω) =
∫
ψ(b+ τ/2)ψ(b− τ/2) e−iωτ dτ . (3.16)
The proof makes use of the ambiguity function of the window
Aψ(τ, ξ) =
∫
ψ(b+ τ/2)ψ(b− τ/2) eiξb db . (3.17)
It may be proved that Aψ ∈ L∞(R2) (see below). Then, a simple calculation shows
that





A0(τ, ξ)Aψ(τ, ξ)ei(ξb−ωτ) dξ dτ ,
which proves the result.
The boundedness of Aψ(τ, ξ) (which may also be verified directly) is a particular
case of estimates due to E. Lieb: If ψ ∈ L2(R), then Aψ ∈ Lp(R2) for 1 ≤ p ≤ ∞; in






In that context, the question of the dependence of EGWH (b, ω) with respect to
the admissible vector ψ ∈ L2(R) may be understood as follows. From Lemma 1,












|A0(τ, ξ)|2|Aψ(τ, ξ)|2 dτdξ , (3.18)
which makes sense since Aψ ∈ L∞(R2). Therefore, the optimal window is the L2
function whose spreading in the time-frequency plane best matches that of the process.
In practice, one has to limit oneself to finite families of windows to solve the opti-
mization problem. Those families may often be modified by simple transformations of
a unique one. Examples adapted to problems of speech coding have been given in [13].
Remark 8. We have described here a simple criterion for selecting an admissible vector.
Several alternatives have been proposed (see [13] for example). However, most of them
rely on the same kind of ideas, namely to find a vector whose ambiguity function best
matches that of the process, in some appropriate sense.
Remark 9. We have investigated here the simpler case of Weyl-Heisenberg coherent
states and their relationship to the classical Wigner function. Similar methods may be
developed in the case of other groups, in particular the affine group we discussed in
Section 2, or more general semidirect products in higher dimensions. It is important to
stress that different types of coherent states are adapted to different types of processes.
In particular, the Weyl-Heisenberg coherent states we just used are well adapted to
“locally stationary processes”, which present spectral characteristic which vary slowly
with time. On the other hand, affine coherent states are more suited for processes in
which dilations play a non trivial role (such as the ordinary or the fractional Brownian
motions).
4 . CONCLUSIONS
We have described a couple of problems of interest in signal processing and statistics, for
which coherent states and related methods provide accurate and efficient solutions. In
particular, we have tried to show explicitely the simplifying power of coherent states,
which relies on two different kinds of arguments: algebraic arguments (namely, the
choice of the covariance group G), and analytic arguments (approximations). We have
essentially focused on detection (and parameter estimation), and estimation problems,
which are current important problems in signal processing and statistics, with the goal
of giving an overview of the techniques employed.
Such methods have enjoyed significant success during the last ten years (see e.g. [3,
6, 8] and references therein for reviews. Besides their adaptation to concrete problems,
they are also remarkably simple to implement numerically. However, there is still a lot
to be done, especially in the construction of new coherent states families adapted to
different situations. We refer to [18] for several examples (for examples, constructions
on spheres, or associated to aperiodic tilings...).
Another point which is still to be understood is that of the selection of the de-
composition to be used for a given problem. On the practical side, solutions have been
proposed, which generally rely on numerical optimization algorithms. But very little
has been done on a more theoretical basis.
To conclude, it is fair to say that several of the recent advances in time-frequency
signal theory go out of the scope of the coherent states constructions we have used in this
paper. In many instances, coherent states have been generalized to get rid of obstruc-
tions imposed by algebraic constraints (the most significant examples are presumably
the wavelet bases, which have not received any group theoretical interpretation so far,
and the Balian-Low phenomenon which prevents from constructing bases of smooth
and localized Weyl-Heisenberg coherent states; see e.g [6] for a review). However, it is
worth mentioning that in all these cases, the “coherent states philosophy”, namely the
time-frequency localization, is still present. The deviation from algebraic constructions
is therefore minor.
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