Distributed hydrologic models provide accurate river streamflow forecasts and a multitude of spatially varied products on basin scales. The distributed elements of the basins are pieced together using drainage networks. An efficient representation of drainage networks in computer code is necessary. Graph theory has long been applied in many engineering areas to solve network problems. In this paper we demonstrate that adjacent list graph is the most efficient way of presenting the drainage network in terms of development and execution. The authors have implemented drainage networks using the adjacency-list structure in both the research and operational versions of the US National Weather Service (NWS) distributed model. A parallel routing algorithm based on Dijsktra's shortest path algorithm was also developed using the MPI library, which was tested on a cluster using the Oklahoma Illinois River basin dataset. Theoretical analysis and test results show that inter-processor communication and unbalanced workload among the processors limit the scalability of the parallel algorithm. The parallel algorithm is more applicable to computers with high inter-processor bandwidth, and to basins where the number of grid cells is large and the maximum distance of the grid cells to the outlet is short.
INTRODUCTION
We therefore only discuss the drainage network with a unique flow path on each of its grid cells and there is no pit or loop in the drainage network. Usually the drainage network at coarser resolution is derived from a finer resolution flow direction grid. Earlier investigators determined the drainage network directly from DEMs using the D8 model where the path flows towards one of the eight directions: north, northeast, east, southeast, south, southwest, west and northwest (O'Callaghan & Mark 1984; Jenson & Domingue 1988) . Later, more sophisticated algorithms were developed to overcome errors in the flow directions when the DEM resolution is 30 arc-seconds or larger (Reed 2003) .
Distributed hydrologic models continue to be an active area of research and development and are applied to larger and larger geographic domains, increasing the need for efficient ways to manage the drainage networks in computer programs. The purpose of this paper is to discuss how to use graph theory to implement drainage networks and how the graph approach offers efficiencies for model developers and subsequent operational implementation. Here, we extend the work presented by Cui et al. (2006) .
The remaining part of the paper is organized as follows.
After the literature review, we present an overview of graph theory and how to model drainage networks as undirected graphs. We then discuss two graph algorithms, Preorder Tree Walk and Postorder Tree Walk and their variations, for the purpose of visiting each grid cell in a particular order. We then discuss how to use Dijkstra's shortest path algorithm to develop parallel distributed models that can utilize multiple processors. Finally, a case study that uses the parallel algorithm is presented.
LITERATURE REVIEW
Many algorithms have been developed to derive hydrologic drainage networks from DEMs or TINs (Jenson & Domingue 1988; Fairfield & Leymarie 1991; Smith & Brilly 1992; Reed 2003) . Implicit in these efforts, but often without the details published in the literature, are schemes to encode drainage networks for efficient computer implementation. Early pioneering research focused on describing the channel network in digital formats.
The binary string method was proposed by Scheidegger (1967) and Shreve (1967) . The basic idea of this method is to travel around the network by starting at the outlet, turn left at each junction and turn right back at each source, assign a value of '1' for an exterior link and '0' for an interior link.
The resulting binary string has n 1s and (n 2 1) 0s. Later, Smart (1970) showed that "the binary string representation can also be used in processing many other types of information on channel networks and that the procedures involved appear particularly suitable for computer retrieval". Coffman & Turner (1971) extended the binary string method by using a numeric code instead of a binary code to overcome some restrictions of binary strings, such as loss of coordinate data.
Verdin (1997) introduced a numbering scheme to code the global drainage basins and stream networks developed by Pfafstetter (1989) . The drainage area is first subdivided into four largest tributaries, which are assigned the numbers 2, 4, 6, and 8. Next, the interbasins are numbered 1, 3, 5, 7, and 9. If a closed basin is encountered, it is assigned the number 0. A basin or interbasin may be recursively subdivided by repeating the application of the same rules to the area within it.
Although these early approaches are efficient, they are limited because they cannot describe detailed information about each linkage in the drainage network. As computer hardware became more capable, graph theory emerged as a powerful tool to solve engineering problems (Kreyszig 1998) . Gleyzer et al. (2004) developed a recursive Strahler stream ordering algorithm by using graph theory to perform stream network analysis. Mark (1988) used a two-dimensional matrix that implements a graph to describe the flow direction grid. A recursive algorithm was then used to find the drainage accumulation for a given grid cell elegantly and efficiently.
Several researchers have applied graph theory to model the connectivity of elements in landscapes (Cantwell & Forman 1993; Reynolds & Wu 1999; Urban & Teitt 2001; Schroder 2006 ). Jiang & Claramunt (2004) modelled an urban street network using graph theory and Gupta & Prasad (2000) analyzed pipeline networks using linear graph theory.
A graph-based representation of a flow network comprised of arcs and nodes was used as a data storage object defined in the Management Simulation Engine Network (Park et al. 2005) . In this work, graph-based data objects serve as state and process information repositories for management processes (algorithms). It provides a mathematical representation of a constrained, interconnected flow network which facilitates efficient graph theory solutions of network connectivity and flow algorithms.
Apostolopoulos & Georgakakos (1997) described a graph approach for the streamflow prediction problem by using distributed hydrologic models within a shared memory parallel computing environment. In this work, a basin is disaggregated into river segments, each of which consists of a main channel and a number of reaches and sub-reaches. A hydrologic model is decomposed into subcomponents such as input, soil water accounting and channel routing. The reaches are mapped to the edges of the graph and model subcomponents are mapped to the vertices of the graph. The graph is then used to determine the dependencies of the graph vertices (model components) and the graph edges (river reaches). This approach also adopted the shared memory parallelism in which the user has no control on how the workload is allocated among the processors.
Based on directed trees (a type of graph), Bailly et al.
(2006) introduced a theoretical framework required to specify geostatistical hypotheses and models. In this framework, for every edge u a river segment linking two vertices is represented and is naturally directed by water flow from upstream to downstream.
Because graph theory is widely used in various scientific areas and must be represented in computer programs, there is a need for graph libraries to facilitate the use of graph theory. Lee et al. (1999) Our approach presented in this paper has three distinguishing characteristics: (1) it is suitable for distributed hydrologic models that disaggregate simulation domain into grid cells, TIN or hydrologic response units;
(2) the proposed parallelization scheme is based on a message passing concept in which the user has full control of the number of processors and how workloads are distributed among processors and, therefore, the resulting parallel algorithm is more portable; (3) the hydrologic model is implemented by the generic programming technique which produces extensible and reusable computer codes. and E, the edge set, is a set of vertex pairs (u, v) with u and v in V. A graph must have at least one vertex but may have no edges (in which case it is a null graph).
A graph is undirected if the edge set E consists of unordered pairs of vertices, rather than ordered pairs (Figure 1 ). An edge connects the two vertices in both directions. That is, an edge is a set u, v where u, v [ V and u -v. In an undirected graph, self-loops are forbidden and so every edge consists of exactly two distinct vertices. In contrast, a graph is directed if its edges are ordered pairs which connect each source vertex to a target vertex.
The walk of a graph is an alternating series of adjacent edges and vertices; a path is a sequence of vertices , v 0 , A rooted tree is a tree in which one of the vertices is distinguished from the others. The distinguished vertex is called the root of the tree. A vertex of a rooted tree is often referred to as a node. Each node is either a leaf or an internal node. An internal node has one or more child nodes and is called the parent of its child nodes; each node has one parent except the root. A node without children is called a leaf. For a rooted tree, each node has one and only one path to the root, and each node can only be accessed from the root. That is the root is predefined.
A graph is dense if its number of edges is close to the square of the number of vertices. On the other hand, a graph is sparse if its number of edges is less than or close to its number of vertices. A rooted tree is a sparse graph because its number of edges is one less than its number of vertices, i.e. E ¼ V 2 1.
Graph implementation
Three data structures can be used to implement a graph: matrix, adjacency-list and edge-list. Each implementation has time and space performance trade-offs which should be considered when choosing a data structure.
Adjacency-matrix
A graph can be implemented by a V £ V adjacency-matrix where V is the number of vertices. Each element of the adjacency-matrix a ij is a binary bit indicating whether or not there is an edge from vertex i to j. The formal definition is as follows.
For a given function g(n), O(g(n) ) is the set of functions OðgðnÞÞ ¼ {fðnÞ :
there exist positive constants c and n 0 such that 0 # fðnÞ # cgðnÞ for all n $ n 0 }
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Edge-list
An edge-list implements a graph by simply using a sequence of edges, where each edge is represented as a pair of vertex
identifiers (IDs). The memory required is of the order O(E).
Edge insertion is typically O(1), although accessing a particular edge is of the order O(E), which is not efficient.
Since no vertex is stored, vertices can only be accessed through the edges they are associated with and can only be inserted or deleted by inserting and deleting the corresponding edges.
REPRESENTING DRAINAGE NETWORKS WITH GRAPHS
As mentioned before, the flow direction grid is derived from digital topographic information such as a DEM or TIN using specialized algorithms. Figure 4 shows the resulting flow direction grid using the algorithm proposed by Reed The hydrologic connectivity grid, or drainage network, can be modelled by an undirected graph that has one vertex for each grid cell and one edge (u, v) for each pair of grid cells for which u flows toward v. For each drainage basin, such a graph is connected since each grid cell either flows into another cell or has flow coming from another cell.
Furthermore, since the outlet grid cell has no parent cells, distinguishing the vertex corresponding to the outlet makes this graph a rooted tree. We choose the undirected graph instead of the directed graph because we use the rooted tree to represent a basin.
Our approach of applying graph theory to distributed hydrologic modelling differs from that adopted by Apostolopoulos & Georgakakos (1997) . In their approach, the basin is divided into river segments and each river segment is sub-divided into a main channel, reaches and sub-reaches. To apply graph theory, the main channel, Although there is only one cell in basin C by definition, it is a graph having only one vertex without edges i.e. a null graph. The drainage network is a sparse graph because the rooted tree is sparse.
Using graph walks to control processing order Using the Postorder-Tree-Walk, the time complexity is only O(n) because each node is visited once. To set up the graph object from a list of n nodes and m edges, the time complexity is O(n þ m). Therefore, the graph theory-based algorithms are two orders of magnitude more efficient than our original routing algorithm. 
Choice of data structure 
PARALLEL COMPUTATION
Today, parallel computing has become a common technique to improve performance. CPU clock speeds are being Here we assume a message passing environment.
Message passing parallel software is more scalable and portable than shared memory software ( 
The path with minimum weight is the shortest path.
When considering only computational order, all edge weights may be set equal to 1 in a drainage network even if the true element sizes vary with location. Because there is one and only one path from each node to the root node, the distance of each node to the root is also the shortest/longest distance.
In graph theory, Dijkstra's algorithm is used to find the shortest path for each node to the root (Cormen et al. 1989 ).
Dijkstra's algorithm finds all the shortest paths from the source vertex to every other vertex by iteratively 'growing' the set of vertices S to which it knows the shortest path.
Initially, the set S is empty. Another set D contains the length of the shortest path for each vertex, which is initialized to infinity for all the vertices except the source vertex which is zero. At each step of the algorithm, the next vertex added to S is determined by the set Q that contains the vertices in V 2 S prioritized by their distance in D, which is the length of the shortest path seen so far for each vertex. The vertex u with minimum distance in the set Q is then added to S and removed from Q, and each of its outedges is relaxed: if the distance to u plus the weight of the out-edge (u, v) is less than the distance for v in D then the estimated distance for vertex v is reduced and D is updated.
The algorithm then loops back, processing the next vertex that has the minimum distance in Q. The algorithm finishes when the set Q is empty.
We present Dijkstra's algorithm as follows. Here G is Table 1 shows the results of applying Dijkstra's algorithm to Basin B in Figure 5 . The distance from the outlet is 4, which is the maximum distance. It needs 5 steps to finish the calculation. First the farthest grid cell 6 is calculated; next 1, 2 and 10 are calculated simultaneously; then 4, 5 and 9; then 8; finally the root 11 is calculated. 
while Q is not an empty set //the algorithm u : Parallel computing performance can be measured by speedup and efficiency. Speedup (S n ) is the ratio of the runtime of the sequential algorithm using one processor to the run-time of the parallel algorithm using multiple processors:
where T 1 is the run-time of the sequential algorithm and T n is the run-time of the parallel algorithm executed on n processors.
The efficiency E n is the speedup divided by the number of processors used in a run of the parallel algorithm:
where n is the number of processors.
Speedup and efficiency are affected by many factors such as inter-processor communication bandwidth, I/O bottle neck, etc. However, one of the most important factors is the load balance among processors. In the above example, assuming that three processors are used (Table 2) and there are no communication and I/O costs, it takes five units of time to finish the simulation because there are five steps when the three processors can run simultaneously in step 2 and 3; meanwhile the run-time of using one processor is nine units of time because there are nine grid cells.
Therefore the speedup is 9/5 ¼ 1.8 and the efficiency is 9/ (3 £ 5) ¼ 0.6. The process is only 60% efficient because the workload of each processor is not balanced very well.
The last column in Table 2 shows the workload of each processor. Processor 1 has the greatest workload of five grid cells, while processors 2 and 3 have only two grid cells each.
As shown in steps 1, 4, and 5, two processors have to wait for the other processor to finish; their time is wasted.
Because of the dependency of grid cells, the workload of the processors cannot be balanced. Particularly during the last step, the outlet can be assigned to only one processor while other processors are idling. Due to this limitation, the speedup and efficiency are not ideal even though we assumed ideal zero inter-processor communication and I/O costs. Moreover, the resulting parallel algorithm is not scalable. In other words, increasing the number of processors may reduce the speedup and efficiency. It is possible to optimize the number of processors to be used to achieve maximum speedup and efficiency.
To overcome the unbalanced workload limitation, an algorithm decomposition strategy could be an alternative to the data decomposition strategy described here. The decomposition strategy introduced here is called data decomposition, in which each processor runs the same algorithm but uses different datasets. The algorithm decomposition strategy assigns the same dataset to each processor, but each processor runs a different algorithm or a different part of the same algorithm. Therefore, algorithm decomposition may produce a more balanced workload on each processor if the algorithm could be distributed evenly.
However, it requires more programming efforts and may not be as scalable as data decomposition. Usually, algorithm decomposition results in complicated parallel algorithms (Dowd & Severance 1998) .
CASE STUDY Implementing the parallel algorithm
The parallel algorithm discussed in the previous section was Idle  2  5  Idle  Idle  2   Processor 3  Idle  10  9  Idle  Idle  2 After sending results, the processor will also find out from whom it will receive data for its own computation at the next distance and then do the receiving. After sending and receiving, the processors will have outflow from 
DISCUSSION
The parallel routing has limited scalability as shown in Table 4 lists the distribution of jobs at each distance for each processor.
Here we use the ratio of maximum to minimum workload called job ratio to measure the degree of workload balance. When the workloads are perfectly balanced, the job ratio is 1. The larger the ratio, the more the workloads are unbalanced. In the above example of 4 processors, the job ratio is 52/24 ¼ 2.166. It also can be seen from Table 4 that Processor 4 has more than the twice the workload of Processor 1. Figure 11 shows the job ratio versus the number of processors for the Illinois River Basin from 1 processor to 16 processors.
The job ratio at 6, 7 and 8 processors is about 5 and quickly increases to 34 at 12 and 16 processors.
The unbalanced jobs at high number of processors limited the parallel scalability.
The job ratio is also controlled by the distribution of grid cells along the depth of the tree. There are 151 grid cells 
CONCLUSIONS
This paper discusses the use of graph theory for distributed hydrologic models that use a drainage network derived from DEM data. Graph theory has a rich set of well-studied algorithms that can be used by scientists to facilitate their modelling efforts and avoid duplicating past work.
The two most commonly used algorithms, the Postorder and Preorder Tree Walk, and their variations are presented.
These are used to visit the grid cells in particular orders.
Three data structures (adjacency-matrix, adjacency-list and edge-list) can be used to implement a graph. The vertex and edge set can be implemented as a vector or a linked-list. 
