











Journal: Mathematical Methods in the Applied Sciences 
Manuscript ID MMA-17-10199.R1 
Wiley - Manuscript type: Research Article 
Date Submitted by the Author: n/a 
Complete List of Authors: Navarro, Juan; University of Alicante, Applied Mathematics 
Poveda, Rubén; University of Alicante, Applied Mathematics 
Keyword: 
Periodic orbits, Poincaré-Lindstedt method, Symbolic computation, Lotka-
Volterra 
  
Note: The following files were submitted by the author for peer review, but cannot be converted to 




John Wiley & Sons








MOS subject classification: 34C25; 34E10; 41-04; 92D25
Computation of periodic orbits in
three–dimensional Lotka–Volterra systems
Juan F. Navarro and Rube´n Poveda∗
This paper deals with an adaptation of the Poincare´–Lindstedt method for the determination of periodic orbits in three–
dimensional nonlinear differential systems. We describe here a general symbolic algorithm to implement the method, and
apply it to compute periodic solutions in a three–dimensional Lotka–Volterra system modeling a chain food interaction.
The sufficient conditions to make secular terms dissapear from the approximate series solution are given in the paper.
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1. Introduction
In the study of periodic solutions of ordinary differential equations, the classical method of Poincare´–Lindstedt has always been
a most attractive one from the point of view of engineers and other applied mathematicians. The Poincare´–Lindstedt technique
is a classical perturbation method used to continue a periodic orbit with respect to a small perturbation parameter, when fixing
the amplitude (or the energy) of the system. This method has been used to analyze a wide variety of systems in many branches
of science: from galactic ([14], [15]) to atomic models [11], and covering also applications in population biology, ecology and
mathematical biology [1]. Nowadays, many researchers ([2], [4], [5], [8], [13] and [17] to cite some examples) make use of this
method to study dynamical systems. Buonomo [2] uses the Poincare´ expansion theorem to give the periodic solution of the van
der Pol equation x¨ + x = ǫ(1− x2)x˙ in the form of a series converging for all values of the damping parameter ǫ. For ǫ small
the series solution reduces to a perturbation series in powers of ǫ and is obtained from this series, essentially by the analytical
continuation method, using a suitable transformation of the parameter. The coefficients in the expansions can be obtained by
symbolic computation in exact rational number form up to a very high order, the only limitation being the available computing
resources. Hu and Xiong [8] explore the capabilities of the Poincare´–Lindstedt method to study the cubic Duffing equation, and
the quintic Duffing equation is also examined with this technique by Ramos [13].
The Poincare´–Lindstedt technique is only to solve nonlinear differential equations depending on a small parameter. In [4],
Chen and Cheung overcome this restriction by employing a modification of the Poincare´–Lindstedt technique. This method
Department of Applied Mathematics, University of Alicante, Carretera San Vicente del Raspeig s/n, 03690, Alicante, Spain
Math. Meth. Appl. Sci. 2017, 00 1–18 Copyright c© 2017 John Wiley & Sons, Ltd.
Prepared using mmaauth.cls [Version: 2009/09/02 v2.00]
Page 1 of 23
John Wiley & Sons
































































Applied Sciences Juan F. Navarro and Rube´n Poveda
involves a parameter transformation such that a strongly nonlinear system with a large parameter is transformed into a small
parameter system. Starting from different points of view, He ([6], [7]) extends the classical Poincare´–Lindstedt method and
develop two modified versions of the techniques. In [6], He introduces a new Poincare´–Lindstedt method based on the expansion
of a constant, rather than the nonlinear frequency, in powers of the expanding parameter to avoid the ocurrence of secular terms
in the perturbation series solution. In [7], a new transformation of the independent variable is introduced. This transformation
avoid the occurrence of secular terms in the perturbation series solution. The results show that the obtained approximate
solutions are uniformly valid on the whole solution domain, and they are suitable not only for weakly nonlinear systems, but also
for strongly nonlinear systems. Xu review the asymptotic techniques developed by He in [18]. In this review, He’s parameter–
expanding methods including modified Lindstedt–Poincare´ method and bookkeeping parameter method are discussed in detail.
Some remarkable virtues of the methods are exploited, and their applications are illustrated. A detailed review of some other
Poincare´–Lindstedt–type methods can be found in [13].
The literature devoted to the application of the Poincare´–Lindstedt technique to systems of differential equations presenting
a periodic orbit is not so abundant. In [16], an approximation to the periodic solutions of the general Lotka–Volterra prey–
predator system is obtained using the Poincare´–Lindstedt method. In [10], the method of Poincare´–Lindstedt is adapted to
compute periodic solutions in perturbed two–dimensional systems. In particular, an approximate solution to a Lotka–Volterra
model for two species is computed. The computation of periodic solutions in Lotka–Volterra systems is an open problem where
the Poincare´–Lindstedt method could play a key role in the computation of periodic orbits and the understanding of the way the
phase space is structured not only in two species systems.
The aim of this paper is to present a general algorithm for implementing the standard Poincare´–Lindstedt method to three–
dimensional perturbed systems of differential equations of first order. This adaptation is successfully applied to compute periodic
solutions in Lotka–Volterra systems modeling a three–species food chain interaction. In the following section, we describe how to
adapt the standard method to three–dimensional systems of the Lotka–Volterra type and give sufficient conditions to make secular
terms dissapear from the solution. This result is key to set the stage to adapt the perturbation method to three–dimensional
systems of differential equations.
2. Adaptation of the Poincare´–Lindstedt Method for Three–Dimensional Systems
In [12], Poincare´ faces the problem of the determination of periodic solutions by series expansion with respect to a small parameter.
Consider for instance the equation x¨ + x = ǫf (x), and suppose that an isolated periodic solution exists for 0 < ǫ≪ 1, and if ǫ = 0
all solutions are periodic. Under certain conditions Poincare´ proves that the periodic solution can be described by a convergent
series in entire powers of ǫ, where the coefficients are bounded functions of time. In the next, we give a detailed description of
the adaptation of this tecnique to three–dimensional perturbed systems.
Let us consider the problem defined by the following nonlinear differential system of first order,
x˙ + α12y = ǫ f1(x, y , z) ,
y˙ − α21x + α23z = ǫ f2(x, y , z) ,
z˙ − α32y = ǫ f3(x, y , z) , (1)
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where 0 < ǫ≪ 1 is a small parameter and functions f1(x, y , z), f2(x, y , z) and f3(x, y , z) can be arranged as follows,


























ν2y q−ν1zν1−ν2 , (2)
where f1,ν2,q−ν1,ν1−ν2 , f2,ν2,q−ν1,ν1−ν2 and f3,ν2,q−ν1,ν1−ν2 ∈ R for 0 ≤ q ≤ M, 0 ≤ ν1 ≤ q, 0 ≤ ν2 ≤ ν1 and M ∈ N.
If the unperturbed system (ǫ = 0) has periodic solutions and ǫ is a measure of the size of the perturbing terms, then
the trajectories for the full system will remain pretty close to those of the non–perturbed system, for any finite period of time
t0 < t < t0 + α (α > 0) with an error not larger than O(α). In general, even a small perturbation is enough to destroy periodicity,
that is, nonlinearity will finish with most of the periodic orbits of the unperturbed system, but some of them may persist. The
Poincare´–Lindstedt technique is used to find those periodic solutions by expanding the solution of the system in the form
x(t) = x0(T ) + ǫ x1(T ) + ǫ
2 x2(T ) + · · · ,
y(t) = y0(T ) + ǫ y1(T ) + ǫ
2 y2(T ) + · · · ,
z(t) = z0(T ) + ǫ z1(T ) + ǫ
2 z2(T ) + · · · , (3)
where xν = xν(T ), yν = yν(T ) and zν = zν(T ) are 2π–periodic in T , and T = ωt is the stretched time variable, with
ω = 1 + ǫω1 + ǫ
2ω2 + · · · , (4)
being ων real constants. Thus, the nonlinear period is 2π/ω.
To apply this technique, one has to start by rewriting (1) in terms of the new independent variable T , to obtain


























ν2y q−ν1zν1−ν2 . (5)
Here, ˙ stands for d/dt and ′ for d/dT . If expansions (3) and (4) are substituted into (5), and terms in equal powers of ǫ are
collected, we get an equation for each order of the approximation in the expansions (3).
Let us introduce introduce here the following notation: Sν will denote the ν–th order coefficient of the expansion of S, so
that
S = S0 + ǫS1 + ǫ
2S2 + · · · .
Thus, if S = x2, then (x2)0 = x0x0, (x
2)1 = 2x0x1, and in general, (x
2)q =
∑
0≤ν≤q xνxq−ν . This notation simplifies the way to
express the formulae for the computation of the coefficients of the expansion of the solution at any order.




0 + α12y0 = 0 ,
ω0y
′
0 − α21x0 + α23z0 = 0 ,
ω0z
′
0 − α32y0 = 0 . (6)
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The first order system is given by
ω0x
′













0 − ω1x ′0 ,
ω0y
′













0 − ω1y ′0 ,
ω0z
′













0 − ω1z ′0 . (7)
The order Q of the expansion is obtained by solving the system
ω0x
′














x ′νωQ−ν − ωQx ′0 ,
ω0y
′














y ′νωQ−ν − ωQy ′0 ,
ω0z
′














z ′νωQ−ν − ωQz ′0 . (8)





p and the collection of products (x
ν1y ν2zν3)p for each ν1, ν2, ν3 ∈ Z such that 0 ≤ ν1, ν2, ν3 ≤ M, in order to compute the
right–hand side of equation (8) for the (p + 1)–th order of the perturbation method. At the p–th order of the Poincare´–Lindstedt
approximation, one first fits the value of ωp to assure that no secular terms exist, expressing it as a function of some constants
which depend on the initial conditions of the problem. This is done by applying the proposition 1, given below. Once ωp has
been obtained, xp, yp and zp can be computed by solving the system (8). In the section 4, we describe a procedure for the
implementation of the Poincare´–Lindstedt method.
Proposition 1 The differential system
ω0x
′ + α12y = A cosT + B sinT +
∑
n>1
(An cos nT + Bn sin nT ) ,
ω0y
′ − α21x + α23z = C cosT +D sinT +
∑
n>1
(Cn cos nT +Dn sin nT ) ,
ω0z
′ − α32y = E cosT + F sinT +
∑
n>1




α12α21 + α23α32 ,
has no secular terms if
ω0C + α23F − α21B = 0 ,
ω0D − α23E + α21A = 0 .
Proof. Let us take, without loss of generality,
An = Bn = Cn = Dn = Dn = En = Fn = 0 ,



















































T sinT + k1 ,
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where k1, k2 and k3 are integration contants depending on the initial conditions of the problem. The condition to make the








A = 0 ,
that is,
ω0D − α23E + α21A = 0 .








F = 0 ,
that is,
ω0C + α23F − α21B = 0 .
This procedure can be carried out also for y(t) and z(t), obtaining the same set of conditions. 
3. Application to Lotka–Volterra Systems
In 1925, Lotka [9] proposed a differential equation model to describe the population dynamics of two interacting species, a
predator and its prey. A species x(t) serves as food to another species y(t), so that, in this sense, x(t) becomes transformed
into y(t). The formulation of Volterra was as follows: A species y(t) feeds on a species x(t), which, in turn feeds on some
source presented in such large excess that the mass of this source may be considered constant during the period of time under
consideration. Then, under this assumption, we have that the rate of increase of x(t) per unit of time is equal to the difference
between the mass of newly formed of x(t) per unit of time and the mass of x(t) destroyed by y(t) per unit of time. The
Lotka–Volterra model for two species consists of the following differential equations:
x˙ = x(r1 − a12x2) ,
y˙ = y(−r2 + a21x2) . (10)
Here, y(t) and x(t) represent, respectively, the predator population and the prey population as functions of time. The parameters
r1, r2, a12, a21 > 0 are interpreted as follows: r1 represents the natural growth rate of the prey in the absence of predators, a12
represents the effect of predation on the prey, r2 is the natural death rate of the predator in the absence of prey, and a21 the
efficiency and propagation rate of the predator in the presence of prey.
In this section, in order to illustrate the effectiveness of the perturbation procedure, we will focus our interest in a linear three
species food chain where the lowest level prey, x is preyed upon by a mid–level species, y who, in turn, is preyed upon by a top
level predator z . The equations of the system are
x˙ = x(r1 − a12y) ,
y˙ = y(−r2 + a21x − a23z) ,
z˙ = z(−r3 + a32y) . (11)
Here, r1, r2, r3 > 0 and a12, a21, a23, a32 > 0. The parameters r1, r2, a12 and a21 have the same meaning as in the Lotka–
Volterra equations for two species, a23 represents the effect of predation on species y by species z , r3 the natural death
rate of the predator z in the absence of prey, and a32 stands for the efficiency and propagation rate of the predator
Math. Meth. Appl. Sci. 2017, 00 1–18 Copyright c© 2017 John Wiley & Sons, Ltd. 5
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z in the presence of prey. Since populations are non–negative, we will restrict our attention to the non–negative octant
Ω = {(x, y , z) : x ≥ 0 , y ≥ 0 , z ≥ 0} ⊂ R3, and the positive octant Ω+ = {(x, y , z) : x > 0 , y > 0 , z > 0} ⊂ R3. Each
coordinate plane is invariant with respect to (11) (see for instance [3]).
Let us study now the equilibrium points of (11). This system has equilibrium points in the interior of Ω+ if
r1 − a12y = 0 ,
−r2 + a21x − a23z = 0 ,
−r3 + a32y = 0 .










































−a12r1 (a23a32λ+ r2a12 + a23a12λ) ,
λ3 = − 1
a12
√
−a12r1 (a23a32λ+ r2a12 + a23a12λ) .
As the three eigenvalues have zero real part, each such equilibrium point has a three–dimensional center manifold, which does
not help us determine the dynamics near these fixed points. The numerical exploration of the solutions suggests that the system
contains invariant surfaces. In particular, it can be proved that the surfaces z = Kx−r3/r1 are invariant in Ω+. These surfaces are
filled with periodic orbits enclosing the ray of quilibrium points Pλ (see [3]).











+ ǫY (t) ,
z(t) = λ+ ǫZ(t) ,
to obtain the perturbed system
X˙ = −a12
a21




X − r1 a23
a12
Z + ǫ (a21XY − a23Y Z) ,
Z˙ = a32λZ + ǫ a32Y Z .
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The introduction of stretched time variable T = ωt gives
ωx ′ = −a12
a21
(r2 + a23λ) y − ǫ a12xy ,
ωy ′ = r1
a21
a12
x − r1 a23
a12
z + ǫ (a21xy − a23yz) ,
ωz ′ = a32λy + ǫ a32yz , (12)
after recalling X = x , Y = y and Z = z for the sake of simplicity. In order to apply the Poincare´–Lindstedt technique as described
in section 2, we expand the solution of the system and ω as expressed in equations (3) and (4),
x(T ) = x0(T ) + ǫx1(T ) + ǫ
2x2(T ) + · · · ,
y(T ) = y0(T ) + ǫy1(T ) + ǫ
2y2(T ) + · · · ,
z(T ) = z0(T ) + ǫz1(T ) + ǫ
2z2(T ) + · · · ,
and
ω = ω0 + ǫω1 + ǫ
2ω2 + · · · .
By substituting these expasions into equation (12), and collecting terms in equal powers of ǫ, we get an equation for each order
















0 = a32λy0 . (13)







B cosT − (r2 + a23λ)a12
a21ω0
C sinT ,
y0(T ) = C cosT + B sinT ,





C sinT , (14)
where A,B and C depend on the initial conditions of the solution. The derivatives of x0, y0 and z0 are
x ′0(T ) = − (r2 + a23λ)a12
a21ω0
C cosT − (r2 + a23λ)a12
a21ω0
B sinT ,
y ′0(T ) = B cosT − C sinT ,






B sinT . (15)






(r2 + a23λ) y1 = −a12x0y0 − ω1x ′0 ,
ω0y
′





z1 = a21x0y0 − a23y0z0 − ω1y ′0 ,
ω0z
′
1 − a32λy1 = a32y0z0 − ω1z ′0 .
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(r2 + a23λ) y1 =
a12
a21ω0























z1 = −ω1B cosT + ω1C sinT + BC
ω0




(a12r2 + (a12 + a32)a23λ) sin 2T ,
ω0z
′
1 − a32λy1 = a32
ω0
C(Aω0 − ω1λ) cosT + a32
ω0





BC cos 2T +
a232λ
2ω0
(C2 − B2) sin 2T . (16)
The application of proposition 1 to the system (16) yields
ω1 = − r1a23A (a12 − a32)ω0
a12(ω20 + r1r2) + λr1a23(a12 + a32)
.
From the analysis of this example, it follows that the application of the Poincare´–Lindstedt method involves working with
expressions and procedures that should be automated to avoid mistakes in the algebraic manipulation of those developments.
4. Symbolic Algorithm for the Poincare´–Lindstedt Method
In this section, we present a general algorithm to compute periodic solutions through the application of the Poincare´–Lindstedt
method to the system given in equation (1). Here, P refers to the set of Poisson series of the type defined in reference [10].
1. Define X(ρ1, ρ2, ρ3, q) ∈ P for each ρ1, ρ2, ρ3, q ∈ N such that 0 ≤ ρ1, ρ2, ρ3 ≤ M and 0 ≤ q ≤ Q, Q being the order of
the expansion. Here,
X(ρ1, ρ2, ρ3, q) = (x
ρ1y ρ2zρ3)q .




xq , DY (q) =
d
dT




3. Define the array W (q) ∈ P, for each 0 ≤ q ≤ Q, to represent the coefficient ωq.
4. The functions f1(x, y , z), f2(x, y , z) and f3(x, y , z) are represented by the following (1 +M)× (1 +M)× (1 +M) real
hypermatrices,













If f1(x, y , z), f2(x, y , z) and f3(x, y , z) are given by equation (2), then f1,ν1,ν2,ν3 = 0, f2,ν1,ν2,ν3 = 0 and f3,ν1,ν2,ν3 = 0,
if ν1 + ν2 + ν3 > M. We will refer to the element f1,ν1,ν2,ν3 , f2,ν1,ν2,ν3 and f3,ν1,ν2,ν3 as F1(ν1, ν2, ν3), F2(ν1, ν2, ν3) and
F3(ν1, ν2, ν3) respectively.
4.1. 0–th Order Solution
1. Set X(0, 0, 0, 0) = 1.
2. Set W (0) =
√
α12α21 + α23α32. This means that ω0 =
√
α12α21 + α23α32.
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Prepared using mmaauth.cls
Page 8 of 23
John Wiley & Sons


































































3. Compute X(1, 0, 0, 0), X(0, 1, 0, 0) and X(0, 0, 1, 0) as the solution to the unperturbed system (6). Notice that
X(1, 0, 0, 0), X(0, 1, 0, 0) and X(0, 0, 1, 0) are modified Poisson series containing parameters with undetermined value





X(1, 0, 0, 0) , DY (0) =
d
dT
X(0, 1, 0, 0) , DZ(0) =
d
dT
X(0, 0, 1, 0) .
5. Calculate, for each ρ such that 2 ≤ ρ ≤ M,
X(ρ, 0, 0, 0) = X(1, 0, 0, 0)X(ρ− 1, 0, 0, 0) ,
X(0, ρ, 0, 0) = X(0, 1, 0, 0)X(0, ρ− 1, 0, 0) ,
X(0, 0, ρ, 0) = X(0, 0, 1, 0)X(0, 0, ρ− 1, 0) ,





6. Compute, for each ρ1, ρ2, ρ3 such that 1 ≤ ρ1, ρ2, ρ3 ≤ M, the modified Poisson series (xρ1y ρ2zρ3)0 through
X(ρ1, ρ2, ρ3, 0) = X(ρ1, 0, 0, 0)X(0, ρ2, 0, 0)X(0, 0, ρ3, 0) .
4.2. 1–th Order Solution



































































F3(ν2, q − ν1, ν1 − ν2)X(ν2, q − ν1, ν1 − ν2, 0) .
2. Calculate the rest of the right–hand side of (7),
R1 = −ω1x ′0 , S1 = −ω1y ′0 , T1 = −ω1z ′0 ,
through
R1 = −W (1)DX(0) , S1 = −W (1)DY (0) , T1 = −W (1)DZ(0) ,
The value of ω1 is fitted to assure that no secular terms are included in the solution. To do that, we apply the proposition
1.
3. Once W (1) has been determined, we substitute its value in equation (7). This is equivalent to eliminating resonant terms
from the right–hand side of this equation. Now, we calculate X(1, 0, 0, 1), X(0, 1, 0, 1) and X(0, 0, 1, 1) as the solution
to system (7) without resonant terms.
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X(1, 0, 0, 1) , DY (1) =
d
dT
X(0, 1, 0, 1) , DZ(1) =
d
dT
X(0, 0, 1, 1) ,





5. Calculate, for each ρ such that 2 ≤ ρ ≤ M,
X(ρ, 0, 0, 1) =
∑
0≤ν≤1
X(ρ− 1, 0, 0, ν)X(1, 0, 0, 1− ν) ,
X(0, ρ, 0, 1) =
∑
0≤ν≤1
X(0, ρ− 1, 0, ν)X(0, 1, 0, 1− ν) ,
X(0, 0, ρ, 1) =
∑
0≤ν≤1
X(0, 0, ρ− 1, ν)X(0, 0, 1, 1− ν) ,
that is, (xρ)1, (y
ρ)1 and (z
ρ)1.
6. Compute, for each ρ1, ρ2, ρ3 such that 1 ≤ ρ1, ρ2, ρ3 ≤ M, the modified Poisson series (xρ1y ρ2zρ3)1 through





X(ρ1, 0, 0, ν1 − ν2)X(0, ρ2, 0, ν2)X(0, 0, ρ3, 1− ν1) .
4.3. p–th Order Solution, for p > 1






















































F1(ν2, q − ν1, ν1 − ν2)X(ν2, q − ν1, ν1 − ν2, p − 1)−
∑
1≤ν≤p−1








F2(ν2, q − ν1, ν1 − ν2)X(ν2, q − ν1, ν1 − ν2, p − 1)−
∑
1≤ν≤p−1








F3(ν2, q − ν1, ν1 − ν2)X(ν2, q − ν1, ν1 − ν2, p − 1)−
∑
1≤ν≤p−1
DZ(ν)W (p − ν) .
2. Calculate the rest of the right–hand side of (7),
Rp = −ωpx ′0 , Sp = −ωpy ′0 , Tp = −ωpz ′0 .
The value of ωp is fitted to assure that resonance disappears. As before, we apply the proposition 1. Then ωp must be
fitted to make resonance disappear, and we can compute W (p) as a modified Poisson series depending on the integration
constants of the problem.
3. Once W (p) has been determined, we substitute it in equation (8). This corresponds to eliminating resonant terms from
the right–hand side of this equation. Now, we calculate X(1, 0, 0, p), X(0, 1, 0, p) and X(0, 0, 1, p) as the solution to





X(1, 0, 0, p) , DY (p) =
d
dT
X(0, 1, 0, p) , DZ(p) =
d
dT
X(0, 0, 1, p) .
10 Copyright c© 2017 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2017, 00 1–18
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5. Determine, for each ρ such that 2 ≤ ρ ≤ M,
X(ρ, 0, 0, p) =
∑
0≤ν≤p
X(ρ− 1, 0, 0, ν)X(1, 0, 0, p − ν) ,
X(0, ρ, 0, p) =
∑
0≤ν≤p
X(0, ρ− 1, 0, ν)X(0, 1, 0, p − ν) ,
X(0, 0, ρ, p) =
∑
0≤ν≤p
X(0, 0, ρ− 1, ν)X(0, 0, 1, p − ν) ,
that is (xρ)p, (y
ρ)p and (z
ρ)p.
6. Compute, for each ρ1, ρ2, ρ3 such that 1 ≤ ρ1, ρ2, ρ3 ≤ M, the modified Poisson series (xρ1y ρ2zρ3)p through





X(ρ1, 0, 0, ν1 − ν2)X(0, ρ2, 0, ν2)X(0, 0, ρ3, p − ν1) .
The approximation to the periodic solution to (1) is given by
x(t) = X(1, 0, 0, 0)(T ) + ǫX(1, 0, 0, 1)(T ) + ǫ2X(1, 0, 0, 2)(T ) + · · ·+ ǫQX(1, 0, 0, Q) ,
y(t) = X(0, 1, 0, 0)(T ) + ǫX(0, 1, 0, 1)(T ) + ǫ2X(0, 1, 0, 2)(T ) + · · ·+ ǫQX(0, 1, 0, Q) ,
z(t) = X(0, 0, 1, 0)(T ) + ǫX(0, 0, 1, 1)(T ) + ǫ2X(0, 0, 1, 2)(T ) + · · ·+ ǫQX(0, 0, 1, Q) ,
where X(1, 0, 0, q)(T ), X(0, 1, 0, q)(T ) and X(0, 0, 1, q)(T ) (1 ≤ q ≤ Q) are 2π–periodic in T = ωt, and
ω = W (0) + ǫW (1) + ǫ2W (2) + · · ·+ ǫQW (Q) .
In the following section, we apply this algorithm to a particular case of the Lotka–Volterra model described in section 3.
5. Computation of a periodic orbit in a three–dimensional Lotka–Volterra model
Let us consider the system
x˙ = x(1− y) ,
y˙ = y(−2 + x − z) ,
z˙ = z(−1 + y) . (17)
The equilibrium points of the system are (2 + λ, 1, λ), λ ∈ R+. Let us take, for instance, λ = 1/2, and the equilibrium point
(5/2, 1, 1/2). Following the procedure employed in section 3, equation (17) is transformed into
ωx ′ = −5
2
y − ǫyz ,




y + ǫyz . (18)




By substituting (3) and (4) into equation (18), and collecting terms in equal powers of ǫ, we get an equation for each order of






y0 = 0 ,
ω0y
′





y0 = 0 .
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Table 1. Zero order approximation of the solution to (18).
nT x0(cos) x0(sin) y0(cos) y0(sin) z0(cos) z0(sin)
0 7
6













































In table 1, we give the solution expressed in a matrix. This notation will be very useful to express the approximation to the
solution for orders larger than two.






y1 = −x0y0 − ω1x ′0 ,
ω0y
′





y1 = y0z0 − ω1z ′0 . (20)









































































sin 2T . (21)


















































= 0 . (22)



























































sin 2T . (23)























3 sin 2T ,













sin 2T . (24)
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Table 2. First order approximation of the solution to (18).
nT x1(cos) x1(sin) y1(cos) y1(sin) z1(cos) z1(sin)































In table 2, we show the first order approximation to the solution.






y2 = −x1y0 − x0y1 − ω1x ′1 − ω2x ′0 ,
ω0y
′





y2 = y1z0 + y0z1 − ω1z ′1 − ω2z ′0 . (25)
































3 sin 3T ,
ω0y
′














cos 2T − 2381
486
√
3 sin 2T +
2
3
cos 3T − 4
27
√

























3 sin 2T − 1
9
cos 3T − 1
162
√
3 sin 3T . (26)














































































cos 2T − 2818
729
√
3 sin 2T +
145
11664
cos 3T − 20
243
√

























3 sinT − 1901
1458
cos 2T − 71
1458
√
3 sin 2T − 125
11664
cos 3T − 2
243
√
3 sin 3T .
The second order approximation to the solution is given in table 3.
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Table 3. Second order approximation of the solution to (18).
nT x2(cos) x2(sin) y2(cos) y2(sin) z2(cos) z2(sin)
0 3635
972



















































Table 4. Third order approximation of the solution to (18).
nT x3(cos) x3(sin) y3(cos) y3(sin) z3(cos) z3(sin)









































































































































































































3 sinωt − 1901
1458


























In Figure 1, we represent the approximate solution to (18) up to second order. We have applied the algorithm up to the fifth
order of the perturbation method. In tables 4, 5 and 6, we show the corresponding approximations to the solution.
In Figures 2, 3 and 4, we compare between the numerical solution to equation (17) with initial conditions
x(0) = 2.864670867 , y(0) = 1.187254264 , z(0) = 0.669094392 ,
obtained by using a fourth order Runge–Kutta method, and a fifth order approximation to the solution computed through the
Poincare´–Lindstedt method.
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Figure 1. Second order of approximation to the periodic solution to (18) with initial conditions x(0) = 2, y(0) = 1 and z(0) = 1.
Table 5. Fourth order approximation of the solution to (18).
nT x4(cos) x4(sin) y4(cos) y4(sin) z4(cos) z4(sin)





















































































Math. Meth. Appl. Sci. 2017, 00 1–18 Copyright c© 2017 John Wiley & Sons, Ltd. 15
Prepared using mmaauth.cls
Page 15 of 23
John Wiley & Sons
































































Applied Sciences Juan F. Navarro and Rube´n Poveda
Table 6. Fifth order approximation of the solution to (18).
nT x5(cos) x5(sin) y5(cos) y5(sin) z5(cos) z5(sin)






















































































































Figure 2. Comparison between the approximate solution to equation (17) with initial conditions x(0) = 2.864670867, y(0) = 1.187254264, z(0) =
0.669094392, obtained by using a fourth order Runge–Kutta method and a fifth order approximation to the solution computed through the Poincare´–Lindstedt
method.
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 0.8  1  1.2
present method
Runge-Kutta method
Figure 3. Comparison between the approximate solution to equation (17) with initial conditions x(0) = 2.864670867, y(0) = 1.187254264, z(0) =
0.669094392, obtained by using a fourth order Runge–Kutta method and a fifth order approximation to the solution computed through the Poincare´–Lindstedt
method, projected in the x − y (left panel) and y − z (right panel) planes.
6. Conclusion
In this paper, a symbolic algorithm for a general application of the Poincare´–Lindstedt method for the computation of periodic
solutions in three–dimensional differential systems of first order has been presented. We have adapted the standard method to
three–dimensional nonlinear systems, giving the sufficient conditions to avoid the occurrence of secular terms in the perturbation
series solution. The algorithm has been used to compute periodic solutions in a three–dimensional Lotka–Volterra system
modeling a chain food interaction.
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Second order of approximation to the periodic solution to (\ref{ex-1})  
with initial conditions $x(0)=2$, $y(0)=1$ and $z(0)=1$.  
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Comparison between the approximate solution to equation (\ref{ejemplito})  




obtained by using a fourth order Runge--Kutta method  
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the solution computed through the Poincar\'e--Lindstedt method.  
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obtained by using a fourth order Runge--Kutta method  
and a fifth order approximation to  
the solution computed through the Poincar\'e--Lindstedt method,  
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