ABSTRACT. -In this paper we study the algorithmic problem of finding the ring of integers of a given algebraic number field. In practice, this problem is often considered to be well-solved, but theoretical results indicate that it is intractable for number fields that are defined by equations with very large coefficients. Such fields occur in the number field sieve algorithm for factoring integers. Applying a variant of a standard algorithm for finding rings of integers, one finds a subring of the number field that one may view as the "best guess" one has for the ring of integers. This best guess is probably often correct. Our main concern is what can be proved about this subring. We show that it has a particularly transparent local structure, which is reminiscent of the structure of tamely ramified extensions of local fields. A major portion of the paper is devoted to the study of rings that are "tame" in our more general sense. As a byproduct, we prove complexity results that elaborate upon a result of Chistov. The paper also includes a section that discusses polynomial time algorithms related to finitely generated abelian groups.
Introduction
In this paper we are concerned with the following problem from algorithmic algebraic number theory: given an algebraic number field K, determine its ring of integers C7. Paradoxically, this problem is in practice considered well-solved (cf. [7, Chapter 6] and 7.2 below), whereas a result of Chistov [6] (Theorem 1.3 below) suggests that from a theoretical perspective the problem is intractable. The apparent contradiction is easy to resolve. Namely, all computational experience so far is limited to "small" number fields K, such as number fields that are given as K = where Q is the field of rational numbers and f is an irreducible polynomial of small degree with small integer coefficients. The algorithms that are used for small fields will not always work when they are applied to "large" number fields. Large number fields are already making their appearance in applications of algebraic number theory (see [14] ), and the determination of their rings of integers is generally avoided (see [5; 16, 9.4; 9] ). The results of the present paper are mainly theoretically inspired, but they may become practically relevant if one wishes to do computations in large number fields.
In accordance with Chistov's result, we shall see that there is currently not much hope to find a good algorithm for the problem of constructing rings of integers. This is true if "good" is taken to mean "running in polynomial time" , and it is equally true if, less formally, it is taken to mean "practically usable, also in hard cases". The same applies to the problem of recognizing rings of integers, i. e., the problem of deciding whether a given subring of a given algebraic number field I~ is equal to 0.
To appreciate the central difficulty it suffices to look at quadratic fields. If m is an integer that is not a square, then determining the ring of integers of is equivalent to finding the largest square divisor of m. The latter problem is currently considered infeasible. Likewise, the problem of recognizing the ring of integers of a quadratic field is equivalent to the problem of recognizing squarefree integers, which is considered infeasible as well.
In the present paper we obtain some positive results. We shall prove that, even though C~ may be hard to determine, one can at least construct a subring B of K that comes "close" to 0, that is perhaps even likely to be equal to 0, that in any case has some of the good properties of 0, and that in computational applications of algebraic number theory can probably play the role of C7. Before we state our main result we give an informal outline of our approach. Chistov [6] showed that the problem of determining the ring of integers of a given number field is polynomially equivalent to the problem of determining the largest squarefree divisor of a given positive integer (see Theorem 1.3 below). For the latter problem no good algorithm is known (see Section 7) . However [15] . Also, several of our results are local in the sense that they are directed not at constructing 0, but at constructing an order that is maximal at a given integer m, as in Theorem 1.2. We have refrained from considering more general base rings than the ring Z of rational integers. Over some base rings, the problem of finding maximal orders is, in substance, equivalent to the problem of resolving singularities of curves (see [24] ); but in that context there is a quick algorithm for problem 1.3(b) denotes the maximal overorder of A then gcd(q, ~n) &#x3E; 1, and the prime numbers dividing gcd(q, (C~ : B)) are exactly those that appear at least twice in q; and the order B is maximal at q if and only if q is squarefree.
Proof. In each iteration of the algorithm, the order B is replaced by a strictly larger one. This implies, as in the proof of 6 The elliptic curve method (see [19] ) is conjectured to solve the problem in expected time at most L".1 (1/2, 2/3 + 0(1)~, and the number field sieve (see [5] ) in time L,",,~1/3, 0(l)].
In practice, one would apply a variety of factoring methods to m, with a preference for methods that are apt at finding small prime factors, such as the elliptic curve method. For the unfactored part of m one then hopes that it is squarefree, this hope being based on the fact that a random integer that has no small prime factors is very likely to be squarefree. It 
