Ad hoc wireless networks consist of mobile hosts in a network without base stations, and are characterized by a highly dynamic network topology. The network topology changes frequently due to host migration, signal interference and power outages, making routing maintenance a challenging consideration in designing routing protocols. This study presents an active route-maintenance protocol to prevent the current route from disconnecting. Monitoring the signal strength and stability of individual hosts allows the active node, which causes the route to have a weak connection, to issue actively a route-reestablishment instruction for selecting one of its neighbors as a candidate of active node. An enhanced active route-maintenance protocol is also proposed to reduce the probability of route breakage and enhance the route's ef®ciency. Performance simulation reveals that the proposed route maintenance protocol effectively reduces both the overhead and route maintenance, and alleviates route-breakage.
Introduction
Ad hoc wireless networks consist of mobile hosts with high mobility, thus enabling users to exchange information in any location. Mobile hosts in mobile ad hoc networks (MANETs) can communicate directly with neighboring hosts, through the shared wireless media, but communication with non-neighboring hosts requires distributed routing protocols [4, 5, 10, 11] . Unlike static networks, ad hoc networks have no spatial hierarchy and suffer from frequent link failures. Several recent papers have developed ad hoc network routing protocols, based on on-demand route discovery. Routes to a destination are sought only if the node has data to send to that destination. The dynamic source routing (DSR) proposed in [5] uses broadcasts to search for the route. When a host other than the destination receives a route-search packet, it appends its ID and rebroadcasts the packet. As soon as the request reaches the destination, a complete route is listed in the packet. Most routing approaches [2±5, 9, 10] ¯ood the network with a broadcast query when a route is required. The node receives and then replies to this query if it is a destination host or, otherwise, simply forwards the broadcast query. These approaches use link status to create routes and prevent looping. The AODV [8] protocol broadcasts the RREQ packet from the source host to the destination. When the destination host receives the RREQ packet, it returns an RREP to the source host. Hosts on the route record the host ID on the next hop and send a`Hello' message to obtain the status of neighboring host. The associativity-based routing (ABR) protocol [13] uses a beacon to measure the stability of the neighboring host. The stability measurement will be appended to the search packet to enable the destination host to construct an appropriate stable route.
A set of signal-based routing protocols have been proposed in [1±3, 6, 11, 12] . They utilize the information available at the link level, to choose routes. The signal qualities of the channel, including signal strength, battery life, and location stability, are used to determine whether portions of the topology are stable or¯uctuating, at any given time. The route-establishing protocols proposed elsewhere utilize connectivity or link conditions to establish a route from the source to the destination. However, message¯ooding issued by the source or an intermediator is required to reestablish a new route after the original route has become disconnected.
A route in an ad hoc network may be broken due to host migration, signal interference or power outages. Thus, most previous research [1±3] reconstructed a route as soon as the route was disconnected. The reconstruction process establishes another route by¯ooding messages from source to destination, causing not only heavy traf®c but also long delays in route recovery [7] . In contrast to previous work, the route-maintenance protocol proposed here ®nds an active node that is predicted to cause a weak connection in the future. By monitoring the signal strength and the stability of neighboring hosts, two end hosts of a weak link (or unreliable link) will perform an active node determination process (ANDP), to determine whether the host, itself, is an active node. The active node then actively issues a local route reestablish process (LRRP) to recover the weak link before the route is broken.
Unlike previous methods, the LRRP is automatically performed by a small set of hosts before the route is disconnected. A neighboring host that has stable links, rather than the unreliable link, will be selected to establish another local route. The proposed active routing maintenance protocol (ARMP) has the advantages of exchanging a small set of messages, quickly reconstructing another local and stable route, and no¯ooding. An enhanced active routing maintenance protocol (EARMP) approach is developed here to enhance the ef®ciency of the routing path maintained by ARMP. Simulation results demonstrate that the proposed ARMP and EARMP reduce the probability of route breakage and the¯ooding overhead for route reconstruction.
The rest of this paper is organized as follows. Section 2 presents an example of the proposed ARMP. Section 3 details the operations of ARMP and the design of a cache table for each host. Section 4 proposes the EARMP, which improves the ef®ciency of the route. Section 5 discusses performance simulations of the proposed ARMP and EARMP. Conclusions and areas of future research are ®nally made in Section 6.
Overview of ARMP
This section presents examples to illustrate the key ideas that behind the ARMP. The proposed ARMP actively establishes another route before a route is disconnected. The ARMP mainly consists of two phases, the ANDP phase and the LRRP phase. When the state of a link is changed from reliable to an unreliable, one of the end hosts of this link will be selected as the active node in the ANDP phase. This end host detects whether a route disconnection will be caused in the near future by measuring the link status every tick. The active node then performs an LRRP process to repair the weak link.
In the LRRP phase, a neighboring host will be selected to replace the active node so that the route can be returned to a reliable state. The host node selected in LRRP should have a stable link status for all links connected to the preceding and successive hosts of the active node. This condition ensures that the selected node can take over the function of the active node and thus the new local route can be established before the original route is disconnected. ARMP reduces the opportunity for route disconnection, and thus eliminates message¯ooding, which occurs in most route maintenance protocols, according to previous studies. Fig. 1 depicts an ad hoc network that contains six mobile hosts. In Fig. 1 , the dotted line with an arrow represents the direction of motion of the hosts. Host A has a routing path p ABCEF and is transmitting a message to destination host F. On the route, each host records the previous and successive hosts in its cache table. For example, host B knows that the previous and successive hosts on the route are hosts A and C, respectively. Assume that host C moves and causes link BC to become unstable. By measuring the signal strength of link BC, both hosts B and C will detect that link BC has become unreliable and may break soon. Both hosts B and C will perform the ANDP to determine an active node. Host C, for example, identi®es that it is an active host by evaluating the variation of signal strength.
After the active host is determined, the next step of ARMP is to establish a new route before the route is broken. Active host C performs a LRRP, which identi®es another host D, that has reliable links BD and DE to replace host C and establish a new local route. In the LRRP phase, active node C sends an LRRP packet (previous host, successive host, my ID) (B, E, C), which speci®es the name of the host's preceeding and subsequent nodes, to all its neighboring hosts. When the hosts that neighbor the active node receive the LRRP packet, they measure the status of the links that they connected to the preceding host and subsequent host of active node. For instance, when host D receives an LRRP packet (B, E, C ), it measures the strength of links BD and DE and replies to active node C with the signal strength of these two links, only if these two links are reliable. As soon as the active node receives the replies from its neighboring hosts, it compares the received values and determines a neighboring host, say D, which has links with the best condition to communicate with hosts B and E. The original local route p old BCE will be switched to a new local route, p new BDE.
Operations of the ARMP
This section presents details of the ARMP protocol, ®rst presenting the general rules of the ARMP, and then detailing the operation and the cache table design of each host. Examples are also given to illustrate the operations of ARMP. The general rules of ARMP are as follows.
1. On a route, each host monitors the signal strength of each link. Each host executes an ANDP whenever the signal strength of one of its links is weaker than a value de®ned by the system. This indicates that the link is in an unstable state of transmission and may cause route disconnection in the future. Any link with a signal weaker than a speci®c threshold is called an unreliable link. 2. In the ANDP phase, a host whose migration causes a link to be unreliable will be selected as an active node. Each end host of the unreliable link will transmit the variation of the signal strength of its link to another end host. Then, the two end hosts compare their variations and determine which host is the active node. The host with the larger variation is considered to be the active node. The next step is to ®nd a candidate with stable links to the previous and successive hosts of the active node, since the unreliable link is caused by an active node. The candidate host can thus take over the role of the active host. 3. If the active node is neither source nor destination, a candidate host will be found to replace the active node. The active node transmits the related information stored in its cache, to the candidate and then is replaced by the candidate node.
If the active node is either source or destination, a new host will be selected to be added to the route, such that the unreliable link can be changed to two reliable links.
This study uses signal strength as the measure of the degree of migration. Hosts with higher speeds will have large variations in signal strength. Moreover, we believe that the mobility of hosts has the locality property. That is, mobile hosts that move with a high speed at time t are also expected to move with a high speed at time t 1, implying that the active node that causes a link to be unreliable is likely to cause the link to break in the future. The route maintenance protocol is developed based on the following property.
Property 1. Host mobility exhibits the locality property. An active node that changes its link state from reliable to unreliable is likely in the future to change its link state from unreliable to broken.
Each end host of the unreliable link sums the variations of signal strength of all its links, and compares the result with that obtained by another end host, to determine which host is the active node. The sum of the variations of signal strength for all links connected to one host is called the strength variation. The host with the larger strength variation is considered to be the active node. The ANDP is developed based on the following property.
Property 2. The end host of an unreliable link with a larger strength variation is considered to move faster than another end host.
Fig. 2 illustrates Property 2.
Assume that A and B neighbor host E, and that C and D neighbor host F. At time t, links AE, BE, CF and DF are assumed to have the same signal strength. At time t 1, as shown in Fig. 2 , the distance moved by host E is less than that moved by host F. The strength variation of host E less than that of host F, because a large distance between hosts C and F yields a weaker signal than a short distance between hosts A and E. The strength variation is used to determine the active node since the host with a larger strength variation is considered to have a higher mobile speed. The proposed ARMP technique utilizes signal strength information, which is stored in a host's cache, and which can be obtained by applying an SSA routing protocol. Two tables stored in the cache of each host are described below.
In Table 1 , connectivity information concerning each route, including source host, destination host, previous host, and successive host, is stored in a cache table of each host. More than one route may pass through a single host. For each route, the host must track its previous and successive hosts. Whenever the host becomes an active node, it can send a message ( previous node, successive node, my ID) to all neighbors and request the status of those links that connect from each of its neighbors to both the previous and successive hosts. Table 2 records the signal strength of links. Information including the ID of each neighboring host, and the signal strength of the link that connects the host to its neighbor is recorded. For example, in Fig. 3 , host C has neighbors B, D, E, F, and H. The signal strength of its link to each neighbor is recorded. For example, the signal strength of BC is denoted by S BC in Table 2 . The variation in signal strength in every tick must be monitored since the mobility causes frequent changes in the topology of the ad hoc network. This value changes every tick, so the up-to-date value represents the speed of the host, relative to its neighbors. Whenever a link of host C becomes unreliable, node C executes an ANDP so that both ends of the unreliable link can sum the variations of signal strength for all links recorded in Table 2 . The host with the maximum sum of variations in signal strength will be considered as the active node, which is moving fastest and causing the link to be unreliable. The active node will send its previous and successive host IDs to all its neighbors, to identify a candidate for establishing another local route before the unreliable link breaks. Tables 1 and 2 can be obtained and stored in a cache of each host. Each host determines the value of variation per tick at every tick by evaluating the difference in the signal strength between ticks t and t 1. This value is considered to represent the degree of mobility. The mobility of the end host with the larger variation per tick is considered to be the cause of an unreliable link. Thus, this end host actively prevents the route from being disconnected by initiating a LRRP; it is thus called an active node. Fig. 4 shows a snapshot at time t 1. At time t, assuming that hosts B and C are in position A, marked by a dotted circle. The value on the edge denotes the signal strength of this link. Hosts D and E neighbor hosts B and C. The variation per tick of link BE is evaluated by,
where S t BE denotes the signal strength of link BE at tick t. The mobility of host B can thus be evaluated as, NPneighbors V BN anumber of neighbors V BE V BD a2 j8 À 1j j2 À 6ja2 5X5X Similarly, the mobility of host C is evaluated as,
This result implies that host B has a larger mobility than host C. The same argument can be applied to the two end hosts of a link. That is, whenever link BE becomes unreliable, hosts B and E can evaluate and compare their mobility. The end host with the larger mobility will be considered as the active node. A source node initiates the LRRP to identify a new host as the intermediator of the source and the host that succeeds the source, and thereby prevent the unreliable link of the source type from breaking. If the unreliable link is caused by the high mobility of an intermediate host, as in an intermediate type, then the intermediate host will ®nd another host to take its place. Two reliable links are required to replace one unreliable link. Similarly, the procedure presented here will ®nd a new host as the intermediator of the destination and the host that precedes it, to prevent an unreliable link of the destination type from breaking.
Whenever a host detects that a candidate must be chosen to establish a new local connection for the unreliable link, it utilizes the information stored in Tables 1 and 2 to prevent the route from deteriorating. A standard signal strength s, is initialed by the ad hoc network system and is stored in each host. A link whose signal strength is less than s is considered to be unreliable.
Whenever a host detects that the signal strength of one of its links is lower than s, it will initiate an ANDP to determine whether it is an active node. By summing the variations of signal strength stored in Table 2 , a host can measure the speed or mobility, and then send this value to another end host of the unreliable link. Of these two ends, the one with the larger mobility will be considered to be the active node. Another candidate for the active node must be found since the high mobility of the active node causes the unreliability of the link. Before the link breaks, the active node is responsible for actively ®nding a candidate node with reliable links to its previous and successive hosts. The basic ARMP is described below.
Active routing maintenance protocol 1. For each link connected to me, 2.
/* Determine whether the link is unreliable */ 3.
If (signal strength of the link stored in Table 2 is less than s) 4.
{Mark the link as an unreliable link.
5.
Sum the signal variations in Table 2 and denote the value as my_speed, 6.
Wait for a random period to prevent message from colliding in an unreliable link. 7.
Send the value of my_speed to another end of the unreliable link. 8.
Receive the value of your_speed from another end of the unreliable link. 9.
If (my_speed ! your_speed) 10.
{Active node Me; 11.
select case of (Me): 12.
case intermediator: /* intermediate type */ 13.
Send (previous host, successive host, my id) with a header,`®nd candidate', to all my neighbors. 14.
Receive the link status reports from all my neighbors.
15.
Compare the received link status and select a neighbor that has the best link connection to my previous and successive hosts as the candidate, c.
16.
Transmit an acknowledgement to c to inform it that it is a candidate for replacing the active node. 17.
Receive an acknowledgement from c; modify Tables 1 and 2 Compare the received link status and select a neighbor that has the best link connection to me and the successive host as the candidate, c.
22.
Transmit an acknowledgement to c to notify it that it is a candidate for the intermediator of the source and host after the source. Receive an acknowledgement from c; modify Tables 1  and 2 , and then release the unreliable link. Compare the received link status and select a neighbor that has the best link connection to me and my previous host, as the candidate, say c.
27.
Transmit an acknowledgement to c to notify that it is a candidate for the intermediator of my previous host and me. 28.
Receive the acknowledgement from c; modify Tables 1 and 2 , and then release the unreliable link. 29.
end select 30.
} } 31. End For 32. If (I receive a message (your previous host, your successive host, you) with header,`®nd candidate') 33. {Inquire about the signal strength of the link that connects me to your previous host, given in Table 2 . 34.
Inquire about the signal strength of the link that connects me and your successive host, given in Table 2 . 35.
Send the above two values to you.
36.
If (an acknowledgement is sent from you) 37.
{Mark that I am the candidate. 38.
Send`I am a candidate for active node' message to your previous host and your successive host.
39.
Wait for an acknowledgement from your previous host and your successive host.
40.
Set your previous host to my previous host in Send an acknowledgement to the candidate node. 47. } This routing maintenance protocol is performed in all hosts. The SSA protocol can be applied to construct a new route and build Tables 1 and 2 as shown before, and thus Step 3 speci®es whether or not the link is unreliable.
Step 5 measures the mobility by summing the variation of all links connected by the host. Before a message is sent to another end of the unreliable link, both ends wait for a random time to prevent link contention, as shown in Step 6 of ARMP. Steps 7--10 identify an active node from two ends of the unreliable link. The end host with the larger mobility is considered to be the active node that is responsible for ®nding a new host as a candidate for the intermediator. Steps 12--17 determine a candidate host for unreliable link of intermediate type. Steps 18--22 identify a candidate host for the source-type unreliable link. Steps 23--28 similarly determine a candidate host for the destination-type unreliable link. Each neighbor of the active node performs Steps 33--42. Each neighbor determines whether it is the candidate host. Steps 44--46 deal with the acknowledgement from the candidate host.
The proposed ARMP prevents route disconnection whenever the host detects an unreliable link, saving the¯ooding overhead for reconstructing a route after route breakage. It thus differs from the original SSA protocol. As addressed in [7] , paging and¯ooding operations cause serious contention and collision, and substantially reduce the system's performance. We believe that applying the proposed ARMP technique to the existing signal-based routing protocol can greatly reduce the number of route-reconstruction messages, and hence reduce the traf®c of ad hoc networks.
Enhanced-ARMP
The previous section introduced ARMP to maintain an existing route. An active node can automatically maintain a route before route breakage. However, the active node may not ®nd any candidate to replace it as a router. In this situation, the route will be break and will then be reconstructed. This breaking and reconstruction will decrease the performance of Ad Hoc Networks, since the reconstruction of a route creates traf®c overhead and a delay. This section introduces the EARMP protocol which enhances the probability of success of the LRRP.
Finding candidates
Whenever the signal is weak, the ANDP process determines an active node, which is responsible for ®nding a candidate to replace it. By replacing the active node with a candidate, the weak link of a speci®c route can be switched to a strong one such that the route becomes again reliable. However, some unknown factors, such as host density, average host speed and obstacles, are involved. These factors may cause dif®culty in ®nding an active node candidate when a weak link appears. Here, an enhanced EARMP protocol is proposed to improve the probability of successfully ®nding a candidate. Thus, the route is resistant to breakage.
The main idea of improving the probability of ®nding a candidate is to allow at least two candidates to replace the active node. Whenever the active node cannot ®nd any candidate c, that satis®es the constraint that both link precc and link c succ must be reliable, this constraint can be relaxed. As shown in Fig. 6 , when the active host B moves from location B t to location B t1 , link B t1 C is in unreliable. However, none of the neighbors E, F, and G satis®es the constraint that the candidate host should include two reliable links, one connected to the predecessor of the active node and the other connected to the successor of the active node. Violation of this constraint causes the route to break. However, links AE and FC are both reliable. These two reliable links connect the predecessor to the successor of the active node. The active node can choose two hosts, E and F, as its candidate since link EF is reliable. Thus, the local route ABC can be replaced by AEFC. Similarly, the two candidates can be extended to more than two candidates. Although the proposed method can improve the probability of successfully ®nding a candidate, the process is more complicated and involves more relaying nodes on the route.
Path reduction
Under the following conditions, the length of the existing route is lengthened.
(1) The active node is either the source host or the destination host. (2) Two hosts are allowed to replace the active node.
Under these two conditions, the active node selects one more node as the relaying node, to reconstruct locally a reliable route. The increasing of the path length creates a maintenance overhead and increases the probability that the route breaks. This section proposes the path reduction technique to improve performance.
In a MANET, one host may close with another host on the route, due to mobility. This situation will create a cycle on the route. The path reduction process performed on a route that contains a cycle removes the cycle. Removing a cycle from a route will offer the following advantages. First, signal collision or interference can be prevented, so packet transmission is more likely to succeed. Second, the path length is reduced, helping to reduce the probability of route breakage since the number of hosts on the route is reduced. As shown in Fig. 7 , when hosts F and B move toward each other, the route ABCDEFG will have a cycle BCDEF. A signal transmitted by host B would interfere with the transmission of host F. Applying the path reduction process can change the route to ABFG, reducing the length of the original path from six to three. Each relaying host should record the ID of all hosts on the route to achieve this shortening. Integrating DSR-based [5] and SSA-based [2] routing protocols helps each relaying host to collect the route information. Whenever a forwarding host receives a packet, it checks whether it can listen to another host that is recorded in its cache. As soon as the forwarding host detects a new neighbor whose information is recorded in its cache, it will perform path reduction. As shown in Fig. 7 , when host B detects that host F is a new neighbor and is recorded in its cache, host B will perform the path reduction process. Host B ®rst sends a path reduction packet to host C, which was the subsequent host on the old route. The path reduction packet indicates that host F is its new successive host on the route. Whenever host C receives the path reduction packet, it transfers all data packets received earlier to its next hop, say host D, relaying the path reduction packet to host D, and then releasing the link allocated to the old route. As soon as host D receives the data packets and the path reduction packet, it performs the same operation as performed in host C. The path reduction packet can thus be transmitted to host F, step by step. Whenever host F receives the path reduction packet from its predecessor, say host E, it sends a replying packet to host B, indicating that the path reduction process has been completed. Thus host B can transfer the packets in its buffer to host F, which is a successor on the new route. 
Performance study
The preceding sections introduced the ARMP and EARMP maintenance protocol to prevent routes from breaking. Additionally, the path reduction protocol was presented, to remove the cycles on the route and increase the ef®ciency of the route. This section uses a simulation to evaluate the performance, in terms of the probability that a route breaks and the traf®c overhead for maintaining a route. The simulation environment is as follows. The MANET size is 1000 Â 1000 basic units. The number of randomly generated hosts is set at 50, 200, and 400. The simulator randomly selects a pair of source and destination hosts and then applies the SSA routing protocol to create a route from the source to the destination, to simulate the performance of the ARMP route maintenance protocol. The simulator automatically ®xes the speed of the host at 5, 10 or 20 units per second. The threshold of the weak signal varies from 0 to 50 units. All measurements are averages obtained over 100 ticks of time. Fig. 8 plots the traf®c overhead and probability of route breakage, as the host's average speed and the threshold of the weak signal is varied. For instance, when the host speed is set to 20 and the threshold value, s, of the weak signal is set to 50, almost all the hosts consider themselves to be unstable, because the link that connects two forwarding hosts separated by under 50 units is considered to be weak, and the hosts will perform the ANDP process, which causes packet transmissions and, therefore, constant heavy traf®c. However, the probability that a route breaks is almost zero, since hosts on the route often ®nd a candidate host and always replace the unreliable link with a reliable one. When the threshold is set to a smaller value, the traf®c overhead is reduced, and the probability of route breakage increases. Similar phenomena are observed at speeds 5 and 10. Fig. 9 shows the relationship between success rate and the ANDP process, the average host speed and the number of hosts in MANET. When the average speed of the hosts is set to 10, a MANET with 400 hosts will be more likely to ®nd the candidate than one with 200 hosts. More mobile hosts in the MANET correspond to Figure 9 . The effect of mobility. a greater success rate in ®nding candidates to replace the active node. Additionally, in the case of 400 hosts, the higher speed reduces the success rate of ®nding a candidate, during executing in the ANDP process. The ARMP maintenance protocol has a lower probability of route breakage than pure SSA.
EARMP mechanisms are applied to maintain the existing route and thus evaluate the performance of EARMP. Four cases are considered, as shown in Fig. 10 .
Case 1: Pure ARMP. Case 2: Allow two nodes to be candidates to replace the active node. Case 3: Perform the path reduction process whenever the route contains a cycle. Case 4: Apply mechanisms in Cases 2 and 3.
As shown in Fig. 10 , Cases 2±4 exhibit a lower probability of route breakage. Thus, EARMP involves a lower route break probability than pure ARMP. Fig. 11 displays the effect of mobility on traf®c overhead. When the average speed of the hosts is low, the route is stable. ARMP creates more control packets than SSA. However, when the average speed is high, the probability of route breakage is high. ARMP reduces the number of packets required for reconstructing the route and has a smaller overhead than SSA. 
Conclusions and future work
This investigation proposes protocols for maintaining an existing route. The proposed protocols can either cooperate with a signal-based routing protocol or can replace the route maintenance protocol of SSA, thereby reducing the amount of paging or¯ooding. Two main differences exist between the proposed approach and previous work. Previous research has addressed that the route maintenance is executed by the passive host when a message can no longer be received, because of a time-out interrupt. Unlike previous approaches, in this work, an active node that with greater mobility actively initiates the route maintenance process. Another signi®cant difference is that the new method maintains the route in a preventative manner so that the active node ®nds a candidate before a route is disconnected. Techniques for maintaining the route are developed based on these mechanisms, reducing the amount of message paging or¯ooding. Disadvantages, including propagation delay when reconstructing a route, collision, and contention due to messagē ooding can thus be avoided. The mechanisms employed in this study are simple and easy to implement to improve the performance of the existing signal-based routing protocol. As well as proposing ARMP, EARMP is presented to reduce the route breakage probability. An experimental study of the performance improvement reveals that the proposed ARMP and EARMP techniques reduce the overhead of the control packets and the probability that a route breaks.
