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vResumo
Nesse trabalho estudaremos a geometria e a topologia de algumas variedades homeomorfas, pore´m na˜o
difeomorfas, a` esfera padra˜o Sn, chamadas esferas exo´ticas. Realizaremos duas dessas variedades como
quocientes isome´tricos de fibrados principais com me´tricas de conexa˜o sobre esferas de curvatura con-
stante. Atrave´s disso, apresentaremos simetrias desses espac¸os e exemplos expl´ıcitos de difeomorfismos
na˜o isoto´picos a identidade, usando-os para o ca´lculo de grupos de homotopia equivariante.
Como mais uma aplicac¸a˜o dessa construc¸a˜o, provaremos que, se uma esfera homoto´pica de dimensa˜o
15 e´ realiza´vel como um fibrado linear sobre S8, enta˜o a mesma esfera e´ realiza´vel como um fibrado
linear sobre a esfera exo´tica de dimensa˜o 8 com as mesmas func¸o˜es de transic¸a˜o.
No u´ltimo cap´ıtulo lidaremos com a geometria de fibrados induzidos, deduzindo uma condic¸a˜o
necessa´ria sobre a func¸a˜o indutora para que a me´trica da conexa˜o induzida tenha curvatura seccional
na˜o-negativa.
Palavras-chave: Disciplina (Matema´tica), topologia diferencial, difeomorfismos, submerso˜es Rie-
mannianas, variedades Riemannianas, geometria diferencial.
vi
Abstract
In this work we study the geometry and topology of manifolds homemorphic, but not diffeomorphic, to
the standard sphere Sn, the so called exotic spheres. We realize two of these manifolds as isometric
quotients of principal bundles with connection metrics over the constant curved sphere. Through this,
we present symmetries in these spaces and explicit examples of diffeomorphisms not isotopic to the
identity, using them for the calculation of equivariant homotopy groups.
As another application, we prove that, if a homotopy 15-sphere is realizeble as the total space of a
linear bundle over the standard 8-sphere, then, it is realizeble as the total space of a linear bundle over
the exotic 8-sphere with the same transition maps.
In the last chapter we deal with the geometry of pull-back bundles, deducing a necessary condition
on the pull-back map for nonnegative curvature of the induced connection metric.
Key words: Subject (Matematics) differential topology, diffeomorphisms, Riemannian submersions,
Riemannian manifolds, differential geometry.
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Introduc¸a˜o
Seja M um espac¸o topolo´gico com propriedades razoa´veis. Para qualquer fim, e´ natural perguntar
se esse espac¸o admite estruturas mais finas, como por exemplo, uma estrutura diferencia´vel. Neste
caso pode-se ainda questionar se essa estrutura e´ u´nica, ou caso na˜o seja, quais sa˜o as diferenc¸as entre
estruturas distintas. Nessa tese nos focaremos no caso em que Mn e´ uma variedade de dimensa˜o n
homeomorfar, pore´m, na˜o difeomorfa a esfera padra˜o Sn.
Os primeiros exemplos de tais variedades foram descritos por J. Milnor em [32] como fibrados
lineares com fibra S3 sobre S4. Em [33], a descric¸a˜o da esfera padra˜o como
Sn = Dk+1 × Sl ∪ Sk ×Dl+1
leva o mesmo autor a desenvolver uma nova construc¸a˜o que, em certo sentido, generaliza a de [32],
apresentando novos exemplos dessas variedades em dimenso˜es superiores. Ate´ enta˜o, o invariante usado
para descrever tais objetos na˜o poderia distinguir todas as variedades desse tipo, e, de fato, em [26]
descreve o conunto de variedades homeomorfas a esfera n-dimensional, θn, como um grupo com a
operac¸a˜o de soma conexa que se encaixa na seguinte sequeˆncia exata:
0→ bPn+1 → θn KM→ p˜in
onde bPn+1 e´ o grupo de variedades que sa˜o bordos de uma variedade paraleliza´vel, p˜in e´ o quociente do
grupo esta´vel de homotopia de esferas pin = limk pin+kS
k pela imagem da aplicac¸a˜o de Hopf-Whitehead
J : pinSO(k)→ pin+kSk ([24]). Os invariantes usados em [32, 33] descreviam apenas o subgrupo bPn+1,
no entanto, [1, 44] e suas refereˆncias foram capazes de explorar a aplicac¸a˜o KM em algumas das esferas
constru´ıdas em [33], pore´m, ate´ enta˜o, nada das poss´ıveis geometrias dessas variedades e´ mencionado.
Geometria de Esferas
A primeira refereˆncia nesse assunto e´ [19]. Trabalho feito apo´s [32, 33, 26] e antecedente a [1, 44]. La´ e´
apresentado um modelo geome´trico de uma variedade homeomorfa, pore´m na˜o difeomorfa, a esfera,
realizada em [32]. Com efeito, seja Sp(2) o grupo de matrizes 2× 2 com entradas quaternioˆnicas que
satisfazem a identidade Q¯TQ = id, onde Q¯T e´ a matriz obtida por aplica a conjugac¸a˜o quaternioˆnica
em cada entrada da transposta da matriz Q. Isto e´,
Sp(2) =
{(
a c
b d
)
∈ H2 ×H2
∣∣∣∣ (a¯ b¯c¯ d¯
)(
a c
b d
)
=
(
1 0
0 1
)}
.
Em [19] e´ demonstrado que o quociente desse grupo pelo grupo de quaternions unita´rios S⊂H definido
por
q ?
(
a c
b d
)
=
(
qaq¯ qc
qbq¯ qd
)
(1)
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e´ difeomorfo ao espac¸o total do fibrado linear de esferas pi : M72,−1 → S4 definido pela func¸a˜o de
transic¸a˜o f2,−1 : S3 × S3 → S3 × S3
f2,−1(u, v) = (u, u2vu−1)
o qual, segundo [32], e´ uma variedade homeomorfa, pore´m na˜o difeomorfa, a esfera S7.
A contruc¸a˜o em [19] traz um resultado geome´trico imediato: M72,−1 admite uma me´trica com
curvatura seccional na˜o-negativa. De fato, a ac¸a˜o (1) e´ isome´trica em relac¸a˜o a qualquer me´trica
bi-invariante em Sp(2), as quais tem curvatura seccional na˜o-negativa, enta˜o, um Teorema de [38]
garante que a curvatura da me´trica em M72,−1 induzida pela submersa˜o S
3 ?· · · Sp(2)→M72,−1 e´ maior
ou igual a curvatura de Sp(2) (em planos horizontais).
O mesmo resultado foi provado em [21] para todas as esferas constru´ıdas em [21] sendo nada conhecido
para as esferas em [44], por exemplo. Nesse trabalho constribu´ımos nessa direc¸a˜o apresentando no
cap´ıtulo 2 uma construc¸a˜o geome´trica que engloba os exemplos de [44] e generaliza a de [19] no sentido
que apresentaremos as esferas constru´ıdas em [44] como um quociente por uma ac¸a˜o isome´trica de um
espac¸o cuja geometria e´ melhor entendida. De fato, no cap´ıtulo 3 demonstraremos o seguinte
Teorema 0.1. Sejam Σ8 e Σ10 geradores do grupo θ8 = Z2 e do subgrupo de indice 2 em θ10 ∼= Z6.
Enta˜o, existem fibrados S3-principais sobre S8 e S10 que admitem ac¸o˜es livres com quocientes difeomorfos
a Σ8 e Σ10. Ainda mais, essas ac¸o˜es podem ser tomadas como isome´tricas para me´tricas de conexa˜o.
Observamos que a projec¸a˜o na primeira coluna de Sp(2) define um fibrado S3-principal Sp(2)→ S7
e a me´trica bi-invariante e´ a me´trica de conexa˜o sobre S7 com a me´trica definida pelo gra´fico da
aplicac¸a˜o de Hopf h : S7 → S4 (ver definic¸a˜o (1.5)). O Teorema acima serve para me´tricas em S8 e S10
constru´ıdas de maneira semelhante.
Ainda ressaltamos que essas me´tricas ainda herdam algumas das boas propriedades das geode´sicas
em me´tricas nas esferas padro˜es, como em [10].
Simetrias
Como particularidade de nossa construc¸a˜o, Σ8 e Σ10 herdam ac¸o˜es de grupos de simetria, sendo o caso
de Σ10 com grau um pouco mais alto do que o esperado. De fato, no cap´ıtulo 4 apresentaremos uma
ac¸a˜o de S3 × S3 em Σ10 com nu´cleo inefetivo discreto, em particular, mostrando que o grau de simetria
de Σ10 e´ maior ou igual a 6 (recordamos que o grau de simetria de uma variedade e´ a maior dimensa˜o
poss´ıvel que um grupo de lie compacto pode agir sobre uma variedade). O que entra em contraste com
a Conjectura 2 em [48]:
Conjectura. Se N(Mn) denota o grau de simetria de Mn, enta˜o, para Mn uma esfera que na˜o e´ o
bordo de uma variedade paraleliza´vel
N(Mn) <
n+ 1
2
.
Sendo Σ10 uma esfera desse tipo (ver Cap´ıtulo 3), a desiguladade se leria como 6 < 11/2 = 5, 5. Em
[49] e´ observado que tal conjectura ainda deve ser considerada em dimenso˜es altas.
Ainda atrave´s de nossa construc¸a˜o, apresentaremos um invariante sobre classes de homotopias
equivariantes e mostraremos elementos na˜o-triviais em alguns desses grupos (Teoremas 4.11-4.14). Mas
acreditamos que nossa maior contribuic¸a˜o nesse assunto e´ a Proposic¸a˜o 4.16 e seu Corola´rio 4.16.2.
Acreditamos que esses podem ser uteis para apresentar um limite superior va´lido para o grau de simetria
de Σ10.
Fibrados sobre Σ8
Seguindo as ide´ias de [32], [42] apresentou exemplos de esferas na˜o difeomorfas a padra˜o em dimensa˜o
15 como espac¸os totais de esferas de fibrados lineares de 7-esferas sobre a esfera padra˜o de dimensa˜o 8.
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Esse aluno tambe´m foi informado que, segundo trabalhos sobre imerso˜es de variedades e h-cobordismo,
tais esferas projetam como fibrados lineares sobre Σ8. Questiona-se enta˜o se haveria algum novo
exemplo caso considera´ssemos todos os fibrados lineares por esferas com base Σ8. A partir de nossa
construc¸a˜o consegu´ımos exaurir essa questa˜o com uma resposta negativa. Com efeito, no cap´ıtulo 5
demonstraremos
Teorema 0.2. Se Σ e´ uma variedade homeomorfa a esfera que projeta como um fibrado linear com classe
caracter´ıstica α sobre S8 enta˜o Σ projeta como um fibrado linear com a mesma classe caracter´ısitca
sobre Σ8.
Notamos ainda que esse resultado espande o resultado em [8].
Curvatura de Fibrados Induzidos
Seguindo a ide´ia de [19], a fim de tentar conseguir uma me´trica de curvatura na˜o-negativa em Σ8 ou
Σ10, no cap´ıtulo 6 iniciamos o estudo da curvatura de fibrados cuja conexa˜o e´ induzida de um outro
fibrado (no caso o fibrado e´ induzido). Nesse trabalho encontramos uma obstruc¸a˜o para tal propriedade:
Teorema 0.3. Seja pi : P → Nn um fibrado fat com 1-forma de conexa˜o ω. Seja f∗P → Mm, o
fibrado induzido de pi por uma aplicac¸a˜o f : M → N , com uma me´trica de conexa˜o com 1-forma f∗ω.
Enta˜o, se f∗P tem curvatura seccional na˜o-negativa, para todo a ∈ N , ponto regular de f , f−1(a) e´
totalmente geode´sico em M .
Essa pode se msotrar uma condic¸a˜o muito restritiva caso dimN < dimM e f for anal´ıtica, apesar de
que, se dimN > 2dimM , essa condic¸a˜o pode ser facilmente contornada (sempre podemos substituir f
por um mergulho). Recordamos que um fibrado e´ dito fat se suas curvaturas vertizonatis sa˜o positivas.
Com esse Teorema podemos provar que algumas das conexo˜es que consideraremos na˜o geram me´tricas
com curvatura na˜o-negativa para nenhuma me´trica na base e, baseado nessas condic¸o˜es, para as ac¸o˜es
em Teorema 3.13, aproveitamos para conjecturar o seguinte:
Conjectura. Na˜o existe me´trica anal´ıtica S3 equivariante em Σ8 ou Σ10 com curvatura seccional na˜o
negativa.
Cap´ıtulo 1
Sobre Difeomorfismos e Estruturas
Diferenciais da Esfera
Neste cap´ıtulo, apresentaremos alguns dos resultados que estruturam a teoria das variedades home-
omorfas a` esfera. Ale´m de apresentar algumas das ferramentas de [32, 26], tambe´m trataremos do
exemplo geome´trico em [19].
Nas duas primeiras sec¸o˜es lidaremos com a situac¸a˜o mais geral poss´ıvel, introduzindo os resultados
de [26] e [43]. Na terceira sec¸a˜o apresentaremos a construc¸a˜o em [32] e na quarta a realizac¸a˜o geome´trica
encontrada em [19].
Neste cap´ıtulo nos referimos a [29] para notac¸a˜o e demonstrac¸o˜es.
1.1 Sobre o Grupo de Esferas Homoto´picas
Uma variedade Mn e´ dita uma esfera homoto´pica de dimensa˜o n se M e´ uma variedade diferencia´vel
compacta e homotopicamente equivalente a` esfera padra˜o Sn. Se n > 4, e´ conhecido que M e´
homeomorfa a` esfera padra˜o, pore´m, na˜o necessariamente difeomorfa. Uma demonstrac¸a˜o completa
do primeiro fato e´ encontrado em [43] enquanto que [26] estuda em detalhes a natureza do segundo.
Demonstrac¸o˜es mais detalhadas de ambos sa˜o dadas em [29].
O problema de entender variedades que se assemelham a outras data pelo menos a` e´poca de Henri
Poincare´ (incluir refereˆncia). Enunciada em linguagem moderna, uma das questo˜es propostas por ele foi
Se uma variedade de dimensa˜o 3 tem o grupo fundamental trivial enta˜o segue que ela e´
homeomorfa a` esfera?
Esse problema foi somente recentemente resolvido ([36]). Quando a dimensa˜o e´ mais alta, sabe-se
a priori que o grupo fundamental na˜o e´ um invariante suficiente, como mostra a variedade S2 × S2.
Neste caso a questa˜o ana´loga corretamente enunciada e´ respondida pelo seguinte Teorema
Teorema 1.1 ([43, 29]). Uma variedade fechada Mn, n > 4, e´ homeomorfa a` esfera Sn se e somente
se ela e´ simplesmente conexa e tem a homologia integral ideˆntica a de Sn.
Aqui estaremos interessados em estudar estruturas suaves em objetos ana´logos ao de cima em
dimenso˜es mais altas se dedicando ao trabalho de buscar relac¸o˜es e diferenc¸as nessa famı´lia de variedades.
Iniciamos nossos estudos ressaltando que ale´m da demonstrac¸a˜o do Teorema acima, [43] apresenta
outros resultados. Ainda supondo n > 4, assumimos o seguinte
Teorema 1.2 ([43]). Seja Mn+1 uma esfera homoto´pica, enta˜o existe um difeomorfismo f : Sn → Sn
tal que
Mn+1 ∼= Dn+1 ∪f Dn+1 (1.1)
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onde a estrutura diferencia´vel do lado direito e´ definida atrave´s da suavizac¸a˜o de seus aˆngulos (ver
Apeˆndice ou [27]).
Seja θn+1 o conjunto de variedades diferencia´veis homeomorfas a` esfera de dimensa˜o n+ 1. Enta˜o,
Teorema 1.3 ([26, 29]). θn+1 e´ um grupo abeliano com a operac¸a˜o de soma conexa tendo a esfera
padra˜o como elemento neutro.
Esboc¸o da Demonstrac¸a˜o: Sejam M0,M1 ∈ θn+1 e escolha discos abertos Dn+1i ⊂ Mi, identificando
M0 = D
n+1
0 ∪fDn+1 e M1 = Dn+11 ∪gDn+1, como permite o Teorema 1.2. Identifique agora Dn+1i −{0}
com Sn× (0, 1) de forma a coinciliar as orientac¸o˜es desses espac¸os. Tome, enta˜o, a soma conexa definida
por
M0#M1 = M0 ←↩ Sn × (0, 1)→ Sn × (0, 1) ↪→M1,
onde a seta do meio e´ definida como (x, t) 7→ (x, 1− t). Agora e´ fa´cil ver que M0#M1 = Dn+1∪fgDn+1.
Dessa forma, fica claro que Sn+1 e´ o elemento neutro e que a inversa e´ dada por uma inversa˜o na
orientac¸a˜o.
E´ tambe´m conhecido que o nu´cleo da aplicac¸a˜o que leva um difeomorfismo de Sn para um elemento
em θn+1 definido por (1.1) e´ composto exatamente dos difeomorfismos de Sn que se estendem para
difeomorfismos do disco Dn+1. A demonstrac¸a˜o desse fato e´ delicada e encontra-se em [6].
A fim de nos embasar no ponto de vista que usaremos, observamos que o isomorfismo induzido por
f : Sn → Sn no fibrado de bases
GL(n) · · ·GL(n+ 1)→ Sn
da origem a uma aplicac¸a˜o df : Sn → GL(n+ 1) por levar uma base {e1, ..., en} de TxSn para a base
{dfx(e1), ..., dfx(en)} de Tf(x)Sn. Por ventura, tal aplicac¸a˜o pode ser ortogonalizada, ou seja, pode ser
substitu´ıda por outra com imagem no grupo ortogonal SO(n+ 1). Dado A ∈ GL(n+ 1) e x ∈ Rn+1,
denotaremos por Ax a ac¸a˜o linear padra˜o.
Proposic¸a˜o 1.4. Seja f : Sn → Sn um difeomorfismo suave que preserva a orientac¸a˜o. Enta˜o existe
f˜ : Sn → SO(n+ 1) tal que f(x) = f˜(x)x.
Demonstrac¸a˜o. Dado v ∈ Rn+1, defina f˜ ′ : Sn → GL(n+ 1) como
f˜ ′(x)v = 〈x, v〉 f(x) + dfx(v − 〈x, v〉x).
Dada uma matriz A, denote a sua transposta por AT e observe que
Afirmac¸a˜o 1.5. f˜ ′(x)T f˜ ′(x)x = x.
Demonstrac¸a˜o. Observamos primeiramente que f˜ ′(x)x = f(x) e que f˜ ′|TxSn = dfx : TxSn → Tf(x)Sn.
Portanto, para v ∈ Rn+1〈
f˜ ′(x)T f˜ ′(x)x, v
〉
=
〈
f˜ ′(x)x, f˜ ′(x)v
〉
=
〈
f˜ ′(x)x, v
〉
= 〈f(x), 〈x, v〉 f(x) + dfx(v − 〈x, v〉x)〉
= 〈x, v〉 〈f(x), f(x)〉+ 〈f(x), dfx(v − 〈x, v〉x)〉 = 〈x, v〉 ,
logo, f˜ ′(x)T f˜ ′(x)x = x.
Considere a decomposic¸a˜o f˜ ′(x) = O(x)P (x), onde O(x) e´ uma matriz ortogonal e P (x) uma matriz
sime´trica positiva definida (nos referimos a [29] para sua existeˆncia e todas as propriedades que sa˜o
aqui citadas). E´ conhecido que ambas as aplicac¸o˜es sa˜o suaves e que a decomposic¸a˜o e´ u´nica. Tomamos
enta˜o f˜(x) = O(x). Temos que
x = f˜ ′(x)T f˜ ′(x)x = P (x)TO(x)TO(x)P (x)x = P (x)2x.
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E notamos que a identidade P (x)2x = x ı´mplica que P (x)x = x, pois, segundo ([29]), existe A ∈ SO(n+
1) tal que AP (x)2A−1 = D e´ uma matriz diagonal com entradas positivas. Pore´m, P (x) = A−1D1/2A,
onde D1/2 e´ a matriz diagonal com as entradas sendo as raizes quadradas das respectivas entradas em
D. Como x e´ um autovetor de autovalor 1 para P (x)2,
DAx = Ax⇒ D1/2Ax = Ax,
portanto P (x)x = A−1D1/2Ax = A−1Ax = x.
E´ digno de nota uma aparente desvantagem nessa abordagem: na˜o existe uma bijec¸a˜o entre o
conjuto de difeomorfismos de Sn e a colec¸a˜o de aplicac¸o˜es da esfera para SO(n+ 1). Em contrapartida,
a pra´tica mostra que essa linguagem e´ u´til na construc¸a˜o de exemplos, principalmente em casos de alta
simetria como nos Cap´ıtulos 2 e 3, cujas algumas das aplicac¸o˜es sa˜o estudadas no cap´ıtulos seguintes.
1.2 A Aplicac¸a˜o de Kervaire-Milnor
Seja i : Mn ↪→ Rn+k um mergulho. Chamaremos de uma trivializac¸a˜o do fibrado normal, um
isomorfismo F : M × Rk → νM (quando existir). Usaremos a mesma notac¸a˜o para a identificac¸a˜o de
uma trivializac¸a˜o do fibrado de discos e sua imagem em uma pequena vizinhanc¸a tubular de i(M), V,
ou seja, denotaremos F : M ×Dk → V. Temos
Teorema 1.6 ([26, 29]). Seja M uma esfera homoto´pica. Enta˜o, se k > n+ 1 o fibrado normal de i e´
trivial. Ainda mais,
1. dados dois mergulhos, i, i′, existe uma isotopia Ft : Rn+k+1 → Rn+k+1 tal que i′ = F1 ◦ i e
F0 = id;
2. dada uma trivializac¸a˜o F : M × Rk → νM , existe uma aplicac¸a˜o t(M, i,F) : Sn+k+1 → Sn+1
cuja classe de homotopia so´ depende da classe de cobordismo da tripla (M, i,F). Ainda mais,
dadas duas trivializac¸o˜es F ,F ′, as classes de homotopia de t(M, i,F) e t(M, i′,F ′) diferem pela
classe de homotopia de uma aplicac¸a˜o do tipo t(Sn+1, i′′,F ′′).
Recordamos que a aplicac¸a˜o t(M, i,F) pode ser definida da seguinte maneira: seja pr2 :M×Rk → Rk
a projec¸a˜o na segunda coordenada e u : Rk → Sk a projec¸a˜o estereogra´fica mandando 0 ∈ Rk para
N ∈ Sk. Enta˜o
t(M, i,F)(x) =
{
u(pr2F−1(x)), se x ∈ Vε
−N, c.c. (1.2)
O Teorema de isomorfismo de Thom ([29], por exemplo) garante que, quando k > n+ 1, o espac¸o de
classes de cobordismo de triplas (Mn, i,F), Ωnf , e´ isomorfo ao n-e´simo grupo esta´vel de homotopia da
esfera padra˜o, piS(Sn). Denotamos por Jn o subgrupo de pi
S(Sn) formado pelas classes de homotopia
dos elementos do tipo t(Sn, i,F) (ver 1.2.1, a seguir, para uma descric¸a˜o desses elementos). Como uma
aplicac¸a˜o do Teorema 1.6, temos
Corola´rio 1.6.1 ([26, 29]). Seja p˜iS(Sn) o quociente de piS(Sn) por Jn. Enta˜o, existe uma sequeˆncia
exata de grupos
0→ bPn+1 → θn KM→ p˜iS(Sn) (1.3)
onde a aplicac¸a˜o KM e´ definida pelo segundo item do Teorema 1.6 e bPn+1 e´ o subgrupo de esferas
que sa˜o bordos de variedades paraleliza´veis.
Um estudo completo do grupo bPn+1, inclu´ındo a demonstrac¸a˜o de que esse e´ finito e c´ıclico
apresenta-se em [26]. Estudaremos um caso especial deste subgrupo mais tarde nesse cap´ıtulo.
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1.2.1 Mergulhos e Trivializac¸o˜es do Fibrado Normal da Esfera Padra˜o
Aqui, por cara´ter ilustrativo, descreveremos os elementos do grupo Jn a partir de uma aplicac¸a˜o
homoˆnima Jn : pikSO(n)→ pin+kSn.
Seja Sn+k = {(x, y) ∈ Rk+1 × Rn | |x|2 + |y|2 = 1} e note o seguinte
Afirmac¸a˜o 1.7. Seja Sk = {(x, 0) ∈ Sn+k | x ∈ Rk+1} enta˜o o fibrado normal de Sk e´ trivial e
Sn+k = Sk ×Dn ∪Dk+1 × Sn−1, sendo o primeiro termo uma vizinhanc¸a tubular de Sk.
Demonstrac¸a˜o. Se (X,Y ) ∈ Rk+1 × Rn enta˜o (X,Y ) ∈ T(x,0)Sn+k se e somente se 〈X,x〉 = 0. Note
que os vetores tangentes a` Sk sa˜o da forma (X, 0) ∈ Rk+1 ×Rn tal que 〈X,x〉 = 0, e seu espac¸o normal
e´ exatamente {0} × Rn. Portanto,
F0 : Sk × Rn → TSn+k
(x, Y ) 7→ ((x, 0), (0, Y ))
define uma trivializac¸a˜o do fibrado normal de Sk ↪→ Sn+k.
Afirmac¸a˜o 1.8. Seja α : Sk → SO(n) e defina Fα : Sk × Rn → TSn+k como
Fα(x, Y ) = F0(x, α(x)Y )
Seja N o polo norte da esfera Sn e Jα : Sn+k → Sn a aplicac¸a˜o definida como
Jα(x, y) = α
( x
|x|
)−1
expN piy
enta˜o a classe de homotopia de Jα e´ igual a classe de homotopia de t(Sk, i0,Fα) em pin+kSn.
Demonstrac¸a˜o. A aplicac¸a˜o Jα e´ claramente suave em |x| 6= 0 e tem N como ponto regular. Nota-
se tambe´m que (Jα)−1(N) = Sk e que a trivializac¸a˜o induzida pela diferencial de Jα e´ dada por
F0(x, Y ) 7→ (x, α(x)−1Y ), o que conclu´ı que a aplicac¸a˜o Sk×Dn → Sn+k induzida por Jα e´ homoto´pica
a` induzida pela trivializac¸a˜o Fα, como desejado.
Fazendo uso da aplicac¸a˜o Jα conclu´ımos
Afirmac¸a˜o 1.9. A associac¸a˜o α 7→ t(Sk, i0, Fα) induz um homomorfismo Jn : pikSO(n)→ pin+kSn.
Demonstrac¸a˜o. E´ fa´cil notar que a classe de homotopia de Jα so´ depende da classe de homotopia de
α, ja´ que o elemento α(x/|x|) pode ser substitu´ıdo por uma homotopia Ht(x/|x|) ∈ SO(n). A boa
propriedade de aditividade segue escolhendo um elemento do tipo
α : Sk
c→ Sk ∨ Sk → SO(n)
com c o mapa que colapsa um equador de Sk para o ponto distinguido de intersec¸a˜o das duas esferas
em Sk ∨ Sk.
Usaremos posteriormente a mesma construc¸a˜o Jα com escolhas especificas de α. O homomorfismo
Jn e´ conhecido como homomorfismo de Hopf-Whitehead ([29]).
1.3 Um invariante para variedades homeomorfas a` 7-esfera
Seja W 8 uma variedade diferencia´vel tal que ∂W 8 = M7 com a estrutura induzida e´ uma variedade
diferencia´vel homeomorfa a S7. Assuma que ambas sa˜o orientadas de forma compat´ıvel, diga-se, que a
orientac¸a˜o em W 8 restrita a` fronteira coincida com a orientac¸a˜o de M7 seguida do vetor que aponta
para fora de W 8.
Considere um novo espac¸o topolo´gico, W˜ 8 = W 8 ∪ D8, obtido por uma identificac¸a˜o arbitra´ria
f : S7 → ∂W 8 e orientado por um gerador ν ∈ H8(W˜ 8) que estende a orientac¸a˜o de W 8. Enta˜o
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Lema 1.10. Se M7 e´ difeomorfo a` S7 enta˜o W˜ 8 admite pelo menos uma estrutura de variedade
diferencia´vel. Em particular 〈
ν, 2p21(W˜
8)− τ(W˜ 8)
〉
≡ 0 (mod 7)
onde τ e´ o ı´ndice de W˜ 8, definido pela diferenc¸a entre as dimenso˜es dos subespac¸os positivos e negativos
da forma quadra´tica H4(W˜ 8) 3 α 7→ 〈ν, α2〉 ∈ Z, e p1 denota a primeira classe racional de Pontrjagyn.
Demonstrac¸a˜o. Suponha que S7 e´ difeomorfo a M7. Enta˜o, sem alterar o espac¸o topolo´gico W˜ 8,
podemos escolher um difeomorfismo f : S7 → ∂W 8. Fixada essa escolha, podemos equipar o espac¸o W˜ 8
com uma estrutura diferencia´vel (como no Apeˆndice A) e o resultado segue do seguinte caso particular
da fo´rmula de ı´ndice de Hirzebruch, ([34]):
τ(W˜ 8) =
〈
ν,
1
45
(7p2(W˜
8)− p21(W˜ 8))
〉
Ainda notando que a inclusa˜o i : W 8 → W˜ 8 junto com a propriedade de excisa˜o induzem os
isomorfismos
i∗ : H4(W˜ 8)→ H4(W 8) ∼= H4(W 8,M7),
H8(W˜ 8) ∼= H8(W˜ 8, D8)→ H8(W 8,M7),
Temos
Teorema 1.11 ([32]). Se M7 e´ homeomorfa a` S7 e W 8 e´ uma variedade que tem M7 como bordo,
enta˜o
λ(M7) =
〈
(i∗)−1ν, 2p1(W 8)− τ(W 8)
〉
(mod 7)
na˜o depende da escolha de W 8. Em particular, se λ(M7) 6≡ 0, enta˜o M7 na˜o e´ difeomorfa a S7.
Esse teorema ficaria demonstrado uma vez que demonstrada a invariaˆncia da quantia λ(M7) em
relac¸a˜o a` escolha da variedade W 8. Isso pode ser feito notando que dadas duas variedades W 8,W ′8
com as propriedades acima, enta˜o X = W ∪−W ′ possui, por um lado 〈ν, 2p1(X)− τ(X)〉 = 0 (mod 7),
e por outro
2p1(X)− τ(X) = 2p1(W )− τ(W )− 2p1(W ′)− τ(W ′).
Referimo-nos a [32] para uma demonstrac¸a˜o completa.
1.4 Os primeiros exemplos
E´ bem conhecido que os fibrados lineares de 3-esferas sobre S4 sa˜o parametrizados por pi3SO(4).
Considere S3 ⊂ H = R4 e defina fij : S3 → SO(4) como fij(u)v = uivuj , sendo a multiplicac¸a˜o
subentendida como quaternioˆnica. Enta˜o
Lema 1.12. A associac¸a˜o (i, j) 7→ fij induz um isomorfismo Z+ Z→ pi3SO(4).
Demonstrac¸a˜o. Defina a aplicac¸a˜o τ : S3 → SO(4) como τ(p, q)v = pvq−1 e note que τ e´ uma imersa˜o.
De fato, para v ∈ H um vetor na˜o nulo, note que
dτp,q(A,B)v = Avq¯ + pvB¯ = (Ap¯)pvq¯ − pvq¯(Bq¯) = 0
se e somente se Ap¯ = −(pvq¯)(Bq¯)(pvq¯). Isto e´, dτp,q(A,B) = 0 se e somente se Ap¯ = −u(q¯B)u¯
para todo u 6= 0, e, como <(Ap¯) = <(Bq¯) = 0, isso so´ e´ poss´ıvel se A = B = 0. Logo, como
dimS3 × S3 = dimSO(4), τ e´ um recobrimento e τ∗ : pi3(S3 × S3) → pi3(SO(4)) e´ um isomorfismo.
Pore´m, a associac¸a˜o enunciada e´ a composic¸a˜o de τ∗ com um isomorfismo Z + Z → pi3(S3 × S3) e,
portanto, e´ um isomorfismo.
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1.4.1 Candidatos
Seja piij : M
7
ij → S4 o fibrado linear com fibra S3 e func¸a˜o de transic¸a˜o fij . Escreva M7ij = D4 × S3 ∪
D4 × S3 e note que, pela sequeˆncia de Meyer-Vietoris, H1(Mij) = H2(Mij) = 0. Ainda mais,
Proposic¸a˜o 1.13. pi1M
7
ij = pi2M
7
ij = 0 e pi3M
7
ij = 0 se e somente se i+ j = 1. Em particular, M
7
ij e´
homeomorfa a S7 se e somente se i+ j = 1.
A mesma func¸a˜o de transic¸a˜o fij ainda define um fibrado de discos p˜iij : B
8
ij → S4 cujo bordo
∂Bij = Mij . Nessa situac¸a˜o, podemos, felizmente, calcular o invariante λ.
Proposic¸a˜o 1.14. λ(M7ij) = (i− j)2 − 1 (mod 7)
Demonstrac¸a˜o. Como H4(B8ij)
∼= H4(S4) ∼= Z enta˜o podemos escolher a orientac¸a˜o tal que τ(Bij) = 1.
Tambe´m podemos observar que, denotando por ξij o fibrado de discos p˜iij : B
8 → S4,
TB8ij = (p˜iij)
∗(TS4 ⊕ ξij)
portanto, pela fo´rmula de produto de Whitney (ver [34]), p1(TB
8
ij) = pi
∗
ijp1(ξij), pois a classe de TS
4 e´
trivial. Ainda mais,
Lema 1.15. p1(ξij) = ±2(i− j).
Demonstrac¸a˜o. A associac¸a˜o fij 7→ p1(B8ij) define um homomorfismo pi3SO(4)→ Z. Ainda mais, uma
mudanc¸a na orientac¸a˜o na fibra de ξij e´ dada por ξ−i,−j e portanto
p1(ξ−i,−j) = p1(−ξij) = −p1(ξij)
logo p1(ξij) = ±c(i−j) para alguma constante c e e´ fa´cil notar que ξ10 e´ o fibrado de discos da aplicac¸a˜o
de Hopf (1.5) cuja classe p1(ξ10) e´ conhecida por ser duas vezes um gerador do grupo pi4S
4 ∼= Z ([32] e
suas refereˆncias).
Recolhendo as informac¸o˜es acima, conclu´ımos que
λ(M7) ≡ 2(±2(i− j))2 − 1 ≡ (i− j)2 − 1
como desejado.
Em particular
Corola´rio 1.15.1 ([32]). A variedade M72,−1 e´ homeomorfa pore´m na˜o difeomorfa a` esfera padra˜o S
7.
De fato a variedade M72,−1 e´ um gerador do grupo θ
7 = bP8 ∼= Z28 ([16]). Apresentaremos abaixo
uma de suas realizac¸o˜es geome´tricas.
1.5 Uma Esfera Exo´tica com Curvatura Na˜o-Negativa
Considere o espac¸o Sp(2), definido pelas matrizes quaternioˆnicas 2× 2. Apresentaremos uma ac¸a˜o de
S3 = SU(2) em Sp(2) descrita em [19], cujo quociente e´ difeomorfo a` M72,−1. Segue diretamente, de
resultados ja´ estabelecidos na literatura (ver [3, 38, 20], por exemplo), que M72,−1 admite uma me´trica
com curvatura seccional na˜o-negativa.
Definic¸a˜o 1.5.1. Definimos a variedade diferencia´vel Sp(2) como
Sp(2) =
{(
a c
b d
)
∈ S7 × S7
∣∣∣ 〈 a
b
,
c
d
〉
H
= 0
}
onde o produto hermitiano 〈, 〉H e´ dado por〈
a
b
,
c
d
〉
H
= a¯c+ b¯d.
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Note que Sp(2) pode ser visto como um S3-fibrado principal sobre S7 atrave´s de qualquer uma da
projec¸o˜es
pr1
(
a c
b d
)
=
(
a
b
)
, pr2
(
a c
b d
)
=
(
c
d
)
(1.4)
Definina a aplicac¸a˜o de Hopf h : S7 → S4 ⊂ R×H como(
a
b
)
7→
(|a|2 − |b|2
2ab¯
)
(1.5)
enta˜o, observa-se que Sp(2) se encaixa no seguinte diagrama comutativo
Sp(2)
pr2 //
pr1

S7
−h

S7
h // S4
(1.6)
pois |a|2 − |b|2 = |d|2 − |c|2 e ab¯ = −cd¯.
A fim de demonstrar o resultado de [19], passaremos a estudar as aplicac¸a˜o ±h : S7 → S4 e suas
relac¸o˜es com as projec¸o˜es Sp(2)→ S7.
Considere os subespac¸os S4± ⊂ S4 ⊂ R×H difeomorfos a` D4
S4± =
{(
λ
w
)
∈ S4 | λ 6= ∓1
}
(1.7)
e recorde que um S3-fibrado principal sobre S4 e´ completamente definido por uma aplicac¸a˜o de transic¸a˜o
com domı´nio S3 = {(0, x) ∈ S4} e imagem no grupo S3.
Proposic¸a˜o 1.16. A aplicac¸a˜o −h : S7 → S4 define um S3-fibrado principal com ac¸a˜o(
q,
a
b
)
=
(
aq¯
bq¯
)
(1.8)
e func¸a˜o de transic¸a˜o S3 × S3 → S3 × S3, (x, q) 7→ (x, qx¯).
Demonstrac¸a˜o. Observe que (−h)−1(S4+) = {(x, y) ∈ S7 | y 6= 0} e (−h)−1(S4−) = {(x, y) ∈ S7 | x 6= 0}
e trivializac¸o˜es l+ : S
4
− × S3 → S7 e l−1− : h−1(S4+)→ S4+ × S3 podem ser definidas como
l+
(
λ
w
, q
)
=
( −wq¯√
2+2λ
q¯
(
1+λ
2
) 1
2
)
, l−1−
(
x
y
)
=
|y|2 − |x|2−2xy¯
−x¯/|x|
 . (1.9)
Note que |w|2 = 1− λ2 e que |q| = 1, portanto, para λ 6= ±1, temos
l−1− l+
(
λ
w
, q
)
=

1+λ
2 − 1−λ
2
2(1+λ)
1+λ
2
2 wq¯√
2(1−λ)1/2
q(1−λ)1/2√
2
, q w¯|w|

Pore´m,  1+λ2 − 1−λ22(1+λ)
2 wq¯√
2(1−λ)1/2
q(1−λ)1/2√
2
 = ( 1+λ2 − (1+λ)(1−λ)2(1+λ)
w
)
=
(
λ
w
)
O que prova o desejado.
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Proposic¸a˜o 1.17. Seja S7 = S4+×S3 ∪S4−×S3 com S3 = {(0, x) ∈ S4} como acima. Enta˜o o fibrado
pr1 : Sp(2)→ S7 e´ trivial quando restrito aos subespac¸os h−1(S4+) e h−1(S4−) e tem func¸a˜o de transic¸a˜o
(x, y, q) 7→ (x, yx¯, qx¯).
Demonstrac¸a˜o. Observa-se pelo diagrama (1.6) que Sp(2) e´ o fibrado induzido por h do fibrado
−h : S7 → S4 (A). Neste caso, nota-se que pr2 : Sp(2) → S7 e´ um fibrado trivial, quando restrita
a`s imagens inversas dos subespac¸os h−1(S4+) e h
−1(S4−), pois −h e´ trivial nesses subespac¸os. Assim
obtemos a func¸a˜o de transic¸a˜o desejada quando restringimos a func¸a˜o de transic¸a˜o entre esses dois
subespac¸os a` S3 × S3 ⊂ h−1(S4+) ∩ h−1(S4−).
Defina em Sp(2) a segunite ac¸a˜o de S3
q ?
(
a c
b d
)
=
(
qaq¯ qc
qbq¯ qd
)
(1.10)
Teorema 1.18. O quociente da ac¸a˜o (1.10) e´ difeomorfo a M72,−1. Em particular M
7
2,−1 admite uma
me´trica de curvatura seccional na˜o-negativa.
Demonstrac¸a˜o. Note, examinando a segunda coluna em (1.10), que essa ac¸a˜o e´ livre, e portanto, seu
quociente admite uma u´nica estrutura diferencia´vel que torna Sp(2), com essa ac¸a˜o, um fibrado suave.
Seguiremos agora com um ca´lculo direto. Observe que a ac¸a˜o (1.10), em termos da identificac¸a˜o
Sp(2) = S4+ × S3 × S3 ∪ S4− × S3 × S3, se escreve como
q ?
(
x y, g
)
=
(
qxq¯ qyq¯, qg
)
,
e portanto (x, y) 7→ (x, y, 1) e´ uma sec¸a˜o local. Por outro lado, a aplicac¸a˜o
pi′(x y, g) = (gxg¯ gyg¯),
e´ uma inversa para essa sec¸a˜o e e´ invariante pela ac¸a˜o, i.e´., pi′(q ? (x, y, g)) = pi′(x, y, g). Agora e´ fa´cil
observar que a variedade obtida pelo quociente dessa ac¸a˜o e´ difeomorfa a` obtida de S4+ × S3 ∪ S4− × S3
pela colagem (x y) 7→ (xxx¯, xyx¯2) = (x, xyx¯2), que por sua vez e´ difeomorfa a` M72,−1. A propriedade
enunciada sobre a curvatura e´ consequeˆncia direta do Teorema (6.9) (fo´rmula de O’Neill ([38])) e do fato
que a ac¸a˜o e´ isome´trica em relac¸a˜o a me´trica bi-invariante em Sp(2) cuja curvatura e´ na˜o-negativa.
Cap´ıtulo 2
Um Procedimento de Induc¸a˜o sobre
a Construc¸a˜o de Gromoll e Meyer
Nessa sec¸a˜o estudaremos uma forma de construir novas G-variedades a partir de antigas. Depois de
introduzir o me´todo, identificaremos um caso particular com a construc¸a˜o em [33]. Esse cap´ıtulo esta´
esseˆncialmente contido em [45].
2.1 Novas Variedades a partir de Antigas
Seja G um grupo de Lie e M uma variedade diferencia´vel. Assuma que M e´ uma G-variedade, isto e´,
M e´ equipada com uma ac¸a˜o diferencia´vel (a` esquerda) de G, a qual denotaremos como (g, x) 7→ gx.
Seja {Ui} uma cobertura de M por abertos. Estaremos interessados em conjuntos de aplicac¸o˜es com as
seguintes propriedades
Definic¸a˜o 2.1.1. Uma colec¸a˜o {φij : Ui ∩ Uj → G}i,j de aplicac¸o˜es suaves e´ dita uma colec¸a˜o de
func¸o˜es de transic¸a˜o subordinadas a` cobertura {Ui} se essa satisfaz a condic¸a˜o de cociclo:
φij(x)φjk(x) = φik(x) (2.1)
para todo x ∈ Ui ∩ Uj ∩ Uk. Uma colec¸a˜o de func¸o˜es de transic¸a˜o {φij} subordinada a uma cobertura
{Ui} e´ dita ? se, para todo i,
GUi = {gx ∈M | x ∈ Ui, g ∈ G} ⊂ Ui,
e, para todo (g, x) ∈ G×M e i, j, φij satisfaz:
φij(gx) = gφij(x)g
−1. (2.2)
Em ambos os casos, definimos a aplicac¸a˜o adjunta de φij como
φ̂ij : Ui ∩ Uj → Ui ∩ Uj (2.3)
x 7→ φij(x) · x.
Note que (2.2) pode ser visto como uma propriedade de equivariancia da aplicac¸a˜o φij se tomarmos
G como uma G-variedade equipada com a ac¸a˜o induzida pela conjugac¸a˜o.
Proposic¸a˜o 2.1. Se {φij} e´ uma colec¸a˜o ? de func¸o˜es de transic¸a˜o subordinadas a cobertura {Ui},
enta˜o {φ̂ij} e´ uma colec¸a˜o de difeomorfismos G-equivariantes que satisfazem
φ̂jkφ̂ij = φ̂ik.
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Em particular,
M ′ = ∪
φ̂ij
Ui
e´ uma G-variedade diferencia´vel.
Demonstrac¸a˜o. As propriedades enunciadas sobre as aplicac¸o˜es φ̂ij seguem do seguinte
Lema 2.2 ([5, 14]). Seja U uma G-variedade e θ, θ′ : U → G aplicac¸o˜es suaves com a propriedade
(2.2). Enta˜o, a aplicac¸a˜o θθ′ : U → G definida como θθ′(x) = θ(x)θ′(x) satisfaz
θ̂θ′ = θ̂′θˆ.
Demonstrac¸a˜o. Dado x ∈ U enta˜o
θ̂′θ̂(x) = θ′(θ(x)x)θ(x)x = θ(x)θ′(x)θ(x)−1θ(x)x = θ̂θ′(x).
Assim conclu´ımos que φ̂ij
−1
(x) = φij(x)
−1x e, portanto, φ̂ij e´ um difeomorfismo. A identidade
enunciada resulta do mesmo lema ao considerar as aplicac¸o˜es adjuntas de ambos os lados de (2.1).
Essa propriedade permite a boa definic¸a˜o de uma variedade diferencia´vel M ′ = ∪
φ̂ij
Ui e, ainda mais,
a equivariaˆncia dos difeomorfismos φ̂ij implicam a existeˆncia de uma ac¸a˜o suave em M
′, diga-se, a
definida localmente pela restric¸a˜o da ac¸a˜o de G em cada Ui.
2.2 O Fibrado ?
Nota-se que a definic¸a˜o (2.1.1) e´ a mesma das de func¸o˜es de transic¸a˜o no contexto de fibrados ([47])
com grupo estrutural G. Em particular, dada uma dessas colec¸o˜es, podemos considerar o seu G-fibrado
principal:
Definic¸a˜o 2.2.1. Definimos o fibrado associado a` colec¸a˜o {φij} como a variedade P = ∪Ui ×G com
func¸o˜es de colagem (x, g) 7→ (x, gφij(x)) munida da projec¸a˜o pi : P → M definida localmente pela
projec¸a˜o na primeira coordenada Ui ×G→ Ui.
Note que a ac¸a˜o principal e´ definida localmente pela fo´rmula
r • (x, g) = (x, rg). (2.4)
Nos referiremos a essa ac¸a˜o como ac¸a˜o • ou ac¸a˜o principal. A conexa˜o entre o espac¸o P e a variedade
M ′ e´ dada pelo seguinte:
Proposic¸a˜o 2.3. Se P e´ o fibrado associado a uma colec¸a˜o ? {φij}, enta˜o P admite uma ac¸a˜o livre de
G, que comuta com a ac¸a˜o •, cujo quociente e´ difeomorfo a` M ′. Ainda mais, a projec¸a˜o pi′ : P →M ′
e´ G-equivariante em relac¸a˜o a ac¸a˜o • e a ac¸a˜o definida em M ′ na Proposic¸a˜o 2.1.
Demonstrac¸a˜o. Definimos localmente uma nova ac¸a˜o em P pela fo´rmula
q ? (x, g) = (qx, gq−1). (2.5)
Note que a condic¸a˜o (2.2) implica
(qx, gq−1φij(qx)) = (qx, gφij(x)q−1),
para todo q ∈ G e (x, g) ∈ Ui ∩Uj ×G. Portanto, a ac¸a˜o (2.5) define localmente uma ac¸a˜o global suave
em P . Definimos pi′i : Ui ×G→ Ui como pi′(x, g) = gx. Temos
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Afirmac¸a˜o 2.4. pi′i : Ui × G → Ui e´ uma aplicac¸a˜o quociente para a ac¸a˜o (2.5) e equivariante em
relac¸a˜o a ac¸a˜o • e a ac¸a˜o definida pela restric¸a˜o da ac¸a˜o de G em M .
Demonstrac¸a˜o. Defina Fi : Ui ×G→ Ui ×G como (x, g) 7→ (gx, g−1) e note que F e´ uma involuc¸a˜o e
Fi(q ? (x, g)) = Fi(qx, gq
−1) = (gx, qg−1) = q • (gx, g−1).
Portanto pi ◦ Fi : Ui ×G define localmente um G-fibrado principal com a ac¸a˜o ?, pore´m, pi ◦ Fi = pi′i.
Por outro lado
pi′i(r • (x, g)) = pi′i(x, rg) = rgx = rpi′i(x, g).
Tome x ∈ Ui ∩ Uj e note que
pi′j(x, φij(x)) = φ̂ij(x).
Logo, denotando fφij a aplicac¸a˜o (x, g) 7→ (x, gφ̂ij(x)), o diagrama
Ui ×G
pi′i

(Ui ∩ Uj)×G 
 fφij //? _oo Uj ×G
pi′j

Ui (Ui ∩ Uj)×G 
 φ̂ij //? _oo Uj
e´ comutativo, portanto, a colec¸a˜o {pi′i} define globalmente um G-fibrado principal pi′ : P →M ′ cuja
ac¸a˜o principal e´ a ac¸a˜o ?.
Podemos ainda concluir da demonstrac¸a˜o que
Proposic¸a˜o 2.5. pi′ : P →M ′ e´ o G-fibrado principal com func¸o˜es de transic¸a˜o {φ−1ij } e a inclusa˜o
natural Ui → Ui × {1} ⊂ P sa˜o sec¸o˜es locais de ambos os fibrados P →M e P →M ′.
Um fibrado associado a` uma colec¸a˜o ? visto como uma G×G-variedade sera´ chamado de fibrado ?.
2.3 Aplicac¸o˜es Induzidas
Sejam M e N duas G-variedades diferencia´veis e f : N →M uma aplicac¸a˜o equivariante suave, i. e´.,
uma func¸a˜o suave tal que, para todo (x, g) ∈ N ×G,
f(gx) = gf(x).
Seja {φij} uma colec¸a˜o ? de func¸o˜es de transic¸a˜o em M subordinadas a` cobertura {Ui} e pi : P →M o
fibrado principal induzido por essa colec¸a˜o. Definimos o fibrado induzido pi : f∗P → N como
f∗P = {(x, p) ∈ N × P | f(x) = pi(p)} (2.6)
munido da projec¸a˜o pif : f
∗P → N induzida pela projec¸a˜o na primeira coordenada pif (x, y) = x e a
ac¸a˜o principal r • (x, y) = (x, r • y). Aludimos ao fato de que essa e´ uma variedade diferencia´vel, pore´m,
postergaremos sua demonstrac¸a˜o para o Cap´ıtulo 6. Note que, se f e´ equivariante e P e´ um fibrado
estrela, f∗P admite a seguinte ac¸a˜o:
g ? (x, p) = (gx, g ? p). (2.7)
De fato, essa fo´rmula define uma ac¸a˜o em N × P , pore´m, se (x, p) ∈ f∗P
f(gx) = gf(x) = g ? pi(p) = pi(g ? p),
e, portanto, g ? (x, p) ∈ {(y, q) ∈ N × P | pi(q) = f(y)} = f∗P . Ainda mais
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Proposic¸a˜o 2.6. A colec¸a˜o {φij ◦f : f−1(Ui)∩f−1(Uj)→ G} e´ uma colec¸a˜o ? de func¸o˜es de transic¸a˜o
associada a` cobertura {f−1(Ui)}. Ainda mais, f∗P e´ G×G equivariantemente isomorfo ao fibrado ?
associado a essa colec¸a˜o com ac¸a˜o estrela dada por (2.7).
Demonstrac¸a˜o. Sobre a colec¸a˜o {φij ◦ f}, notamos que Gf−1(Ui) ⊂ f−1(GUi) ⊂ f−1(Ui) e que, para
x ∈ N e g ∈ G,
φij(f(gx)) = φij(gf(x)) = gφij(f(x))g
−1.
O fibrado f∗P e´ identificado localmente com o fibrado estrela de {φij ◦ f} por
(x, g) 7→ (x, (f(x), g)). (2.8)
De fato, note que (2.8) e´ uma aplicac¸a˜o bijetiva G×G-equivariante entre f−1(Ui)×G e pi−1f (f−1(Ui))
com suas respectivas ac¸o˜es. Ainda mais, para fφij como na demonstrac¸a˜o da Proposic¸a˜o 2.3, obtemos o
seguinte diagrama comutativo
f−1(Ui)×G
(2.8) // N × pi−1(Ui)
f−1(Ui) ∩ f−1(Uj)×G
?
OO
_
fφij◦f

N × (pi−1(Ui) ∩ pi−1(Uj))
?
OO
_
id×fφij

f−1(Uj)×G
(2.8) // N × pi−1(Uj)
.
Portanto, a fo´rmula local dada por (2.8) define uma identificac¸a˜o global.
Olhando mais atentamente essa construc¸a˜o, obtemos
Teorema 2.7. Seja f : N →M como acima e
N ′ = ∪
φ̂ij◦ff
−1(Ui).
Enta˜o, pi′f : f
∗P → N ′, a projec¸a˜o definida na demonstrac¸a˜o da Proposic¸a˜o 2.3, e´ um G-fibrado
principal e existe f ′ : N ′ →M ′ tal que os diagramas
f∗P −−−−→ P
pif
y piy
N ′
f ′−−−−→ M ′
e
N
f

f−1(Ui)?
_oo   // N ′
f ′

M Ui?
_oo   // M ′
(2.9)
sa˜o comutativos.
Demonstrac¸a˜o. Note que a definic¸a˜o de fibrado induzido admite uma aplicac¸a˜o natural f∗ : f∗P → P
definida por f∗(x, y) = y. Note que essa aplicac¸a˜o e´ G × G equivariante, pois, pela fo´rmula na
Observac¸a˜o 2.7,
f(g ? ·(x, y)) = f(x, g) ? y) = g ? y = g ? f(x, y).
Logo, f∗ induz uma aplicac¸a˜o equivariante f ′ : N ′ →M ′. Considerando f∗P = ∪f−1(Ui)×G, temos,
pela Proposic¸a˜o 2.5, que um conjunto de sec¸o˜es do fibrado f∗P → N ′ e´ dado por ιi : f−1(Ui) →
f−1(Ui)× {1} ⊂ f∗P . Pela identificac¸a˜o (2.8) temos, para x ∈ f−1(Ui) ⊂ N ′
f ′(x) = pi′f∗(ιi(x)) = pi′f∗(x, (f(x), 1)) = pi′(f(x), 1) = f(x).
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2.4 Exemplos
2.4.1 Esfera de Gromoll-Meyer
Fixe as seguintes ac¸o˜es de S3 em S4 ⊂ R×H e S7 ⊂ H2 respectivamente
q · (λ, x) = (λ, qxq¯); (2.10)
q · (x, y) = (qxq¯, qyq¯). (2.11)
Enta˜o {S4+, S4−}, para S4± como em (1.7), e´ uma cobertura por abertos invariantes e a aplicac¸a˜o de
Hopf, h : S7 → S4, em (1.5) e´ equivariante. Como ja´ demonstrado em (1.16), o fibrado −h : S7 → S4 e´
o fibrado associado a` famı´lia estrela de func¸o˜es de transic¸a˜o {φ+− : S4+ ∩ S4− → S3} definida por
φ+−(λ x) =
x¯
|x| .
Em (−h)−1(S4+), a ac¸a˜o ? e´ dada por
l+
(
λ
gwg¯
, qg¯
)
=
(−g w√
2+2λ
q¯
g
(
1+λ
2
) 1
2 q¯
)
e, como este e´ um aberto denso, a ac¸a˜o ? em S7 se identifica com a seguinte ac¸a˜o
g ? (x, y) = (gx, gy) (2.12)
que e´ equivariante a` (1.8) atrave´s do difeomorfismo(
x
y
)
7→
(
x¯
y¯
)
portanto (S4)′, nesse caso, e´ equivariantemente difeomorfo a` S4 com a ac¸a˜o (2.10).
Em vista do Teorema 2.7, o diagrama (1.6) e´ o diagrama de um fibrado induzido por um fibrado
associado a uma famı´lia ? atrave´s de uma aplicac¸a˜o equivariante sendo (1.10) a ac¸a˜o ?. Em particular,
Proposic¸a˜o 2.8. Sp(2) com a ac¸a˜o (1.10) e´ o fibrado ? h∗S7 → S7, onde S7 e´ visto como o espac¸o
total do fibrado −h : S7 → S4. Ainda mais, a aplicac¸a˜o induzida h′ : (S7)′ → (S4)′ e´ a fibrac¸a˜o
M71,−2 → S4 definida em 1.4.
A variedade M71−2 com a ac¸a˜o de S
3 herdada da construc¸a˜o ? sera´ denotada como Σ7.
2.4.2 Realizac¸a˜o de um difeomorfismo Exo´tico
Antes de continuar com os exemplos, para fim de uso e ilustrac¸a˜o, descreveremos uma relac¸a˜o geome´trica
entre M e M ′. Aqui nos referimos ao Apeˆndice B para a definic¸a˜o de uma me´trica de conexa˜o e a
existeˆncia de uma conexa˜o invariante pela ac¸a˜o ?.
Proposic¸a˜o 2.9. Seja N uma subvariedade G-invariante de M com trivializac¸a˜o Ψ : N ×G→ pi−1(N)
tal que
Ψ(rx, qgr−1) = r ? q •Ψ(x, g). (2.13)
Seja νN o fibrado normal de N munido da ac¸a˜o induzida por G e V (N) uma vizinhanc¸a da sec¸a˜o
zero em νN invariante por essa ac¸a˜o tal que a exponencial restrita a V (N) seja um difeomorfismo em
sua imagem. Denote por V = pi−1(exp(V (N))). Enta˜o pi′|V : V →M ′ e´ a projec¸a˜o de um G-fibrado
principal com imagem equivariantemente difeomorfa a` exp(V (N)).
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A condic¸a˜o (2.13) mostra que a restric¸a˜o do fibrado P → M para N e´ G×G equivariantemente
difeomorfo a` N ×G com ac¸a˜o (2.13). Em particular, a variedade induzida, N ′, e´ equivariantemente
difeomorfa a N . A Proposic¸a˜o 2.9 garante que essa propriedade e´ compartilhada por toda a regia˜o
V (N) enquanto ela satisfazer as condic¸o˜es propostas. Em particular, a condic¸a˜o que a exponencial
induz um difeomorfismo entre V (N) e sua imagem na˜o pode ser removida, mesmo se enfraquecermos a
condic¸a˜o de difeomorfismo para homeomorfismo, como mostra o seguinte exemplo: Seja S7 com a ac¸a˜o
(2.12). Enta˜o, h : S7 → S4 e´ equivariante em relac¸a˜o a ac¸a˜o (2.12) e a ac¸a˜o (2.10). Nessa situac¸a˜o, o
fibrado induzido por h do fibrado ? −h : S7 → S4 se identifica com Sp(2) com a ac¸a˜o ?
q ?
(
a c
b d
)
=
(
qa qc
qb qd
)
.
E o espac¸o quociente de Sp(2) por essa ac¸a˜o e´ conhecido por ser difeomorfo ao fibrado unita´rio de S4
([41]), que tem, por exemplo, o primeiro grupo fundamental na˜o trivial.
Demonstrac¸a˜o. Seja gM uma me´trica G-invariante em M e 〈, 〉 uma me´trica de conexa˜o em P associada
a uma conexa˜o invariante pela ac¸a˜o ?. Nota-se que as me´tricas induzidas em N e νN tambe´m sa˜o
invariantes. Temos
Afirmac¸a˜o 2.10. Se pi(p) = x ∈M enta˜o pi−1(Gx) = (G×G)p.
Demonstrac¸a˜o. Seja x ∈ Ui, um aberto da cobertura que as func¸o˜es de transic¸a˜o de P sa˜o subordinadas.
Enta˜o, pi−1(Gx) = {(gx, q) ∈ pi−1(Ui) | g, q ∈ G} e se p ∈ pi−1(Gx),
p = (gx, q) = (gx, qgg−1) = q • g ? (x, 1),
logo pi−1(Gx) = G×G(x, 1) = G×G(q, g) · p = (G×G)p.
Denote por H′′x ⊂ TxM o subespac¸o ortogonal a` o´rbita Gx e por Lp : TxM → TpP o levantamento
horizontal associado as me´tricas escolhidas. Enta˜o
Afirmac¸a˜o 2.11. Lp(H′′x) ≡ H′′p ⊂ TpP e´ o subespaco ortogonal a` (G×G)p. Ainda mais, a diferencial
da aplicac¸a˜o p 7→ r ? p induz uma isometria H′′p → H′′r?p.
Demonstrac¸a˜o. Pela definic¸a˜o da me´trica 〈, 〉, Lp(TxM) e´ ortogonal a Tp((G × {1})p) e a restric¸a˜o
dpip|L(TxM) : L(TxM) → TxM e´ uma isometria. A afirmac¸a˜o segue ao observar que dpir?p(r ? X) =
rdpip(X) e que dpip|L(TxM).
Afirmac¸a˜o 2.12. Se γ(t) e´ a geode´sica em P com valores in´ıciais γ(0) = p e γ˙(0) = X ∈ H′′p enta˜o
pi(γ(t)) e pi′(γ(t)) sa˜o geode´sicas em M e M ′, respectivamente, com as me´tricas de submersa˜o.
Demonstrac¸a˜o. Com a afirmac¸a˜o anterior em ma˜os, o enunciado e´ uma consequeˆncia do fato que, se
γ(t) e´ uma geode´sica e existe t0 tal que γ˙(t0)⊥Tγ(t0)Gγ(t0) enta˜o γ˙(t)⊥Tγ(t)Gγ(t) para todo t (ver
[3, 20, 38], por exemplo).
Seja Ψ : N × G → pi−1(N) como enunciado. Denotando (v, x) ∈ V (N) como v ∈ νxN e x ∈ N ,
definimos Ψ˜ : V (N)×G→ pi−1(V (N)) como Ψ˜(v, x, g) = expΨ(x,g)(Lv). Temos
Ψ˜(rv, rx, gr−1) = expΨ(rx,gr−1)(L(rv))
= expr?Ψ(x,g)(r ? Lv)
= r ? expΨ(x,g)(Lv)
= g • r ? expΨ(x,1)(Lv) = r ? g • Ψ˜(v, x, 1),
em particular, V (N)′ e´ G-equivariantemente difeomorfo a` V (N).
CAPI´TULO 2. INDUC¸A˜O SOBRE A CONSTRUC¸A˜O DE GROMOLL-MEYER 18
Note que a ac¸a˜o (2.11) fixa os pontos (±1 0), e, portanto, fixa qualquer disco de raio constante
ao redor dos mesmos. Em particular, notando que a me´trica induzida por Sp(2) ⊂ S7 × S7 e´ de
conexa˜o, conclu´ımos que levantamentos horizontais de exp(±1 0) : D
7 → S7 em Sp(2)→ S7 induzem
uma identificac¸a˜o (S7)′ = D7 ∪D7 com a colagem feita pela aplicac¸a˜o adjunta da func¸a˜o de transic¸a˜o
de Sp(2) → S7, obtida pela restric¸a˜o do levantamento de exp(1,0) : ∂D7 → Sp(2) seguindo de uma
trivializac¸a˜o de pr−11 (−1, 0). A qual foi calculada explicitamente em [10]:
Teorema 2.13 ([10]). Seja (p, w) ∈ ImH×H tal que |p|2 + |w|2 = 1. Seja 〈, 〉 a me´trica de Kaluza-Klein
em Sp(2) induzida pela me´trica de curvatura constante igual a 1 em S7 e S3 ⊂ H. Enta˜o a geode´sica
de (Sp(2), 〈, 〉) com dados iniciais
γ(0) =
(
1 0
0 1
)
, γ˙(0) =
(
p −w¯
w 0
)
,
tem a forma
γ(t) =
(
cos(t) + sin(t)p − sin(t)etpw¯
sin(t)w w|w| (cos(t)− sin(t)p)etp w¯|w|
)
,
para w 6= 0 e
γ(t) =
(
cos(t) + sin(t)p 0
0 1
)
,
para w = 0.
Em particular
Corola´rio 2.13.1 ([10]). Seja b : S6 → S3 a aplicac¸a˜o definida por
b(p, w) =
{
w
|w|e
pip w¯
|w| , se w 6= 0
1 , c.c.
Enta˜o b e´ um gerador anal´ıtico de pi6(S
3) e bˆ : S6 → S6 define um gerador do grupo θ7.
Va´rias aplicac¸o˜es dessa fo´rmula foram dadas em [2, 11, 12, 13, 14] e [15], cobriremos a seguir uma
delas. Antes disso, observamos que o Teorema acima admite mais um corola´rio, que na˜o foi explorado
ate´ enta˜o.
Corola´rio 2.13.2. O fibrado pr1 : Sp(2)→ S7 e´ isomorfo a D7×S3∪D7×S3 com func¸a˜o de transic¸a˜o
(x, g) 7→ (x, gb(x)−1)
e projec¸a˜o na primeira coordenada. Ainda mais, a ac¸a˜o (1.10) escreve-se localmente como
(q ? (x, g) = (q · x, gq−1).
Demonstrac¸a˜o. Seja e˜xp+ : ImH × H → Sp(2) a exponencial definida no Torema 2.13. Aludimos ao
fato, referido em [10], que a me´trica nesse Teorema e´ invariante pela ac¸a˜o de Sp(2) em ele mesmo
definida pela multiplicac¸a˜o a esquerda. Em particular, sua exponencial, expSp(2), obedece a seguinte
identidade
exp
Sp(2)
−1 (X) = − expSp(2)1 (−X).
Denote por e˜xp− : ImH×H→ Sp(2) a aplicac¸a˜o e˜xp−(X) = −e˜xp+(−X). Pelo Teorema 2.13 e o que
acabamos de observar, e˜xp± sa˜o exponenciais horizontais seguidas de indentificac¸o˜es de ImH×H com
os respectivos espac¸os horizontais. Em particular, as projec¸o˜es pr1(e˜xp±) sa˜o exponenciais partindo
de polos opostos na esfera redonda, portanto suas restric¸o˜es aos discos fechados de raio pi/2 induzem
(atrave´s de estreitamento de aˆngulos) um difeomorfismo entre D7 ∪D7 → S7.
CAPI´TULO 2. INDUC¸A˜O SOBRE A CONSTRUC¸A˜O DE GROMOLL-MEYER 19
Com as observac¸o˜es acima, podemos concluir a demonstrac¸a˜o atrave´s de um ca´lculo direto. Seja
Ψ± : D7 × S3 → Sp(2) as aplicac¸o˜es definidas por
Ψ±(x, g) = g • e˜xp±(x).
Ainda mais, para x = (piv/2, piw/2) com (v, w) ∈ S6 ⊂ ImH×H, Ψ−(x, 1)−1Ψ+(x, 1) e´ igual a
−
(
cos pi2 − sin pi2 p sin pi2 e−
pi
2 pw¯
− sin pi2w w|w| (cos pi2 + sin pi2 p)e−
pi
2 p w¯|w|
)−1(
cos pi2 + sin
pi
2 p − sin pi2 e
pi
2 pw¯
sin pi2w
w
|w| (cos
pi
2 − sin pi2 p)e
pi
2 p w¯|w|
)
=
( −p w¯
−wepi2 p w|w|e
pi
2 pp w¯|w|
)(
p −epi2 pw¯
w − w|w|pe
pi
2 p w¯|w|
)
=
(
−p2 + |w|2 pepi2 pw¯ − w¯ w|w|pe
pi
2 p w¯|w|
−wepi2 pp+ w|w|pe
pi
2 p w¯|w|w we
pi
2 pw¯ − w|w|e
pi
2 pp2e
pi
2 p w¯|w|
)
=B
Notando que <(p) = 0, conclu´ımos que p2 = −p¯p = −|p|2 = −(1− |w|2), portanto
B =
(
1 0
0 we
pi
2 pw¯ − w|w|pe
pi
2 ppe
pi
2 p w¯|w|
)
=
(
1 0
0 we
pi
2 pw¯ + (1− |w|2) w|w|epip w¯|w|
)
=
(
1 0
0 w|w|e
pip w¯
|w|
)
=
(
1 0
0 b(x)
)
Por outro lado, para esses valores de x
Ψ+(x, g) = g •Ψ+(x, 1) = g • (Ψ−(x, 1)B) = Ψ−(x, 1)
(
1 0
0 b(x)g¯
)
= Ψ−(x, gb(x)−1).
Uma famı´lia Infinita de Esferas de Gromoll-Meyer, [13]
Seja ρk : S
7 → S7 a aplicac¸a˜o definida atrave´s de geode´sicas por(
cos t+ sin tξ
sin tw
)
7→
(
cos kt+ sin ktξ
sin ktw
)
(2.14)
Esta aplicac¸a˜o e´ suave e se identifica a`s poteˆncias dos octonions Ca = H2. De fato, ela envia o instante
t em uma geode´sica com origem em (1 0) ao instante kt na mesma geode´sica, enta˜o boas propriedades
dessas geode´sicas em S7 garantem a diferenciabilidade desta aplicac¸a˜o. Note que ρk e´ equivariante em
relac¸a˜o ao subgrupo de O(8) que fixa (1 0), em particular, e´ equivariante pela ac¸a˜o (2.11). Agora na˜o
falta muito para concluirmos
Proposic¸a˜o 2.14. Dado k ∈ Z, o espac¸o
E10k = {(x y) ∈ S7 × S7 | 〈x, ρk(y)〉H = 0}
admite a seguinte ac¸a˜o de S3
q ?
(
a c
b d
)
=
(
qaq¯ qc
qbq¯ qd
)
,
que tem quociente difeomorfo a` #kM
7
1,−2.
Demonstrac¸a˜o. Nossas observac¸o˜es preliminares mostram que E10k com a ac¸a˜o enunciada e´ o fibrado
induzido ρ∗kSp(2) com ac¸a˜o ? induzida de Sp(2). Considere em E
10
k a me´trica de conexa˜o induzida
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pela me´trica de curvatura 1 em S7 e conexa˜o induzda por ρk. Enta˜o, e´ fa´cil notar que o levantamento
horizontal da exponencial exp(1 0) : R7 → S7 para E10k e´ dada por
γ(t) =
(
cos(t) + sin(t)p − sin(kt)ektpw¯
sin(t)w w|w| (cos(kt)− sin(kt)p)ektp w¯|w|
)
,
para w 6= 0 e
γ(t) =
(
cos(t) + sin(t)p 0
0 1
)
,
para w = 0. Portanto, a func¸a˜o de transic¸a˜o sera´ a k-e´sima poteˆncia de b, i.e´.,
bk(p, w) =
{
w
|w|e
kpip w¯
|w| , se w 6= 0
(−1)k , c.c.
e b̂k = bˆk, como uma conta ra´pida mostra.
2.5 Sobre uma Definic¸a˜o Intrinseca do Fibrado ?
A fim de usar deformac¸o˜es as func¸o˜es de transic¸a˜o, daremos uma noc¸a˜o de isomorfismo para fibrados
estrela.
Definic¸a˜o 2.5.1. Se P, P ′ sa˜o fibrados ? enta˜o P e P ′ sa˜o ditos isomorfos se existe um difeomorfismo
G×G-equivariante entre P e P ′.
E´ de se esperar que, para deformac¸o˜es darem resultados semelhantes, e´ necessa´rio requerir que
preservem a ac¸a˜o. Por isso, introduziremos a noc¸a˜o de homotopia equivariante.
Definic¸a˜o 2.5.2. Sejam f, g : M → N aplicac¸o˜es cont´ınuas entre G-variedades. Enta˜o dizemos
que f e´ equivariantemente homoto´pica a` g se existe aplicac¸a˜o cont´ınua F : M × [0, 1] → N tal que
F (x, 0) = f(x), F (x, 1) = g(x) e, munindo M × [0, 1] com a ac¸a˜o produto entre a ac¸a˜o em M e a trivial,
F e´ equivariante. Se {φij} e {φ′ij} sa˜o duas colec¸o˜es ? de func¸o˜es de transic¸a˜o, elas sera˜o chamadas
equivariantemente homoto´picas se ambas sa˜o subordinadas a mesma cobertura e φij e´ equivariantemente
homoto´pica a φ′ij para todo i e j.
Proposic¸a˜o 2.15. Seja pi : P →M um fibrado ? associado a uma colec¸a˜o {φij} e {φ′ij} uma colec¸a˜o ?
equivariantemente homoto´pica a {φij}. Enta˜o, o fibrado ? pi : P →M e´ isomorfo ao fibrado ? associado
a` {φ′ij}.
Demonstrac¸a˜o. A demonstrac¸a˜o segue da demonstrac¸a˜o da Proposic¸a˜o 1.7 em [23] observando que os
obertos podem ser tomados como invariantes e que os diferomofismos usados sa˜o equivariantes em
relac¸a˜o a ac¸a˜o ? e a ac¸a˜o produto entre a ac¸a˜o nos abertos e a trivial em I.
Corola´rio 2.15.1. Sejam {φij} e {φ′ij} colec¸o˜es ? equivariantemente homoto´picas. Enta˜o,
M ′ = ∪
φ̂ij
Ui = ∪φ̂′ijUi,
onde a igualdade representa difeomorfismo equivariante.
Corola´rio 2.15.2. Se {φij} e´ uma famı´lia ? de func¸o˜es cont´ınuas, enta˜o existe uma u´nica estrutura
diferencia´vel e ac¸a˜o suave de G em M ′ tal que, para qualquer famı´lia {φ′ij} suave equivariantemente
homoto´pica a {φij}, M ′ e´ equivariantemente difeomorfo a` ∪φ̂′ijUi.
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Demonstrac¸a˜o. Nos referimos a` [5] para o fato de que, dada uma aplicac¸a˜o equivariante cont´ınua
f : M → N entre G-variedades, que e´ diferencia´vel em uma vizinhanc¸a aberta de um subespac¸o A ⊂M ,
sempre existe uma aplicac¸a˜o suave e equivariante C0-pro´xima equivariantemente homto´pica a f . Ainda
mais, a homotopia pode ser escolhida para preservar a restric¸a˜o f |A. Com esse resultado, dadas φ′ij
e φ′′ij , duas aproximac¸o˜es equivariantes de φij , enta˜o sempre existe Fij : Ui ∩ Uj × [0, 1] → G, uma
homotopia equivariante entre elas. O resultado segue por observarmos que podemos substituir Fij por
homotopias suaves ja´ que podemos assumir que Fij na˜o depende da varia´vel temporal pro´ximo a 0 e 1.
O que nos permite tomar A como Ui ∩ Uj × {0, 1}.
Note que o corola´rio acima nos permite falar de uma u´nica estrutura diferencia´vel em M ′ sem
assumir qualquer diferenciabilidade das aplicac¸o˜es φij . Isso na˜o continua sendo verdade caso a
exigeˆncia de equivariaˆncia sobre a homotopia seja abandonada, como mostra a de´cima segunda poteˆncia
de b : S6 → S3 (Corola´rio 2.13.1): sabe-se que pi6S3 ∼= Z12 ([50]), portanto, b12 : S6 → S3 e´
homotopicamente nula, mas, bˆ12 define uma esfera na˜o difeomorfa a padra˜o ([13]). A situac¸a˜o geral e´
descrita pelo seguinte:
Corola´rio 2.15.3. Seja G um grupo de Lie agindo em M . Denote por [M,G]G o grupo de classes
de equivaleˆncias de homotopias G-equivariantes de aplicac¸o˜es G-equivariantes entre M e G com a
multiplicac¸a˜o dada ponto-a-ponto e D˜iff
G
(M) o grupo de classes de G-isotopias de difeomorfismos
G-equivariantes de M com a operac¸a˜o de composic¸a˜o. Enta˜o, a seguinte aplicac¸a˜o e´ um homomorfismo
DR : [M,G]G → D˜iffG(M) (2.15)
b 7→ [bˆ−1]. (2.16)
Ainda mais, se N e´ outra G-variedade e f : N →M e´ uma aplicac¸a˜o G-equivariante, enta˜o a seguinte
aplicac¸a˜o e´ um homomorfismo
fDR : [M,G]G → [N,G]G
b 7→ b ◦ f.
Aqui DR denota Dura´n-Rigas, em refereˆncia a [14], onde foi observado como tal obstruc¸a˜o mostra
que b12 na˜o e´ equivariantemente homoto´picamente nulo.
A mesma ide´ia pode ser usada para construir um invariante para aplicac¸a˜o entre G-variedades M e
N , desde que a contradomı´nio esteja equipado com um fibrado estrela. Com efeito, considere MG, o
conjunto de classes de G-variedades suaves e, segundo a Proposic¸a˜o 2.15,
Corola´rio 2.15.4. Existe uma aplicac¸a˜o:
D˜R : [N,M ]G →MG
[f ] 7→
[
f∗N
G
]
Em particular, se D˜R([f ]) 6= N , f na˜o e´ uma aplicac¸a˜o G-equivariantemente homotopicamente nula.
Demonstrac¸a˜o. A u´ltima afirmac¸a˜o decorre do fato que, se f for G-equivariantemente homotopicamente
nula, f∗P e´ G ×G-equivariantemente difeomorfa a f∗0P , onde a imagem de f0 e´ um ponto x0 ∈ U0.
Nesse caso f−10 (Ui) = N se i = 0 ou ∅, portanto, f∗0P e´ exatamente f−10 (U0) × G = N × G com as
ac¸o˜es dadas como em (2.5), em particular, N ′ e´ equivariantemente difeomorfo a N como observado na
Proposic¸a˜o 2.5.
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2.6 A Construc¸a˜o Bilinear de Milnor
Sejam k, l > 0 e
α : Sk → SO(l + 1), β : Sl → SO(k + 1). (2.17)
aplicac¸o˜es suaves. Observamos que as aplicac¸o˜es fα, fβ : S
k × Sl → Sk × Sl definidas por fα(x, y) =
(x, α(x)y) e fβ(x, y) = (β(y)x, y) definem difeomorfismos, pois sa˜o suaves e com inversas fα−1 e fβ−1 ,
respectivamente, onde α−1(x) = α(x)−1. Enta˜o definimos Σ(α, β) como a variedade obtida por suavizar
os aˆngulos de
Dk+1 × Sl ←↩ Sk × Sl
f−1β fα
↪→ Sk ×Dl+1. (2.18)
Denotaremos por
sm : SO(k)→ SO(k +m)
a inclusa˜o definida por adicionar uma matriz identidade de comprimento m na diagoonal inferior.
Tambe´m denotaremos s quando m e´ subentendido ou para a aplicac¸a˜o de estabilizac¸a˜o s : SO(m)→ SO.
Teorema 2.16 ([33]). A variedade diferencial Σ(α, β) so´ depende das classes de homotopia de α e β.
Ainda mais, para β : Sl → SO(k), a aplicac¸a˜o (α, s1β) 7→ Σ(α, s1β) induz uma aplicac¸a˜o
σ˜k,l : pikSO(l + 1)× pilSO(k) 7→ θk+l+1 (2.19)
e a composic¸a˜o σ˜k,l ◦ s1 × s1 = σk,l e´ um par bilinear:
σk,l : pikSO(l)⊗ pilSO(k) 7→ θk+l+1. (2.20)
Demonstrac¸a˜o. Segundo o Teorema A.1, basta provarmos que, para aplicac¸o˜es homoto´picas β e β′, os
difeomorfismos f−1β fα e f
−1
β′ fα sa˜o isoto´picos e o ana´logo para α. De fato, seja βt :: S
l → SO(k + 1)
uma homotopia entre e β e β′, enta˜o, fβt e´ diferencia´vel com inversa fβ−1t . Portanto fβ−1t fα e´ uma
isotopia como a desejada. O caso de α segue ana´logamente.
O fato de que Σ(α, β) e´ uma esfera segue do Teorema 1.1, assim que demonstrarmos que Σ(α, β)
satisfaz suas hipoteses. Concluiremos tal demonstrac¸a˜o em duas etapas e denotaremos Σ(α, β) = Σ ate´
o final da demonstrac¸a˜o. Usaremos, ao longo do texto, o seguinte lema
Lema 2.17. Sejam ψ,F,H : Sk × Sl → Sk × Sl difeomorfismos tal que existem difeomorfismos
F˜ : Dk+1 × Sl → Dk+1 × Sl e H˜ : Sk ×Dl+1 → Sk ×Dl+1 que estendam F e H. Enta˜o,
Dk+1 × Sl ∪ψF Sk ×Dl+1 ≡ Dk+1 × Sl ∪ψ Sk ×Dl+1,
e
Dk+1 × Sl ∪Hψ Sk ×Dl+1 ≡ Dk+1 × Sl ∪ψ Sk ×Dl+1.
Demonstrac¸a˜o. Segue da comutatividade dos seguintes diagramas
Dk+1 × Sl F˜ // Dk+1 × Sl
Sk × Sl
?
OO
_
ψF

Sk × Sl
?
OO
_
ψ

Sk ×Dl+1 id // Sk ×Dl+1
Dk+1 × Sl id // Dk+1 × Sl
Sk × Sl
?
OO
_
Hψ

Sk × Sl
?
OO
_
ψ

Sk ×Dl+1 H˜
−1
// Sk ×Dl+1
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Afirmac¸a˜o 2.18. Σ e´ simplesmente conexa.
Demonstrac¸a˜o. Suponha que l = 1. Enta˜o, α : Sk → SO(l) = SO(1) = {1}, portanto, f−1β fα = fβ , logo,
pelo Lema 2.17 Σ(α, β) = Sk+2. Suponha enta˜o que k = 1 e l > 1 enta˜o β : Sl → SO(k+ 1) = SO(2) e´
homotopicamente nula, portanto f−1β fα e´ isoto´pica a` fα e segue que Σ = S
l+1 pelo Lema 2.17. Suponha
enta˜o k, l > 1. Enta˜o Sk ×Dl+1 e Dk+1 × Sl sa˜o simplesmente conexos e uma versa˜o fraca do Teorema
de Van-Kampen ([22]) garante que Σ(α, β) e´ simplesmente conexa.
Afirmac¸a˜o 2.19. Hi(Σ) = 0 para i 6= 0, k + l + 1.
Demonstrac¸a˜o. Pela afirmac¸a˜o anterior so´ precisamos considerar o caso em que k, l > 1, ainda mais
a mesma afirmac¸a˜o junto ao Teorema de Hurewicz ([22]) garante que ainda nesse caso H1(Σ) = 0 .
Considere a sequeˆncia de Meyers-Vietoris ([22]) para i 6= 1:
· · · → Hi(Dk+1 × Sl ∩ Sk ×Dl+1)→ Hi(Dk+1 × Sl)⊕Hi(Sk ×Dl+1)→ Hi(Σ)→ . . .
Note queDk+1×Sl e´ homotopicamente equivalente a` Sl, Sk×Dl+1 a` Sk eDk+1×Sl∩Sk×Dl+1 = Sk×Sl
com os mergulhos
Dk+1 × Sk ←↩ Sk × Sl
f−1β fα
↪→ Sk ×Dl+1
Temos,
Hi(S
k × Sl)→ Hi(Sl)⊕Hi(Sk)→ Hi(Σ)→ Hi−1(Sk × Sl)→ · · ·
Os morfismos Hi(S
k × Sl)→ Hi(Sl) e Hi(Sk × Sl)→ Hi(Sk) sa˜o induzidos pelas aplicac¸o˜es
k1 : (x, y) 7→ (x, y) 7→ y
k2 : (x, y) 7→ f−1β fα(x, y) 7→ β(α(x)y)−1x.
Nota-se ainda que
1. y 7→ k1(x0, y) induz um isomorfismo H∗(Sl)→ H∗(Sl) para todo x0 ∈ Sk;
2. tomando y0 ∈ Sl um ponto fixado por SO(l), x 7→ k2(x, y0) = β(α(x)y0)x = x induz isomorfismo
H∗(Sk)→ S∗(Sk);
3. x 7→ (x, y0) ∈ Dk+1 × Sl e y 7→ f−1β fα(x0, y) ∈ Sk ×Dl+1 sa˜o homotopicamente nulos, ja´ que
tem imagens em discos, que sa˜o homotopicamente triviais.
Por outro lado, a fo´rmula de produto de Ku¨nneth ([22]) garante que Hi(S
k × Sl) e´ isomorfo a`
Hi(S
k) × Hi(Sl) atrave´s das aplicac¸o˜es induzidas pelas incluso˜es x 7→ (x, y0) e y 7→ (x0, y), para
quaisquer pontos x0 ∈ Sk e y0 ∈ Sl, salvo os casos i = 0, k + l + 1. Portanto os itens 1-3 nos garante
que as setas Hi(S
k × Sl) → Hi(Sk) × Hi(Sl) sa˜o isomorfismos para i 6= 0, k + l + 1, logo, Hi(Σ),
2 ≤ i < k + l encontra-se entre dois isomorfismos e portanto e´ nulo. Ainda mais, temos
Hk+l+1(S
l)×Hk+l+1(Sk)→ Hk+l+1(Σ)→ Hk+l(Sk × Sl)→ Hk+l(Sl)×Hk+l(Sk)
e como, Hk+l+1(S
l) = Hk+l+1(S
k) = Hk+l(S
l) = Hk+l(S
k) = 0, Hk+l+1(Σ) ∼= Hk+l(Sk × Sl) ∼= Z; e
Hk+l(S
l)×Hk+l(Sk)→ Hk+l(Σ)→ Hk+l−1(Sk × Sl)
∼=→ Hk+l−1(Sl)×Hk+l−1(Sk),
Hk+l(Σ) = 0. O u´ltimo grupo faltando e´ H0(Σ), pore´m Σ e´ conexa e, portanto, esse tem que ser o
grupo livre em uma varia´vel, Z.
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Fixe G, um grupo de Lie, e ac¸o˜es de G em Sk e Sl que preservem as me´tricas de curvatura constante
em ambas as esferas. Sejam a : Sk → G e b : Sl → G aplicac¸o˜es cont´ınuas que satisfazem a condic¸a˜o
(2.2) e considere Sk+1 ⊂ R × Rk+1 equipada com a suspensa˜o da ac¸a˜o de G em Sk induzida por
s1 : SO(k + 1)→ SO(k + 2). Considere ainda Sn ⊂ Rk+1 × Rl+1 e Jβ : Sn → Sk+1 como:
Jβ(x y) = β
( y
|y|
)
exp(1 0)(pix). (2.21)
Seja pi : P → Sk+1 o fibrado ? definido por α e P1 → Sn o fibrado induzido por Jβ, Jβ∗P → Sn.
Note que Jβ e´ equivariante e, portanto, P1 → Sn e´ tambe´m um fibrado ?. Temos
Teorema 2.20. O quociente de P1 pela ac¸a˜o ? e´ difeomorfa a Σ(α, β).
Demonstrac¸a˜o. Dividiremos a demonstrac¸a˜o em duas partes, como segue abaixo.
Afirmac¸a˜o 2.21. P1 → Sn e´ isomorfo ao fibrado ? definido por r : Sk × Sl → G, onde r(x, y) =
β(y)α(x)β(y)−1.
Demonstrac¸a˜o. Recorde que o fibrado P pode ser constru´ıdo como o fibrado ? associado a` famı´lia
{α′ : Sk+1+ ∩ Sk+1− → G}, onde Sk+1± e´ o complemento de ∓(1 0) em Sk+1 e α′(λ x) = α(x/|x|). Enta˜o,
Jβ−1(Sk+1+ ) = {(x, y) ∈ Sk+1 | |x| < 1} e Jβ−1(Sk+1− ) = {(x, y) ∈ Sk+1 | |x| > 0}. Subespac¸os que se
identificam, respectivamente, a Dk+1 × Sl e Sk ×Dl+1, com intersec¸a˜o difeomorfa a` Sk × Sl × (0, 1).
Segundo a Proposic¸a˜o 2.6, P1 → Sn e´ o fibrado ? associado a esses abertos acima apo´s a identificac¸a˜o e
com a func¸a˜o de transic¸a˜o α ◦ Jβ|Sk×Sl×(0,1) : Sk × Sl × (0, 1)→ G definida por
α ◦ Jβ(x, y, λ) = α
(
β(y) exp(1 0)(piλx)
)
= β(y)α′(exp(1 0) piλx)β(y)
−1
= β(y)α(x)β(y)−1.
Lema 2.22. Para r como na Afirmac¸a˜o 2.21
Dk+1 × Sl ∪ Sk ×Dl+1 = Σ(α, β)
Demonstrac¸a˜o. Note que
rˆ = f−1β (id× βˆ−1)fα(αˆ× id)fβ(id× βˆ)
= f−1β (αˆ× βˆ−1)fα ◦ fβ(id× βˆ)
onde a igualdade vale, pois fα(αˆ× id) = (αˆ× id)fα, analogamente para β. O Lema 2.17 garante que a
esfera e´ difeomorfa a` esfera colada por f−1β (αˆ× βˆ−1)fα. Pore´m,
f−1β (αˆ× βˆ−1)fα = f−1β (αˆ× id)fβ ◦ f−1β fα ◦ f−1α (id× βˆ−1)fα.
Nota-se que o difeomorfismo desejado e´ o termo do meio, para os outros dois termos, temos,
Lema 2.23. Seja G um grupo de Lie compacto agindo atrave´s de isometrias em Sk, φ : Sk → Sk um
difeomorfismo G-equivariante e β : Sl → G. Enta˜o,
fβ ◦ (φ× id) = (φ× id) ◦ fβ .
Demonstrac¸a˜o. Seja (x, y) ∈ Sk × Sl, enta˜o
(φ× id)fβ(x, y) = (φ(β(y) · x), y) = (β(y)φ(x), y) = fβ(φ× id).
E mais uma aplicac¸a˜o do Lema 2.17 prova o desejado.
Cap´ıtulo 3
Realizac¸o˜es Geome´tricas de Esferas
que na˜o sa˜o Bordos de Variedades
Paraleliza´veis
Apresentaremos neste cap´ıtulo como construir alguns elementos em Θ∗ fora do nu´cleo de KM . Para
isso definimos, seguindo [44], um novo par bilinear
P : pi′n−1(SO(m))× pim−1(SO(n))→ p˜iSn+m−1 (3.1)
e provamos a comutatividade do seguinte diagrama
pi′n−1(SO(m))× pim−1(SO(n)) σ //
P
))SSS
SSSS
SSSS
SSSS
S Θ
n+m−1
KM

p˜iSn+m−1
(3.2)
onde denotamos pi′n−1(SO(m)) o nu´cleo da aplicac¸a˜o s : pin−1(SO(m))→ pin−1(SO). Seguiremos [44]
para tais fins e em seguida faremos aplicac¸o˜es aos resultados do u´ltimo cap´ıtulo.
Denotaremos por ⊕ a soma de Whitney entre fibrados, nos referindo a [23] para a definic¸a˜o.
3.1 Fibrados Estavelmente Triviais sobre Esferas
Seja ξ ↓M um fibrado de m-planos sobre Mn. Denote por pi : S(ξ)→Mn o fibrado de esferas de ξ.
Exise um isomorfismo canoˆnico
⊕ V(S(ξ)) ∼= pi∗ξ
onde  denota o fibrado trivial 1-dimensional e V denota o subfibrado constituido pelos vetores tangentes
as fibras.
Nota-se enta˜o que, se existe k > 0 tal que TM ⊕ k ∼= n+k, enta˜o
TS(ξ)⊕ k+1 = (pi ∗ TM ⊕ k)⊕ (V (S(ξ))⊕ ) ∼= pi∗ξ ⊕ n+k.
Logo, nesse caso, existe l ≥ 0 tal que TS(ξ)⊕ l e´ trivial se e somente se existe l′ ≥ 0 tal que ξ ⊕ l′ o
seja. Se M ou ξ possuem essas propriedades, os chamamos de variedade estavelmente trivial ou fibrado
estavelmente triviais. Ja´ podemos deduzir que
Proposic¸a˜o 3.1. Se M = Sn e´ uma variedade estavelmente trivial enta˜o S(ξ) e´ uma variedade
estavelmente trivial se e somente se ξ e´ um fibrado estavelmente trivial.
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O interesse em uma variedade com essa propriedade e´ a possibilidade de construir uma aplicac¸a˜o do
tipo Thom-Pontrjagyn como na sec¸a˜o 1.2. Com efeito,
Lema 3.2. Seja Mn uma variedade suave. Enta˜o, existe N > 0 e um mergulho i : Mn → RN com
fibrado normal trivial se e somente se Mn e´ estavelmente paraleliza´vel.
Demonstrac¸a˜o. Suponha que existe mergulho i : M → RN com fibrado normal trivial. Enta˜o
N = i∗TRN = νM ⊕ TM ∼= N−n ⊕ TM.
E nos referimos a [29] para a demonstrac¸a˜o da outra direc¸a˜o.
Nota-se que, se i : Mn → RN e´ um mergulho com fibrado normal trivial, enta˜o, dada uma
trivializac¸a˜o F ′ : M × RN → TMN−n, existe uma trivializac¸a˜o F : M × RN−n → νM dada por
(x, v) 7→ F ′−1(ζ(x), v), atrave´s da identificac¸a˜o M × RN com i∗TRN , denotamos por ζ : M → TM a
sec¸a˜o zero.
Uma trivializac¸a˜o de TSn ⊕ 1 e´ obtida pelo mergulho padra˜o Sn ⊂ Rn+1, a qual e´ descrita da
seguinte forma: considere Sn como o subespac¸o de vetores unita´rios em Rn+1 e
TSn = {(x, v) ∈ Rn+1 × Rn+1 | x ∈ Sn e v⊥x} ⊂ Rn+1 × Rn+1
Enta˜o definimos FSn : Sn × Rn+1 → TSn ⊕  como
(x, v) 7→ ((x, v − 〈x, v〉x), 〈x, v〉). (3.3)
Se ξ ↓ Sn admite uma trivializac¸a˜o Φ : Sn × Rm+k → ξ ⊕ k, conseguimos uma trivializac¸a˜o de
TS(ξ) atrave´s das identificac¸o˜es
TS(ξ)⊕ k+1 ∼= pi∗TSn ⊕ (pi∗ξ ⊕ k) ∼= pi∗TSn ⊕ m+k ∼= (TSn ⊕ )⊕ m+k−1 ∼= n+m+k (3.4)
obtidas atrave´s das trivializac¸o˜es supracitadas e da identidade pi∗ξ ⊕ k ∼= pi∗(ξ ⊕ k). Sempre que
na˜o houver confusa˜o, denotaremos por Φ tambe´m a trivializac¸a˜o Φ : S(ξ)× Rn+m+k → TS(ξ)⊕ k+1
definida por (3.4).
Denotaremos por pi : D(ξ)→ Sn o fibrado de discos associado a` ξ ↓ Sn. Note que
TD(ξ) ∼= pi∗TSn ⊕ pi∗ξ.
Portanto uma trivializac¸a˜o Φ como acima induz uma trivializac¸a˜o Φ˜ : D(ξ) × Rn+m+k → TD(ξ).
Fixando um vetor normal a` ∂D(ξ), conclu´ımos que Φ˜|S(ξ)×Rn+m+k = Φ. Em particular,
Lema 3.3. Seja i : S(ξ) ↪→ RN um mergulho que se extende a um mergulho de D(ξ) com fibrado
normal trivializado por Φ˜. Enta˜o,
[t(S(ξ), i,Φ)] = 0 ∈ piSn+m.
A partir de agora, dado um mergulho i : M → RN com fibrado normal trivializado por F ,
denotaremos a classe de homootopia de t(M, i,F) em piSn por [M,F ].
3.1.1 Reparametrizando Trivializac¸o˜es
Seja ξ ↓Mn um fibrado de m-planos trivial e Φ : M ×Rm → ξ uma trivializac¸a˜o. Seja α : M → SO(m)
uma aplicac¸a˜o cont´ınua, enta˜o definimos Φα : M × Rm → ξ como
(x, v) 7→ ⊕(x, α(x)v).
Denote por (ξ,Φ), um fibrado estavelmente trivial ξ e uma trivializac¸a˜o de ξ ⊕ k com k grande.
Suponha daqui em diante que Mn = Sn.
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Proposic¸a˜o 3.4. Sejam (ξ,Φ) como acima e α, α′ : S(ξ)→ SO(N). Suponha que α ◦ i e´ homoto´pico
a α′ ◦ i, onde i : Sm−1 → S(ξ) e´ a inclusa˜o de alguma fibra. Enta˜o [S(ξ),Φα] = [S(ξ),Φα′ ] mo´dulo
algum elemento na imagem de J .
Demonstrac¸a˜o. Note que se colapsarmos uma fibra de S(ξ) adquirimos um espac¸o topolo´gico homo-
topicamente equivalente a Sn ∨ Sn+m−1. Ainda mais, Sm−1 → S(ξ)→ S(ξ)/Sm−1 e´ uma cofibrac¸a˜o e
vale o seguinte diagrama homotopicamente comutativo ([44] ou [24])
Sn+m−1
S(ξ)
j //
c
99ssssssssss
pi
%%LL
LLL
LLL
LL
S(ξ)/Sm−1 h // Sn+m−1 ∨ Sn
ggPPPPPPPPPPPP
vvnnn
nnn
nnn
nnn
nn
Sn
(3.5)
onde c e´ dado por colapsar o complementar de um disco a` um ponto, h e´ a equivalencia homoto´pica e
as setas na˜o nominadas sa˜o as projec¸o˜es o´bvias.
Portanto, se as classes de homotopias de αi e α′i sa˜o iguais, existem u : Sn+m−1 → SO(N) e
b : Sn → SO(N) tal que α− α′ = u ◦ c+ b ◦ pi. Portanto
[S(ξ),Φα] = [S(ξ),Φα′+u◦c+b◦pi] = [S(ξ),Φα′+b◦pi] + [Sn+m−1,Φu◦c]
e conclu´ımos a demonstrac¸a˜o com o pro´ximo lema, cuja demonstrac¸a˜o encontra-se em [1]:
Lema 3.5. Seja i : Mn → Rn+k um mergulho com fibrado normal trivializado por F . Sejam
b : Sd → SO(k) e pi : M → Sd aplicac¸o˜es cont´ınuas e d > n/2. Enta˜o [M,F ] = [M,Fb◦pi] mo´dulo a
imagem de J .
Enunciamos ainda o resultado seguinte, referindo-nos a [44] para a demonstrac¸a˜o
Proposic¸a˜o 3.6. Seja S(ξ),Φ como acima e n 6= m + 1. Enta˜o, se α : Sm−1 → SO(N) e´ uma
aplicac¸a˜o cont´ınua, existe α˜ : S(ξ)→ SO(N) tal que a restric¸a˜o de α˜ a uma fibra e´ homoto´pica a α.
Com esse resultado em ma˜os, podemos definir a aplicac¸a˜o enunciada no in´ıcio do cap´ıtulo.
Corola´rio 3.6.1. Para todo m < n, existe uma aplicac¸a˜o P : pi′n−1(SO(m))×pim−1(SO(n))→ p˜iSn+m−1
definida por
P(β, α) = [S(β),Φα˜]
onde S(β) denota o fibrado de m-planos sobre Sn com func¸a˜o de transic¸a˜o β, α˜ e´ o elmento garantido
na Proposic¸a˜o 3.6 e pi′n−1SO(m) e´ como no in´ıcio do cap´ıtulo.
Demonstrac¸a˜o. Basta notarmos que qualquer classe de homotopia do grupo esta´vel pim−1SO pode ser
representada por uma classe em pim−1SO(n), ja´ que m < n. A boa definic¸a˜o de P segue da Proposic¸a˜o
3.4 e do Lema 3.5.
3.2 Relac¸o˜es com o par de Milnor
O par de milnor pode ser realizado da seguinte forma: sejam D(a) e D(b) os fibrados de discos com
func¸o˜es caracter´ısticas a e b, respectivamente. Considere-os como se segue:
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D(a) = Dk+1 ×Dl+1 Dk+1 ×Dl+1
Sk ×Dl+1
jjUUUUUUU
aˆ
44iiiiiii
(3.6)
D(b) = Dk+1 ×Dl+1 Dk+1 ×Dl+1
Dk+1 × Sl
44iiiiiii
bˆjjUUUUUUU
(3.7)
Onde aˆ e bˆ sa˜o os difeomorfismos de Sk × Sl definidos por
aˆ(x, y) = (x, a(x)y), bˆ(x, y) = (b(y)x, y). (3.8)
Identificando o termo a` extrema direita no primeiro diagrama com o da extrema esquerda do segundo
temos
Dk+1 ×Dl+1 Dk+1 ×Dl+1 Dk+1 ×Dl+1
Sk ×Dl+1
jjUUUUUUU
aˆ
44iiiiiii
Dk+1 × Sl
44iiiiiii
bˆjjUUUUUUU
Sk × Sl
jjUUUUUUUU
bˆ−1aˆ
44iiiiiiii
(3.9)
O bordo da variedade obtida suavizando os aˆngulos no diagrama acima e´
Dk+1 × Sl Sk ×Dl+1
Sk × Sl
55kkkkkkk
bˆ−1aˆiiTTTTTTT
(3.10)
Denotaremos como E(a, b) a variedade definida por (3.9) e notamos que ∂E(a, b) = Σ(a, b).
3.2.1 Cirurgia na presenc¸a de uma Trivializac¸a˜o
Considere a : Sn−1 → SO(m) uma aplicac¸a˜o suave, tal que a inclusa˜o canoˆnica s(a) : Sn−1 → SO(N−n)
seja homotopicamente nula, para algum N > n. Ou seja, o fibrado ξa ↓ Sn definido pela func¸a˜o de
transic¸a˜o a e´ estavelmente trivial. Fixe uma trivializac¸a˜o Φ de ξa e sua trivializac¸a˜o correspondente em
TS(ξa), tambe´m denotada por Φ. Seja i : S
m−1 → S(ξa) a inclusa˜o de uma fibra, b˜ : S(ξa)→ SO(N)
uma aplicac¸a˜o cont´ınua e b = b˜i.
Temos por objetivo estudar o resultado da cirurgia realizada em i, como em [29], e com isso
demonstrar a comutatividade do diagrama (3.2). Enunciamos o Teorema como o seguinte
Teorema 3.7. Seja α ∈ pi′n−1SO(m) e β ∈ pim−1SO(n), enta˜o
P(α, β) = KM(Σ(α, β)).
Usando a construc¸a˜o de Thom-Pontrjagyn e manipulac¸o˜es padro˜es, o resultado fica demonstrado ao
demonstrarmos o seguinte
Proposic¸a˜o 3.8. Sejam a e b representantes de α e β, respectivamente. Enta˜o, existe uma variedade
Wn+m e uma trivializac¸a˜o F : W×RN → TW⊕N−n−m tal que ∂W = S(ξa)∪−Σ(a, b) e F|S(ξa) = Φβ.
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Demonstrac¸a˜o. Esse e´ um procedimento padra˜o no contexto de cirurgias e o faremos em detalhes aqui.
Comec¸amos considerando a variedade S(ξa)× I, onde I e´ o interval [0, 1]. Notamos que, escolhida uma
orientac¸a˜o ν em S(ξa), a orientac¸a˜o ν × dt induz orientac¸o˜es opostas nas extremidades S(ξa)× {0} e
S(ξa)×{1} (aqui seguimos a convenc¸a˜o que a orientac¸a˜o induzida no bordo e´ aquela que seguida do vetor
que olha para dentro coincide com a orientac¸a˜o do abmiente). Denotamos ∂S(ξa)× I = S(ξa)∪−S(ξa).
Formamos a variedade W pelo estreitamento dos aˆngulos de
S(ξa)× [0, 1]←↩ Dn × Sm−1 i˜bˆ↪→ Dn ×Dm (3.11)
onde i˜ e´ a inclusa˜o de uma vizinhanc¸a tubular de uma fibra em S(ξa)×{1} e bˆ e´ como em (3.7). Nota-se
ainda que a extremidade direita e´ identica ao diagrama (3.9). Portanto temos que ∂W = S(ξa)∪−Σ(a, b)
e nos falta somente construir uma trivializac¸a˜o como a enunciada.
Para isso, consideraremos somente a trivializac¸a˜o no fibrado tangente esta´vel TW ⊕ k para algum
k como nos permite as observac¸o˜es feitas na sec¸a˜o anterior ou [29]. Considere, primeiramente, uma
trivializac¸a˜o esta´vel Φb˜, induzida por uma trivializac¸a˜o esta´vel de ξa reparametrizada por um elemento
b˜ tal que b˜i = b. Extenda essa trivializac¸a˜o para uma trivializac¸a˜o F− em S(ξa)× [0, 1) e considere em
Dn ×Dm a trivializac¸a˜o padra˜o F0. Note que, para (x, v) ∈ Dn × Sm−1,
F−(x, v) = F0(b(v)x, v)
portanto, apo´s suavizar os aˆngulos de (3.11), podemos considerar uma trivializac¸a˜o cont´ınua F :
W × RN → TW tal que F|S(ξa)×[0,1−ε) = (F−)|S(ξa)×[0,1−ε) e F|Dn×Dn1/2 = F0, onde denotamos por
Dm1/2 o disco de raio 1/2 em D
m. Como F e´ exatamente Φb seguido de dt em S(ξa)×{0}, um mergulho
j : W ↪→ [0, 1]× RN ′ levando as extremidades de W para as extremidades de [0, 1]× RN ′ induz uma
homotopia entre uma aplicac¸a˜o do tipo t(S(ξa), j
′,Φb) e uma aplicac¸a˜o do tipo t(Σ(a, b), j′′,F ′), como
desejado.
3.3 Realizac¸a˜o de Elementos Na˜o-triviais em p˜iS∗
Seja α ∈ pip+hSp, β ∈ piq+kSk e γ ∈ pir+lSl. Suponha que as suspenso˜es Ek+lα ◦Ep+h+lβ e Ep+h+lβ ◦
Ep+h+q+kγ sa˜o homotopicamente nulos e com homotopias A e B dessas aplicac¸o˜es para a constante.
Enta˜o, pode-se considerar uma aplicac¸a˜o de Sp+h+q+k+l+1 para Sp+h+k+l tomando A como uma
aplicac¸a˜o do hemisfe´rio superior da esfera e B do hemisfe´rio inferior. Denotaremos por T (α, β, γ) o
cojunto de todas as aplicac¸o˜es desse tipo.
O conjunto T (α, β, γ) acima se identifica, a menos do sinal, com o conjunto dos pareˆnteses de Toda
([22, 28]), do qual na˜o iremos tratar. Ao inve´s disso, usaremos dessa construc¸a˜o para calcular alguns
elementos na imagem de P usando alguns dos resultados enunciados em [44] ou [1].
Sejam α′ ∈ pihSO(p), β′ ∈ piqSO(k) e γ′ ∈ pirSO(l) tal que α = Jα′,β = Jβ′ e γ = Jγ′ satisfazendo
as mesmas condic¸o˜es de α, β e γ acima. Enta˜o,
Proposic¸a˜o 3.9. Existe elemento ξ na imagem de J tal que [S(〈α′, β′〉),Φγ′ ] − ξ ∈ T (α, β, γ),
onde 〈α′, β′〉 : Sh+q → SO(max{p, k}) e´ o produto de Samelson de α′ e β′ definido por (x, y) 7→
α′(x)β′(y)α′(x)−1β′(y)−1 onde assumimos que α′(∗) = β′(∗) = id, onde ∗ denota um ponto distingu´ıdo
e tomamos Sh+q = Sh × Sq/(Sh × {∗} ∪ {∗} × Sq).
Demonstrac¸a˜o. Considere δ : Sl → SO(k) uma aplicac¸a˜o diferencia´vel e fδ : Sk × Dl+1 ↪→ RN um
mergulho tal que fδ(x, y) = (x, δ(x)y) em S
k × Sl, denotamos fδ(Sk × Dl+1) = Vδ. Considere a
trivializac¸a˜o de TSk ⊕ r × TSl ⊕ r′ definidas pelas aplicac¸o˜es α′ e β′ seguidas de incluso˜es do tipo
SO(k) ⊂ SO(k + 1).
Afirmac¸a˜o 3.10. Se k > l enta˜o a trivializac¸a˜o acima se extende para uma trivializac¸a˜o do fibrado
esta´vel de Vδ.
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Demonstrac¸a˜o. Primeiro notamos que o trivializac¸a˜o induzida pelo difeomorfismo Sk × Dl+1 → Vδ
extende a trivializac¸a˜o de TSk ⊕ 1 × TSl ⊕ 1 definida por ((v, x), (w, y)) 7→ α((δ(y)v, x), (w, y))
onde (v, x) ∈ Rk+1 × Sk e (w, y) ∈ Rl+1 × Sl usando da trivializac¸a˜o padra˜o do tangente esta´vel da
esfera. A afirmac¸a˜o segue enta˜o ao demonstrarmos que existe um δ tal que a seguinte trivializac¸a˜o seja
homotopicamente nula:
((v, x), (w, y)) 7→ ((δ−1(y)α(δ(y)x)v, x), (β(y)w, y)).
Podemos dividi-la em
φ1((v, x), (w, y)) = ((δ
−1(y)v, x), (β(y)w, y))
seguida de
φ2((v, x), (w, y)) = ((α(δ(y)x)v, x), (w, y)).
O elemento φ1 e´ estend´ıvel se pudermos escolher δ tal que sδ = sβ, o que e´ poss´ıvel pois k > l. O
elemento φ2 possu´ı uma obstruc¸a˜o para sua extensa˜o, e nos referimos a` [28] para os detalhes de que
essa e´ nula.
Dadas trivializac¸o˜es do tipo
((v, x), (w, y)) 7→ ((δ−1(y)α(δ(y)x)v, x), (β(y)w, y)).
e
((w, y), (u, z)) 7→ ((η−1(z)β(η(z)y)w, y), (γ(z)u, z)).
podemos encontrar δ e η e mergulhos .... ↪→ RN e ... ↪→ RN onde podemos extender as trivializac¸o˜es
acima para trivializac¸o˜es em Dh+1 × Sq × Sr e Sh × Sq ×Dr+1. E o resultado segue da observac¸a˜o no
primeiro paragra´fo da sec¸a˜o.
3.4 Realizac¸o˜es Geome´tricas de Esferas
Deˆ [44] e suas refereˆncias temos
Proposic¸a˜o 3.11. Sejam ν′ : S6 → S3 e η : S3 → S2 os geradores de pi6(S3) ∼= Z12 e pi3(S2) ∼= Z.
Enta˜o, T (ν′, ν′, ν′) consiste dos elementos na˜o triviais do subgrupo de ordem 3 em p˜iS10 ∼= Z6 e T (ν′, η, h)
e´ o elemento na˜o nulo de p˜iS8
∼= Z2.
Em particular,
Proposic¸a˜o 3.12. Seja uk : S
3 → SO(k + 4) a aplicac¸a˜o definida como
uk(q)(v, x) = (v, xq¯),
onde (v, x) ∈ Rk ×H. Enta˜o, os elementos σ(τb, u3) e σ(τEη, u1) sa˜o esferas na˜o difeomorfas a` padra˜o
que podem ser realizadas como bordo de uma variedade spin.
Demonstrac¸a˜o. Recordamos que b e´ gerador do grupo pi6S
3 e portanto homoto´pico a 〈u0, u0〉 ([11]).
Vendo u0 como a aplicac¸a˜o identidade, notamos que, para τ : S
3 → SO(3) do Lema 1.12, τb = 〈τ, τ〉.
Por outro lado, nota-se, pela definic¸a˜o, que b = Jτ , portanto, usando a linearidade de σ
KM(2σ(τb, u3)) = KM(σ(〈τ, τ〉 , τ)) ∈ [T (ν′, ν′, ν′)],
onde [T (ν′, ν′, ν′)] denota a classe dos elementos de T (ν′, ν′, ν′) em p˜i10. Isto prova que 2σ(τb, u3) gera
um subgrupo de ordem 3 em p˜i10, pore´m a pro´pria construc¸a˜o de Σ(τb, u3) como na Sec¸a˜o 3.2 apresenta
um cobordo spin para essa variedade, portanto, σ(τb, u3) gera um subgrupo de ordem 3 em p˜i10.
Para σ(τEη, u1), nos referimos a [44].
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Recordamos que uma variedade e´ dita spin se ela e´ orienta´vel e tem segunda classe de Stiefel-Whitney
nula ([34]).
A fim de dar uma realizac¸a˜o geome´trica para essas variedades, consideramos S8 ⊂ R × H2 e
S10 ⊂ ImH×H2 e definimos η8 : S8 → S7 e b10 : S10 → S7 como
η8
λx
y
 7→ ( xλ2+|x|2+|y|4λ+y¯iy
λ2+|x|2+|y|4
)
(3.12)
b10
xy
ξ
 7→ exp( xy
|y|ξ
y¯
|y|
)
(3.13)
Temos,
Teorema 3.13. Sejam
E11 = {(x, y) ∈ S8 × S7 | η8(x) = h(y)}
E13 = {(x, y) ∈ S10 × S7 | b10(x) = h(y)}.
Enta˜o, as seguintes ac¸o˜es de S3 sa˜o bem definidas
q ·
λ cx d
y
 =
 λ qcqx qd
qyq¯
 , q ·
ξ cx d
y
 =
 ξ qcqxq¯ qd
qy

e tem como espac¸os de o´rbitas, respectivamente, a u´nica esfera exo´tica de dimensa˜o oito e um gerador
do subgrupo de Θ10 composto pelas esferas que sa˜o bordos de variedades spin.
Para a demonstrac¸a˜o desse teorema notamos que as Proposic¸o˜es 1.16 e 2.6 junto ao Teorema 2.13
impl´ıcam
Lema 3.14. O fibrado pr1 : Sp(2) → S7 com a ac¸a˜o ? ja´ definida e´ equivariantemente isomorfo ao
fibrado Eb∗(h : S7 → S4) com a ac¸a˜o ?, onde Eb e´ uma suspensa˜o equivariante de b. Ainda mais
Eb = Js1τ .
Demonstrac¸a˜o. A u´nica coisa que falta notarmos e´ que b = Jτ . Mas isso segue por inspecionarmos as
definic¸o˜es de b e da aplicac¸a˜o J .
Demonstrac¸a˜o do Teorema 3.13. Faremos somente o caso de E11 pois o caso de E13 e´ completamente
ana´logo. Considere a aplicac¸a˜o η˜8 : S
8 → S7 definida por
η˜8(λ, x, y) = (x, λ+ y¯iy/|y|).
Note que essa aplicac¸a˜o e´ suave fora de x = 0. Ainda mais
Lema 3.15. η˜8 e´ equivariantemente homoto´pica a η8.
Demonstrac¸a˜o. Seja ϕt : R→ R a aplicac¸a˜o definida por
ϕt(s) = ts+ (1− t) s
(1− s2 + s4)1/2 .
Enta˜o, ϕt(0) = 0 e ϕt(1) = 1 para todo t ∈ [0, 1] e, novamente,
ηt8(λ, x, y) =
(
(1− ϕt(|y|)2)1/2 x
(λ2 + |x|2)1/2 ,
(1− ϕt(|y|)2)1/2λ
(λ2 + |x|2)1/2 + ϕt(|y|)
y¯iy
|y|2
)
e´ uma famı´lia de aplicac¸o˜es cont´ınuas S3-equivariantes que e´ cont´ınua em t. Ainda mais, η08 = η8 e
η18 = η˜8 e, portanto, define uma homotopia equivariante entre essas func¸o˜es.
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Em particular, segundo o Teorema 2.7, a Proposic¸a˜o 2.8 e o Lema 3.14, E11 = (Js1τ η˜8)
∗Sp(2).
Pore´m
Js1τ η˜8(λ, x, y) = exp(−1,0)(pis1τ(Eη(λ, y))x) = J(τs1Eη)(λ, x, y),
portanto, segundo o Teorema 2.20, o quociente de E11 pela ac¸a˜o ? e´ difeomorfo a` σ(τs1Eη, u1), o que
prova o enunciado.
Seja S9 = {(ξ, x, y) ∈ S10 | <(x) = 0}. Usando novas deformac¸o˜es das aplicac¸o˜es ˜eta8 e b˜10, como
no Lema 3.15, e aplicando o Teorema 2.7 ao Corola´rio 2.13.2, temos
Corola´rio 3.15.1. Sejam θ : S7 → S3 e ν : S9 → S3 as aplicac¸a˜oes definidas por
θ(x, y) =
x
|x|e
piy¯iy x¯
|x|
ν(ξ, x, y) = b10(ξ, x, y)
Enta˜o θˆ e´ gerador do grupo θ8 ∼= Z2 e νˆ gera um subgrupo de ordem 3 em θ10 ∼= Z6.
Seguiremos com aplicac¸o˜es dessas construc¸o˜es nos pro´ximos cap´ıtulos.
Cap´ıtulo 4
Sobre Simetrias de Variedades
Homeomorfas a` Esfera
Seja H um grupo de Lie e N uma H-variedade. Definimos o espac¸o de o´rbitas N/H como o espac¸o
topolo´gico cujos pontos sa˜o as o´rbitas de H em N , isto e´, N quocientado pela relac¸a˜o de equivaleˆncia
definida por x ∼ y se e somente se existe h ∈ H tal que hx = y. Enunciamos sua existeˆncia a seguir e
nos referimos a [22] para uma demonstrac¸a˜o.
Teorema 4.1. Seja N um espac¸o topolo´gico equipado com uma ac¸a˜o de um grupo H. Enta˜o, existe
um espac¸o topolo´gico N/H e uma aplicac¸a˜o pi : N → N/H com as seguintes propriedades
1. para todo x, y ∈ N , pi(x) = pi(y) se e somente se existe h ∈ H tal que hx = y;
2. pi e´ sobrejetora e aberta, em particular, para toda func¸a˜o f : N/H → X, f e´ cont´ınua se e
somente se f ◦ pi e´ cont´ınua.
Ainda mais, se M e pi′ : N →M satisfazem as propriedades acima, enta˜o existe um homeomorfismo
entre M e N/H.
Em contraste com a topologia, a estrutura diferencia´vel de N na˜o e´ herdada por N/H de forma
natural salvo o caso de uma ac¸a˜o pro´pria e livre. O motivo e´ a na˜o existeˆncia de uma aplicac¸a˜o
quociente adequada, ressaltada pelo conhecido Teorema de Ehresmann (ver [18]):
Teorema 4.2 ([18]). Se pi : N →M e´ uma aplicac¸a˜o suave tal que dpix : TxN → Tpi(x)N e´ sobrejetiva,
enta˜o pi : N →M e´ uma fibrac¸a˜o localmente trivial, isto e´, para todo x ∈M existe um aberto U ⊂M
contendo x tal que pi−1(U) e´ difeomorfo a U×pi−1(x). Em particular, se M for conexa, pi−1(x) ∼= pi−1(y)
para quaisquer pontos x, y ∈M .
Em particular, se pi : N → M e´ uma aplicac¸a˜o quociente topolo´gica tal que dpi e´ sobrejetiva, a
ac¸a˜o na˜o pode ter o´rbitas singulares (ver definic¸a˜o em [5]). Pore´m, se dpi na˜o e´ sobrejetora, pode ser
poss´ıvel construir uma aplicac¸a˜o f : M → R tal que f na˜o e´ suave e f ◦ pi o e´. Tome, por exemplo, o
caso em que M e´ uma esfera e a ac¸a˜o tem um ponto fixo x ∈ N , isto e´, hx = x, para todo h. Enta˜o
M pode admitir um homeomorfismo f , para uma esfera homoto´pica M ′ na˜o difeomorfa a M , que e´
diferencia´vel fora de pi(x) e e´ tal que f ◦ pi e f−1 ◦ pi sa˜o diferencia´veis. Em particular, observamos que
a estrutura diferencia´vel para o espac¸o quociente proposto em [35] ou usado em [4] na˜o e´ u´nica. Por
isso, nas pro´ximas sec¸o˜es, ao inve´s de propoˆr a existeˆncia de novas ac¸o˜es em esferas, apresentaremos
elementos na˜o triviais nas pre´-imagens das aplicac¸o˜es DR e D˜R.
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4.1 Propriedades de DR
Sejam M e N duas G-variedades e φ : M → G uma aplicac¸a˜o com a propriedade (2.2). Como ja´ vimos
no Cap´ıtulo 2, se f : N →M e´ G-equivariante, enta˜o φ ◦ f tambe´m satisfaz (2.2). Suponha ainda que
f e´ uma aplicac¸a˜o quociente para uma ac¸a˜o de H em N que comuta com a ac¸a˜o de G. Enta˜o
Teorema 4.3. Se f : N →M e´ uma aplicac¸a˜o quociente G-equivariante, enta˜o existe um homomorfismo
fDR : [N,G×H]G×H → [M,G]G.
Ainda mais, existe isomorfismo i : [M,G×H]G×H → [M,G]G×[M,H] tal que fDR◦fDR(i−1([x], [0])) =
[x].
Demonstrac¸a˜o. Seja φ : N → G×H uma aplicac¸a˜o que satisfaz a condic¸a˜o (2.2). Enta˜o, escrevendo
φ(x) = (φ1(x), φ2(x)) ∈ G×H, por (2.2) temos
φ((g, h) · x) = (φ1((g, h) · x), φ2((g, h) · x)) = (g, h)(φ1(x), φ2(x))(g, h)−1
= (gφ1(x)g
−1, hφ2(x)h−1).
Em particular, φ1(hx) = x. Definimos f∗φ : M → G como f∗φ(x) = φ1(y) para qualquer y ∈ f−1(x).
Como f(y) = f(y′) se e somente se existe h ∈ H tal que y′ = hy, enta˜o φ1(y) = φ1(y′) e f∗φ e´
uma func¸a˜o bem definida. Ainda mais, como f e´ uma aplicac¸a˜o aberta e sobrejetora, f∗φ e´ cont´ınua
se e somente se f∗φ ◦ f for cont´ınua, pore´m f∗φ ◦ f = φ1, logo, e´ cont´ınua e fDR e´ uma inversa a
esquerda para fDR se demonstrarmos que fDR e´ bem definida sobre classes de homotopia. De fato,
H : N × I → G e´ uma homotopia G-equivariante se e somente se H e´ uma aplicac¸a˜o G-equivariante
entre a G-variedade N × I obtida por tomar a ac¸a˜o de G na G-variedade N e a ac¸a˜o trivial em I. Nesse
caso f × id : N × I →M × I e´ uma aplicac¸a˜o quociente e a associac¸a˜o H 7→ (f × id)∗H, como definida
acima, impl´ıca na boa definic¸a˜o da aplicac¸a˜o fDR entre classes de homotopia G-equivariantes. Que esse
e´ um homomorfismo, decorre do fato que a associac¸a˜o φ 7→ f∗φ leva multiplicac¸a˜o ponto-a-ponto para
multiplicac¸a˜o ponto-a-ponto.
Em particular
Corola´rio 4.3.1. Se f : N →M e´ uma aplicac¸a˜o quociente G-equivariante, enta˜o
fDR ◦ i−1|[M,G]G×{0} : [M,G]G 7→ [N,G×H]G×H
e´ um monomorfismo.
Note que em nenhum momento usamos que f e´ suave.
Considere enta˜o M uma G variedade e {φij} uma famı´lia ? de func¸o˜es de transic¸a˜o sobre M .
Suponha que N e´ uma G×H variedade e que f : N →M e´ uma aplicac¸a˜o quociente G-equivariante
da subac¸a˜o de {1} ×H. Dessa forma podemos considerar a colec¸a˜o ? de func¸o˜es de transic¸a˜o {φij ◦ f}
e a aplicac¸a˜o f ′ : N ′ →M ′. Temos,
Proposic¸a˜o 4.4. Com as hipoteses acima, N ′ e´ uma H variedade e f ′ : N ′ → M ′ e´ uma aplicac¸a˜o
quociente.
Demonstrac¸a˜o. Seja i : f
−1(Ui) → N ′ as incluso˜es definidas pela identificac¸a˜o N ′ = ∪φ̂ijff−1(Ui).
Notamos primeiramente que, se x ∈ f−1(Ui), enta˜o, para todo h ∈ H, hx ∈ f−1(Ui), pois f(hx) =
f(x) ∈ Ui. Por outro lado, se x, y ∈ f−1(Ui) e f ′(i(x)) = f ′(i(y)), enta˜o
f ′(i(x)) = f(x) = f(y) = f ′(i(y)).
Logo, para quaisquer x, y ∈ N ′, f ′(x) = f ′(y) se e somente se x e y pertencerem a mesma o´rbita de H.
Notamos ainda que f ′ e´ sobrejetora, pois f∗ : f∗P → P e´ sobrejetora e que f ′ e´ aberta pois essa e´ uma
propriedade local e f se identifica com f ′ localmente.
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Por outro lado, se {φij} e´ uma colec¸a˜o ? de func¸o˜es de transic¸a˜o invariantes pela ac¸a˜o de {1} ×H e
f : N →M e´ uma aplicac¸a˜o quociente, enta˜o nota-se que M e´ uma G variedade e que as aplicac¸o˜es
{φij} definem uma famı´lia ? em M . Nesse sentido, podemos dizer que a variedade N ′ tem um espac¸o
quociente escolhido naturalmente, deˆs de que se escolha o M .
4.2 Sobre alguns elementos na˜o triviais em grupos de homo-
topia equivariantes
Denotaremos os quocientes de E11 e E13 do Teorema 3.13, respectivamente, como Σ8 e Σ10. Recordamos
que, na demonstrac¸a˜o, provamos que essas esferas sa˜o conseguidas como quocientes de ac¸o˜es ? em
fibrados pull-back com diagramas
E11 −−−−→ Sp(2)y y
S8
η8−−−−→ S7
,
E13 −−−−→ Sp(2)y y
S10
b10−−−−→ S7
Observamos agora que essas esferas apresentam outras simetrias. Defina as seguintes ac¸o˜es de S1
em S8 e S3 em S10:
z · (λ, x, y) = (λ, x, zy) (4.1)
q · (x, y, ξ) = (x¯,yq¯, qξq¯). (4.2)
A colec¸a˜o de func¸o˜es de transic¸a˜o em questa˜o relacionada a Sp(2)→ S7 e´ {b : S6 → S3} (aqui abusamos
da definic¸a˜o de colec¸a˜o ? o tanto quanto o Apeˆndice A nos permite). Portanto, as func¸o˜es de transic¸a˜o
relacionadas a E11 → S8 e E13 → S10 sa˜o {b ◦ η8|S7} e {b ◦ b10|b−110 (S6)} e, para aplicar o Teorema 4.3
nesse contexto, basta estudarmos as restric¸o˜es η8|S7 e b10|b−110 (S6). Segue que
Proposic¸a˜o 4.5. As aplicac¸o˜es η8 e b10 sa˜o S
1 × S3 e S3 × S3-equivariantemente homoto´picas a
aplicac¸o˜es η˜8 : S
8 → S7 e b˜10 : S10 → S7 que gozam das seguintes propriedades:
• η˜−18 (S6) = S7 e b˜−110 (S6) = S9;
• as restric¸o˜es η˜8 : S7 → S6 e b˜10 : S8 → S7 sa˜o aplicac¸o˜es quocientes.
Demonstrac¸a˜o. As aplicac¸o˜es desejadas sa˜o as indicadas na demonstrac¸a˜o do Teorema 3.13. Diga-se,
η˜8(λ, x, y) = (x, λ+ y¯iy/|y|)
b˜10(x, y, ξ) =
(
x,
y
|y|e
piξ√
|ξ|2+|y|2 y¯
|y|
)
Provaremos que essas sa˜o aplicac¸o˜es quocientes para as ac¸o˜es (4.1) e (4.2). Dividiremos a demonstrac¸a˜o
em duas partes:
Afirmac¸a˜o 4.6. Se f : N → M e´ uma aplicac¸a˜o quociente para uma ac¸a˜o de H em N , enta˜o,
f ∗ id : N ∗ Sk →M ∗ Sk e´ uma aplicac¸a˜o quociente para a ac¸a˜o induzida pelo produto da ac¸a˜o em N e
a ac¸a˜o trivial em Sk.
Demonstrac¸a˜o. Recordamos que N ∗ Sk e´ definido como o quociente do espac¸o N × Sk × [0, pi/2] pelas
identificac¸o˜es (x, y, t) (x′, y′, t′) se e somente se t = 0 e x = x′ ou t = pi/2 e y = y′. Por exemplo,
Sn ∗ Sk e´ homeomorfa a` Sn+k+1 ⊂ Rn+1 × Rk+1 pela seguinte aplicac¸a˜o
[(x, y, t)] 7→ (cos tx, sin ty).
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A aplicac¸a˜o f ∗ id e´ definida como a induzida pela aplicac¸a˜o
f × id× id : N × Sk × [0, pi/2]→M × Sk × [0, pi/2].
A ac¸a˜o e´ definida analogamente.
Suponha enta˜o que f : N →M e´ uma aplicac¸a˜o quociente. Note que, para [x, y, t], [x′, y′, t′] ∈ N ∗Sk,
f ∗ id([x, y, t]) = f ∗ id([x′, y′, t′]) se e somente se [f(x), y, t] = [f(x′), y′, t′]. Isso acontece se e somente
se t = t′ = pi/2 e y = y′ ou t = t′, y = y′ e x′ = hx para algum h ∈ H. Em todos os casos [x, y, t]
esta´ na mesma o´rbita de [x′, y′, t′]. Para provar que f ∗ id e´ uma aplicac¸a˜o aberta, recorde que N ∗ Sk
e M ∗ Sk sa˜o espac¸os quocientes dos espac¸os N × Sk × [0, pi/2] e M × Sk × [0, pi/2] e por isso basta
provar que f × id× id : N ×Sk × [0, pi/2]→M ×Sk × [0, pi/2] e´ uma aplicac¸a˜o aberta. Mas essa u´ltima
afirmac¸a˜o e´ trivial, ja´ que f e as aplicac¸o˜es identidades sa˜o abertas (recorde que basta provar que a
aplicac¸a˜o e´ aberta para uma base da topologia, por exemplo, a dada por conjuntos do tipo U × V ×W
onde U ⊂ N , V ⊂ Sk e W ⊂ [0, pi/2] sa˜o abertos.)
Lema 4.7. Seja η : S3 → S2 a aplicac¸a˜o η(y) = y¯iy e b como no Teorema 2.13.1. Enta˜o, para
z ∈ S1 ⊂ C ⊂ H e q ∈ S3
η(zy) = η(y) e b(qξq¯, yq¯) = b(ξ, y), (4.3)
η e b sa˜o sobrejetoras, abertas, η˜8 = η ∗ idS4 e b˜10 = b ∗ idS3 . Em particular, η, b, η˜8 e b˜10 sa˜o aplicac¸o˜es
quocientes.
Demonstrac¸a˜o. Comec¸aremos pela aplicac¸a˜o η. Note que y¯iy = y¯′iy′ se e somente se y′y¯iy′y¯ = i, isto e´
y′y¯ comuta com i. Recordamos que isso implica que η e´ como desejado:
Afirmac¸a˜o 4.8. Seja S2 ⊂ ImH. Enta˜o a ac¸a˜o de S3 em S2 definida por q · x 7→ qxx¯ tem subgrupo de
isotropia {etx ∈ S3 | t ∈ R}.
Demonstrac¸a˜o. Recorde o duplo recobrimento τ : S3 × S3 → SO(4) definido na demonstrac¸a˜o do
Lema 1.12 pela fo´rmula (p, q) 7→ (x 7→ qxp¯). Note que τ(p, p)1 = 1, isto e´, a imagem da diagonal
S3 = {(p, p) ∈ S3 × S3 | p ∈ S3} esta´ contida no subgrupo de isotropia do vetor 1 ∈ H. Esse e´
conhecido por ser SO(3), que tem dimensa˜o 3. E, pelos mesmos argumentos usados nessa demonstrac¸a˜o,
a restric¸a˜o τ |S3 : S3 → SO(3) e´ um recobrimento. Como τ e´ um homomorfismo de grupos faz sentido
falar de seu nu´cleo, e nesse caso ker τ = {±1}. Enta˜o considere a ac¸a˜o de SO(3) em S2. Dado x ∈ ImH,
e´ sabido que seu grupo de isotropia e´ SO(2), que e´ isomorfo a S1. Pore´m, τ(etx, etx)x = x para todo
t. Como a aplicac¸a˜o t 7→ (etx, etx) tambe´m e´ um homomorfismo, t 7→ τ(etx, etx) recobre o subgrupo
de isotropia de x em SO(3), em particular, esse e´ a imagem de {(etx, etx) ∈ S3 × S3 | t ∈ R} pela
aplicac¸a˜o τ .
Observe que tambe´m provamos que a imagem de η e´ a o´rbita de i da ac¸a˜o de SO(3), que e´ conhecida
por ser transitiva, fazendo η ser sobrejetora. Conclu´ımos ainda que y′y¯iy′y¯ = i se e somente se y′y¯ = eti
para algum t ∈ R. Suponha agora que zx = x, para x ∈ S3, enta˜o, 1 = zxx−1 = z. Portanto, a ac¸a˜o
e´ livre e η : S3 → S2 e´ um fibrado principal. Escolhida uma me´trica de conexa˜o como no (ainda
apeˆndice), nota-se que uma vizinhanc¸a normal de um o´rbita projeta em uma vizinhanc¸a normal de um
ponto e portanto η e´ uma aplicac¸a˜o aberta. Considere S4 ∈ R×H e as aplicac¸o˜es
Ξ8 : S
4 × S3 × [0, pi/2]→ S8
((λ, y), x, t) 7→ (sin tλ, sin ty, cos tx)
Ξ7 : S
3 × S3 × [0, pi/2]→ S7
(x, y, t) 7→ (cos tx, sin ty)
Enta˜o, η˜8(Ξ8((λ, y), t)) = id× η × id, que e´ claramente equivalente a` aplicac¸a˜o η ∗ idS4 .
Para o caso de b˜10, consideramos o seguinte Lema:
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Lema 4.9. A aplicac¸a˜o b : S6 → S3 definida no Teorema 2.13.1 e´ S3 × S3 equivariante em relac¸a˜o as
ac¸o˜es dadas por
(p, q) · (ξ, y) = (pξp¯, qyp¯), (p, q) · x = qxq¯.
Demonstrac¸a˜o. Segue pela pro´rpia definic¸a˜o de b. Suponha y = 0, enta˜o
b(pξp¯, q0p¯) = −1 = q(−1)q¯.
Suponha enta˜o y 6= 0, enta˜o
b(pξp¯, qyp¯) =
qyp¯
|qyp¯e
pipξp¯ qyp¯
|qyp¯| = q
y
|q||y||p¯| p¯pe
piξp¯p
y¯
|q||y||p¯| q¯
= q
y
|y|e
piξ y¯
|y| q¯ = qb(ξ, y)q¯.
Notando que a parte real, <(b(cos ti, sin t)), assume todos os valores entre [−1, 1] sendo < : S3 →
[−1, 1] uma aplicac¸a˜o quociente para a ac¸a˜o enunciada, conclu´ımos que b e´ sobrejetora. Para provarmos
que ela e´ aberta, observamos que a subac¸a˜o de {1} × S3 e´ livre se y 6= 0 e os argumentos usados no
caso de η servem aqui. Ainda mais, o subconjunto {y = 0} e´ exatamente a o´rbita de (i, 0) pela subac¸a˜o
de S3 × {1}, portanto, basta demonstrar que b e´ aberta para abertos pequenos nesse ponto.
Como auxiliar para a demonstrac¸a˜o, definimos a aplicac¸a˜o
Ξ6 : S
2 × S3 × [0, pi/2]→ S7
(ξ, y, t) 7→ (cos tξ, sin ty)
e ainda aludimos ao fato que basta provarmos que b e´ aberta para abertos do tipo Ξ6(U × V × [0, ))
para  pequeno e U, V vizinhanc¸as pequenas. Note que
b(Ξ6(ξ, y, t)) = cospi cos t+ sinpi cos tyξy¯.
Como t e´ pequeno, pi cos t < pi e a aplicac¸a˜o (t, ξ) 7→ cospi cos t + sinpi cos tyξy¯ e´ simplesmente a
exponeˆncial, e portanto induz um homeomorfismo entre Ξ6(U × {y} × [0, )) e uma vizinhanc¸a de
−1 ∈ S3. Pore´m, como unio˜es arbitra´rias de abertos e´ aberta,
b(Ξ6(U × V × [0, ))) = ∪y∈V b(Ξ6(U × {y} × [0, )))
e´ aberta. A aplicac¸a˜o b˜10 se identifica com um produto ∗ atrave´s da aplicac¸a˜o
Ξ10 : S
6 × S3 × [0, pi/2]→ S7
((ξ, y), x, t) 7→ (cos tξ, sin tx, cos ty).
Antes de apresentar qualquer elemento como referido no t´ıtulo da sec¸a˜o, ressaltamos que (4.3) e´
suficiente para garantir a existeˆncia da ac¸a˜o definida por (4.2) em Σ10. A qual comuta com a ac¸a˜o
induzida pela construc¸a˜o da Proposic¸a˜o 2.1, definindo uma ac¸a˜o de S3×S3 em Σ10 modelada localmente
por
(p, q) · (ξ, x, y) = (pξp¯, qxq¯, qyp¯). (4.4)
Nota-se que seu nu´cleo inefetivo e´ o subgrupo {±(1, 1)}. Em particular, Σ10 admite a ac¸a˜o de um
grupo de Lie compacto de dimensa˜o 6 (ver [46]). Essa observac¸a˜o apresenta a possibilidade de algum
tipo de fenoˆmeno inesperado sobre o grau de simetrias em esferas de dimensa˜o (relativamente) baixas,
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como mostra [48] onde e´ conjecturado que, se um grupo de Lie compacto G age efetivamente em uma
esfera Σn que na˜o e´ o bordo de uma variedade paraleliza´vel, enta˜o
dim G < (n+ 1)/2.
No caso acima teriamos 6 < 5, 5.
Essa conjectura ainda e´ esperada por ser verdadeira em dimenso˜es mais altas, como foi indicado
ao autor atrave´s de [49]. Baseado na mesma fonte, pelo objetivo de manter uma linha histo´rica,
reescrevemos aqui uma nova conjectura de mesma autoria:
Conjectura 2’:([49]) Existe N ∈ N, tal que, se n ≥ N , e G e´ um grupo de Lie compacto
que age efetivamente em uma esfera homoto´pica Σ ∈ Θn − bPn+1, enta˜o
dim G <
n+ 1
2
.
Recordamos que, dada uma G-variedade Mn cuja ac¸a˜o possui um ponto fixo, enta˜o, M#M admite
uma ac¸a˜o de G definida da seguinte maneira: seja x0 ∈ M enta˜o gx0 = x0 e a diferencial da ac¸a˜o
induz uma representac¸a˜o ρ : G → SO(Tx0M) ∼= SO(n). Considere em Sn−1 × [0, 1] a ac¸a˜o definida
pelo produto de ρ e a ac¸a˜o trivial em [0, 1]. Observamos ainda que existe um disco aberto, D, ao
redor de x0 que e´ invariante pela ac¸a˜o. Como ∂(M − D) = Sn−1, podemos realizar a colagem
(M − D) ∪ Sn−1 × [0, 1] × (M − D) suavizando os aˆngulos de forma equivariante como permite a
demonstrac¸a˜o do Teorema A.1.
Aqui nos referimos a [7] para o seguinte
Teorema 4.10 ([7]). Seja Σ4n−1 uma G-variedade, tal que S1 ⊂ G e existe G-variedade W tal que
∂W ∼= Σ equivariantemente. Enta˜o, existe um invariante µ(Σ) tal que
• µ(−Σ) = −µ(Σ);
• Se Σ′ for outra G-variedade com as mesmas hipoteses, tal que, ambas ac¸o˜es admitam pontos fixos,
enta˜o µ(Σ#Σ′) = µ(Σ) + µ(Σ′);
• Denote Σ7 a variedade 2.8, enta˜o µ(Σ7) 6= 0.
Em particular, as somas conexas equivariantes da S3-variedade Σ7 gera um conjunto em MG isomorfo
ao subgrupo c´ıclico infinito.
Ressaltamos que [13] estuda com detalhes as ac¸o˜es definidas pelas somas conexas de Σ7.
Considere agora S9 = {(ξ, x, y) ∈ S10 | <(x) = 0}, S6 = {(x, y) ∈ S7 | <(x) = 0} e a ac¸a˜o de
S1 × S3 em S7 definido pela restric¸a˜o de (4.1) em S7 = {(0, x, y) ∈ S8}. Considere ainda a ac¸a˜o de S3
em S7 dada por (2.11) e a em S3 dada por conjugac¸a˜o.
Teorema 4.11. [S6, S3]S
3
possui um subgrupo isomorfo a Z e |[S9, S3]S3 | ≥ 3. Ainda mais, a primeira
suspensa˜o equivariante a esses grupos e´ injetiva.
Demonstrac¸a˜o. O Teorema 4.10 garante que a imagem de b : S6 → S3 por DR gera um subgrupo
isomorfo a Z, portanto [b] ∈ [S6, S3]S3 tambe´m o faz. A segunda afirmac¸a˜o segue do fato que a aplicac¸a˜o
DR : [S9, S3]S
3 → D˜iff(S9) tem como imagem um subgrupo de ordem 3.
Teorema 4.12. Existe uma co´pia de Z2 em [S7, S3]S
3
.
Demonstrac¸a˜o. Provaremos que o quadrado da aplicac¸a˜o θ do Corola´rio 3.15.1 e´ S3-equivariantemente
homotopica uma aplicac¸a˜o constante. Temos
θ(x, y)2 =
x
|x|e
piy¯iy x¯
|x|
x
|x|e
piy¯iy x¯
|x| =
x
|x|e
piy¯iy+y¯iy x¯
|x| .
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Enta˜o, uma homotopia e´ dada por
θ2t (x, y) =
x
|x|e
piy¯iy+y¯(cos ti+sin tj)y x¯
|x| .
Com efeito, θ20 = θ
2 e
θpi(x, y)
2 =
x
|x|e
piy¯iy+y¯(cospii+sinpij)y x¯
|x|
=
x
|x|e
piy¯iy−y¯iy x¯
|x| = 1.
Note que θ̂2t e´ uma isotopia expl´ıcita entre θˆ
2 e a identidade.
Aplicando a Proposic¸a˜o 4.5 e o Corola´rio 4.3.1, temos
Teorema 4.13. Existem co´pias de Z nos grupos [S7, S6]S3×S1 , [S7, S3]S3×S1 , [S9, S6]S3×S3 e [S9, S3]S3×S3 .
Aplicando o Corola´rio 2.15.4, podemos concluir
Teorema 4.14. Existem co´pias de Z+Z em [S7, S4]S3 , [S7, S4]S3×S1 e [S10, S4]S3×S3 . Existem co´pias
de Z em [S8, S7]S3×S1 e [S10, S7]S3×S3 e co´pias de Z2 em [S8, S7]S
3
e [S10, S7]S
3
e |[S10, S4]S3 |, |[S10, S7]S3 | ≥
3.
Demonstrac¸a˜o. Os fatores Z+Z sa˜o gerados pela suspensa˜o de b e pela aplicac¸a˜o de Hopf, ja´ que ambas
aplicac¸o˜es induzem a mesma esfera e na˜o sa˜o, se quer, homoto´picas (ver [50] para refereˆncia).
4.3 Sobre I´ndices de Ac¸o˜es
Apo´s introduzir uma construc¸a˜o de [37], exploraremos uma relac¸a˜o o´bvia entre essa e o Lema 2.23. Nos
referimos a [4] e [40] para a demonstrac¸a˜o do Teorema 4.15 e mais detalhes.
Seja φ : Sk → Sk um difeomorfismo representando Σ ∈ Θk+1 e β : Sl → SO(k + 1) uma aplicac¸a˜o,
enta˜o, podemos definir a esfera
Σ(φ, β) = Dk+1 × Sl ∪f−1β (φ×id) S
k ×Dl+1. (4.5)
Temos
Teorema 4.15 ([37, 4, 40]). Existe um homomorfismo τk,l : θ
k+1 ⊗ pilSO(k)→ Θk+l+1, tal que
τk,l(φ, β) = [Σ(φ, s1β)].
Ainda mais, o seguinte diagrama e´ comutativo (a menos, possivelmente, de um sinal)
Θk+1 × pilSO(k) τk,l−−−−→ Θk+l+1
KM×J
y KMy
p˜ik+1 ⊗ p˜il ◦−−−−→ p˜ik+l+1
onde ◦ denota a composic¸a˜o.
Por outro lado, observamos que, fixado [φ] ∈ θk+1, τ([φ],−) : pinSO(k) → θn+k+1 define um
homomorfismo, ainda mais,
Proposic¸a˜o 4.16. Seja φ : Sk → Sk um difeomorfismo G-equivariante, onde G atua por isometrias da
me´trica de curvatura constante. Seja ∆ : G→ SO(k + 1) o homomorfismo induzido por essa ac¸a˜o e G′
o subgrupo gerado pela imagem de ∆. Enta˜o, se β : Sl → SO(k + 1) tem imagem em G′, τk,l(φ, β) = 0,
em particular ∆∗(pinG) ⊂ ker τ([φ],−).
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Demonstrac¸a˜o. Ja´ foi visto no Lema 2.23 que f−1β (φ× id) = (φ× id)f−1β . Pore´m, pelo Lema 2.17, a
esfera que e´ conseguida pelo difeomorfismo f−1β (φ× id) e´ difeomorfa a` conseguida pelo difeomorfismo
f−1β (φ× id)fβ , e
(f−1β (φ× id))fβ = ((φ× id)f−1β )fβ = (φ× id)
que e´ um difeomorfismo que se estende para Sk×Dl+1, em particular, segundo o mesmo lema, representa
a esfera padra˜o.
Suponha que G age por isometrias em Sk e defina ρ : G→ SO(k+ 1) como a representac¸a˜o induzida
por essa ac¸a˜o. Enta˜o temos
Das tabelas de [50] e [26], temos
1. τ8,1(Σ
7, γ) 6= 0 ∈ θ9 ∼= Z2 × Z2 × Z2;
2. τ10,3(Σ
10, u) 6= 0 ∈ θ13 ∼= Z3,
onde γ : S1 → SO(k + 1) e´ um gerador. Logo,
Corola´rio 4.16.1. Seja φ8 : S
7 → S7 um difeomorfismo S1-equivariante em relac¸a˜o a uma ac¸a˜o
induzida por um homomorfismo ρ : S1 → SO(8). Enta˜o ρ∗(pi1S1) e´ divis´ıvel por 2.
Corola´rio 4.16.2. Seja φ10 : S
9 → S9 um difeomorfismo S3-equivariante em relac¸a˜o a uma ac¸a˜o
induzida por um homomorfismo ρ : S3 → SO(10). Enta˜o ρ∗(pi3S3) e´ divisivel por 3.
Note que as incluso˜es p 7→ (p, 1) e q 7→ (1, q) na ac¸a˜o definida por (4.4) levam 1 ∈ Z ∼= pi3S3 para
3 ∈ Z ∼= pi3SO(9) e, portanto, satisfazem a conclusa˜o da Proposic¸a˜o 4.16. E´ razoa´vel questionar se 6 e´
a maior dimensa˜o de um grupo que age em S9 satisfazendo tal conclusa˜o.
Cap´ıtulo 5
Sobre Esferas que sa˜o Fibrados
sobre Esferas
Este cap´ıtulo apresenta mais uma aplicac¸a˜o do Teorema 2.7, agora no contexto de fibrados lineares
sobre esferas de dimensa˜o 8. Nosso objetivo e´ apresentar uma descric¸a˜o expl´ıcita de alguns desses
fibrados e provar o seguinte
Teorema 5.1. Seja pi : S → S8 um fibrado de esferas com classe caracter´ıstica α : S7 → SO(8) tal
que o espac¸o total, S, seja homeomorfo a S15. Enta˜o, existe um fibrado de esferas pi′ : S′ → Σ8 com a
mesma classe caracter´ıstica cujo espac¸o total, S′, e´ difeomorfo a S.
A ide´ia da prova e´ simples: mostraremos que pi e´ uma aplicac¸a˜o S3 equivariante para alguma ac¸a˜o
de S3 em S e a ac¸a˜o 4.1 em S8, assim, podemos induzir um fibrado ? atrave´s de E11 → S8 obtendo,
segudo o Teorema 2.7, uma aplicac¸a˜o pi′ : S′ → Σ8. Em seguida, mostraremos que S′ e´ difeomorfo a S.
5.1 Sobre nu´meros de Cayley e fibrados lineares sobre S8
Assim como fizemos no Lema 1.12, tambe´m demonstraremos que pi7SO(8) ∼= Z + Z escolhendo
representantes para as classes de homotopia. Em seguida, a partir da descric¸a˜o obtida por essas func¸o˜es
caracter´ısticas, construiremos uma ac¸a˜o de G2, o grupo que preserva a multiplicac¸a˜o de Cayley e
provaremos que existe uma subac¸a˜o de S3 ⊂ G2 que e´ equivariante em relac¸a˜o a ac¸a˜o (4.1), como
desejado.
Seja O o espac¸o vetorial H×H equipado com a multiplicac¸a˜o de Cayley, definida por(
a
b
)(
c
d
)
=
(
ac− d¯b
da+ bc¯
)
(5.1)
Enunciamos as seguintes propriedades simples de serem observadas:
Lema 5.2. O e´ uma algebra na˜o associativa com elemento neutro 1 = (1, 0). Ainda mais, a associac¸a˜o
Lx : v 7→ xv e´ uma transformac¸a˜o linear special ortogonal, isto e´, preserva o produto interno induzido
por H×H e tem determinante 1 e a subalgebra gerada por dois elementos linearmente independentes e´
isomorfa a H, em particular, e´ associativa.
Proposic¸a˜o 5.3. Seja fij : S
7 → SO(8) a aplicac¸a˜o definida por fij(x)v = xivxj, one xv denota a
multiplicac¸a˜o de Cayley. Enta˜o, a associac¸a˜o Λ : (i, j) 7→ {fij} define um isomorfismo Z+Z→ pi7SO(8).
Demonstrac¸a˜o. Primeiramente observamos que
Afirmac¸a˜o 5.4. O grupo de Lie SO(8) e´ difeomorfo a` variedade S7 × SO(7).
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Demonstrac¸a˜o. Definimos em SO(8) a aplicac¸a˜o p : SO(8)→ S7 como p(A) = A·1. Seja SO(7) ⊂ SO(8)
o subgrupo que fixa 1. Enta˜o, para B ∈ SO(7) e A ∈ SO(8), p(AB) = AB1 = A1 = p(A). Ainda mais,
defina L : S7 → SO(8) como a aplicac¸a˜o x 7→ Lx = (v 7→ xv) enta˜o
p ◦ L(x) = p(Lx) = Lx1 = x.
Definimos a aplicac¸a˜o Ψ : S7 × SO(7)→ SO(8) como (x,B) 7→ LxB. Notamos que sua inversa e´ dada
por Ψ−1 : A 7→ (p(A), L−1p(A)A), de fato
Ψ−1Ψ(x,B) = Ψ−1(LxB) = (p(LxB), L−1p(LxB)LxB) = (LxB1, L
−1
LxB1
LxB)
= (Lx1, L
−1
Lx1
LxB) = (x, L
−1
x LxB) = (x,B).
E segue analogamente ΨΨ−1.
E que
Afirmac¸a˜o 5.5. Dado x ∈ O − {0}, defina Cx(v) = xvx−1. Enta˜o, Cx ∈ SO(7) e a associac¸a˜o
i 7→ (x 7→ Cix) induz um isomorfismo Z→ pi7(SO(7)).
Agora basta notar que
fij(x) = C
−j
x ◦ Lxi+j . (5.2)
Portanto, se identificarmos pi7SO(8) ∼= pi7S7×pi7SO(7) usando os geradores escolhidos nas duas u´ltimas
afirmac¸o˜es, segue de (5.2) que a composic¸a˜o Ψ−1∗ ◦ Λ : Z+ Z→ Z+ Z e´ dada por (i, j) 7→ (i+ j,−j),
logo, e´ um isomorfismo.
Note que a expressa˜o xivxj esta´ contida em uma subalgebra gerada, no ma´ximo, por dois elementos,
e portanto, e´ associativa. Dessa forma, essa expressa˜o tem um significado va´lido, sem ambiguidade.
Pela teoria geral de fibrados lineares, temos que
Corola´rio 5.5.1. Se pi : S → S8 e´ um fibrado linear de 7-esferas sobre S8, enta˜o, para algum i, j, esse
e´ isomorfo a
piij : Sij = D
8 × S7 ∪D8 × S7 → S8 (5.3)
com func¸a˜o de transic¸a˜o fij e projec¸a˜o definida pela projec¸a˜o na primeira coordenada (seguido da
identificac¸a˜o D8 ∪D8 7→ S8).
5.2 Simetrias e Aplicac¸o˜es ?
Proposic¸a˜o 5.6. Seja G2 = {A ∈ SO(8) | A(XY ) = A(X)A(Y )}. Enta˜o G2 e´ um subgrupo fechado
de SO(7), e, portanto, e´ de Lie.
Demonstrac¸a˜o. Seja A ∈ SO(8), enta˜o, pela linearidade, A e´ determinada completamente por sua
evaluac¸a˜o em uma base do espac¸o H×H. Escolhemos enta˜o a seguinte base
e0 = 1, e1 = (i, 0), e2 = (j, 0), e3 = (k, 0), e4 = (0, 1), e5 = (0, i) e6 = (0, j), e e7 = (0, k). (5.4)
Temos
Afirmac¸a˜o 5.7. O conjunto {±e0,±e1, ...,±e7} e´ um grupo. Em particular, dados x, y ∈ O, o elemento
xy e´ completamente determinado pelas regras de multiplicac¸a˜o desse grupo.
Demonstrac¸a˜o. A prova segue da equac¸a˜o (5.1) e das regras de multiplicac¸a˜o dos quaternions.
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Enta˜o, pela identificac¸a˜o de SO(8) com seu respectivo subconjunto de matrizes induzida pela escolha
da base {ei}, enta˜o A ∈ G2 se e somente se obedece a relac¸a˜o A(eiej) = A(ei)A(ej) para todo i, j. Mas
essas relac¸o˜es determinam um nu´mero finito de condic¸o˜es fechadas, e portanto G2 e´ fechado. Notamos
que 1 ∈ G2 e que, se A,B ∈ G2, AB(XY ) = A(B(X)B(Y )) = AB(X)AB(Y ), logo, AB ∈ G2. Ainda
mais,
A−1(XY ) = A−1(AA−1(X)AA−1(Y )) = A−1(A(A−1(X)A−1(Y ))) = A−1(X)A−1(Y ),
e A(X) = A(1X) = A(1)A(X), logo A(1) = 1. Portanto, G2 e´ um subgrupo fechado de SO(8) que fixa
1, logo, e´ um subgrupo fechado de SO(7) e, pela teoria de grupos de Lie, e´ um subgrupo de Lie.
Proposic¸a˜o 5.8. Seja piij : Sij → S8 e´ um fibrado como em (5.5.1). Enta˜o, piij e´ equivariante em
relac¸a˜o a seguinte ac¸a˜o de G2:
A · (X,Y ) = (AX,AY ) (5.5)
A · (λ, x, y) = (λ,A(x, y)). (5.6)
Ainda mais, a ac¸a˜o (4.1) e´ uma subac¸a˜o da ac¸a˜o (5.6) por um subgrupo isomorfo a S3.
Demonstrac¸a˜o. As propriedades enunciadas sa˜o checadas por inspec¸a˜o. Podemos definir, atve´s das
fo´rmulas (5.5) e (5.6), ac¸o˜es no subespac¸o D8×S7 e em S8, respectivamente. Enta˜o, basta mostrarmos
que a func¸a˜o de transic¸a˜o (X,Y ) 7→ (X, fij(X)Y ) e´ equivariante. Com efeito,
(AX, fij(AX)AY ) = (AX, (AX)
iAY (AX)j) = (AX, (AXi)(AY )(AY j))
= (AX,A(XiY Xj)) = A · (X,XiY Xj).
O subgrupo mencionado e´ definido pela representac¸a˜o de S3 atrave´s das seguintes matrizes:
q 7→
((
x
y
)
7→
(
qxq¯
yq¯
))
. (5.7)
O que falta provar e´ que essas transformac¸o˜es lineares esta˜o, de fato, em G2. Pore´m,(
qxq¯
yq¯
)(
qvq¯
wq¯
)
=
(
(qxq¯)(qvq¯)− (wq¯)yq¯
(wq¯)(qxq¯) + (yq¯)(qvq¯)
)
=
(
q(xv − wy)q¯
(wx+ yv¯)q¯
)
.
Em particular, piij e´ equivariante em relac¸a˜o a` ac¸a˜o de S
3 definida pelo homomorfismo (5.7) e ac¸a˜o
(5.5) e a ac¸a˜o (4.1). Portanto, podemos considerar o fibrado ? E18ij → Sij definido por pi∗ijE11. Seu
diagrama e´
E15ij −−−−→ E11y y
Sij
piij−−−−→ S8
(5.8)
Denotando por pi′ij : S
′
ij → Σ8 a aplicac¸a˜o com domı´nio o quociente ? em Eij , temos, pelo Teorema
2.7
Proposic¸a˜o 5.9. A aplicac¸a˜o pi′ij : S
′
ij → Σ8 e´ uma submersa˜o com fibra S7.
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5.3 Demonstrac¸a˜o do Teorema 5.1
Recordamos que E11 e´ o fibrado induzido de Sp(2)→ S7 e por isso pode ser descrito por
E11 = D8 × S3 ∪D8 × S3
com func¸a˜o de transic¸a˜o fθ(x) = θ(x)
−1 como no Corola´rio 3.15.1. Aqui assumimos que ∂D8 e´
exatamente o equador S7 = {(0, x, y) ∈ S8} cuja pre´-imagem atrave´s de piij e´ ∂(D8×S7) = ∂(S7×D8)
como assumido no Corola´rio 5.5.1. Sobre os espac¸os Sij , quando esses sa˜o esferas temos
Afirmac¸a˜o 5.10. Se Sij e´ uma esfera homoto´pica, enta˜o j = i − 1 e existe um difeomorfismo
G2-equivariante
Fi : Sij → Σi−1 = D8 × S7 ∪fi−1 S7 ×D8,
com a ac¸a˜o de G2 definida localmente por (5.5) e
fi−1(X,Y ) = ((XY¯ )i−1X(XY¯ )1−i, (XY¯ )i−1Y (XY¯ )1−i).
Demonstrac¸a˜o. Observamos que fi−1 e´ um difeomorfismo G2-equivariante. Seja A ∈ G2, enta˜o
fi−1(A · (X,Y )) = fi(AX,AY )
= (((AX)(AY ))i−1(AX)((AX)(AY ))1−i, ((AX)(AY ))i−1(AY )((AX)(AY ))1−i)
= (A((XY¯ )i−1X(XY¯ )1−i), A((XY¯ )i−1Y (XY¯ )1−i))
= A · fi−1(X,Y ).
Agora, usando um argumento ana´logo a` Proposic¸a˜o 1.13, conclu´ımos que pi7(Sij) e´ trivial se e somente
se i+ j = 1. Nesse caso, defina F+ : D
8 × S7 → D8 × S7 e F− : S7 ×D8 → D8 × S7 como
F+(X,Y ) = (XY¯ , Y )
F−(X,Y ) = (XY¯ ,X).
Enta˜o, o seguinte diagrama e´ comutativo:
D8 × S7 F+−−−−→ D8 × S7x x
S7 × S7 S7 × S7
fi−i
y f̂i,i−1y
S7 ×D8 F−−−−−→ S7 ×D8
(5.9)
pois, para (X,Y ) ∈ S7 × S7,
f̂i,1−iF+(X,Y ) = f̂i,1−i(XY¯ , Y ) = (XY¯ , (XY¯ )iY (XY¯ )1−i) = (XY¯ , (XY¯ )i−1X(XY¯ )1−i)
e
fi−1F−(X,Y ) = fi−1(XY¯ ,X) = ((XY¯ )i−1XY¯ (XY¯ )1−i, (XY¯ )i−1X(XY¯ )1−i)
= (XY¯ , (XY¯ )i−1X(XY¯ )1−i).
Assim definimos Fi pelo diagrama 5.9 notando que F+ e F− sa˜o G2-equivariantes.
Trateremos agora o caso i = 1 e em seguida mostraremos que isso impl´ıca todos os outros casos.
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Afirmac¸a˜o 5.11. pi1,0 ◦ F1 = JA : S15 → S8, para A : S7 → SO(8) definida por A(Y )X = LY¯X. Em
particular, para ∆ : S3 → SO(8) o homomorfismo definido pela ac¸a˜o (4.1), o quociente ? do fibrado
pi∗1,0E
11 → S15 e´
(S15)′ = ±Σ(A,∆θ)± Σ(A, θˆ).
Demonstrac¸a˜o. Seja S8 ⊂ R×O e (X,Y ) ∈ S15 ⊂ O×O. Enta˜o, a aplicac¸a˜o JA enunciada se define
como
JA(X,Y ) = A
(
Y
|Y |
)
· exp(−1,0)(piX) = (− cos(pi|X|), 0) +
(
0, sin(pi|X|) XY¯|XY¯ |
)
.
Por outro lado, se Ψ+ : D
8 × S7 → S15 e´ a inclusa˜o (X,Y ) 7→ (X, (1− |X|2)1/2Y ), enta˜o
exp(−1,0) ◦pi1,0 ◦ F (Ψ−1+ (X,Y )) = exp(−1,0) ◦pi1,0 ◦ F
(
X,
Y
|Y |
)
= exp(−1,0)
(
pi1,0
(
F+
(
X,
Y
|Y |
)))
= exp(−1,0)(XY¯ /|Y |)
= (− cos(pi|X|), 0) +
(
0, sin(pi|X|) XY¯|X||Y |
)
= JA(Ψ−1+ (X,Y )).
Note que identificamos D8 ∪D8 = S8 mandando o primeiro disco atrave´s de exp(−1,0). Como podemos
tomar o raio de D8 tal que exp(−1,0)(D
8) = S8 − {(1, 0)}, o argumento acima identifica as aplicac¸o˜es
pi1,0 ◦ F com JA a menos de um conjunto de codimensa˜o positiva na pre´-imagem. Pore´m, como as
duas aplicac¸o˜es sa˜o cont´ınuas e a pre´-imagem e´ compacta, elas tem que ser ideˆnticas (ver [31]).
Provado isso, a segunda afirmac¸a˜o segue pelos primeiros passos da demonstrac¸a˜o do Teorema
2.20.
Notemos que
Afirmac¸a˜o 5.12. ∆ ◦ θ : S7 → SO(8) e´ homotopicamente nula. Em particular, (S15)′ = Σ(A, θ) e´
difeomorfa a S15.
Demonstrac¸a˜o. Estamos aptos a dar duas demonstrac¸o˜es para esse fato. A primeira segue do fato que
pi7S
3 e´ finito (ver [50]), pois pi7SO(8) e´ livre de torsa˜o e, portanto, a aplicac¸a˜o ∆∗ : pi7S3 → pi7SO(8) e´
trivial, em particular, a classe de ∆θ e´ um elemento trivial.
A segunda demonstrac¸a˜o segue melhor os estilo da tese, podendo ser extraida das construc¸o˜es
utilizadas. Sejam δ, o : S7 → S7 as seguintes involuc¸o˜es:
A(x, y) = (y, x); C(x, y) = (x¯, y¯).
Enta˜o, tomando u : S3 → Sp(2), a aplicac¸a˜o definida por u(q)(x, y) = (x, qy), temos que ∆(q) =
(δu(q)δ)(ou(q)o)(δou(q)oδ). Em particular, ∆θ = (δu(θ)δ)(ou(θ)o)(δou(θ)oδ). Seja e˜xp+ : ImH × H
a aplicac¸a˜o definida na demonstrac¸a˜o do Corola´rio 2.13.2. Enta˜o, para b como no Corola´rio 2.13.1,
u(b) = exp+ |S6 e observando que existe η′ : S7 → S6 tal que θ = b ◦ η′, enta˜o u(θ) = exp+ ◦η′. Em
particular, a aplicac¸a˜o H : [0, 1]× S7 → SO(8) definida como
H(t, x) = (δ exp+(tη
′(x))δ)(o exp+(tη
′(x))o)(δo exp+(tη
′(x))oδ)
define uma homotopia entre a aplicac¸a˜o constante H(0, x) = id e H(1, x) = ∆ ◦ θ(x). Note que
consideramos Sp(2) inclu´ıdo em SO(8) atrave´s do homomorfismo induzido pela sua ac¸a˜o em S7 ⊂ H×H.
Segue enta˜o que (S15)′ e´ a esfera padra˜o do fato que τ7,7 = 0, segundo [30].
E o Teorema fica demonstrado atrave´s do seguinte Lema
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Lema 5.13. S′i,1−i = S
′
1,0#Si,1−i.
Demonstrac¸a˜o. Observamos primeiramente que podemos realizar a colagem induzida pelo fibrado
pi∗ijE
11 na primeira co´pia de D8 × S7 em Sij = D8 × S7 ∪D8 × S7. De forma que, os domı´nios da
func¸a˜o adjunta θpiij e de f̂ij na˜o se interseptem. Com efeito, denote por D
8, sem ı´ndices, o disco de
raio 1 e D8 como o disco de raio .
Afirmac¸a˜o 5.14. S′ij e´ S
3-equivariantemente difeomorfo a
D81/2 × S7 ∪θ̂piij (D
8 −D81/2)× S7 ∪f̂ij D
8 × S7.
Demonstrac¸a˜o. Pelo Teorema 2.7, basta provarmos que
E11 = (D8 −D81/2)× S3 ∪fθ D81/2 × S3 ∪D8 × S3
pore´m, sempre podemos tomar difeomorfismos S3 × S3-equivariantes, tais que
D81/2 × S3 ∪fθ (D8 −D81/2)× S3 ∪D8 × S3 = D81/2 × S3 ∪fθ D8 × S3 = D8 × S3 ∪fθ D8 × S3 = E11.
Seja a = b : S7 → SO(7) as aplicac¸o˜es definidas por a(X) = b(X) = CX ∈ SO(7) como
na Proposic¸a˜o 5.3. Enta˜o, tomando fa, fb : S
7 × S7 → S7 × S7 como o difeomorfismo dado por
fa(X,Y ) = (CXX,CXY ) e fb(X,Y ) = (CYX,CY Y ), temos, pelo Lema 5.2,
f−1b fa(X,Y ) = f
−1
b (X,XY X¯) = ((XY¯ X¯)X(XY X¯), (XY¯ )Y (XY¯ )) = (CXY¯X,CXY¯ Y ) = f1(X,Y ),
e mais,
f1fi(X,Y ) = f1(C
i
XY¯X,C
i
XY¯ Y )
= (C
Ci
XY¯
(X)Ci
XY¯
Y
X,C
Ci
XY¯
(X)Ci
XY¯
Y
Y )
= (CCi
XY¯
(XY¯ )X,CCi
XY¯
(XY¯ )Y )
= (Ci+1
XY¯
X,Ci+1
XY¯
Y )
= fi+1(X,Y ).
Portanto, fi = f
i
1 = (f
−1
b fa)
i. Nesse caso, vimos no Teorema 2.16 que podemos substituir a e b por
outras aplicac¸o˜es na mesma classe de homotopia sem alterar a classe de isotopia de fi. Tomamos
enta˜o a′ = b′ uma aplicac¸a˜o homotopica a a = b tal que a′(x) = b′(x) = id para todo x em um disco
D′ ⊂ S7 invariante pela ac¸a˜o de SO(7) em S7. Dado (X,Y ) ∈ D′ × S7 temos que a(X) = id e que
fb(X,Y ), f
−1
b (X,Y ) ∈ D′. Portanto,
f−1a f
−1
b fafb(X,Y ) = faf
−1
b fb(X,Y ) = fa(X,Y ) = (X,Y ).
Assumindo, como hipotese de induc¸a˜o, que fka (f
−1
b fa)
kfkb |D′×S7 = id, temos
f−k−1a (f
−1
b fa)
k+1fk+1b (X,Y ) = f
−1
a (f
−k
a (f
−1
b fa)
kfkb )f
−k
b (f
−1
b fa)f
k+1
b (X,Y )
= f−1a f
−k
b f
−1
b faf
k+1
b (X,Y )
= f−1a f
−k−1
b f
k+1
b (X,Y ) = (X,Y ).
Para (X,Y ) ∈ S7 ×D′, temos, usando argumentos ana´logos
f−1a f
−1
b fafb(X,Y ) = f
−1
a f
−1
b fa(X,Y )
= f−1a f
−1
b fa(X,Y )
= f−1a fa(X,Y ) = (X,Y )
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e
f−k−1a (f
−1
b fa)
k+1fk+1b (X,Y ) = f
−1
a (f
−k
a (f
−1
b fa)
kfkb )f
−k
b (f
−1
b fa)f
k+1
b (X,Y )
= f−1a f
−k
b f
−1
b faf
k+1
b (X,Y )
= f−1a fa(X,Y ) = (X,Y ).
portanto, fi|D′×S7∪S7×D′ = id e recordamos que o Lema 2.17 garante a existeˆncia de um difeomorfismo
Λ : D8 × S7 ∪f˜i S7 ×D8 → D8 × S7 ∪fi S7 ×D8, onde f˜i = f ia(f−1b fa)if ib . Tomando D como um disco
cujo interior conte´m o feixo de S7 −D′, conclu´ımos que f˜i = id fora de D ×D ⊂ S7 × S7. Considere o
feixo de colar´ınhos de raio 1/27 de D×D em D8 × S7 e S7 ×D8, denotando-os D15+ e D15− . Temos que
Si+1,i e´ difeomorfo, atrave´s de Λ a
D8 × S7 D15+oo
(S7 × S7)− (D ×D)?

OO
_

D ×D?

OO
_
f˜i

S7 ×D8 D15−oo
onde todas as setas na˜o nominadas sa˜o incluso˜es de subespac¸os. Note que a coluna da direita
define S15 − D × D e a coluna da esquerda define uma esfera homoto´pica com func¸a˜o de colagem
f¯i : S
14 × S14 obtida por mergulhar D ×D ⊂ S14 e estender f˜i pela identidade, portanto difeomorfa a
Σi. Analogamente, como a Afirmac¸a˜o 5.14 mostra que podemos concentrar a diferenc¸a entre Sij e S
′
ij
ao subconjunto D8 × S7 superior, utilizando do difeomorfismo Λ fora desse conjunto, temos que S′i+1,i
e´ difeomorfo a
(D8 −D81/2)× S7 S71/2 × S7
θ̂pii+i,i //? _oo D81/2 × S7 D15+oo
(S7 × S7)− (D ×D)?

OO
_

D ×D?

OO
_
f˜i

S7 ×D8 D15−oo
onde S71/2 = ∂D
8
1/2, notando que a parte da direita se identifica com S
′
1,0 −D ×D ∼= S15 −D ×D e a
parte da esquerda com Σi = Si+1,i menos um disco D
15 = S15 −D ×D. Portanto,
S′i+1,i = (S
15 −D ×D) ∪ (Σi −D15)
Como a identificac¸a˜o e´ a mesma de D15 ∪D ×D = S15, S′i+1,i = S15#Σi = Σi = Si+1,i.
O aluno foi comunicado que esse teorema era esperado devido ao seguinte argumento: Seja D → S8
um fibrado linear de discos. Enta˜o, D admite um mergulho de S8 como a sessa˜o zero, z : S8 ↪→ D.
Nesse caso, ressaltando que a dimensa˜o de D e´ grande suficiente comparada com a de S8, resultados de
Andre´ Haefliger garantem a existeˆncia de um mergulho i : Σ8 ↪→ D homoto´pico a z. Como o z e´ um
retrado de deformac¸a˜o, i tambe´m sera´. Enta˜o, o Teorema 4.1 de [43] garante que D e´ difeomorfo ao
fibrado normal de i. O u´nico ponto que na˜o ficou claro para o aluno e´ como as func¸o˜es de transic¸a˜o de
ambos os fibrados podem ser identificadas como as mesmas.
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Em [8] e´ provado que se η ↓Mn e ξ ↓ Sn sa˜o fibrados lineares estavelmente triviais, onde Mn e´ uma
esfera homoto´pica, enta˜o os espac¸os totais de ξ e η sa˜o difeomorfos se e somente se eles sa˜o isomorfos
como fibrados sobre Sn. Em constraste com esse resultado, nesse cap´ıtulo lidamos com uma famı´lia
infinita de fibrados na˜o isomorfos Si,1−i → S8, pore´m, sendo o grupo θ15 finito e Si,1−i ∈ θ15 para todo
i, existem j 6= j′ tal que Sj,1−j e´ difeomorfo a Sj′,1−j′ . Mostrando que a hipotese de estavelmente
trivial na˜o pode ser removida desse Teorema.
Cap´ıtulo 6
Curvaturas em Fibrados Induzidos
Neste cap´ıtulo introduziremos uma fo´rmula para a curvatura seccional de um fibrado induzido baseada
na segunda forma fundamental do mergulho f∗P ⊂ M × P . A partir dessa, demonstraremos que
condic¸o˜es sobre a curvatura seccional de f∗P exigem propriedades especiais de f conclu´ındo, por
exemplo, que os fibrados E10k , E
11, E13 e a famı´lia E15ij possuem sec¸o˜es de curvatura negativa.
6.1 Sobre a segunda forma fundamental de um gra´fico
Sejam (Mm, gM ) e (N
n, gN ) duas variedades Riemannianas e f : M → N uma aplicac¸a˜o suave.
Considere o gra´fico de f definido como
Γf = {(x, y) ∈M ×N | y = f(x)} (6.1)
Denotamos por F : M →M ×N , a aplicac¸a˜o x 7→ (x, f(x)) e notamos que
Afirmac¸a˜o 6.1. F : M → M × N e´ um mergulho com imagem Γf . Em particular, Γf e´ uma
subvariedade de M ×N difeomorfa a M .
Demonstrac¸a˜o. Temos dFx(X) = (X, dfx(X)). Como a primeira coordenada e´ na˜o singular, provamos
que F e´ um difeomorfismo local. Pore´m, a restric¸a˜o para Γf da projec¸a˜o na primeira coordenada
induz uma inversa cont´ınua para F . Portanto, F e´ um homeomorfismo com derivada na˜o-singular, em
particular, dF−1 e´ na˜o singular, logo, e´ um difeomorfismo.
Sendo Γf uma subvariedade, podemos considerar em M a me´trica induzida pela composic¸a˜o
M
F→ Γf ⊂M ×N . Observamos que esse procedimento geralmente aumenta o comprimento dos vetores.
Isto e´,
||dF (X)||2 = ||X||2 + ||df(X)||2 ≥ ||X||2,
com igualdade se e somente se df(X) = 0. Portanto, F sera´ uma isometria se e somente se f for
constante. Comec¸aremos esta sec¸a˜o descrevendo essa me´trica e o espac¸o normal a Γf .
Seja df : TM → TN a diferencial de f e defina df† atrave´s da igualdade
gN (df(X), Y ) = gM (X, df
†(Y ))
para todo X ∈ TM e Y ∈ TN . Denotaremos por 〈, 〉 a me´trica gM × gN .
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Lema 6.2. Os espac¸os tangente e normal ao ponto (x, f(x)) ∈ Γf sa˜o isomorfos respectivamente a
TM e TN pelos isomorfismos
ΞM : TxM → T(x,f(x))Γf (6.2)
X 7→ (X, df(X)) (6.3)
ΞN : Tf(x)N → ν(x,f(x))Γf (6.4)
Y 7→ (−df†(Y ), Y ) (6.5)
Ainda mais, para Ξ : TM × TN → T (M ×N), definido como
(X,Y ) 7→ ΞM (X) + ΞN (Y ),
Ξ−1
(
X
Y
)
=
(
(1 + df†df)−1 df†(1 + dfdf†)−1
−df(1 + df†df)−1 (1 + dfdf†)−1
)(
X
Y
)
(6.6)
Demonstrac¸a˜o. Notamos primeiramente que ΞM = dF e, portanto, e´ um isomorfismo. Observe que,
dado Y ∈ TN e X ∈ TM ,〈
(X, df(X)), (−df†(Y ), Y )〉 = gM (X,−df†(Y ))+gN (df(X), Y ) = −gN (df(X), Y )+gN (df(X), Y ) = 0.
Isto e´, a imagem de ΞN e´ sempre ortogonal a imagem de ΞM . Em particular, como ΞM e´ sobrejetora ao
espac¸o tangente, ΞN esta´ contido no espac¸o normal de Γf . Pore´m, dim(Γf ) = dim(M) = m e, portanto,
dim(ν(x,f(x))) = dim(M ×N)− dim(M) = n = dim(N). Como ΞN e´ injetora, ela e´ um isomorfismo.
A segunda afirmac¸a˜o e´ demonstrada ao observar que, considerando o isomorfismo canoˆnico de
T (M ×N) com TM × TN ,
Ξ(X,Y ) =
(
1 −df†
df 1
)(
X
Y
)
,
e (
1 −df†
df 1
)(
(1 + df†df)−1 df†(1 + dfdf†)−1
−df(1 + df†df)−1 (1 + dfdf†)−1
)
= id.
Denotando por projE a projec¸a˜o ortogonal para um subespac¸o E, temos
Corola´rio 6.2.1. Para Π(X,Y ) = Y − df(X) ∈ f∗TN e O = (1 + dfdf†)−1
projνΓf = Π
†OΠ. (6.7)
Demonstrac¸a˜o. Observe que na me´trica Ξ∗(gM × gN ), induzida por Ξ em TM × TN , TM e TN sa˜o
ortogonais, como visto na demonstrac¸a˜o do 6.2. Em particular, como Ξ|{0}×TN e´ um isomorfismo, a
projec¸a˜o ortogonal para o espac¸o normal de Γf pode ser escrita como
projνΓf (X,Y ) = Ξ ◦ projTN ◦ Ξ−1(X,Y ). (6.8)
em particular
prνΓf = Ξprf∗TNΞ
−1 =
((
1 −df†
df 1
))((
0 0
0 1
)(
0 0
0 1
)(
(1 + df†df)−1 df†(1 + dfdf†)−1
−df(1 + df†df)−1 (1 + dfdf†)−1
))
=
(
0 −df†
0 1
)(
0 0
−df(1 + df†df)−1 (1 + dfdf†)−1
)
,
e o resultado segue ao observarmos que, como (1 + dfdf†)df = df(1 + df†df), enta˜o
df(1 + df†df)−1 = (1 + dfdf†)−1df.
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Definic¸a˜o 6.1.1. Dados x ∈ M , f : M → N e dois campos vetoriais, X,Y ∈ X(M), definimos
∇dfY dfX como a derivada covariante do campo dfX por uma curva f(γ), onde γ(0) = x e γ˙(0) = Y e
d2fx(X,Y ) = (∇dfY dfX)(x)− dfx(∇YX(x)). (6.9)
Compare ([17])
Proposic¸a˜o 6.3. A aplicac¸a˜o (X,Y ) 7→ d2fx(X,Y ) depende somente dos valores de X e Y no
ponto x. Em particular, d2f define um tensor d2f : TM × TM → TN . Ainda mais, dados vetores
X,Y,X ′, Y ′ ∈ TM
(i) d2f(X,Y ) = d2f(Y,X);
(ii) d2(fg)(X,Y ) = d2f(dgX, dgY ) + df(d2g(X,Y ));
(iii) d2f(X,Y ) = 0 se f : M →M para uma homotetia;
(iv) 〈IIf (dF (X), dF (Y )), IIf (dF (X ′), dF (Y ′))〉 = gN ((1 + dfdf†)−1d2f(X,Y ), d2f(X ′, Y ′)).
onde IIf e´ a segunda forma fundamental de Γf ↪→ (M ×N, gM × gN ).
Demonstrac¸a˜o. Temos
IIf ((X, dfX), (Y, dfY )) = projνΓf (∇XY,∇dfXdfY ). (6.10)
Portanto, segundo o Corola´rio 6.2.1,
〈IIf ((X, dfX), (Y, dfY )), (X ′, Y ′)〉 = gN ((1 + dfdf†)−1(∇dfXdfY − df(∇XY )), Y ′ − dfX ′)
= gN ((1 + dfdf
†)−1d2f(X,Y ), Y ′ − dfX ′)
Em particular,
〈IIf ((X, dfX), (Y, dfY )), IIf (df(X ′), dF (Y ′))〉 =
〈
projνΓf (∇XY,∇dfXdfY ), projνΓf (∇′XY ′,∇dfX′dfY ′)
〉
=
〈
projνΓf (∇XY,∇dfXdfY ), (∇′XY ′,∇dfX′dfY ′)
〉
= gN ((1 + dfdf
†)−1(∇dfXdfY − df(∇XY )), Y ′ − dfX ′)
= gN ((1 + dfdf
†)−1d2f(X,Y ),∇dfX′dfY ′ − df(∇′XY ′))
o que prova a boa definic¸a˜o, a tensorialiedade e as propriedades (i) e (iv) de d2f : TM × TM → TN .
O item (iii) tambe´m segue imediatamente de (6.10) uma vez demonstrado o seguinte
Afirmac¸a˜o 6.4. Se f : (M, gM )→ (N, gN ) e´ uma homotetia, Γf ⊂M ×N e´ totalmente geode´sico.
Demonstrac¸a˜o. Recorde que γ : R → (M × N, gM × gN ) e´ uma geode´sica se e somente se suas
composic¸o˜es com as projec¸o˜es prM : M × N → M e prN : M × N → N sa˜o geode´sicas ([9]). E
que f e´ chamada de homotetia se f e´ um difeomorfismo e existe λ > 0 tal que f∗gN = λgM . Seja,
enta˜o, γ : I →M uma geode´sica , e, para um campo X em M , Xf : N → TN , o campo definido por
Xf (x) = dff−1(x)X(f
−1(x)) ∈ TN . Temos, pela fo´rmula de Koszul ([9])
gN (∇γ˙f dfγ˙f , Xf ) = 2γ˙fgN (γ˙f , Xf )−XfgN (γ˙f , γ˙f )− gN (γ˙f , [γ˙f , Xf ])− gN ([Xf , γ˙f ], γ˙f )− gN (Xf , [γ˙f , γ˙f ])
= λ{2γ˙gM (γ˙, X)−XfgM (γ˙, γ˙)− gM (γ˙, [γ˙, X])− gM ([X, γ˙], γ˙)− gM (X, [γ˙, γ˙])}
= λgM (∇γ˙ γ˙, X) = 0.
Como df e´ sobrejetor, temos que ∇γ˙f dfγ˙f = 0. Observando que γ˙f e´ o vetor velocidade da curva
f ◦ γ : I → N , conclu´ımos que f ◦ γ e´ uma geode´sica, logo, f leva geode´sicas em geode´sicas.
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Para o item (ii), considere g uma outra aplicac¸a˜o suave de N para uma variedade qualquer. Temos
d2(fg)(X,Y ) = ∇dfgXdfgY −∇XY
= ∇dfgXdfgY − df∇dgXdgY + df(∇dgXdgY − dg∇XY )
= d2f(dgX, dgY ) + df(d2g(X,Y )).
Com a proposic¸a˜o acima em ma˜os, podemos demonstar o seguinte
Teorema 6.5. Seja (M, gM ) uma variedade compacta com curvatura seccional limitada inferiormente
por k. Seja f : (M, gM ) → (N, gN ) uma aplicac¸a˜o suave. Enta˜o, para todo δ > 0, existe  tal que o
gra´fico da composic¸a˜o
f˜ : (M, gM )
f→ (N, gN ) id→ (N, gN )
tem curvatura seccional limitada inferiormente por k − δ.
Demonstrac¸a˜o. Dado  > 0, recordemos a fo´rmula de Gauss para a imersa˜o Γf˜ ⊂M ×N :
RΓf (X,Y, Z,W ) = RM×N˜ (X,Y, Z,W ) +
〈
IIf˜ (X,Z), IIf˜ (Y,W )
〉
−
〈
IIf˜ (X,W ), II f˜ (Y, Z)
〉
(6.11)
Notando que gN (dfX, Y ) = gM (X, df
†Y ) e aplicando o item (iv) da Proposic¸a˜o 6.3, temos
RΓf (X,Y, Z,W ) = RM×N˜ (X,Y, Z,W ) (6.12)
+ gN ((1 + dfdf
†)−1d2f˜(X,Z), d2f˜(Y,W )) (6.13)
− gN ((1 + dfdf†)−1d2f˜(X,W ), d2f˜(Y, Z)). (6.14)
E mais,
d2f˜(X,Y ) = d2f(d(id)(X), d(id)(Y )) + df(d2(id)(X,Y )) = d2f(X,Y )
Seja T o supremo de ||RΓf (X,Y,X, Y )−RM (X,Y,X, Y )|| sobre todos os pares ortonormais X,Y ∈
TM e  ∈ [0, 1]. Temos enta˜o para esses pares:
secΓf ((X, dfX), (Y, dfY )) = secM (X,Y ) + secN (dfX, dfY )
+ gN ((1 + dfdf
†)−1d2f˜(X,X), d2f˜(Y, Y ))
− gN ((1 + dfdf†)−1d2f˜(X,Y ), d2f˜(X,Y ))
≥ k − T
o que prova o desejado.
6.2 Fibrados Induzidos
Sejam (P, gP ), (M, gM ), (N, gN ) variedades Riemannianas e pi : (P, gP ) → (N, gN ) uma submersa˜o
Riemanniana. Dado f : M → N uma func¸a˜o suave, podemos considerar o espac¸o
f∗P = {(x, p) ∈M × P | f(x) = pi(p)}. (6.15)
Teorema 6.6. O espac¸o f∗P com a topologia induzida admite uma estrutura diferencia´vel tal que a
inclusa˜o f∗P ↪→ M × P e´ um mergulho e a projec¸a˜o p˜i : f∗P → Γf definida por (x, p) 7→ (x, pi(p)) e´
uma submersa˜o Riemanniana com as me´tricas induzidas pelas imerso˜es f∗P ⊂M × P e Γf ⊂M ×N .
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Demonstrac¸a˜o. Sejam gM , gN as me´tricas de M e N , respectivamente. Denote por F : M →M ×N o
mergulho x 7→ (x, f(x)) com imagem Γf e V (Γf ) uma vizinhanc¸a tubular de Γf de diametro  pequeno
suficiente.
Fixe x0 ∈ M e considere um disco D0 pequeno suficiente tal que D(x0) ⊂ M seja um mergulho.
Recordando que V (Γf ) e´ isomorfo ao fibrado normal da imersa˜o Γf ↪→M ×N temos que existe uma
aplicac¸a˜o ϕx0 : V (F (D0))→ F (D0)× Rn. Considere a aplicac¸a˜o
t : M × P ⊃ (id× pi)−1(V (F (D0)))→ V (F (D0))
ϕx0→ F (D0)× Rn → Rn
com a u´ltima seta sendo a projec¸a˜o na segunda coordenada. E´ claro que 0 ∈ Rn e´ ponto regular de
ϕx0 e que a aplicac¸a˜o id× pi e´ regular em qualquer ponto. Em particular, 0 ∈ Rn e´ ponto regular para
t e t−1(0) e´ uma subvariedade. Como o ponto x0 e´ arbitra´rio, provamos que f∗P e´ subvariedade de
M × P , e, logo, que a aplicac¸a˜o p˜i : f∗P → Γf e´ diferencia´vel. Para provar que p˜i e´ uma submsersa˜o
Riemanniana note que
Tf∗P = {(X,Y ) ∈ TM × TP | df(X) = dpi(Y )} (6.16)
e portanto, que os espac¸os verticais e horizontais sa˜o
ker dp˜i = {0} × ker dpi, H = {(X,L(dfX)) ∈ TM × P | X ∈ TM}.
O resultado agora segue da igualdade
||(X,L(dfX))||2gM×gP = ||X||2gM + ||df(X)||2gN .
Ainda observando que o espac¸o vertical em TpP , e´ tangente a` T(x,p)f
∗P sempre que (x, p) ∈ f∗P ,
conclu´ımos que
Lema 6.7. A derivada da aplicac¸a˜o id× pi : M × P →M ×N induz uma isometria entre os fibrados
normais de f∗P e Γf .
Demonstrac¸a˜o. Seja (x, p) ∈ f∗P , enta˜o {0}×ker dpip e´ tangente a f∗P , em particular, o espac¸o normal
a f∗P no ponto (x, p), ν(x,p)f∗P , e´ ortogonal a {0} × ker dpip. Como d(id× pi)(x,p) e´ uma isometria no
complemento ortogonal de {0} × ker dpip, o resultado segue.
6.3 O tensor A de O’Neill-Gromoll-Walshap
Aqui consideraremos uma submersa˜o Riemanniana pi : (P, gP ) → (N, gN ) com fibras totalmente
geode´sicas e introduziremos a notac¸a˜o de [20] para o tensor A de O’Neill. As demonstrac¸o˜es podem
ser encontradas em [20]. Dado X ∈ TP , denotaremos Xh e Xv as projec¸o˜es ortogonais de X nos
subespac¸os horizontais e verticais, respectivamente. Analogamente para campos vetoriais.
Definic¸a˜o 6.3.1. Para pi : (P, gP )→ (N, gN ) uma submersa˜o Riemanniana com distribuic¸o˜es horizon-
tais e verticais H, V , definimos o tensor de O’Neill-Gromoll-Walshap A : TP × TP → V como
AXY =
1
2
[Xh, Y h]v
Proposic¸a˜o 6.8. Seja E um campo vetorial ao longo de uma curva c em P . Enta˜o,
dpi∇c˙E = ∇dpic˙dpiE − dpi(A∗Eh c˙v +A∗c˙hEv) (6.17)
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Teorema 6.9. [20, 38] Denote por R, RM e RF os tensores de curvatura de P,M e da fibra, respecti-
vamente. Sejam X,Y, Z vetores horizontais e U,W vetores verticais, enta˜o
Rh(X,Y )Z = LRM (dpiX, dpiY )dpiZ − (2A∗ZAXY −A∗XAY Z −A∗Y AZX); (6.18)
Rv(X,Y )Z = (∇vZA)XY ; (6.19)
Rv(X,U)Y = −(∇vUA)XY −AYA∗XU ; (6.20)
Rv(X,Y )U = −2(∇vUA)YX + (AXA∗Y −AYA∗X)U ; (6.21)
R(U, V )WF = Rv(U, V )W ; (6.22)
Rv(U,W )X = 0. (6.23)
Em particular para |X| = |U | = 1, sec(X,U) = R(X,U,U,X) = −R(X,U,X,U) = |A∗XU |2 e uma
condic¸a˜o para que a curvatura seccional de uma sec¸a˜o dessa forma seja positiva e´ a na˜o-degeneraˆncia
do tensor A.
Definic¸a˜o 6.3.2. Seja pi : P → M um fibrado com fibras totalmente geode´sicas com tensor de
O’Neill-Gromoll-Walshap A. Enta˜o pi e´ dito fibrado fat se A e´ na˜o degenerado.
6.4 Curvatura em Fibrados Induzidos
Seja pi : (P, gP ) → (N, gN ) uma submersa˜o e f : M → N uma aplicac¸a˜o suave. Consideraremos o
mergulho f∗P ⊂ M × P garantido pela definic¸a˜o de f∗P e denotaremos gM × gP = 〈, 〉 e A e A∗ o
tensor de O’Neill de pi : (P, gP )→ (M, gM ) e seu dual definido por
gP (A
†
XU, Y ) = gP (U,AXY ),
onde X e Y sa˜o horizontais e U e´ vertical.
Proposic¸a˜o 6.10. Dados os vetores X˜ = (X,Y ), X˜ ′ = (X ′, Y ′) ∈ Tf∗P , seja
II(X˜, X˜ ′) = (∇XX ′,∇Y Y ′)⊥
a segunda forma fundamental de f∗P ⊂M ×P . Enta˜o, dados Z˜ = (Z,W ), Z˜ ′ = (Z ′,W ′) ∈ T (M ×P ),
II(X˜, X˜ ′) e´ completamente definida por
〈II((X,Y ), (X ′, Y ′)), (Z,W )〉 = gN ((1 + dfdf†)−1(d2f(X,X ′) + Λ(Y, Y ′)), dpi(Z)− df(W )) (6.24)
onde Λ(Y, Y ′) = −dpi(A†
Y h
Y ′v +A†
Y ′hY
v) Em particular〈
II((X˜, X˜ ′)), II((Z˜, Z˜ ′))
〉
= gN ((1 + dfdf
†)−1(d2f(X,X ′) + Λ(Y, Y ′)), (d2f(Z,Z ′) + Λ(W,W ′))).
(6.25)
Demonstrac¸a˜o. Segundo os Lemas 6.7 e 6.8 e o Corola´rio 6.2.1〈
II(X˜, X˜ ′), (Z,W )
〉
=
〈
(∇XX ′,∇Y Y ′)⊥, (Z,W )
〉
= gM × gN ((d(id× pi)(∇XX ′,∇Y Y ′))⊥, d(id× pi)(Z,W ))
= gM × gN ((∇XX ′, dpi∇Y Y ′)⊥, (Z, dpiW ))
= gN ((1 + dfdf
†)−1dpi(∇Y Y ′)− df∇XX ′, dpiW − dfZ)
= gN ((1 + dfdf
†)−1(∇dpiY dpiY ′ −∇XX ′ + Λ(Y, Y ′)), dpiW − dfZ)
= gN ((1 + dfdf
†)−1(∇dfXdfX ′ −∇XX ′ + Λ(Y, Y ′)), dpiW − dfZ)
= gN ((1 + dfdf
†)−1(d2f(X,X ′) + Λ(Y, Y ′)), dpiW − dfZ).
CAPI´TULO 6. CURVATURAS EM FIBRADOS INDUZIDOS 55
Note que, se U˜ e´ um vetor vertical em Tf∗P , enta˜o U˜ = (0, U) para algum U vertical em P . Em
particular, se df(X) = 0, X˜ = (X, 0) e´ um vetor horizontal em Tf∗P .
Corola´rio 6.10.1. Sejam X˜ = (X, 0) =∈ Tf∗P , Z˜ = (Z1, Z2) ∈ H ⊂ Tf∗P e U = (0, U) ∈ V ⊂
Tf∗P tal que df(X1) = 0. Sejam ainda R, RP e RM os tensores (4, 0) de curvatura de f∗P , P e M
respectivamente e R(X,Y ) = R(X,Y,X, Y ) (ana´logamente para os RP e RM ). Enta˜o,
R(X˜, U˜ , X˜, Z˜) = −gN (d2f(X1, X1), A†Z2U).
Demonstrac¸a˜o. Pela fo´rmula de Gauss ([9])
R(X˜, U˜ , X˜, Z˜) = RM (X, 0, X, Z1) +RP (0, U, 0, Z2) +
〈
II(X˜, X˜), II(U˜ , Z˜)
〉
−
〈
II(X˜, Z˜), II(X˜, U˜)
〉
=
〈
II(X˜, X˜), II(U˜ , Z˜)
〉
−
〈
II(X˜, Z˜), II(X˜, U˜)
〉
Denotanto (1 + dfdf†)−1 = O, temos, pela Proposic¸a˜o 6.10
R(X˜, U˜ , X˜, Z˜) = gN (Od
2f(X,X),Λ(Z2, U)) + gN (O(d
2f(X,Z) + Λ(0, Z2)), d
2f(X, 0) + Λ(0, U))
= gN (Od
2f(X,X),−A†Z2U −A
†
UZ2) = −gN (Od2f(X,X), A†Z2U),
onde a primeira igualdade e´ va´lida pois o termo em Λ so´ depende das segundas coordenadas que sa˜o
nulas em X˜ e o termo d2f so´ depende das primeiras que e´ nula em U˜ .
Apesar da escolha de vetores nesse corola´rio parecer muito particular, veremos que ainda assim
podemos tirar alguma conclusa˜o sobre f . O pro´ximo lema vale para uma variedade Riemanniana
arbitra´ria.
Lema 6.11. Sejam X,Z,U ∈ TM e φ(t) = R(X, tZ + U). Enta˜o φ(t) ≥ 0 se e somente se
R(X,Z), R(X,U) ≥ 0 e
R(X,Z)R(X,U)−R(X,Z,X,U)2 ≥ 0 (6.26)
Demonstrac¸a˜o. Temos
φ(t) = R(X, tZ + U) = t2R(X,Z) + 2tR(X,Z,X,U) +R(X,U)
que e´, em t, um polinoˆmio de grau menor ou igual a 2. Dividiremos a questa˜o em dois casos
Caso 1: Suponha R(X,Z) > 0. Enta˜o, φ(t) ≥ 0 para todo t se e somente se φ tiver, no ma´ximo,
uma raiz. E isso acontece se e somente se
(2R(X,Z,X,U))2 − 4R(X,U)R(X,Z) = 4(R(X,Z,X,U)2 −R(X,U)R(X,Z)) ≤ 0
⇐⇒
R(X,Z)R(X,U)−R(X,Z,X,U)2 ≥ 0.
Caso 2:Suponha R(X,Z) = 0. Enta˜o, φ(t) ≥ 0 se e somente se R(X,Z,X,U) = 0. Mas, nesse caso,
a condic¸a˜o (6.26) e´ reescrita como
R(X,Z)R(X,U)−R(X,Z,X,U)2 = −R(X,Z,X,U)2 ≥ 0 ⇐⇒ R(X,Z,X,U) = 0.
Seja, daqui em diante, S7 ⊂ H2 a esfera de raio 1 e S4 ⊂ R×H a esfera de raio 1/2 equipadas com
as me´tricas induzidas desses espac¸os vetoriais. Redefinimos a aplicac¸a˜o de Hopf h : S7 → S4 como
h(x, y) =
(
1
2
(|x|2 − |y|2), xy¯
)
.
Notamos que essa aplicac¸a˜o e´ a composic¸a˜o de (1.5) com multiplicac¸a˜o por 1/2 definida entre as esferas
de raio 1 e 1/2 em R × H. Em particular, h, como definida agora, e´ um fibrado principal com ac¸a˜o
principal dada por q · (x, y) = (xq¯, yq¯). Ainda mais,
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Proposic¸a˜o 6.12. h : S7 → S4 e´ uma submersa˜o Riemanniana com fibras totalmente geode´sicas.
Demonstrac¸a˜o. Note que so´ precisamos provar a proposic¸a˜o para um ponto, pois Sp(2) age de forma
transitiva em S7. Enta˜o o faremos no ponto (1, 0) ∈ S7. Sabemos que T(1,0)S7 = {(p, w) ∈ ImH×H} e
podemos calcular
dh(1,0)(p, w) = (<(x¯p)−<(y¯w), py¯ + xw¯)|(x,y)=(1,0) = (0, w¯).
Note ainda que, se q ∈ S3, q · (1, 0) = (q, 0) e, portanto, os espac¸os verticais e horizontais em relac¸a˜o a
essa ac¸a˜o sa˜o Im×H× {0} e {0} ×H respectivamente. Como vimos que dh(1,0) preserva a norma dos
vetores em {0} ×H, h e´ uma submersa˜o.
Teorema 6.13. Seja f : Mm → S4 uma aplicac¸a˜o suave com m > 4. Enta˜o, se x e´ um ponto regular
de f e f∗S7 tem curvatura seccional na˜o-negativa em y ∈ f−1(x), a subvariedade f−1(x) ⊂ Mm e´
totalmente geode´sica em y.
Demonstrac¸a˜o do Teorema 6.13. Sejam X˜, Z˜, U˜ ∈ Tp˜f∗S7 como no Corola´rio 6.10.1. Enta˜o,
R(X˜, U˜) = RM (X1, 0, X1, 0) +RS7(0, U, 0, U) +
〈
II(X˜, X˜), II(U˜ , U˜)
〉
− ||II(X˜, U˜)||2M×S7
= gN (Od
2f(X,X),−2A†UU).
Pore´m, A†U = A
†
Uh
= 0 e, portanto, R(X˜, U˜) = 0. As condic¸o˜es do Lema 6.11 sa˜o lidas como
R(X˜, Z˜) ≥ 0 e
R(X˜, U˜)R(X˜, Z˜)−R(X˜, U˜ , X˜, Z˜)2 = −R(X˜, U˜ , X˜, Z˜)2 ≥ 0 ⇐⇒ R(X˜, Z˜, X˜, U˜) = 0.
Segundo o Corola´rio 6.10.1, essa condic¸a˜o e´ reescrita como
A(Od2f(X,X), dfZ2) = 0, (6.27)
para todo Z2. Por outro lado, observamos que, para A o tensor de O’Neill da fibrac¸a˜o de Hopf,
A(X,Y ) = 0 para todo Y se e somente se X = 0. De fato, segundo o Teorema 6.9, RP (X,U) = ||A†XU ||2,
em particular, para P = S7, A†X : V → H tem que ser injetiva, se X 6= 0, logo gP (Y,A†XU) 6= 0 para
algum Y . Nesse caso, como O e´ um isomorfismo, a condic¸a˜o (6.27) e´ equivalente a
d2f(X,X) = 0. (6.28)
O Teorema fica demonstrado pelo seguinte
Lema 6.14. Se f : M → N e´ uma func¸a˜o suave e f(x) ∈ N e´ um ponto regular enta˜o d2f(X,Y ) = 0
para todo X,Y ∈ ker dfx se e somente se f−1(f(x)) e´ uma subvariedade totalmente geode´sica em M .
Demonstrac¸a˜o. Segundo o Teorema de Sard ([29]), se f(x) e´ um ponto regular, enta˜o existe vizinhanc¸a
aberta de f(x), Opf(x), cujos elementos sa˜o pontos regulares. Nesse caso f−1(Opf(x)) e´ difeomorfa
a f−1(x) × U (ver [29]), portantoexistem campos vetoriais X˜, Y˜ ∈ X(M) tal que dfX˜ = dfY˜ = 0
identicamente. Temos,
d2f(X,Y ) = ∇dfX˜dfY˜ − df(∇X˜ Y˜ ) = −df(∇X˜ Y˜ ).
E como a vizinhanc¸a f−1(Opf(x)) consiste de pontos regulares, df |ker df⊥ e´ sobrejetora. Portanto,
d2f(X,Y ) = −df(∇X˜ Y˜ ) = −df(projker df⊥∇X˜ Y˜ ).
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Temos
Corola´rio 6.14.1. Os espac¸os E10k , E
11, E13 e E18ij possuem sec¸o˜es de curvatura negativa.
Tambe´m provamos o seguinte
Teorema 6.15. Seja n > 4 e f : Mn → S4 uma aplicac¸a˜o suave tal que f∗P tem curvatura na˜o-
negativa. Se posto df > 1, e L ⊂ f−1(a) para qualquer a ∈ S4, enta˜o L e´ totalmente geode´sico. Ainda
mais, se postodfx = 1, enta˜o d
2fx(X,X) e a imagem de dfx sa˜o colineares.
Um exemplo de aplicac¸a˜o que satisfaz a condic¸a˜o postodf ≥ 1 e se postodfx = 1 enta˜o d2f(X,X) e´
colinear com a imagem de df e´ a segunda poteˆncia da exponencial geode´sica, isto e´, para S4 3 x =
cos t(1, 0) + sin tξ, para algum ξ ∈ T(1,0)S4,
x 7→ cos 2t(1, 0) + sin 2tξ.
Por outro lado, e´ poss´ıvel observar que, tomando S7 com raio pequeno, as me´tricas induzidas como
fibrados induzidos tem curvatura de Ricci positiva (ver [20], Teorema 2.7.3).
Resultados Adicionais
Observamos o seguinte. Seja f : M → N um aplicac¸a˜o suave e pi : (P, gP )→ (N, gN ) uma submersa˜o
Riemanniana com fibras totalmente geode´sicas. Seja g uma me´trica em M enta˜o
Proposic¸a˜o 6.16. Se M e´ compacto, existe uma me´trica g′ em M e  > 0 tais que f∗P ⊂ (M ×
P, g′ × gP )→ (M, g) e´ uma submersa˜o Riemanniana. Ainda mais, uma subvariedade Riemanniana
L ⊂ f−1(a) ⊂ (M, g), onde a ∈ N , e´ totalmente geode´sica se e somente se L ⊂ f−1(a) ⊂ (M, g′) e´
totalmente geode´sica.
Demonstrac¸a˜o. Seja  > 0 um nu´mero pequeno tal que 1 − df†df e´ positivo definido em relac¸a˜o a
me´trica g. Seja enta˜o g′(X,Y ) = g((1− df†df)X,Y ). Segundo o Teorema 6.6, basta provarmos que
F : (M, g)→ Gammaf ⊂ (M ×N, g′ × gN )
e´ uma isometria. Com efeito, temos
g′ × gN (dF (X), dF (Y )) = g((1− df†df)X,Y ) + gN (dfX, dfY )
= g(X,Y )− gN (dfX, dfY ) + gN (dfX, dfY )
= g(X,Y ).
Por outro lado, para X,Y campos de vetores em L e Z em M , temos
g′(X,Z) = g(X,Y )− gN (dfX, dfZ) = g(X,Y ) (6.29)
pois f |L e´ constante, portanto, df(Z) = 0 para todo Z tangente a L. Agora, da fo´rmula de Koszul
([39])
2g′(∇′XY, Z) = Xg′(Y,Z) + Y g′(Y,Z)− Zg′(X,Y )
− g′(X, [Y,Z])− g′(Y, [X,Z]) + g′(Z, [X,Y ])
= Xg(Y,Z) + Y g(Y,Z)− Zg(X,Y )
− g(X, [Y,Z])− g(Y, [X,Z]) + g(Z, [X,Y ]) = 2g(∇XY,Z)
onde ∇′ e ∇ sa˜o as conexo˜es de Levi-Civita em das me´tricas g′ e g respectivamente.
Em particular, temos
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Teorema 6.17. Seja (f∗P, gf∗P )→ (M, g) uma submersa˜o Riemanniana com curvatura seccional na˜o
negativa e conexa˜o induzida por f : M → N , onde M e´ compacta e pi : P → N e´ fat. Enta˜o, se a ∈ N
e´ um ponto regular de f , f−1(a) e´ uma variedade totalmente geode´sica em (M, g).
Demonstrac¸a˜o. Segundo a Proposic¸a˜o 6.16, existe me´trica g′ em M tal que f∗P ⊂ (M ×P, g′× gN )→
(M, g) e´ uma submersa˜o Riemanniana. Nota-se que, a distribuic¸a˜o horizontal induzida por esse mergulho
e´ a mesma induzida por f∗P ⊂ (M × P, g × gP ). Ainda mais, sejam d2f e (d2f)′ as segundas formas
fundamentais de f em relac¸a˜o a`s me´tricas g e g′, respectivamente. Enta˜o, para um ponto regular a ∈ N
e X,Y ∈ Tf−1(a)
d2f(X,Y ) = (d2f)′(X,Y ),
portanto, a condic¸a˜o 6.28 e´ ideˆntica para ambos os fibrados.
Dado enta˜o, um fibrado pi : (P ′, gP ′)→ (M, g) com 1-forma de conexa˜o induzida por f : M → N
de um fibrado fat pi : (P, gP ) → (N, gN ), uma condic¸a˜o para que a curvatura seccional de P ′ seja
na˜o-negativa com alguma me´trica de conexa˜o e´ que f−1(a) ⊂ (M, g) sa˜o subvariedades totalmente
geode´sicas para todo ponto regular a ∈ N . Definimos enta˜o uma foleac¸a˜o F em M atrave´s de f .
Usaremos Li para denotar folhas. Temos
Proposic¸a˜o 6.18. Seja c : I →M uma curva com c(t) ∈ Lt, tal que L e´ totalmente goede´sica para
 > 0. Enta˜o, L ↪→ L0 ⊂ (M, g) de forma totalmente geode´sica.
Demonstrac¸a˜o. Segundo [25], uma curva c como acima define uma isometria entre Li e Lj para
quaisquers i, j 6= 0. Em particular, define um mergulho i : L × (0, ] ↪→ M atrave´s de imerso˜es
L × {t} ↪→M totalmente geode´sicas. Em particular,
Lema 6.19. Existe uma extensa˜o i˜ : L × [0, ]→M , tal que i˜ e´ um mergulho isome´trico em L × {0}.
Demonstrac¸a˜o. Seja d : M ×M → R a func¸a˜o distaˆncia induzida pela me´trica Riemanniana em M .
Temos que a restric¸a˜o de d para L se identifica com a func¸a˜o disteˆncia em L. Em particular, se
γ1, γ2 : (0, ]→M sa˜o duas curvas dadas por γj(t) = i(xj , t), enta˜o limt→0 γj(t) consiste de um ponto,
ainda mais,
d(lim
t→0
γ1(t), lim
t→0
γ2(t)) = d(γ1(t), γ2(t)) = d(x1, x2).
Estendendo i para i˜ dessa forma, atrave´s do mesmo argumento, temos que i˜ e´ cont´ınuo, diferencia´vel
na direc¸a˜o t e i˜|L×{0} e´ uma imersa˜o isome´trica injetiva para uma func¸a˜o distaˆncia definida a partir de
uma me´trica Riemanniana, portanto, i˜ e´ suave.
Lema 6.20. O mergulho i˜|L×{0} e´ totalmente geode´sico.
Demonstrac¸a˜o. Denote i˜(L × {0}) = L. Seja di˜(x,0)(X) = X(0) ∈ Ti˜(x,0)L e defina X(t) = di˜(x,t)(X).
Seja γX(t) : R → M a geode´sica definida pelo vetor X(t). Enta˜o, pela continuidade da aplicac¸a˜o
exponencial e da func¸a˜o distaˆncia d:
d(γX(0)(s), L) = lim
t→0
d(γX(t)(s), L).
Como Lt e´ uma variedade totalmente geode´sica γX(t)(s) ∈ Lt para todo s. Induzindo a me´trica de M
em L× [0, ] conclu´ımos que limt→0 d(γX(t)(s), L) = 0, portanto d(γX(0)(s) ∈ L.
Com isso conclu´ımos o seguinte:
Teorema 6.21. Na˜o existem me´tricas em S8 e S10 tal que os n´ıveis regulares das aplicac¸o˜es hη8 e
hb10 sejam totalmente geode´sicos.
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Demonstrac¸a˜o. Notamos que o u´nico ponto cr´ıtico dessa aplicac¸o˜es e´ (1, 0) ∈ S4. Ainda mais, ambos
hη−18 (1, 0) e hb
−1
10 (1, 0) sa˜o difeomorfos a` S
3. Pore´m, todos os outros n´ıveis de hη8 e hb10 sa˜o difeomorfos
a` S4 e S6 respectivamente. Em particular, se existir me´trica com tal propriedade existiria um mergulho
de S4 ou S10 em S3.
Apeˆndice A
Sobre Suavizac¸a˜o de Aˆngulos
Sejam M e N variedades com bordo tal que ∂M = ∂N . Seja f : ∂M → ∂N um difeomorfismo. Enta˜o
Teorema A.1. Existe uma u´nica estrutura diferencia´vel em X = M ∪f N tal que as incluso˜es
i : M ↪→ X e j : N ↪→ X sejam mergulhos com a propriedade de que di|∂M e dj|∂N sa˜o injetivos. Ainda
mais, se f ′ e´ isoto´pico a f , enta˜o M ∪f N e´ difeomorfo a` M ∪f ′ N com as estruturas acima.
Demonstrac¸a˜o. Supondo que existe um estrutura diferencia´vel e´ fa´cil notar que essa e´ u´nica. De fato,
fixe uma estrutura diferencia´vel como a enunciada e suponha que X ′ seja uma variedade homeomorfa a`
X = M ∪f N atrave´s de um homeomorfismo q : X → X ′, definido localmente por q|M = i′ : M → X ′
e q|N = j′ : N → X ′. Pela suposic¸a˜o no enunciado, podemos assumir que i′ e j′ sa˜o diferenciaveis
e que di′ e dj′ sa˜o injetivos. Afirmamos que q e´ um difeomorfismo. De fato, seja x ∈ M ⊂ X enta˜o
dqx = di
′
xdix e´ injetiva e o argumento segue ana´logo para pontos em N .
Provaremos agora que existe uma estrutura diferencia´vel em X. Seja U ⊂M um cola´rinho em M , isto
e´, um subespac¸o aberto que admite um difeomorfismo entre variedades com bordo ψ : (−2, 0]×∂M → U .
Seja U ′ um cola´rinho em N com difeomorfismo ψ′ : [0, 2)×N → U ′. Seja ainda Uτ = ψ((τ, 0]× ∂M e
U ′τ = ψ
′([0, τ)× ∂N). Definimos f˜ : U1/4 → U ′1/4 como
f˜(ψ(t, x)) = ψ′(t+ 1/4, x).
Como U1/4 e U
′
1/4 sa˜o abertos, existe uma u´nica estrutura diferencia´vel em M ∪f˜ N tal que as
incluso˜es i e j do enunciado sa˜o diferencia´veis. Note que, di e dj sa˜o injetivos, pois sa˜o incluso˜es.
Seja agora f ′ : ∂M → N outro difeomorfismo e H : (−1, 0] × ∂M → ∂N uma isotopia suave tal
que H(t, x) = f(x) para t < −2/3 e H(t, x) = f ′(x) para t > −1/3. Defina H˜ : U1 → U ′1 como
H˜(ψ(t, x)) = ψ′(t+ 1, H(t, x)) e XH = M ∪H˜ N . Temos
Afirmac¸a˜o A.2. Ambos X = M ∪f˜ N e X ′ = M ∪f˜ ′ N sa˜o difeomorfismos a` XH .
Demonstrac¸a˜o. Seja ϕ : [0, 2] 7→ [3/4, 2] uma func¸a˜o tal que ϕ′(t) > 0 para todo t ∈ [0, 2], ϕ(t) = t+3/4
para t ∈ [0, 1/4] e ϕ(t) = t em alguma vizinhanc¸a pequena de 2. Aqui nos referimos a` [29] para a
existeˆncia de tal func¸a˜o. Considere as aplicac¸o˜es l : M →M e l′ : N → N definidas por
l(x) =
{
x, x ∈M\U
ψ (−ϕ(−t), x′) , x = ψ(t, x′)
l′(x) =
{
x, x ∈ N\U ′
ψ (ϕ(t), x′) , x = ψ(t, x′)
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Nota-se, por inspec¸a˜o, que as diferenciais de l e l′ sa˜o cont´ınuas e injetivas, ainda mais, que ambas as
aplicac¸o˜es sa˜o injetivas, portanto, sa˜o mergulhos. Considere o seguinte diagrama
M
l−−−−→ M ←−−−− Mx x x
U1/4 U1 U1/4yf˜ yH˜ yf˜ ′
U ′1/4 U
′
1 U
′
1/4y y y
N −−−−→ N l
′
←−−−− N
E note que ele e´ comutativo e portanto define aplicac¸o˜es l˜ : X → XH e l˜′ : X ′ → XH . De fato, para
ψ(x, t) ∈ U1/4,
H(l(ψ(x, t))) = H(ψ(x, t− 3/4)) = ψ(f(x), t+ 1/4) = f˜(ψ(x, t))
onde a segunda igualdade vale pois H(ψ(x, t)) = (f(x), t+1) para t ∈ [−1,−2/3). E para ψ′(x, t) ∈ U1/4,
temos
l′(f˜ ′(ψ′(x, t))) = l′(ψ′(f ′(x), t+ 1/4)) = ψ′(f ′(x), t+ 1) = H(ψ(x, t)).
Nota-se ainda que l˜ e l˜′ sa˜o bijetivos, ja´ que as composic¸o˜es M ↪→ X → XH e N ↪→ X → XH sa˜o
bijetivas e os pontos em U1/4 ∪f˜ U ′1/4 va˜o bijetivamente para os pontos de U1 ∪H˜ U ′1, analogamente
para l˜′. Como a diferenciabilidade e´ uma propriedade local e todas as setas verticais sa˜o mergulhos,
vale que l˜ e l˜′ sa˜o difeomorfismos.
Em particular, X e X ′ sa˜o difeomorfos entre s´ı.
Apeˆndice B
Sobre a Exiteˆncia de Conexo˜es
Invariantes em Fibrados ?
Seja G um grupo de Lie compacto com me´trica bi-invariante β e M uma G-variedade suave. Seja ainda
{φij} uma colec¸a˜o ? de func¸o˜es de transic¸a˜o subordinadas a` cobertura {Ui} e P o fibrado ? associado.
Recorde que uma conexa˜o em um fibrado principal G · P →M e´ uma 1-forma com valores em g em
P , ω : TP → ω satisfazendo as seguintes condic¸o˜es
• ω(U•) = U para U ∈ g e U• a imagem de U pela ac¸a˜o •;
• ωgx(gX) = gωx(X)g−1 para g ∈ G e (x,X) ∈ TP .
Fixada uma me´trica gM em M e β em g, definimos a me´trica de conexa˜o ou me´trica de Kaluza-Klein
associada a` ω por
〈X,Y 〉 = gM (dpiX, dpiY ) + β(ω(X), ω(Y )). (B.1)
Note que neste caso as fibras de pi sa˜o totalmente geode´sicas.
Suponha que exista um grupo de Lie H agindo em ambos P e M tal que pi seja H-equivariante, i.e´.
pi(gp˙) = g · pi(p). (B.2)
Suponha ainda que H age atrave´s de isometrias em M e que P esteja equipado com uma me´trica
de Kaluza-Klein com conexa˜o ω. Enta˜o
〈g ·X, g · Y 〉 = gM (dpi(g·X), dpi(g·Y ))+β(ωg·p(g·X), ωg·(g·Y )) = gM (dpiX, dpiY )+β(ωg·p(g·X), ωg·(g·Y ))
Em particular, H age atrave´s de isometrias em P se e somente se para todo p ∈ P existe Ip : g→ g,
isometria, tal que
ωg·p(g ·X) = Ipωp(X).
Se uma conexa˜o ω respeita essa condic¸a˜o, a chamaremos de invariante pela ac¸a˜o de H.
Ate´ agora demonstramos o seguinte
Proposic¸a˜o B.1. Se P e´ equipado com uma me´trica de Kaluza-Klein induzida por uma conexa˜o
invariante pela ac¸a˜o ? e uma me´trica G-invariante em M , enta˜o pi′ : P →M ′ e´ uma submersa˜o.
Proposic¸a˜o B.2. Seja {φij} uma colec¸a˜o de func¸o˜es de transic¸a˜o de M e pi : P → M o fibrado ?
associado. Enta˜o, existe conexa˜o em pi : P →M tal que, dada me´trica gM em M invariante por G, a
me´trica de Kaluza-Klein associada a gM em P com fibras totalmente geode´sicas e´ invariante pela ac¸a˜o
?.
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Demonstrac¸a˜o. Note primeiramente que se gM e´ invariante enta˜o a condic¸a˜o da me´trica de Kaluza-Klein
ser invariante se traduz como uma condic¸a˜o de invariaˆncia sobre a conexa˜o. De fato, se ω e´ uma
conexa˜o, enta˜o a me´trica de Kaluza-Klein associada a` ω e gM e´
〈X,Y 〉 = gM (dpiX, dpiY ) + β(ω(X), ω(Y ))
e sendo gM invariante, a me´trica 〈, 〉 sera´ invariante se e so´ se β(ω(g ? X), ω(g ? Y )) for invariante com
respeito a g. Referimo-nos a [] para o fato de que sempre existe uma conexa˜o em P . Seja enta˜o G um
grupo de Lie compacto, ω0 uma 1-forma de conexa˜o em pi : P →M e µ a medida de de Haar de G com
volume 1. Definimos enta˜o ω : TP → g como
ω(X) =
∫
G
ω0(g ? X)dµ.
Note que ω e´ invariante pela ac¸a˜o ? e e´ de fato uma conexa˜o, ja´ que as ac¸o˜es • e ? comutam. E´ claro
que para essa conexa˜o β(ω(g ? X), ω(g ? Y )) = β(ω(X), ω(Y )) e qualquer uma de suas me´tricas de
Kaluza-Klein associada a uma me´trica invariante na base sera´ invariante por ?.
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