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INTRODUCTION 
In planning a breeding program the first problem that 
often concerns a breeder is the presence or absence of varia­
tion for the trait or traits of interest; also, if there is 
variation, what portion of this variation is genetic (herita-
bility in broad sense), since the breeder will be able to work 
only on this portion of the variation. Additional information 
needed is knowledge of the relative proportions of the differ­
ent types of genetic variation, since these different types 
of genetic variation will be more efficiently utilized by 
different methods of breeding. These relative proportions of 
the different types of genetic variation (the additive genetic 
variance, the dominance variance, the additive by additive 
epistatic variance, the additive by dominance epistatic 
variance and the dominance by dominance epistatic variance, 
with higher order interactions being considered as negligible 
in this study), their interactions with environments, and the 
proportion of additive genetic variance with respect to the 
total variance (heritability in the narrow sense) are essen­
tially the initial genetic information that the breeder needs 
to formulate his breeding plans. 
Information on the types of genetic variability can then 
be used in the following way, as given by Robinson (I963) and 
Lush (1948); 
(1) When heritability in the narrow sense is high, reli­
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ance should be placed mainly on mass selection, and as 
heritability becomes lower more emphasis should be placed on 
pedigree, sib tests, and progeny tests; 
(2) If the epistatic variance is relatively high, more 
reliance should be placed on selection between families and 
inbreeding; 
(3) If overdominance is prominent, the breeding plan 
should include inbreeding, with the objective of producing 
hybrids for the commercial market; 
(4) If the variance due to interactions between heredity 
and environment is relatively large, the breeding plan should 
consider producing a separate variety for each ecological 
region; and 
(5) If the estimates of heritability in the narrow sense 
may be used to estimate expected improvement due to selection, 
this permits the choice of the method that will give the most 
progress. 
The specific implications of these genetic variances in 
a hybrid breeding program were given by Cockerham (I96I). 
Further useful information is the knowledge of the corre­
lations among the traits. Selection for a trait might in­
crease or decrease the expression of another trait (depending 
upon the additive genetic correlation among them); this in­
direct effect is what Falconer (i960) calls correlated re­
sponse to selection. In summary, the development of an 
effective and efficient breeding plan depends on (a) the types 
3 
of variation available, and (b) the correlations among the 
traits. 
Several genetic-statistical procedures have been proposed 
which can be used to obtain this basic information. In this 
study, I used a combination of the nested (Design I) and 
crossed (Design II) classification mating designs, proposed by 
Comstock and Robinson (1948), to develop progenies for the 
estimation of genetic variances. The basic population in 
which these mating designs were superimposed is the Iowa Stiff 
Stalk Synthetic (BSSS) maize (Zea mays L. ) variety. Data 
were collected for eight traits: yield, plant height, ear 
height, kernel depth, ear length, ear diameter, cob diameter, 
and days to silking. Except for days to silking (data were 
taken in only three environments), data were taken in six en­
vironments, with two replications per environment. 
The primary objectives of this study were as follows: 
1. To estimate the components of environmental variance, 
among and within plots 
2. To estimate the components of genetic variance: 
additive and dominance variances, plus the epistatic 
terms (additive by additive, additive by dominance, 
and dominance by dominance interaction variances) 
3. To estimate the components of variance due to the 
interaction of these genetic components with 
envi ronment 
4. To assess the role of the epistatic variation in the 
BSSS population 
5. To estimate the additive genetic, dominance, genetic, 
environmental, and phenotypic correlations among the 
traits. 
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REVIEW OF LITERATURE 
Historical Development 
Quantitative genetics had its origin soon after the re­
discovery in 1900 of the basic laws of genetics established by 
Mendel (1866). Pearson (1904) probably gave the first account 
of the correlation between relatives for a character deter­
mined by a large number of Mendelian genes. Under the assump­
tion of complete dominance and loci combining their effects 
additively, he found for a population segregating for several 
pairs of genes that the parent-offspring correlation was 1/3 
and the fraternal correlation 5/12. 
It was the work of Nilsson-Ehle (I909) working with seed 
color in wheat and East (I9IO) working with ear size in maize 
that definitively established that quantitative characters 
are inherited in basically the same way as qualitative charac­
ters; that is, they are also determined by Mendelian genes. 
This was a basic principle used in developing the statistical 
theory for the study of quantitative characters, as had been 
suggested by Yule (I906) and even by Mendel, as pointed out by 
Strickberger (1971). 
Another fundamental principle was established independent­
ly by Hardy (I9O8) and Weinberg (1908a) (nowadays commonly 
called equilibrium of Hardy-Weinberg) by which gene and geno­
type frequencies are constant from generation to generation, 
given that the population is big enough to prevent genetic 
5 
drift and that there is no migration, mutation or selection. 
Under these conditions the law gives the genotypes frequencies 
as the square of the gene frequencies. 
According to Matzinger (1956)f it was Weinberg (1908b, 
1910) that first considered the subdivision of phenotypic 
variability into a genotypic and an environmental contribution, 
but it seems that the first clear demonstration of the distinc­
tion between genetic and environmental variation was given by 
Johannsen (I903. 1926) working with beans. This work showed 
definitely that selection works only on genetic variation, so 
that no change was produced by selection within the pure lines, 
in which only environmental variation was available. 
The work of Johannsen showed the phenotype to be a result 
of the joint action of the genotype plus the environment. 
This relation between phenotype and genotype has been exten­
sively represented in the literature by the following linear 
model : 
P = u + G + S + ( G E ) .  
where P is the phenotypic measure of a quantitative character, 
u is the general mean, G represents the genotypic effect, E is 
the environmental effect, and (GE) is the effect of the geno­
type by environment interaction. With proper design (randomiza­
tion of genotypes over environments), the covariance between 
genotypes and environments can usually be prevented, so that 
the total variation is partitioned as follov/s: 
2 2 . 
where a p is the phenotypic variance, a g is the genotypic 
2 2 
variance, a g is the environmental variance, and a is the 
genotype by environment interaction variance. If genotypes 
and environments were correlated, the corresponding covari­
ance terms would have to be added. 
In order to perceive the real meaning in the expression 
presented to represent the phenotypic value, one has to keep 
in mind that any estimation of the terms u, G, E, and (GE) is 
phenotypic, as pointed out by Gockerham (1956a), so that for a 
collection of genotypes and environments the genotypic effect 
of a particular genotype is defined as the difference between 
the mean of all phenotypes with that genotype and the mean of 
all phenotypes in the population. This shows that the effect 
of a genotype is defined only in contrast with other genotypes 
and in a specific population of environments. Gockerham 
(1956a) emphasizes that this contrast should be averaged over 
several environments so as to give to the genotypic effect 
some singularity in time and space, instead of having geno­
typic effects for each environmental niche. 
Fisher (I9I8) further partitioned the genotypic variance 
into additive genetic variance, due to average effects of the 
genes in a least squares sense, dominance variance, due to 
intra-allelic interactions, and epistatic variance, due to 
inter-allelic interactions between pairs of loci (dual 
epistasis). Fisher (I9I8) presented the distribution of the 
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additive and dominance variances in the correlations for 
parent-offspring, full-sib, uncle-nephew, cousins, and double 
first-cousins, for the case of random mating population with 
an arbitrary number of alleles. 
Wright (1921) used the theory of path coefficients as a 
new method to study the correlations between relatives and 
introduced the idea of correlation between uniting gametes, 
which he called f, and which is now designated as F, the co­
efficient of inbreeding. 
Malecot (1948) united the principles given by Fisher 
(1918) and Wright (I921) into a unique theory, so defining the 
"coefficient of parentage". 
Finally, Cockerham (195^) for the case of two alleles and 
Kempthome (195^1 1955) for any number of alleles, and using a 
factorial approach, further partitioned the epistatic variance 
in terms corresponding to the interaction of additive by 
additive effects, additive by dominance effects, dominance by 
dominance effects, additive by additive by additive effects, 
and so on. In this way the epistatic variance was incorporated 
in the interpretation of the covariances among relatives, in 
addition to the usual additive and dominance variances. 
The general formula giving the covariances among relatives 
for any number of alleles and loci, arbitrary dominance, and 
epistasis, but no linkage and no inbreeding, is presented by 
Kempthome (1957, P- 'i-20) as follows: 
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Cov(X,ï) =r^s(2r^y)''(D^y)'®VD= • 
where n > rfs > 1, X and Y are the individuals with the par­
ticular relationship, r^^, is the "coefficient of parentage" 
given by Malecot (1948), U^y is the probability that the two 
alleles at each locus of X are identical by descent with those 
of Y, and n is the number of loci. With respect to r (number 
of loci for additive effects) and s (number of loci for 
dominant effects) they have the practical interpretation as 
follows: 
(a) To find the additive genetic variance r=l and s=0, so 
(b) To find the dominance variance r=0 and s=l, so 
I 
(c) To find the additive by additive epistatic variance 
r=2 and s=0, so 
I 
(d) To find the additive by dominance epistatic variance 
r=l and s=l, so 
2 2 
^ ; and so on. 
As pointed out by Cockerham (1956a), with the exception 
of selection experiments, all the other methods of estimating 
genetic variances and its partitions or the proportions they 
represent of the total variance involve estimation of the 
COvariance among relatives. 
Basically the estimation of these genetic variances com­
ponents involve the use of some system of mating (the mating 
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design), which controls the relationship among the progenies. 
The progenies are then grown-in experiments, ideally repli­
cated over years and locations. From the analysis of variance 
of these experiments, the components of variance are estimated 
and, as pointed out by Dudley and Moll (I969), given that the 
parents are random members of the population and that the 
experimental errors are independent, for every specific mating 
design these components of variance have interpretation in 
terms of specific covariances among relatives, which are trans­
lated in genetic components of variance. The genetic compo­
nents of variance are estimated by standard statistical pro­
cedures. 
Mating Designs 
The term mating design was used by Cockerham (I963) in 
reference to the system of mating between unrelated mates used 
to develop progenies. He classified mating designs as one-, 
two-, three-, or four-factor designs-, according with the num­
ber of ancestors (relatives) controlled per progeny. A one-
factor design is constituted by a set of unrelated progenies; 
for example, a set of unrelated full-sibs, or a set of unre­
lated half-sibs etc. Any type of unrelated progenies can be 
used. In these cases we have control just over one level of 
relatives, the parents. The usual analysis of variance of the 
data (Cockerham, I963) will yield an estimate of the component 
of variance for progenies, which, given that parents are random 
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members of the population and that the experimental errors are 
independent, provides an estimate of covariance among relatives 
(for example, covariance among half-sibs, if the progenies are 
unrelated half-sibs). 
With one-factor mating designs the information obtained 
is sufficient to detect the presence of genetic variability, 
but nothing more. Since just one equation (covariance of 
relatives) is available, only one parameter can be estimated. 
If it is desirable to know the amount of additive genetic 
variance present, this could be estimated only with the assump­
tion that dominance and epistasis, are negligible. 
The limitations in the one-factor mating design can be 
overcome by increasing the control over the relatives; for 
example, in such way that for every progeny (full-sibs) we have 
control over their parents and their half-sibs. These are the 
two-factor designs, which will yield two types of covariances. 
With two independent equations it is then possible to estimate 
two types of parameters, say additive genetic variance and 
dominance variance, assuming that epistasis is negligible. 
One of the most frequently used two-factor designs is the 
diallel cross, which was first analyzed with statistical-
genetic techniques by Sprague and Tatum (1942), according to 
Gardner (I963). A diallel cross involves the n(n-l)/2 crosses 
among n lines, and in its simplest form no parents or recipro­
cals are included. With the simple technique of expectations, 
it can be shown that the general combining ability variance is 
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the covariance among half-sibs and the specific combining 
ability variance corresponds to covariance of full-sibs minus 
twice the covariance of half-sibs. So, in the absence of 
epistasis, these components are used to estimate the additive 
genetic variance and dominance variance, respectively. 
Several alternative analyses of the diallel cross are 
available, depending on whether the parents are included, 
analyses for maternal and reciprocal effects, or use of only a 
partial diallel. Griffing (1956a, 1956b) gave a very compre­
hensive treatment of the diallel cross analysis theory for 
each situation. Hayman (195^, 1958, 1960b) used a different 
approach in his studies of the diallel cross. Cockerham (I963) 
and Gardner (I963) gave interesting summaries of analysis; 
Kempthome and Curnow (I96I) illustrated the use of partial 
diallels; and Matzinger (1956), Matzinger and Kempthome (1956), 
and Kempthome (1957) presented analyses for the case of 
arbitrary inbreeding and interactions with years and locations. 
Other frequently used two-facto-r designs are the so-called 
Design I (nested design). Design II (crossed design), and 
Design III mating designs proposed by Comstock and Robinson 
(1948) and by Comstock and Robinson (1952). In the Design III 
crosses are made between two inbred lines, the hybrid is 
then random mated or selfed, and n plants of the resultant Fg 
population are backcrossed to each of the two original inbred 
line parents, thus giving the experimental material, with 2n 
progenies. Complete details of analysis are given in the 
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original paper by Comstock and Robinson (1952) and an inter­
esting summary is given by Gardner (I963). 
Comprehensive considerations of Design I (nested design) 
and Design II (crossed design) are given by Comstock and 
Robinson (1948) and by Gardner (1963)« Since both of these 
mating designs are used in this study, complete details of the 
analysis and utilization are given in the Material and 
Methods section. 
The mating designs just described are the most frequently 
used two-factor designs, and each one yields two independent 
equations (covariance of full-sibs and covariance of half-
sibs), so that two genetic variances can be estimated with the 
use of any of these designs. Usually additive genetic vari­
ance and dominance variance are estimated, with the assumption 
that apistasis is negligible. 
In the case where information about epistatic variances 
is desired, a combination of these designs imposed in the same 
basic population, with different levels of inbreeding, has to 
be used to provide more independent equations (covariances of 
relatives). This is the case of this study, where Design I, 
with Wright's coefficient of inbreeding î^O, and Design II, 
with F=l, are imposed in the same basic population. 
Another approach to estimate epistatic variances is to 
use more complex designs as the three- and four-factor designs. 
As pointed out by Gockerham (1963)1 if, in addition to the 
parents, we control at least one of the grandparents in making 
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the matings, a third factor is introduced which allows the 
estimation of additional covariances among relatives, thus 
giving more equations for the estimation of additional genetic 
variance components. These are the three-factor designs, which 
because of increased parental control will require two genera­
tions to produce the seed for the progenies instead of only one 
generation as in the case of two-factor designs. Cockerham 
(1963) discusses several three-factor designs, and Rawlings and 
Cockerham (1962a) presented the specific case of the triallel 
(or three-way) mating design, which is an extension of the 
diallel to include all possible three-way crosses among in­
dividuals (or inbreds). This design yields nine covariances 
among relatives and was used by Wright (I966) to analyze all 
possible three-way hybrids among a group of random lines with 
six genetic components of variances being estimated. 
Four-factor designs are obtained by exercising control 
not only over the parents, but also over grandparents on both 
sides of the pedigree or over one or more great grandparents, 
as pointed out by Cockerham (I963), who gives details of a 
great number of possible four-factor designs. The number of 
possible covariances of relatives obtained with these designs 
varies from four to fifteen. One example of a four-factor 
design is the case when we have all possible double crosses 
among a group of individuals or inbred lines. The special 
case when inbred lines are used and all possible double-cross 
hybrids are obtained was studied by Rawlings and Cockerham 
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(1962b). This design yields eight covariances of relatives, 
but only seven components of variance are estimable from an 
orthogonal partitioning of the sum of squares, as given by 
Cockerham (I963). 
Up to here this review was intended to deal mainly with 
the analysis of variance approach (components of variance) to 
estimate genetic variances in random mating populations. For 
completeness, some references and comments of other methods 
will now be given. 
To estimate genetic effects using generation mean analy­
sis, several experiments were suggested by Anderson and Kemp-
thome (195^)1 Kempthome (1957), Mather (19^9), Mather and 
Jinks (1971), Gardner and Eberhart (I966), and Eberhart and 
Gardner (I966). An excellent review on this subject is given 
by Darrah (1970). The advantage for the generation mean 
analysis is that the means usually can be estimated more 
accurately with less effort than the variances, since the 
variance of a mean (first-order statistic) is a function of the 
second power of the observations while the variance of a vari­
ance (second-order statistic) is a function of the fourth power 
of the observations. A disadvantage with the generation mean 
analysis is the possible cancellation of plus and minus effects. 
Also the values obtained (estimates of gene effects) are not 
readily available for predictive purposes, as for prediction 
of gain from selection to compare methods of breeding, since 
the values for gene effects cannot be quantitatively translated 
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in terms of genetic variances. 
For experiments utilizing inbred lines and derived popu­
lations and experiments specifically adapted to self-pollinated 
species, the reader is referred to Cockerham (I963), Matzinger 
(1963), Mather (19^9). Mather and Jinks (1971) • and Kempthome 
(1957). 
Experimental Estimates 
The genetic variances are gene frequency dependent, as 
can be seen in Falconer (i960) and Kempthome (1957), so that 
a given estimate is specific for the reference population from 
which the experimental material is a sample. As Cockerham 
(1963) points out, only under a few circumstances can vari­
ances be translated from one population to another. In addi­
tion, the estimates are not only specific for the population 
of genotypes but also for the environments where they were 
estimated, since the amount of environment variation usually 
will affect the amount of genotype by environment variance 
which affects the amount of variance that is "taken off" the 
genotypic variance. Comstock and Moll (19^3) reported that 
the larger the environmental variation the smaller the esti­
mates of genetic variances because more genotype by environ­
ment interaction variance is removed from the estimates of 
genetic variance. A good discussion on genotype by environment 
interaction is presented in Cockerham (I963), Comstock and Moll 
(1963), Falconer (i960), Dudley and Moll (I969). and Comstock 
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(1955). 
Despite the restrictions just mentioned for any particular 
estimate, it is the general feeling that within a range of 
reasonable similarity of population structure and environ­
ments, the estimates for different populations and environments 
can be compared and are useful in establishing trends. Based 
on this concept some results referring not to the specific 
population and environment used in the study will be reviewed 
herein. 
Gardner (1963) summarized data from several researchers. 
For maize, his summary showed that, for data from just one 
location in one year, genotype by environment interaction was 
inflating the estimates of additive genetic variance approxi­
mately 50^. Also, the estimates of additive genetic variance 
from open-pollinated varieties were slightly higher than those 
from F2 populations of hybrids produced from inbred lines. 
Gardner (I963) concluded that dominance seems to exist at 
least in some loci for most characters and that, although the 
data were limited, epistatic variance was not of great im­
portance, with the possible exception of some F^^ hybrid com­
binations. 
Gardner (I963) also concluded that the data on the rela­
tive magnitude of the interaction of additive genetic variance 
by environment versus nonadditive by environment was inconclu­
sive. However, Gardner et al. (1953) in their study of the 
average dominance of the genes assumed that these interactions 
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were proportional to the magnitude of the variances of the 
genetic effects themselves. Comstock, Robinson, and Cockerham 
(1957) presented data suggesting that the interaction involving 
nonadditive gene effects was smaller than the interaction in­
volving additive gene effects. Rojas and Sprague (1952), 
however, found the interaction of additive gene effects by 
environment smaller than the interaction of nonadditive gene 
effects by environment. Although their data did not support 
the theory of proportionality of these interactions to the 
magnitude of the variances of the respective gene effects, the 
authors did not rule out this hypothesis since their data 
were not conclusive in this respect. Wright (I966) studying 
several characters in the open-pollinated variety Krug Yellow 
Dent found that for most characters the interaction of additive 
effects by environment was larger than the interaction of non­
additive effects by environment. 
Robinson, Comstock, and Harvey (1955) studied three open-
pollinated varieties of maize. An excellent summary of the 
results of their study was presented by Gardner (I963). For 
yield, the mean of the ratio (dominance variance divided by 
additive variance) was 0.37. as compared with an overall mean 
of the results in the literature, given by Gardner (I963). of 
about three to four times larger for Fg hybrid populations. • 
For the other characters the means of this ratio for the open-
pollinated varieties studied by Robinson et al. (1955) were 
as follows, omitting those that had negative estimates of 
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dominance variance: date of flowering = 0.02; plant height = 
0.23; ear height = 0.37; ear length = 0.11; and ear diameter = 
0.33, All these ratios can be explained by partial dominance 
for all alleles or by a combination of partial and over-
dominance; in all cases the additive genetic variance was the 
most important source of variation, this being essentially 
what was reported by Robinson, Cockerham, and Moll (i960). 
Robinson, Comstock, and Harvey (19^9) found values that 
indicate little or no dominance for plant and ear height, 
complete dominance for number of ears per plant, ear length, 
and ear diameter, and, possibly, over-dominance for yield. 
Robinson et al. (i960) showed that linkage was a source 
of bias in studies in the Fg population of the cross of two 
inbred lines of maize giving higher values for the ratio of 
dominance variance divided by additive variance. This would 
be one reason why this ratio usually is higher in Fg popula­
tions than in open-pollinated varieties. 
Williams, Penny, and Sprague (1965) found in maize that 
for yield, ear length, ear diameter, number of kernel rows, 
and weight per 100 kernels, the additive genetic variance was 
on the average the most important source of the genetic vari­
ance. The ratio of dominance variance divided by additive 
variance was very small for yield, ear diameter, number of 
kernel rows, and weight per 100 kernels in Sample I. In Sample 
II the estimates of dominance variance exceeded the estimates 
of additive variance for yield, ear length, and weight per 100 
19 
kernels. Sample I results indicated partial to complete 
dominance for all characters and Sample II results indicated 
complete dominance to overdominance for yield, ear length, and 
weight per 100 kernels. 
Williams et al. (1965) also presented estimates of genetic 
and phenotypic correlations, and the only important negative 
correlation found was a genetic correlation of -1.18 for ear 
diameter versus ear length, probably because of sampling prob­
lems in the estimation of the additive variance for ear length. 
A genetic correlation of 0.60 between yield and ear diameter, 
high heritability for ear diameter, ease of measurement, and 
other considerations led the authors to suggest that selection 
for ear diameter in the early stages of a breeding program 
might result in a sizeable increase in yield. 
Gardner et al. (1953). using Fg populations derived from 
crosses between homozygous lines of maize studied 10 characters: 
yield, number of ears, ear length, ear diameter, number of ker­
nel rows, plant height, ear height, days to flowering, number 
of flag leaves, and length of flag leaf. The results obtained 
suggested overdominance of genes controlling yield in both 
populations under study, overdominance for ear length in one 
of the populations, complete dominance of genes affecting ear 
diameter in one population, and partial to complete dominance 
in all other characters. 
Sprague and Tatum (1942), using a diallel cross among 
selected maize lines, found that the component of variance due 
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to specific combining ability for grain yield was larger than 
the component due to general combining ability. When the 
authors, however, used unselected lines the reverse result 
was found and this was interpreted as evidence for the im­
portance of dominance and epistasis among highly selected 
lines. 
Sentz, Robinson, and Comstock (195^)t using five levels 
of heterozygosity (inbred lines, F^, Pg and BC^ and BCg, second 
BC, and third BC), studied the relationship between degree of 
heterozygosity and performance in maize. With no epistasis 
the relationship should be linear, but they found a curvi­
linear relationship for yield, ears per plant, plant height, 
ear height, ear length, ear diameter, and maturity, indicating 
some epistatic gene action for these characters. 
Eberhart (I96I) and Eberhart et al. (I966) used a com­
bination of Design I and Design II, in a manner similar to what 
was used in this study. The material under study was two 
open-pollinated varieties of maize, and they calculated several 
functions of the genetic variances for seven characters: yield, 
number of ears, ear diameter, ear length, ear height, plant 
height, and days to tassel. For all characters, additive 
genetic variance accounted for the largest proportion of the 
total genetic variance. No evidence for the presence of 
epistatic variance was found, with the possible exception for 
yield in the Indian Chief variety. 
Chi (1965) and Chi, Eberhart, and Penny (I969) studied 
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the following seven characters in the open-pollinated maize 
variety, Reid Yellow Dent: yield, plant height, ear height, 
kernel row number, ear length, ear diameter, and kernel 
weight. They used a design proposed by Kempthome (1957, PP« 
425-^26) involving 66 variances and covariances among rela­
tives. For all characters in the study, the additive and 
dominance genetic variance accounted for most of the variation. 
Epistatic variances were negligible in relation to the other 
variance components for all characters even though two nega­
tive estimates for ear height, additive by additive epistasis 
in 1963 and additive by dominance epistasis in 1962, were 
significant. For ear height, ear length, kernel row number, 
and kernel weight, the additive genetic variance was by far 
the most important. The dominance variance exceeded the addi­
tive genetic variance for plant height, ear diameter, and 
yield. The authors pointed out that this is not surprising, 
since occurrence of heterosis for plant height, ear diameter, 
and yield in F^ hybrids indicates some degree of dominance. 
Wright (1966) and Wright et al. (1971) using the open-
pollinated maize variety, Krug Yellow Dent, studied the follow­
ing characters: yield, plant height, ear height, ear length, 
ear diameter, kernel row number, 300 kernel weight, and date 
of silk. The authors used unweighted least squares and a 
maximum likelihood procedures and, in both cases, the largest 
proportion of the total genetic variance was additive. For 
all characters a model involving E (environmental variance) 
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and A (additive genetic variance) accounted for most of the 
total variance, usually more than 90^^. Only for ear height, 
ear length, and kernel row number was the residual significant 
after fitting a model just for E and A. After inclusion of D 
(dominance variance) in this model, none of the residuals was 
significant for all characters, thus showing no evidence for 
epistasis. The authors mentioned that a fit of the complete 
model, including four epistatic terms, gave unrealistic re­
sults, including several negative variances. Although some 
significant epistatic effects were detected, their real im­
portance in this material is not clear. For example, for 
plant height, AA (additive by additive epistasis) was signifi­
cant, but accounted for only 0.3# of the total variation. The 
estimates of additive genetic variance were similar in all 
models fitted, but the estimates of dominance variance changed 
greatly depending if the model included or did not include the 
epistatic terms. This increase in the dominance variance 
estimates when epistasis is assumed -to be absent led the 
authors tc believe that in this case the estimates of dominance 
variance contain appreciable amounts of epistatic variance. 
Hallauer and V/right (I967) imposed the Design I mating 
scheme in the open-pollinated variety of maize, Iowa Ideal. 
They studied the following characters: number of tillers, 
plant height, ear height, ear length, ear diameter, kernel row 
number, weight of 300 kernels, yield per plant, and date of 
silk. For all characters the greatest proportion of the total 
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genetic variance was due to additive effects. The assumption 
of no epistasis was used, and interactions with environment 
were estimated, but some trouble occurred since 18 out of 33 
estimates gave values of the additive genetic variance bigger 
than the total genetic variance, which would give negative 
values for the dominance variance. The genotype by environment 
interaction was not significant for all cases. Additive 
genetic, genotypic, and phenotypic correlations were presented. 
No important negative correlations were noted, except for 
kernel row number and kernel weight. From the correlations 
the authors concluded that ear length is the most important 
component of yield. This is not in agreement with the results 
of Chi (1965) and Williams et al. (1965) who found that ear 
diameter was the most important factor. 
Robinson, Comstock,and Harvey (1951) found that the yield 
component with the highest correlation with yield in maize was 
the number of ears per plant (genetic correlation=0.69), fol­
lowed by plant and ear height, with ear diameter and ear length 
having very small correlations with yield. Robinson et al. 
(1951) also found no important negative correlations. In this 
study if dominance variances were to be calculated, several 
negative values would have been obtained. 
Hallauer (I968) used the nested design (Design I) in the 
Iowa Long Ear Synthetic maize variety. Data were taken for: 
silking date, plant and ear height, ear length, ear diameter, 
ear row number, weight of 3OO kernels, and yield per plant. 
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The interactions of additive genetic variance by locations were 
negative for all traits, except ear height and yield. Also, 
in the combined analysis, with the exception of date of silk, 
plant height, and ear height, all other estimates of the 
dominance variance were negative. For date of silk, plant 
height, and ear height, however, the estimates of dominance 
variance were more than two times bigger than the estimates 
of additive variance. Complete dominance to overdorainance can 
be postulated in this case. Additive genetic, total genetic, 
and phenotypic correlations were calculated; no important 
correlation of yield versus any of the yield components was 
found. 
Sprague (I966) presents an interesting summary of methods 
of estimation used in quantitative genetics, general results 
obtained, and their relationship to plant breeding. 
Specific estimates for the BSSS population will now be 
reviewed. Hallauer (1970), using the Design II (crossed de­
sign), under the assumption of no epistasis, estimated several 
variance components for yield in the BSSS as follows 1 pooled 
error (E) = 438 ± 21, additive genetic variance (A) = 184 ± 48, 
additive genetic by environment interaction variance (AE) = 
58 ± 331 dominance variance (D) = 237 ± 64, dominance by 
environment interaction variance (DE) = 111 ± 84, and D/A = 
1.29. These data seem to indicate strong dominance to over-
dominance for yield. For the other traits the estimates (E) 
and their standard errors (SE) in BSSS were given by Hallauer 
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(1971) as follows: 
Trait A AE D DE E 
Silking date E 30.5 - 8.5 - 2.2 
SE 5.8 - 6.7 - 0.18 
Plant height E 121 20 27 12 60 
SE 19 5 8 11 3 
Ear height E 125 7 9 13 31 
SE 16 3 4 6 2 
Ear length E 1.08 0.25 0.33 -0.39 2.1 
SE 0.20 0.13 0.19 0.35 0.1 
Ear diameter* E 2.87 0.74 -0.08 1.40 6.7 
SE 0.56 0.48 0.64 1.28 0.3 
Cob diameter* E 2.29 -0.11 -0. 08 0.48 3.0 
SE 0.36 0.16 0.28 0.56 0.1 
Kernel depth* E 1.50 0.83 0.08 0.56 5.0 
3E 0.37 0.37 0.44 0.92 0.2 
^Estimates were multiplied by 100. 
Partial to complete dominance would explain these results ob­
tained, for all seven characters. 
Hallauer (1971) also presented data on the phenotypic 
(rp), total genetic (^g)i and additive genetic correlations 
(r^) among the traits studied in BSSS. In summary, positive 
correlations between plant height and ear height (r_=0.72), 
ear diameter and cob diameter (r_=0.72), ear diameter and 
kernel depth (rg^=0.48), kernel depth and yield (r^=0.50), and 
ear length and yield (r^=0.3^) were observed. Negative esti­
mates were obtained for ear length versus kernel depth (rg^= 
-0.36) and plant height versus kernel depth (rg^=-0.32). All 
other estimates were very low. 
Hallauer and Sears (1973) studied the relationship between 
degree of heterozygosity and mean performance in the BSSS maize 
population. They used eight generations, Sq to Sy. The char­
acters under study were: plant height, ear height, ear width, 
kernel row number, ear length, ear diameter, cob diameter, 
kernel depth, yield, and days to silk. The residual mean 
square for ear length was the only one that was significantly 
larger than the generation by experiment mean square after 
fitting the linear model. In all cases, the linear model 
accounted for 92.9^ or more of the total variation among gen­
erations. The quadratic mean square, however, was significant 
for six traits s kernel row number, ear length, leaf width, 
ear diameter, kernel depth, and days to silk, thus showing some 
evidence of epistasis for these traits. 
Obilana (1972) and Obilana and Hallauer (197^) using ran­
dom inbred lines from the BSSS population presented estimates 
of the additive genetic variance (A), additive genetic by en­
vironment interaction variance (AE), and error variance (E) 
as follows; 
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Trait A AE E 
Yield 
1—1 
-± 16 44 ± 5 129 ± 7 
Plant height 191 ± 18 15 ± 2 58 ± 3 
Ear height 102 ± 10 3 ± 1 35 ± 2 
Ear length* 12.9 ± 1.5 
-
H 00 
2.6 24.2 ± 
1—1 
Ear diameter* 4.1 2.0 3.9 a 1.5 11.5 ± 1.0 
Cob diameter* 1.8 1.0 1.4 ± 0.0 6.0 ± 0.0 
Kernel depth* 1.4 ± 1.0 1.0 ± 0.0 5.6 0. 0 
^Estimate 3 were multiplied by 100. 
It is printed out by the authors that with gene frequen­
cies different from 0.5 the estimates of additive genetic vari­
ance would be biased upward by the dominance variance. How­
ever, a comparison of these estimates with the ones obtained 
by Hallauer (1970, 1971) in the same BSSS population, but 
using different techniques of estimation, show a great simi­
larity of the estimates for all traits. 
Obilana (1972) and Obilana and Hallauer (197^) also pre­
sented data on genetic correlations. Some of the important 
genetic correlations were as follows; yield versus kernel row 
number (r=0.56), yield versus ear length (r=0.58), yield versus 
ear diameter (r=0.62), yield versus kernel depth (r=0.76), 
yield versus days to silking (r=-0.49), plant height versus 
ear height (r=0.79), kernel row number versus ear diameter 
(r=0.74), kernel row number versus kernel depth (r=0.6l), and 
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kernel depth versus ear diameter (r=0.76). Again these corre­
lations emphasize the importance of kernel depth as one of the 
yield components. Similar result was found by Hallauer (1971). 
In conclusion of this review for maize, it can be sum­
marized as follows: 
1. For all characters analyzed, epistasis seems to be of 
some importance only for some special combinations of 
highly selected inbred lines; 
2. For all characters the majority of the total genetic 
variation seems to be explained by the additive 
genetic variance ; 
3. The assumption of partial to complete dominance seems 
to explain the inheritance for all characters, under 
study, the relative importance of dominance varying 
from character to character, and the presence of a 
few loci with overdominance cannot be ruled out, at 
least for yield; 
4. For the characters under study, the highest correla­
tions with yield are those with kernel depth, ear 
diameter, and ear length; and 
5. The data with respect to the relative magnitude of the 
interactions of additive gene effects by environment 
versus nonadditive gene effects by environment is 
still not conclusive. 
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MATERIAL AND METHODS 
Material 
The reference population in this study is the Iowa Stiff 
Stalk Synthetic (BSSS), which was "produced" by Dr. G. F. 
Sprague. In the composition of this synthetic variety, 
Sprague (1946) used 16 lines that were selected by various 
breeders in 1933-193^ as being strong stalked. BSSS can be 
considered as being above average as a source of good lines; 
surveys show that lines originating from BSSS source population 
are presently used in hybrids that cover no less than 40 to 
50fo of the acreage in the United States, according to the 
data given by the Committee on the Genetic Vulnerability of 
Major Crops (1972, pp. 105-107). 
From BSSS two groups of genetic material were obtained to 
be used in this study. One group consisted of random plants 
from BSSS with a coefficient of inbreeding F=0. The second 
group consisted of l6o random inbred- lines (Sy) with a coeffi­
cient of inbreeding of about one (F=0.992). These 160 random 
inbred lines were part of a larger group of 247 random lines 
which were developed from the BSSS by single seed descent 
(Hallauer and Sears, 1973). The development of these lines 
began in I96I-I962 when 250 random unselected SQ plants of the 
BSSS population were self-pollinated. The 250 S^ progenies 
were planted ear-to-row in a 10 plant plot. In each row three 
consecutive plants were self-pollinated, minimizing artificial 
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and natural selection as much as possible within each row, by 
using competitive plants. At harvest, the ear of the middle 
plant was saved to propagate the line to the next generation. 
This Sg seed produced in I962 was planted in I963 and the same 
method of selfing was used to produce the generation. This 
process of selfing was continued until the lines were nearly 
homozygous. It is interesting to point out that of the 
original 250 random SQ plants, only two were lost in this 
random selfing, one by male sterility and one by seed in-
viability, consequently these random lines should be quite 
representative as a random sample of lines from the original 
BSSS population. 
Genetic Designs 
In this study I used the Design I and Design II mating 
designs proposed by Comstock and Robinson (1948), and an 
explanation of these designs, as they were used in this study, 
is given. 
In the Design I, also called nested design, crosses were 
made among random plants of the original BSSS population in such 
way that one plant as male was crossed with six random plants 
as females. For example: in the nursery rows a randomly se­
lected plant (male) in each row was used to pollinate six to 
eight random plants (females) in the same row. The 24 proge­
nies resulting from the crosses of four males, each mated with 
six females, constituted one set. In my study, 20 of these 
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sets were used, giving a total of 480 crosses (or full-sib 
progenies) for the Design I. Obviously in the Design I, as 
used in my study, the parents are plants of the BSSS popula­
tion itself, so that the coefficient of inbreeding of the 
parents used in crossing was F=0. 
In the Design II, also called cross classification design, 
crosses were made among the l60 random inbred lines described 
above; these were a random sample of the inbred material from 
the original BSSS population. The l60 random lines were ran­
domly paired for the crosses—one group of four lines desig­
nated as "males", and another group of four lines designated as 
"females"—and all 16 possible crosses among the "male" and 
"female" groups were produced. The l6 progenies resulting 
from the crosses between the male and female groups constituted 
the experimental material for one set. In my study 20 of these 
sets were used, giving a total of 320 crosses (full-sib proge­
nies) for the Design II. One should note that the designation 
"male group" does not imply that thi-s group has to be used as 
the pollen parent, and the same comment applies to the "female 
group". 
Considering the progenies from both mating designs, I had 
a total of 800 entries, every entry being the progeny of a 
plant to plant cross; 480 crosses from the Design I (parents 
with P=0) and 320 crosses from the Design II (parents with 
F=l). The 800 entries were assigned to 20 sets, each set in­
cluding 24 Design I progenies and 16 Design II progenies. 
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Field Design 
The 800 entries included in ray study were planted in Iowa 
in the following locations and years, as follows; 
Experiment 48 - Ames, 1969 
Experiment 50 - Ames, 1970 
Experiment 53 - Ames, 1972 
Experiment 4-9 - Ankeny, 1969 
Experiment 51 - Ankeny, 1970 
Experiment 52 - Martinsburg, 1970 
Each year-location combination was treated as a different 
environment for a total of six environments. Each progeny was 
grown in a single-row plot. The length of the plots was 500 
cm, with 25 cm between the hills within the plot and plots 
were spaced 100 cm apart. Each plot was overplanted and 
thinned in the 8 to 10 leaf stage to a maximum of 17 plants 
per plot. This gave a population density of close to 40,000 
plants/ha. Missing hills were not compensated so some rows 
had less than 17 plants. Data, however, were taken only on 
10 competitive plants within each plot. Stands generally were 
good for all plots and 10 competitive plants were available for 
measurement in nearly all plots. 
Each set of 40 full-sib progenies (24 from Design I and 
16 from Design II) was replicated twice in each environment, 
with the replications for each set being adjacent to each other. 
In the field layout therefore the experimental area was par­
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titioned into 20 blocks, each block including one set repli­
cated twice shown as follows: 
Set 1 Set 20 
DI DII Oil DI 
24 16 16 24 
plots plots plots plots 
Replication I Replication II 
The relative positions of the entries constituting the 
Design I and Design II progenies with respect to each other, 
within the replication, were randomly chosen for each replica­
tion. The assignment of the entries to the plots for each de­
sign in each replication also was at random. 
The reason for using the field layout shovm above in which 
for every set the entries constituting the Design I and Design 
II lay side by side within a replication is to justify the 
assumptions that are going to be used in order to better take 
advantage of the combination of the Design I and Design II in 
one Experiment. These assumptions are as follows s 
(a) that the plot-to-plot environmental variance is the 
same for the Design I and Design II progenies, and 
(b) that the environmental variance within the plots is 
the same for the Design I and Design II progenies. 
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Characters Measured 
Measurements were taken for the following characters: 
yield, plant height, ear height, kernel depth, ear length, ear 
diameter, cob diameter, and days to silk. Except for days to 
silk, in which case data were taken in only three environments, 
measurements for all the other seven characters were recorded 
in all six environments. 
The characters were measured as follows : 
1. Yield v/as measured as the total shelled grain weight 
(in grams) of all ears harvested, divided by the total number 
(generally 10) of competitive plants harvested. Hence yield is 
given on a grams per plant basis. 
2. Plant height was the distance from ground level to 
the base of the flag leaf. The measurement was recorded to the 
nearest centimeter on a maximum of 10 competitive plants. 
3. Ear height was the distance from ground level to the 
node bearing the primary (top) ear. The measurement was re­
corded to the nearest centimeter on a maximum of 10 competitive 
plants. 
.4. Ear diameter was measured as the total diameter of all 
ears harvested from a plot, divided by the number of ears har­
vested to give the average ear diameter. The measurement was 
recorded to the nearest 0.5 centimeter. 
5. Cob diameter was measured as the total diameter, after 
shelling, of all ears harvested from a plot divided by the 
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number of ears harvested to give the average cob diameter. The 
measurement was recorded to the nearest 0.5 centimeter. 
6. Kernel depth was obtained by subtracting the value for 
cob diameter from that of the ear diameter and was recorded to 
the nearest 0.5 centimeter. 
7. Ear length was measured as the total length of all 
harvested ears from a plot divided by the number of ears har­
vested to give the average ear diameter. The measurement was 
recorded to the nearest 0,5 centimeter. 
8. Days to silk was recorded by dating the plots when 
50^ or more of the plants in a plot were showing silks. Then 
the number of days from July 1 to this date of 50% silking was 
recorded as the number of days to silk. 
Except for days to silk, individual plant data also were 
recorded for five of the 20 sets in every environment except 
Ames, 1972, for all other characters. The sets used to collect 
the individual plant data were selected at random in each of 
the five environments. 
Genetic Covariances in the Design I 
For the Design I the genetic-statistic model is as 
follows J 
%ijk = " + K. + Ï. . + E. , where 
i = 1,2,3,4, 
j = 1,2,3,4,5,6, and 
k = 1,2 . 
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Males and females were random plants from the original 
BSSS population, so that the following definitions applys 
Y. .. = observation in the cross of male i by female j 1JK 
u = overall mean 
= i^^ male effect 
M^^NID (0, a^ml) 
where 
NID = normally and independently distributed and 
2 
a ml = male component of variance; 
F. . = female effect within the i^^ male 
1 J 
where 
Pj_j^KID (0, u^f/m) 
a f/m = female component of variance; and 
E. = deviation in the k^^ observation of the cross of 1JK 
the i^^ male with the female 
where 
E^.j^^NID (0, ah) 
2 
a 1 = error component of variance 
The assumption of normality will be needed only for the 
tests of significance. In order to derive the genetic covari-
ances, it is sufficient that the terms of the model are inde­
pendently distributed. 
In this model, with the assumptions stated, it is obvious 
that: 
E(Yijj^) = "expectation of" (Y^j%) = u . 
So, the covariance of full-sibs [CovtFS)^] in the Design I 
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will be as follows: 
Cov(FS)j_ = E[Yijk -
Cov(FS)^ = E(u + Mj + F^j + E^j^ - u)(u + + F^^ + 
^ijk' " 
CovtPS)^ — E(M^ + Fj^j + + ^ij ^ijk* ^ 
Cov(FS)^ = E(M^^ + + E^j% • E^j^, + cross products) . 
Because of the assumption of independence among the terms 
of the model, the expectation of the cross products is equal 
to zero. Also, since each term is NID, the expectation of 
^ijk'^ijk* will be zero too, so that the covariance of full-
sibs will be s 
COV(FS)t = E(M.^ + P. .2) = o^ml + a^f/m . 
X 1 X J 
Similarly, one finds that the covariance of half-sibs 
[Cov(HS)^] in the Design I is as follows; 
Oov(HS)^ = E[%ljk -
OO-VCHS), = E(u + K. + F, . + E, -V - u)(u + M. + F, ,, + 
X X X J X JJl X X J 
Glj'k -
Oov(HS)^ = E(Ri + + F... + . 
Again applying the NID assumption for each term and the 
assumption of independence among the terms of the model one 
obtains ; 
Cov(HS)^ = S(K^^) = a^ml . 
Combining the results obtained for Cov(FS)j and Cov(HS)^ 
in the Design I the following expressions are obtained: 
a^ml = Cov(HS)^ and 
a^f/m = Cov(FS)i - Cov(HS)]^ . 
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Genetic Covariances in the Design II 
For the Design II the genetic-statistic model is as 
follows: 
%ijk = u + Mi + Fj + (MF)ij + . 
where i = 1,2,3,4 , 
j = 1,2,3,4 , and 
k = 1,2 « 
Males and females were random lines from the original 
BSSS population, so that the following definitions apply: 
^ijk ~ observation in the cross of the i^^ male with 
the female 
u = overall mean 
= effect attributed to the i^^ male, where 
M^'^'NID (0,a^m2) and 
2 
a m2 = male component of variance ; 
Fj = effect attributed to the female , where 
F.^NID (O.a^f), and 
J 
2 
a f = female component of variance ; 
(MF)ij = effect due to the interaction of the i^^ male 
and female , where 
(MF)ij^NID (O.a^mf) and 
2 
a mf = male by female interaction component of variance ; 
and = random deviation in the k^^ observation of the 
cross of the i^^ male with the female, where 
(0,0^2) and 
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2 
a 2 = error component of variance 
In this model, with the assumptions just stated, it is 
obvious that: 
E(Y^j^) = expectation of = u . 
The covariance, therefore, of full-sibs [CovfFSjg] in 
the Design II will be as follows; 
Oov(rS)3 = E[Y. - E(Yijk)][Yijk. " E(Y. .%.)] 
COV(FS)2 = E[M^ + Pj + (MP)ij + + Pj + (MPi^j + 
Gijk'] 
Cov(PS)2 = + p.2 + (MF)^ % + + 
cross products] . 
By the assumption of independence among the terms of the 
model, the expectation of the cross products is zero and also 
since E^^^ is NID the expectation of zero, so: 
Cov(FS)p = E[K.^ + P.^ + (MP). .^] = 0^m2 + o^î + a^mf . 
There are two types of covariances of half-sibs in Design 
II; the maternal covariance of half-sibs [Cov(MHS)] and the 
paternal covariance of half-sibs [Cov(PHS)]. 
Working similarly as in the other cases one finds: 
Cov(PHS) = 
Oov(PHS) = E(t.!.^) = o^mZ . 
Also; 
Cov(MHS) = E[I. - E(ï. - E(ï...^)] 
Oov(MHS) = E(P,2) = o^f . 
J 
With the additional assumptions of no maternal effects or 
any other differences in reciprocal crosses, it can be written: 
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Cov(PHS) = Cov(MHS) = CovCHS)^ = a^m2 = a^f . 
Combining the results for Cov(FS)2 and CovfHSjg one 
obtains: 
-2„O _2 
cr m2 = (J f = Cov(HS)2 and 
a^ mf = Cov(FS)2 - ZGovCHSjg 
Covariances of Full-Sibs and Half-Sibs 
in Terms of Genetic Variances 
The basic assumptions to translate covariances of rela­
tives into genetic variances are given by Cockerham (1963)1 
Comstock and Robinson (1952)i and Gardner (I963). In this 
study these assumptions are as follows: 
1. It is assumed that the BSSS variety could be recon­
stituted from either the crosses comprising the 
Design I or the crosses comprising the Design II; 
that is, the relatives can be considered as random 
members of the BSSS population, since there was a 
random choice of individuals mated for production of 
the experimental progenies; 
2. Diploid Mendelian inheritance, with regular behavior 
at meiosis; 
3. No position effects; 
4. no maternal effects or other reciprocal differences; 
5. No linkages; 
6. The relatives are not inbred; 
7. No environmental correlations among relatives which 
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were avoided by randomization; and 
8. No competitional effects not wholly accounted for by 
the error component of variance. 
Given the validity of these assumptions, the covariances 
of full-sibs and half-sibs are translated in terms of genetic 
variances, as given by Kempthome (1957» Chapter 20), as 
follows: 
Cov(FS) = [(1 + F)/2]A + [(1 + F/2]^D + [(1 + F)/2]^AA + 
[(1 + F)/2]^AD + [(1 + F)/2]^DD + ; and 
Cov(HS) = [(1 + F)/4]A + [(1 + F)/4]^AA + [(1 + F)/4]^AAA 
In these formulae F is the Wright's coefficient of in­
breeding of the parents and: 
A = additive genetic variance 
D = dominance 
AA = additive by additive epistatic variance 
AD = additive by dominance epistatic variance, and 
DD = dominance by dominance epistatic variance . 
Higher order epistatic terms were assumed to be negligible 
in my study. 
For the specific case of my study, the situation is as 
follows: 
1. Design I, F = 0 
Cov(FS)^ = (1/2)A + (1/4)D + (1/4)AA + (1/8)AD + (l/l6)DD 
+ , and 
Cov(HS)^ = (1/4)A + (1/16)AA + 
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Then, 
Cov(FS)^ - Gov(HS)]^ = (1/4)A + (1/4)D + (3/l6)AA + (1/8)AD 
+ (1/16)DD + 
The expectation for the mean square among plants within 
the plot in the Design I (WI) is as follows: 
Wl = a^ew + a^gw = a^ew + [a^G - CovtFS)^] = + (1/2)A + 
(3/4)0 + (3/4)AA + (7/8)AD + (15/16)DD 
where 
2 
a ew = = environmental variance among plants within 
the plot , 
2 0 gw = genetic variance among plants within the plot , and 
2 
a G = total genetic variance . 
For the error mean square the expectation is as follows: 
P E„ + (1/2)A+(3A)D+{3A)AA+(7/8)AD* (15/16)DD 
a^l = + E 
where 
k = harmonic mean of the number of plants per plot , and 
2 
a p = E = environmental variance among plots . 
For the analysis combined across environments, the re­
spective interactions with environment, for every term, have 
2 to be included in the expectations for both WI and a 1. 
2. Design II, F = 1 
Gov(FS)2 = a + D + AA + AD + DD + , and 
Cov(H3)2 = (1/2)A + (1/4)AA + 
Then, 
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Gov(FS)2 - 2Cov (HSig = D + (1/2)AA + AD + DD + 
Now the expectation for the mean square among plants 
within the plot in the Design II (WII) is as follows: 
2 WII = 0 ew = (just the environmental variance among 
plants within the plot). 
For the error mean square the expectation is as follows * 
a^2 = + a^p = ^  + E . 
Again, for the combined analysis the respective interac­
tions with environments, for every term, have to be included 
2 in the expectations for both WII and a 2. 
Analysis of Variance (AOV) Tables, Expectations . 
of Mean Squares (EMS), and Genetic Covariances 
in Terms of Mean Squares for the Design I 
The complete random model (except u) for the analysis of 
variance pooled over sets is as follows: 
^esmfr ^ ^  ^'e ^ ^ s ^  ^ ^^^es ^ser ^^''sn ^smf 
^^sme ^^^smfe ^gsmfr ' 
where 
e = 1 ,6 (environments) - for silk date, only 3, 
s = 1 ,20 (sets), 
r = 1,2 (replications), 
m = 1, 4, (males per set), and 
f = 1, 6 (females per male) 
The terms in the model are defined as follows: 
^esmfr ~ observation of the cross of the male m with 
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the female f in the set s and environment e 
u = overall mean 
Lg = effect attributed to the e^^ environment, where 
NID (0, a^e) 
Sg = effect attributed to the 8^^ set, where 
Sg/^NID (0, cr^ s) 
(SL)eg = effect due to the interaction of the e^^ 
environment and the s^^ set, where 
(SL)eg—NID (0, a^sl) 
^rse ~ effect due to the r^^ replication within the s^^ 
set and the e^^ environment, where 
Rfse-^/NID (0, o^r) 
= effect attributed to the m^^ male within the s^^ 
set, where 
(0, u^ml) 
Ffmg = effect attributed to the f^^ female within the 
male in the s^^ set, where 
(0, G^f/m) 
(ML)mes ~ effect due to the interaction of the m male ith 
with the environment within the set, 
where 
(^Les^ (0, a^me) 
(FL)fjjjge - effect due to the interaction of the f^^ female 
with the e^^ environment within the m^^ male 
and set, where 
(FL)f^ge~'(0, a^fe); and 
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E ^ = random deviation in the r^^ observation of the 
esmir 
cross of the male m with the female f in the 
s^^ set and e^^ environment, where 
For analysis involving just one environment, the terms 
involving L are deleted, and for just one set in one environ­
ment the terms involving L and S are deleted and so on. 
In what follows the following terminology will be used: 
e = number of environments; m = number of males per set; f = 
number of females per male in one set; r = number of replica­
tions; and s = number of sets. 
In finding the expectations of mean squares (EMS)., males, 
females, and environments are treated as random variables. The 
format of analysis of variance (AOV), EMS, and genetic covari­
ance s in terms of the mean squares for one individual set in 
one environment are presented in Tables 1 and 2. In order to 
2 test the null hypothesis Ho; a ml = 0 an F-test can be used: 
F(3.20)=MS(male)/MS(females/male), where MS=mean square. This 
is a test for the presence of additive variance and/or addi­
tive types of epistatic variance. 
Also the null hypothesis Ho: a f/m = 0 can be tested by an 
F-test as follows; F(20,23)=MS(females/male)/MS(error). This 
would be a test for genetic variances including additive, 
dominance, and epistasis. 
Each set was analyzed separately and then all 20 sets, for 
each environment, were pooled and the format of the AOV, EMS, 
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Table 1. Design I : AOV and EMS for an individual set in 
one environment 
Source DF EMS 
Replications 1 
Males (M) 3 ah + 2a^f/m + 12a^ml 
Females/M 20 ah + 2a^f/m 
Error 23 ah 
Total corrected 4? 
Table 2. Design I: Genetic covariances in terms of mean 
squares for an individual set in one environment 
Source Genetic covariances 
Males (M) ah + 2[Cov(FS)^ - Gov(HS)^] + 12Cov(HS)^ 
Females/M a^l + 2[Cov(FS)j - Cov(HS)^] 
2 
Error cr l 
and genetic covariances in terms of the mean squares are pre­
sented in Tables 3 and 4. 
In the next step this analysis was pooled over the en­
vironments ^ d the format of the AOV, EMS, and genetic covari­
ances in terms of the mean squares are presented in Tables 5 
and 6. In Table 5» to test the null hypothesis Ho: a^ml = 0, 
an F-test can be used as follows; F(N1,N2) = MS(male)/M8 
(female/male), where N1 = se (m-1) and N2 = sem (f-1). To 
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Table 3- Design I; AOV and EMS for the pooled analysis over 
20 sets in one environment 
Source DF EMS 
Sets (S) 19 
Reps/S 20 
Males (M)/S 60 ah + 2a^f/m + 12o^ml 
Females/M/S 400 ah + 2a^f/m 
Pooled error 460 a^l 
Total corrected 959 
Within^ 
(Plants/plot) 2(n.-l) 
J ^ 
2 2 a ew + a gw 
^In five environments individual plant data were taken in 
five of the 20 sets, except for silk date. 
2 2 
o 1=3 Gw + o ^ a^p, where a^ew = environmental variance 
2 
among plants within the plot, a gw= genetic variance among 
2 plants within the plot, a p = environmental variance among 
plots in a replication, k = harmonic mean of the number of 
plants per plot, and n- = number of plants in the plot on 
which individual plant^data were taken. 
test the null hypothesis Ho; o f/m = 0, one can use F(N1,N2) 
= MS(female/male)/KS(error), where N1 = sem(f-l) and N2 = 
se(mf-l)(r-l). 
From the expectations of mean squares for the analysis 
pooled over 20 sets in one environment (Table 3) tests for Hot 
2 2 
cr ml = 0 and Ho: a f/m = 0 are obtained directly and the in­
terpretation with respect to genetic variances is the same as 
for one set. 
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Table 4. Design I: Genetic covariances in terms of mean 
squares for the analysis pooled over 20 sets in one 
environment 
Source Genetic covariances 
Males (M)/sets (S) a^l+ 2[Gov(PS)i - Cov(HS) J + 12Cov(HS)i 
Females/S 0^1+ 2[Cov(FS)^ - Gov(HS)^] 
Pooled error cr^l 
Within^ 
(Plants/plot) cr^ew + [a^G - Cov(PS)J 
a 2 G G = total genetic variance, and the other terms were 
defined in Table 3» 
Table 5« Design I: AOV and EMS for the analysis pooled over 
sets and environments 
Source DF EMS 
Environments (E) e-1 
Sets (S) s-1 
S X E (e-l)(s-l) 
Reps/S/E se(r-l) 
Males (M)/S/E se(m-l) 'oh + 2a^f/m + 12a^ml 
Females/M/S/E sem( f-1) 0^1 + 2a^f/m 
Pooled error se(mf-l)(r-l) 0^1 
Total corrected mfrse-1 
Within^ 
(Plants/plot) Z(n.-l) 
3 
a ew + a gw 
^erms were defined in Table 3« 
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Table 6. Design I: Genetic covariances in terms of mean 
squares for the analysis pooled over sets and 
environments 
Source Genetic covariances 
Males (M)/S/E 0^1 + 2[Cov(FS)^ - Gov(HS)^] + 12Cov(HS)^ 
Females/M/ S/E a^l + 2[Cov(FS)^ - Gov(HS)j_] 
Pooled error d^l 
Within^ 
(Plants/plot a ew + [o^G - Cov(FS)^] 
^Terras were defined in Tables 3 and 4. 
Finally, a combined analysis was calculated, and the 
format of the AOV table, EMS, and their relation to genetic 
covariances are presented in Tables 7 and 8. 
In the combined analysis, as presented in Table 7. to test 
2 the null hypothesis Ko: a fe = 0, the following F-test can be 
used: F(N1,N2) = KS(F x E/M/S)/MS(error), where N1 = 
sm(f-l)(e-l) and N2 = se(mf-l)(r-l)This would test for the 
presence of all types of genetic interaction with environment. 
2 To test the null hypothesis Ho: a me = 0, the F-test can be 
as follows: F(N1,N2) = KS(M x E/S)/MS(F x E/M/S), where N1 = 
s(m-l)(e-l) and K2 = sm(f-1)(e-1). This would test for the 
presence of interaction of additive gene effects and/or 
additive types of epistasis with environments. In order to 
test Ho : a^f/m = 0, the following F-test is available: 
F(N1,N2) = M3(i'/ïïî/S)/r.;s(r' x E/K/S), where N1 = sm(f-l) and 
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Table ?• Design I; AOV and EMS for the combined analysis 
across environments 
Source DP EMS 
Environments (E) e-1 
Sets (S) s-1 
S X E (s-l)(e-l) 
Reps/S/E se(r-l) 
Males (K)/S s(ra-l) a^l + ra^fe + rfo^me + 
re a f/m + refo •^ml 
Females (F)/M/S sm(f-1) 0^1 + ro fe 4" rea^f/m 
M X E/S s(m-l)(e-l) 0^1 + ra^fe + rfcr^me 
F X E/M/S sm(f-l)(e-l) a^l + ra^fe 
Pooled error se(mf-l)(r-l) 0^1 
Total corrected mfrse-1 
Within^ 
(Plants/plot) Z(n.-l) 
3 ^ 
2 2 
c ew + (J gw 2 a we 
^In five environments individual plant data were taken 
in five of the 20 sets, except for silk date, a^l = 
a ev; + a ^  + p, gwe ^ where a^ew = environmental variance 
2 
among plants within the plot, a gw = genetic variance among 
plants within the plot, a^gwe = genetic by environment inter­
action variance among plants within the plot, o p = environ­
mental variance among plots in a replication, k = harmonic mean 
of the number of plants per plot, and n. = number of plants in 
the plot in which individual plant data were taken. 
N2 = sm(f-1)(e-1). Again, this would be a test for the pres­
ence of all types of genetic variance. In the combined analy­
sis presented in Table 7. no direct test is available to test 
2 Ho; c ml = 0; however, an approximation given by Satterthwaite 
(1946) and by Cochran (1951) can be used. Using this 
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Table 8. Design I: Genetic covariances in terms of mean 
squares for the combined analysis 
Source Genetic covariances 
Males (M)/set (S) ah + r([Cov(FS)^-COV(HS)3_]XE) + 
rf[Cov(HS)^xEl + re[Cov(FS)j_ - Cov(HS)^] + 
ref[Cov(HS)I] 
Female s/M/S 0^ + r([Cov(FS)^ - GOV(HS)^]XE) + 
re[Cov(FS)i-Cov(HS)^] 
M X E/S 0^1 + r([Gov(FS)^ - Cov(HS)^]xE) + 
rf[Gov(HS)^xE] 
F X E/M/S a^l + r([Gov(FS)^ - GOV(HS)T_]XE) 
Pooled error ah 
Within 
(Plants/plot) ah + [0^G-Gov(FS)^] + [a^G-Gov(FS)^]xE 
approximation an approximate F-test can be constructed as 
follows: = [MSCM/S) + KS(F x E/I\î/S)]/[MS(F/M/S) + 
MS(M X E/S)]. The degrees of freedom are estimated ass N^' = 
where stands for mean square and for 
the respective degrees of freedom. Again, this is a test for 
the presence of additive genetic variance and/or additive 
types of epistatic variance. 
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Analysis of Variance (AOV) Tables, Expectations 
of Mean Squares (EMS) and Genetic Covariances in 
Terms of Mean Squares for the Design II 
The complete random model (except u) for the analysis of 
variance is as follows: 
ïesmfr = " + + (SL)^^ + R^er- + «ms + + 
Eesmfr ' 
f  =  1 , ( f e m a l e s  p e r  s e t )  
m = 1, ,4 (males per set) 
e = 1 6 (environments) - for silk date only 3 
s = 1 ,20 (sets) , and 
r = 1,2 (replications) 
The terms in the model are defined as follows: Y . , 
esmfr 
u, Lg, Sg, (SL)gg, Rggp, and are terms for which the 
same definitions and assumptions used for Design I apply. For 
the other terms the definitions and assumptions are: 
= effect attributed to the m^^ male within the 
s^^ set, where 
^ms^^'NID (0, a^m2) 
= effect attributed to the f^^ female within the 
s^^ set, where 
Ffs'~'NID (0, a^f) 
(MF)mfs = effect due to the interaction of the m^^ male . 
with the f^^ female within the s^^ set, where 
(MF)mfg-^NID (0, G^mf) 
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(FL)^es " effect due to the interaction of the f^*^ 
female and e^^ environment within the 
set, where 
(fI,)fgg^NID (0, a^fe) 
(MFL)^jpgg = effect due to the interaction of the male 
with the f^^ female and e^^ environment, 
within the set, where 
(MFL)jjj^g^.'^NID (0, a^mfe); and 
^esmfr ~ ^^^ndom deviation in the r^^ observation of the 
cross of the m^^ male with the f^^ female in 
the s^^ set and e^^ environment, where 
Besmfr-'KID (0, a^) . 
For the analysis involving only one environment, the tentis 
involving L are deleted, and for one set in one environment the 
terms involving L and S are deleted and so on. 
The following terminology will be used in the AOV's of 
the Design II: e = number of environments; m = number of males 
per set; f = number of females per set; r = number of replica­
tions; and s = number of sets. In finding the expectations of 
mean squares (EMS), males, females, and environments were 
treated as random variables. The format of the analysis of 
variance (AOV), EMS, and genetic covariances in terms of mean 
squares for one individual set in one environment are presented 
in Tables 9 and 10. 
In Table 9, to test, the hypothesis Ho: a^stiZ = 0, an F-
test can be used as follows* F(3.9) = MS(male)/MS(M x F). 
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Table 9. Design II: AOV and EMS for an individual set in one 
environment 
Source DF EMS 
Replications 1 
Males (M) 3 + 2cr^mf + 8a^m2 
Females (F) 3 a^2 4* 2a^mf + 8cr^f 
K X F 9 a^2 + 2a^mf 
Error 15 0^2 
Total corrected 31 
Table 10. Design lis Genetic covariances in terms of mean 
squares for an individual set in one environment 
Source Genetic covariances 
Males (M) 0^2 + 2[GOV(FS)2 - 2COV(HS)2] + 8GOV(HS)2 
Females (F) G'^2 + 2[Cov(FS)2 -2Cov(HS)2] + 8COV(HS)2 
M X F a^2 + 2[Gov(FS)2 - 2COV(HS)2] 
Error 0^2 
2 The null hypothesis Ho; a f = 0, can similarly be tested by 
F(3.9) = MS(female)/MS(M x F). As the expectations of a^m2 and 
2 
a f are the same, the male and female sums of squares can be 
pooled, as suggested by Eberhart (I96I), and an F-test made 
on the corresponding mean squares as follows: 
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s s 
F(N1 N2) = Z(mi-l)KS(male) + Z( fj_-l)MS( female ) 
s s 
[Z(m^-l) + S(f^-l)]MS(]yi X F) 
where s = number of sets, m^ = number of males in set i (=4), 
f^ = number of females in set i (=4), N1 = Z(m^-l) + E(f^-l), 
and N2 = Z(m^-l)(f^-l). So, for the case with just one set, 
N1 = 3 + 3 = 6 and N2 = 3 . 3 = 9- This is a test for the 
presence of additive variance and/or additive types of epis-
tatic variance. In Table 9. a simple F-test can be used to 
test Ho: G'^mf = 0, where F(9,15) = KS(M x F)/KS(error). This 
is a test for the presence of dominance and/or epistatic 
genetic variance. 
As for the case of the Design I, each set was analyzed 
individually and than all 20 sets, for each environment, were 
pooled to obtain the analysis of variance (AOV), expectations 
of mean squares (EKS) and genetic covariances in terms of 
mean squares as presented in Tables 11 and 12. 
From the EMS in Table 11 it can be seen that tests for 
2 2 2 
o m2, a f, and o mf can be made in the same way as for the 
analysis for just one set (Table 9), only now with more de­
grees of freedom. The interpretations also are the same. 
In a next step this analysis pooled over sets also was 
pooled over environments and the format of the AOV, EKS, and 
genetic covariances in terms of mean squares are presented in 
Tables 13 and l4. From the EMS in Table 13 it can be seen 
that tests for a^m2, a^f, a^mf are readily available in this 
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Table 11. Design li: AOV and EMS for the analysis pooled 
over 20 sets in one environment 
Source DF EMS 
Sets (S) 19 
Reps/ S 20 
Males (M)/S 60 a^Z + 2a^mf + 8j^m2 
Females (F)/S 60 a^2 + 20 ^mf + Bcj^f 
M X F/Set 180 0^2 + 2cr^mf 
Pooled error 300 a^2 
Total corrected 639 
Within^ 
(Plants/plot) Z(nj-1) 2 a ew 
^n five environments individual plant data were taken in 
five out of the 20 sets, except for silk date. a^2 = 
2 
+ Cj p, where o^ew = environmental variance among plants 
2 
within the plot, a p = environmental variance among plots in a 
replication, k = harmonic mean of the number of plants per 
plot, and n. = number of plants in the plot on which in­
dividual plant data was taken. 
analysis pooled over sets and environments, as they were for 
the case of just one set in one environment. Also, the same 
process of pooling the sums of squares of males and females 
2 2 
can be used to test a m2 and a f, since they have the same 
expectations. Finally, a combined analysis was calculated, 
and the format of the AOV table, EMS, and their relation to 
genetic covariances are presented in Tables 15 and 16. 
In the combined analysis, as presented in Table 15 and 
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Table 12. Design Ils Genetic covariances in terms of mean 
squares for the analysis pooled over 20 sets in one 
environment 
Source Genetic covariances 
Males (M)/sets (S) 0^2 + 2[COV(FS)2 - 2COV(HS)2] + 8COV(HS)2 
Females (F)/S 0^2 + 2[COV(FS)2 - 2COV(HS)2] + 8COV(HS)2 
M X F/S 0^2 + 2[COV(FS)2- 2COV(HS)2] 
Pooled error a^2 
Within^ 
(Plants/plot) 2 a ew 
^Terms were de fined in Table 11. 
Table 13. Design II: AOV and EMS for the analysis pooled 
over sets and environments 
Source DP EKS 
Environments (E) e-1 
Sets (S) s-1 
S X E (e-l)(s-l) 
Reps/S/E es(r-l) 
Males (K)/S/E es(m-l) 0^2 + 20^mf + 8a^m2 
Females (F)/S/E es(f-l) a^2 + 2u^mf + 8a^f 
M X F/3/E es(m-l)(f-l) a^2 + 2a^mf 
2 Pooled error es(mf-l)(r-l) a 2 
Total corrected mfrse-1 
Within^ p 
(Plants/plot) ^(nj-l) a ew 
^Terms were defined in Table 11. 
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Table 14. Design II: Genetic covariances in terms of mean 
squares for the analysis pooled over sets and 
environments 
Source Genetic covariances 
Males (M)/S/E 0^2 + 2[COV(FS)2 - 2COV(HS)2] + SGovfHSjg 
Females {F)/S/E 0^2 + 2[GOV(FS)2 - 2COV(HS)2] + 8Cov(HS)2 
M X F/S/E a^2 + 2[COV(FS)2 - 2GOV(HS)2] 
Pooled error 0^2 
Within^ 
(Plants/plot) 2 a ew 
^Terras were defined in Table 11. 
"based on the expectations of mean squares, the null hypothesis 
2 _ Ho I o mfe = 0, can be tested using the following f-test: 
F(N1,N2) = MS(M X F X E)/MS(error), where N1 = s(m-l)(f-l) 
(e-1) and N2 = se(fflf-l)(r-1). This would test for the presence 
of interaction of dominance and/or epistasis with environments. 
2 _ In order to test Ko: a fe = 0, the following f-test was used: 
F(N1,N2) = MS(F X E)/KS(M x F x E), where N1 = s(f-l)(e-l) 
and N2 = s(m-l)(f-l)(e-l). To test the null hypothesis Ho: 
a^me = 0, the following F-test was used; F(N1,N2) = MS(M x E)/ 
MS(M X F X E), where N1 = s(m-l)(e-l) and N2 = s(m-l)(f-l)(e-l). 
These last two F-tests would test the presence of interaction 
of additive variance and/or additive types of epistatic vari-
2 2 
ance with environments. As the expectations of a fe and a me 
are the same, a more powerful test can be made by pooling the 
sums of squares as explained previously. 
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Table 15. Design li; AOV and EMS for the combined analysis 
across environments 
Source DF EMS 
Environments (E) 
Sets (S) 
S X E 
Reps/S/E 
Males (M)/S 
Females (F)/S 
Pooled error 
Total corrected 
Within^ 
(Plants/plot) 
s-1 
(s-l)(e-l) 
es(r-1) 
s(ra-l) 
s ( f -1 ) 
a^2 + ra^mfe + rfa^me + 
rea^mf + refcr^m2 
a^2 + ra^mfe + rma^fe + 
2 2 
rea raf + rema f 
M X F/s s(m-•l)(f-l) a^2 + ra^mfe + rea^i 
M X E/S s(m-•l)(e-l) a^2 + ra^mfe + rfa^i 
F X E/S s(f-l)(e-l) 0^2 + rcj^mfe + rma^ 
M X F X E/S s(m-l)(f-l)(e-l) 0^2 + ra^mfe 
se(mf-l)(r-1) 
mfrse-1 
Z(n.-l) 
0^2 
2 
a ew 
^In five environments individual plant data„were taken 
in five of the 20 sets, except for silk date, o 2 = 
2 
+ a p, where a ew = environmental variance among plants 
2 
within the plot, cr p = environmental variance among plots in 
a replication, k = harmonic mean of the number of plants per 
plot, and nj = number of plants in the plot on which in­
dividual plant data were taken. 
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Taole 16. Design 11: Genetic covariances in terms of mean 
squares for the combined analysis over environments 
Source Genetic covariances 
Males (M)/set (S) a^2 + r([Cov(PS)2- ZCovfHSjglxE) + 
rf[Cov(HS)2xE] + re[Cov(FS)2 - 2Cov(HS)2] + 
refCov(HS)2 
a^2 + r([Gov(FS)2 - 2Cov(HS)2]XE) + 
rm[Cov(HS)2xE] + re[Cov(FS)2 - 2Cov(HS)2] + 
remCov(HS)2 
0^2 + r([Cov(FS)2 - 2Cov(HS)2]xE) + 
re[Cov(FS)2 -ZCovfHSjg] 
a^2 + r([Cov(FS)2 - 2Cov(HS)2]xE) + 
rf[Cov(KS)2xE] 
a^2 + r([Cov(FS)2 - 2Cov(HS)2]xE) + ' 
rm[Gov(HS)2xE] 
0^2 + r([Gov(FS)2 - 2Cov(HS)2]xE) 
0^2 
Females (F)/S 
M X F/S 
M X E/S 
F X E/S 
M X.F X E/S 
Pooled error 
Within 
(Plants/plot) 2 a ew 
Also from the combined analysis (Table 15)» to test the 
2 
null hypothesis Ho: a mf = 0, an F-test can be used: 
F(N1,N2) = MS(M X F)/KS(M x F x E), where N1 = s(m-l)(f-l) 
and N2 = s(m-l)(f-l)(e-l). This would test the presence of 
dominance and/or epistatic genetic variance. 
Finally, to test the hypothesis Ho: a f = 0 in the com­
bined analysis (Table 15), an approximate F-test has to be 
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used, since no direct test is available. Using the Satter-
thwaite (1946) and Cochran (1951) approximation, one has; 
- HISÇF/S) + MS(M^xE/S) 
' '"2 ' MS(MxP/S) + MSlFxE/S) 
The degrees of freedom were estimated as: 
(ZM,)2 
N. • = i 
where stands for mean square and stands for the respec­
tive degrees of freedom. In the same way an approximate F-test 
2 
can be constructed to test Ho: cr m2 = 0, as follows: 
• M M - r^S( Male s/S) + MS(MxFxE/S) 
^ / MS(M X F/S) + MS(M x E/S) ' 
with N^' and N^' calculated as above. In both of these approxi­
mate F-tests, one is testing for the presence of additive 
genetic variance and/or additive types of epistatic variances. 
2 2 Again, since the expectations of o f and a m2 are the same, the 
pooling of the sums of squares would give a more powerful test. 
Mean Squares as Functions of the Genetic Variances 
In the tables of the analysis of variance (Tables 1 to 
16), the components of variance in the expectations of the 
mean squares were translated in terms of covariances of half-
sibs and full-sibs. It v;as already shown how these covariances 
of full-sibs and half-sibs can be translated in terms of 
genetic variances. In the same way the mean squares for the 
variation within the plots and the mean squares of the errors 
were already translated in terms of genetic and environmental 
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variances. The mean squares, therefore, can be directly 
translated in terms of genetic and environmental variances. 
Using matrix notation and combining the Design I and the 
Design II mean squares in the same matrix, this translation 
of mean squares in terms of genetic and environmental variances 
for the complete model (involving all genetic variances through 
digenic epistasis) is presented in Table 1? for the cases of 
individual set analysis, analysis pooled over sets, and an­
alysis pooled over sets and environments; all three cases have 
the same expectations. If no within plot variation is 
utilized, the representation for this same case is as pre­
sented in Table 18. 
In the set of equations presented in Table 18, only six • 
parameters can be estimated including: 
= environmental variation among plots in a replica-
tion in the Design I (plus a gw/k); and 
Eg = environmental variation among plots in a replica­
tion in the Design II. 
In Table 19, the mean squares are translated in terms of 
genetic, environmental, and genetic by environmental vari­
ances, for the combined analysis (six environments), using 
within plot variation data. If no within plot variation data 
are available, the matrix of the translation of these mean 
squares in the combined analysis (six environments) in terms 
of genetic, environmental, and genetic by environmental 
variances is as presented in Table 20. The new terms in 
Table I7. Matrix of translation of mean squares in terms of genetic and environ­
mental variances for the analysis of individual sets or pooled over sets, 
when a within^ plot variation is available: Design I (upper half) and 
Design II (lower half) 
A D AA AD DD 
^w 
E 
Design I 
Males (M)/sets (s)  3.554 0. CO 1.207 0.345 0.227 0.109 1 
Female s/K/S 0.554 0. 562 0.457 0.345 0.227 0.109 1 
Pooled error 0.054 0. 082 0.082 0.095 0.102 0.109 1 
wi®- 0.500 0. 750 0.750 0.875 0.938 1.000 0 
Design II 
Males (M)/sets (S) 4.000 2. 000 3. 000 2.000 2.000 0.110 1 
Females (F)/S 4.000 2. 000 3.000 2.000 2.000 0.110 1 
M X F/S 0.000- 2. 000 1.000 2.000 2.000 0.110 1 
Pooled error 0. 000 0. 000 0.000 0. 000 0. 000 0.110 1 
WII& 0.000 0. 000 0.000 0.000 0.000 1.000 0 
^In this table, the harmonic means of the number of plants per plot were: 
Design I, k = 9.2 and Design II, k = 9.1. 
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Table 18. Matrix of translation of mean squares in terms of 
genetic and environmental variances for the analysis 
of individual sets or pooled over sets, when a 
within plot variation is not available: Design I 
(upper half) and Design II (lower half) 
D AA AD DD Eg 
Males (M)/ 
sets (S) 
Females (F)/ 
M/S 
Pooled error 
Design I 
3.500 0.500 1.125 0.250 0.125 1 0 
0.500 0.500 0.375 0.250 0.125 1 0 
0.000 0.000 0.000 0.000 0.000 1  0 
Design II 
Males (M)/ 
sets (S) 4.000 
Females (F)/S 4.000 
M X F/S 0.000 
Pooled error 0.000 
2.000 
2 .000  
2 .000 
0.000 
3.000 
3.000 
1.000 
0.000 
2.000 
2 .000 
2 .000 
0.000 
2.000 
2.0000 
2.000 
0.000 
0 
0 
0 
0 
1 
1 
1 
1 
Tables 19 and 20 have the follov/ing meaning: 
AS = additive genetic by environment interaction 
variance 
DE = dominance by environment interaction variance 
AAE = additive by additive epistasis by environment 
interaction variance 
ADS = additive by dominance epistasis by environment 
interaction variance 
DDE = dominance by dominance epistasis by environment 
interaction variance. 
Table 19. Matrix of translation of mean squares in terms of genetic, environmental, and genetic 
by environmental variances for the combined analysis (six environments), using within^ 
plot variation data; Design I (upper half) and Design II (lower half) 
A D AA AD DD AE DE AAE ADE DDE E E 
w 
Design % 
Males (M) / 
set (S) 
Females (F)/S 
M X E/S 
F X E/M/S 
Pooled error 
WI^ 
Males (M)/ 
21. 054 3. 082 6. 832 1. 595 0. 852 3. 554 0. 582 1. 207 0. 345 0. 227 0. 109 
3. 054 3. 082 2. 332 1. 595 0. 852 0. 554 0. 582 0. 457 0. 345 0. 227 0. 109 
0. 054 0. 082 0. 082 0, 095 0. 102 3. 554 0. 582 1. 207 0. 345 0. 227 0, 109 
0. 054 0. 082 0. 082 0. 095 0. 102 0. 554 0. 582 0. 457 0. 345 0. 227 0. 109 
0. 054 0. 082 0. 082 0. 095 0. 102 0. 054 0. 082 0. 082 0. 095 0. 102 0. 109 
0. 500 0. 750 0. 750 0. 875 0. 938 0. 500 0. 750 0. 750 0. 875 0. 938 1. 000 
Design II 
set (S) 24. 000 12.000 18. 000 12. 000 12. 000 4. 000 2, 000 3. 000 2. 000 2. 000 0. 110 
Females (F)/S 24. 000 12.000 18. 000 12. 000 12. 000 4. 000 2. 000 3. 000 2. 000 2. 000 0. 110 
M X F/S 0. 000 12.000 6. 000 12. 000 12. 000 0. 000 2. 000 1. 000 2. 000 2. 000 0. 110 
M X E/S 0. 000 0.000 0. 000 0. 000 0. 000 4. 000 2. 000 3. 000 2. 000 2. 000 0. 110 
F X E/S 0. 000 0.000 0. 000 0. 000 0. 000 4. 000 2. 000 3. 000 2. 000 2. 000 0. 110 
M X F X E/S 0. 000 0.000 0. 000 0. 000 0. 000 0. 000 2, 000 1. 000 2. 000 2. 000 0. 110 
Pooled error 0. 000 0.000 0. 000 0. 000 0. 000 ,0. 000 0. 000 0. 000 0. 000 0. 000 0. 110 
WII* 0. 000 0.000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000 1. 000 
^In this table, the harmonic means of the number of plants per plot used were: Design I, k = 
9.2 and Design II, k = 9.1. 
Table 20. Matrix of translation of mean squares in terms of genetic, environmental, and genetic by 
environmental variances for the combined analysis (six environments), when within plot 
variation is not available: Design I (upper half) and Design II (lower half) 
A  D  A A  A D  D D  A E  D E  A A E  A D E  D D E  E j ^  E g  
Design % 
Males (M)/set (S) 21.000 3.000 6.750 1.500 0.750 3.500 0.500 1. 125 0. 250 0. 125 1 0 
Females (F)/M/S 3.000 3.000 2.250 1.500 0.750 0.500 0.500 0. 375 0. 250 0. 125 1 0 
M X E/S 0.000 0.000 0.000 0,000 0.000 3.500 0.500 1. 125 0. 250 0. 125 1 0 
F X E/M/S 0.000 0.000 0.000 0,000 0.000 0.500 0.500 0. 375 0. 250 0. 125 1 0 
Pooled error 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0. 000 0. 000 0. 000 1 0 
Design II 
Males (M)/set (S) 24.000 12.000 18.000 12.000 12.000 4.000 2.000 3. 000 2. 000 2. 000 0 
Females (F)/S 24.000 12.000 18.000 12.000 12.000 4.000 2.000 3. 000 2. 000 2. 000 0 
M X F/S 0.000 12.000 6.000 12.000 12.000 0.000 2.000 1. 000 2. 000 2. 000 0 
M X E/S 0.000 0.000 0.000 0.000 0.000 4.000 2.000 3. 000 2. 000 2. 000 0 
F X E/S 0.000 0.000 0.000 0.000 0.000 4.000 2.000 3. 000 2. 000 2. 000 0 
M X F X E/S 0.000 0.000 0.000 0.000 0.000 0.000 2.000 1. 000 2. 000 2. 000 0 
Pooled error 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0. 000 0. 000 0. 000 0 
^In this system of equations presented in this table, at the most, only 10 parameters (including 
E^ and Eg) can be estimated. 
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Solution of the Equations: 
Estimates and Standard Errors 
Each of the sets of equations presented in Tables 17 
through 20 can be represented as follows: Y = XB + e, where 
Y is the column vector of observed values (mean squares), X 
is the matrix of the coefficients of the parameters to be 
estimated, B is the column vector of parameters to be esti­
mated (genetic and environmental variances), and e is the 
column vector of random errors associated with each observa­
tion. It is known from the Gauss-Markoff Theorem, that in 
such a model, given that E(e) = p (null vector) and E(ee') = 
V(e)= V=a e.I, where I stands for the identity matrix, 
that the Best Linear Unbiased Estimates (BLUE) are given by 
the method of least squares. By the least squares method, the 
Normal Equations are X'XB = X'Y, so that B = (X*X)~^X'Y and 
V(B) = (X'X)"^a^e, as shown, for example, by Graybill (I961). 
In this study, however, V(Y) = V(e) / cr^e.I, since 
every mean square has a different variance, so that the method 
of least squares does not give the best estimates. To 
correct for the unequal variances of mean squares, a trans­
formation (weighted analysis) was used as follows, where T is 
the matrix of weights: 
TY = TXB + Te . 
Since the mean squares are uncorrelated with each other, the 
covariances among them are zero, so that the matrix of weights 
(T) used is a diagonal matrix, with the reciprocals of the 
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standard errors (l/SE) in the diagonal and zeros elsewhere; 
hence, making the variance of each weighted mean square equal 
to unity. This can be expressed as follows: 
V(TY) = V(Te) = = 1»I = I = identity matrix . 
It is known that: V(TY) = TVT', where V is the variance-
covariance matrix of the original Y's (not weighted mean 
squares). From this equation, since V(TY) = I, it is ob­
tained; TVT' = I, so V = T"^(T*)"^ = (T'T)"^. 
The use of the least squares method for the weighted 
equations (TY = TXB + Te) gives the follov/ing normal equations; 
X'T'TXB = X'T'TY . 
Since V = (T'T)~^, the normal equations reduce to 
X'V^XB = X'V^Y, so that 
B = (X'V"^X)"^X'V"^Y . 
The variance of the estimates is found as follows: 
V(B) = (X'V"^X)"^X'V'^V(Y)V~^X(X'V"^X)"^ . Since V(Y) = 
V, this expression reduces to: V(B) = (X'V~^X)~^. 
In applying this theory, initially all equations were 
divided by the respective standard errors of the mean squares, 
where the standard error of a mean square v/as estimated as 
the square root of [2(K3) /(DF + 2)], according to Mode and 
Robinson (1959). In this formula, 1.18 stand for mean square 
and DF for the respective degrees of freedom. After this 
weighting the usual least squares procedure was applied to the 
weighted equations, giving the estimates and respective stan­
dard errors as already explained. 
Following the suggestion by Kayman (1960a), new "expected 
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A 
mean squares" were calculated as Y = XB, and from these 
"expected mean squares" new "expected standard errors" of the 
mean squares were calculated; the original equations were re-
divided by these "expected standard errors" and least squares 
procedure used again. In this way successive iterations of 
the weighted estimates were obtained. Hayman (1960a) recom­
mended that the iterations be continued until the chi-square 
testing goodness of fit, given by Y'V~^y-Y'V~^Y, reaches a 
stable minimum. This chi-square was computed after each 
iteration as the sum of the squares of the deviations of ob­
served mean squares from the expected mean squares, each de­
viation square being weighted by the reciprocal of the ex­
pected variances. The final weighted estimates are the maximum 
likelihood estimates as indicated by Hayman (1960a). 
Correlations 
Seven of the traits (days to silking not included) that 
were measured in this study were paired in 21 groups. In each 
group, say, group with traits X and Y, the respective values 
of these traits were added to each other giving new values, 
say, Z's, where 2^ = X^ + Y^. Using these Z values, new com­
bined analyses of variance were done for each pair of traits. 
These new combined analyses were done in exactly the same way 
as for each trait individually, so giving the same group of 
mean squares as presented in Table 7 for the Design I and 
Table 15 for the Design II. 
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It is knov/n that given Z = X + Y then: 
V(Z) = V(X) + V{Y) + 2Cov(X,Y), so that: 
Oov(X,ï) = V(Z) - V(X) - V(ï) 
Following this general principle, from the mean squares in the 
analysis using the sum of the traits (Z), the respective mean 
squares from traits X and Y were subtracted and the result 
was divided by two, thus giving the respective mean products. 
The expectations, as given by Mode and Robinson (1959)i 
for these mean products are exactly equivalent (have the same 
form) to the expectations of the respective mean squares; 
one only needs to substitute the word variance by covariance. 
So, instead of environmental variance it is environmental co-
variance, in place of male variance it is male covariance, and 
so on. In this way the final conversion of these mean products 
in terms of genetic, environmental, and genetic by environment­
al covariances is as presented in Table 20, only now instead 
of MS (mean square) it is MP (mean product) and, also, A now 
means additive genetic covariance instead of additive genetic 
variance, D means dominance covariance instead of dominance 
variance, and so on. 
In the solution of these equations, in order to estimate 
the genetic, environmental, and genetic by environmental co-
variances terms, the same weighted analysis that was used with 
the mean squares to find the genetic, environmental, and 
genetic by environmental variances was applied—the only dif­
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ference is that nov; the weights are the reciprocals of the 
standard errors of the mean products. From derivations given 
by Mode and Robinson (1959), the standard error of a mean 
product can be estimated as the square root of ([(KS^jfKSg) + 
]/(DP + 2)), where = mean square for character 1, 
MS2 = mean square for character 2, = mean product for 
characters 1 and 2, and DF = degrees of freedom. In finding 
these covariance terms a model containing only additive 
genetic covariance and dominance covariance, and the respec­
tive interactions with environment was used, with epistatic 
covariances assumed to be negligible. The within plot mean 
squares were not included in these sets of equations. So, in 
calculating the correlations, I used the variances found in 
the equivalent model for the mean squares (only additive and 
dominance variance, plus interactions, with no within plot 
mean square included). 
The correlations were calculated using the following, 
equations. 
1. = additive genetic correlations 
AA' 
'•a = SKCAA-) • "here 
SR = square root of 
AA' = additive genetic covariance among the traits X and Y 
A = additive genetic variance for one trait (X), and 
A' = additive genetic variance for the other trait (Y) . 
2. r^ = dominance correlation: 
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''d = SK"DD' ) • "here 
DD* = dominance covariance among the traits X and Y 
D = dominance variance for one trait (X) , and 
D* = dominance variance for the other trait (Y) . 
3« = genetic correlation; 
) • "here 
GG* = AA' + DD' = total genetic covariance among the 
traits X and Y 
G = A + D = total genetic variance for one trait (X), and 
G' = A' + D* = total genetic variance for the other 
trait (Y) . 
4. r^ = environmental correlation: 
'^e = SiHin ' "here 
EE' = environmental covariance among the traits X and Y 
E = environmental variance for one trait (X) , and 
E' = environmental variance for the other trait (Y) . 
For the three quantities, EE', E, and E', two estimates are 
available, one from Design I and one from Design II, so that 
for each one I used a weighted mean, where the weights were 
the degrees of freedom of the respective error terms. For 
example; . 
(DF^)E^ + (DFgXEg 
^ + DFg) 
DF^ = degrees of freedom for the error in Design I 
DFg = degrees of freedom for the error in Design II 
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= environmental variance among plots in a replication 
in Design I (this is inflated by a gw/k) , and 
E2 = environmental variance among plots in a replication 
in Design II . 
It is clear that there is an upward bias in the environ­
mental variance estimated from the Design I, due to the genetic 
variation within the plots, but this effect is expected to be 
very small. Instead of using only the information from the 
Design II, it was decided to use the information from both 
Design I and Design II, taking a weighted mean as explained. 
5' r^ = phenotypic correlation: 
pp. 
P 
P' 
GE G'S' 
GE 
PP ' 
= SRIPP') ' "here 
= total phenotypic covariance among the traits (X and 
Y) = GG' + SE' + GS.G'E' 
= total phenotypic variance for one trait (X) = 
G + E + GE 
= total phenotypic variance for the other trait (Y) = 
G' + E' + G'E' 
= genotype by environment interaction covariance among 
the traits (additive by environment plus dominance 
by environment interaction covariance) 
= genotype by environment interaction variance for one 
trait (additive by environment plus dominance by 
environment interaction variance) , and 
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genotype by environment interaction variance for 
the other trait (additive by environment plus 
dominance by environment interaction variance). 
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RESULTS 
Data were taken in six environments, with two replica­
tions per environment, except for silk date, in which case 
data were taken in only three environments. In five of the 
six environments, five of the 20 sets were randomly selected 
and in these five sets individual plant data were taken (except 
for silk date), thus permitting the estimation of the varia­
tion among plants within the plot. The corresponding mean 
squares are presented in the last row of the analysis of 
variance for the Design I and in the last row of the analysis 
of variance for the Design II, in Tables 24 to 39* The har­
monic means of the number of plants per plot also are given 
in these tables. 
The general means for each trait for the Design I and 
Design II are shown in Table 21. There is a good concordance 
for all traits between the means obtained in the Design I 
(original variety) and the means obtained in the Design II 
(reconstituted variety), which is supporting evidence for the 
real randomness of the inbred lines used in this study. If 
any type of selection had operated during the development of 
these lines, for any of the traits under study, this would be 
manifested in the means of the "reconstituted variety". 
The relevant part of the pooled analysis of variance 
(pooled over 20 sets for the Design I and Design II) for yield, 
plant height, ear height, and kernel depth is presented in 
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Table 21. General means for the eight traits measured in 
the Design I and Design II experiments 
Trait Design I Design II 
Yield (g/plant) 149.19 ± 0.29^ 153.23 ± 0.34 
Plant height (cm) 200.12 ± 0.10 196.94 ± 0.11 
Ear height (cm) 98.53 ± 0.09 94.01 ± 0.10 
Kernel depth (cm) 1.81 ± 0.00 1.80 ± 0.00 
Ear length (cm) 16.45 ± 0.01 16.66 ± 0.02 
Ear diameter (cm) 4.74 ± 0.00 4.72 ± 0.00 
Gob diameter (cm) 2.93 ± 0.00 2.92 0.00 
Silk date (days)^ 31.78 i 0.02 31.38 ± 0.02 
^Standard errors were calculated from the genotype by 
environment interaction. 
^Days from July 1. 
Tables 22 (Ames, 1972), 24 (Martinsburg, 1970), 26 (Ankeny, 
1970), 28 (Ames, 1970), 30 (Ankeny, I969), and 32 (Ames, I969). 
This same analysis for ear length, ear diameter, cob diameter, 
and silk date is presented in Tables- 23 (Ames, 1972), 25 
Martinsburg, 1970), 27 (Ankeny, 1970), 29 (Ames, 1970), 31 
(Ankeny, I969), and 33 (Ames, I969). The bottom row of the 
analysis for each design shows the within plot variation mean 
square. These analyses also were pooled over environments, 
and the results for yield, plant height, ear height, and 
kernel depth are presented in Table 3^» For ear length, ear 
diameter, cob diameter, and silk date the results of these 
analyses pooled over sets and environments are presented in 
Table 22. Analysis of variance pooled over 20 sets for the Experiment 53 (Ames, 
1972)s Design I (upper half) and Design II (lower half) 
Source 
Mean squares 
DP< Yield Plant height Ear height Kernel depth 
Males (M)/sets (S) 60 
Females (r')/K/S 400 
Pooled error 460 
De si fin I 
1571.057** 701.143** 434.444** 0.086** 
730.601** 123.291** 94.088** 0.040* 
305.635 30.013 22.839 0.034 
Design II 
Kales (K)/sets (S) 60 
Females (F)/S 60 
M X F/S 180 
Pooled error 300 
1823.643** 
1916.155** 
803.604** 
268.265 
896.829** 
663.797** 
77.268** 
19.158 
696.775** 
553.584** 
51.088** 
16.043 
0.102** 
0.106** 
0.033 
0. 029 
Keans (Design I) 
CV" (Design I), fo 
Means (Design II) 
GV (Design II), # 
181.55 ± 0.56 
9.63 
184.68 ± 0.65 
8.87 
213.31 --t 0.18 101.46 ± 0.15 1.89 ± 0.00 
2.57 4.71 9.82 
208.86 ± O..17 95.91 ± 0.16 1.87 ± 0.00 
2.10 4.18 9.05 
DP = degrees of freedom in this table and in the ones that follow-. 
^CV = coefficient of variation in this table and in the ones that follow. 
*Significant at 5% level in this table and in the ones that follow. 
•^^Significant at 1?S level in this table and in the ones that follow. 
Table 2 3 .  Analysis of variance pooled over 20 sets for the Experiment 53 (Ames, 
1 9 7 2 ) 5  Design I (upper half) and Design II (lower half) 
Source 
Mean squares 
DF Ear length Ear diameter Cob diameter Silk date 
Kales (M)/sets (S) 60 
Pemales (F)/K/S 400 
Pooled error 460 
Design I 
6.704** 0.166** 
1.811** 0.058** 
0.767 0.030 
0.084** 
0.030** 
0.  020 
32.495** 
4.681** 
1.506 
Design II 
Kales (lvi)/sets (S) 
Females (F)/S 
M X F/S 
Pooled error 
Means (Design I) 
CV (Design I ), fo 
Means (Design II 
GV (Design II), fo 
60 7.231** 
60 7.661** 
180 1.852** 
300 0.533 
17.64 ± 0.03 
4.96 
17.75 ± 0.03 
4.11 
0.154** 
0.211** 
0.034** 
0.019 
4.92 ± 0.00 
3.49 
4.89 ± 0.00 
2.83 
0.105** 
0.107** 
0. 014 
0.015 
3.04 ± 0.00 
4.60 
3. 02 ± 0. 00 
4.11 
20.634** 
19.338** 
3.085** 
1.086 
29.86 ± 0.04 
4.11 
29.66 ± 0.04 
3.51 
Table 24. Analysis of variance pooled over 20 sets for the Experiment 52 (Martins-
burg, 1970): Design I (upper half) and Design II (lower half) 
mean squares 
Source DF Yield Plant height Ear height Kernel de] 
Design I  
Males (M)/sets ( s )  60 1 3 1 9 . 6 3 4 * *  7 3 9 . 3 7 6 * *  4 0 0 . 4 5 7 * *  0.133** 
Females (F)/M/S 4 0 0  672.891** 160.919** 8 8 . 9 3 5 * *  0 . 0 4 8 *  
Pooled error 4 6 0  3 8 9 . 7 3 5  4 0 . 8 3 9  2 7 . 8 9 7  0 . 0 4 1  
Within ( W I ) ^  2030 1810.4 7 6  211.999 3 6 5 . 6 5 1  0.154 
Design I I  
Males (M)/sets ( s )  60 990.762 897.295** 5 5 1 . 5 3 3 * *  0.133** 
Females (F)/S 6 0  2432.387** 724.256** 4 8 6 . 3 8 2 * *  O.I83** 
M X  F/S 1 8 0  890.5 4 0 * *  100.956** 5 3 . 1 1 1  0.069* 
Pooled error 3 0 0  •  3 3 5 . 5 4 1  5 9  • 6 9 4  2 8 . 6 5 8  0 . 0 4 6  
Within (WII)®- 1 3 8 4  1178.151 88.445 8 1 . 3 8 2  0 . 1 0 1  
Means (Design I) 1 4 5 . 4 6  ± 0 . 6 4  200. 9 9  ± 0.21 102.11 ± O.I7 I.79 ± 0.00 
CV (Design I ) ,  %  13- 5 7  3 . 1 8  5 - 1 7  11. 3 9  
Means (Design II) 146.72 ± O.72 1 9 6 . 6 2  ± O.31 96.56 ± 0.21 I.77 ± 0.00 
CV (Design II), % 1 2 . 4 8  3 - 9 3  5.54 12.08 
^he harmonic means of the number of plants per plot are: Design I = 9.3 and 
Design II = 9 . 5 .  
Table 25. Analysis of variance pooled over 20 sets for the Experiment 52 (Martins-
burg, 1970): Design I (upper half) and Design II (lower half) 
Source DP 
Mean squares 
Ear length Ear diameter Cob diameter Silk date' 
Kales (M)/sets (S) 60 
Females (F)/K/S 400 
Pooled error 460 
Within (WI)^ 2030. 
Males (M)/sets (S) 60 
Females (P)/S 60 
M X F/S 180 
Pooled error 300 
Within (WII)^ . 1384 
Design I 
6.808** 
1.979** 
1.028 
5. 000 
Design II 
3.809* 
10.435** 
2.304** 
O.9O8 
3.426 
0.225** 
0.066** 
0.046 
0.136 
0.151** 
0,224** 
0.081** 
0.049 
0.082 
0.079** 
0.030** 
0.023 
0.035 
0.091** 
0.120** 
0. 043 
0.036 
0.021 
Means (Design I) 
GV (Design I), # 
Means (Design II) 
CV (Design II), # 
15.84 ± 0.03 
6.40 
15.90 ± 0.00 
5.99 
4.72 ± 0.00 
4. 54 
4.67 ± 0.00 
4.75 
2.94 ± 0.00 
5.11 
2.89 •- 0.00 
6.58 
Data not collected this environment. 
^The harmonic means of the number of plants per plot are* Design I = 9.3 and 
Design II = 9.5. 
Table 26. Analysis of variance pooled over 20 sets for the Experiment 51 (Ankeny, 
1 9 7 0 ) :  Design I (upper half) and Design II (lower half) 
Kean squares 
Source DP Yield Plant height Ear height Kernel de] 
Design I 
Kales (K)/set8 (S) 60 2084.360** 599.992** 282.865** 0.151** 
Females (F)/K/S 400 724.604** 146.263** 83.784** 0.062** 
Pooled error 460 403.024 54.175 25.107 0. 046 
Within (V/I)^ 1976 1595.022 172.180 128.587 0.146 
Design II 
Males (M)/sets (S) 60 1375.876* 762.955** 594.091** 0.113** 
Females (F)/S 60 1898.686** 725.522** 418.434** 0.152** 
M X F/S 180 855.847** 77.940** 46.138** 0.059** 
Pooled error 300 344.182 34.151 19.456 , 0. 032 
Within (WII)^ 1329 1275.026 140.743 85.602 0.096 
Means (Design I) 122.10 ± 0.65 184.30 ± 0.24 88.03 ± 0.16 1.70 ± 1 
CV (Design I), ^ 16.44 3.99 5.69 12.70 
Means (Design II) 124.33 -t 0.73 181.05 ± 0.23 84.00 ± 0.17 1. 69 ± 1 
CV (Design II), % 14.92 3.23 5.25 10.61 
^The harmonic means of the number of plants per plot are; Design I = 8 . 9  and 
Design li = 8 . 9 .  
Table 2 7 .  Analysis of variance pooled over 20 sets for the Experiment 51 (Ankeny, 
( 1 9 7 0 )s Design I (upper half)and Design II (lower half) 
Mean squares 
Source DF Ear length Ear diameter Gob diameter Silk date®" 
Design I 
I'.-ales (r.O/set s ( S ) 60 7.814** 0.363** 0.120 
Female s ( F )/r.1/S 400 2.690** 0.132** 0.051 
Pooled error 460 1.775 0.098 0 .045 
Within (V;I)^ 1976 5.239 0 . 1 1 5  0.035 
Design li 
Kales ( i/l)/sets ( S )  6 0  8.696** 0.185 0.115** 
Females (F)/S 6 0  9.266** 0.326** 0.140** 
r:: x F/S 180 3.]81** 0.157** 0.068** 
Pooled error 300 1.276 0.069 0 . 0 3 6  
Within (V/II)^ 1329 3.440 0.078 0 . 0 1 9  
rûeans (Design I) 15.21 ± 0.04 4.5 0  ±  0 . 0 0  2.81 ± 0.00 
CV (Design I), % 8.76 6.96 7.58 
Means (Design II) 1 5.42 ± 0.04 4.48 ± 0.01 2 . 7 9  ± 0.01 
CV (Design II), 7.33 
co 6.81 
^Data not collected in this environment. 
^The harmonic means of the number of plants per plot are: Design I = 8 . 9  and 
Design II = 8 . 9 .  
Table 28. Analysis of variance pooled over 20 sets for the Experiment 50 (Ames, 
1 9 7 0 ) :  Design I (upper half) and Design II (lower half) 
Source DF 
r.'Iales (M)/sets (S) 60 
Females (F)/K/S 400 
Pooled error 460 
Within (WI)& 2034 
Mean squares 
Yield Plant height Ear height Kernel depth 
Design I 
1296.378** 
617.184** 
288.155 
1711.484 
584.026** 
144.176** 
66.716 
163.092 
236.380** 
78.816** 
32.235 
131.061 
0.111** 
0.066 
0.060 
0.136 
Males (M)/sets (S) 
Females (F)/S 
K X F/S 
Pooled error 
Within (WII)* 
Means (Design I) 
CV (Design I), % 
Means (Design II) 
CV (Design II), ^  
Design II 
60 1688.390** 903.249** 616.740** 0.120** 
60 1882.846** 623.906** 524.441** 0.II9** 
180 688.512** 66.282** 34.983** 0.056* 
300 297.045 43.388 24.840 0.044 
1318 1335.723 69.004 65.162 0.091 
162.71 ± 0.55 180.53 ± 0.26 85.30 ± 0.18 1.85 ± 0.00 
10.43 4.52 6.66 13.17 
168.17 ± 0.68 180.27 vt 0.26 83.57 ± 0.20 1.86 ± 0.00 
10.25 3.65 5.96 11.30 
^0?he harmonic means of the number of plants per plot are: Design 1 = 9 . 3  and 
Design II = 8.8. 
Table 29. Analysis of variance pooled over 20 sets for the Experiment $0 (Ames, 
1970): Design I (upper half) and Design II (lower half) 
Mean squares 
Source DF Ear length Ear diameter Gob diameter Silk date 
Design I 
Male s (K)/sets (S) 6 0  9.629** 0.125** 0 .054** 23.401** 
Females (F)/M/S 400 2.233** 0.065** 0.033** 3.136"^ 
Pooled error U60 1 . 0 6 9  0.043 0. 024 1.338 
Within (WI)^ 2034 5.328 0 . 1 0 9  0 .037 b 
Design II 
Males (K)/sets (S) 60 6.407** 0.138** 0.117** 14.159** 
Females (F)/S 6 0  6.834** 0.235** 0.122** 16.434** 
M X F/S 1 8 0  1.798** 0.048** 0.044** 2.327** 
Pooled error 300 • 1.187 0 . 0 3 0  0 . 0 3 1  0 . 9 3 1  
Within (WII)^ I3IB 3.936 0.072 0.025 b 
Means (Design I) 16.94 ± 0.03 4.86 ± 0 . 0 0  3 . 0 1  ±  0 . 0 0  2 6 . 8 0  ±  0 . 0 4  
CV (Design I), fc 6 . 1 0  4.27 5.17 4.32 
Means (Design II) 1 7 . 2 1  ± 0.04 4 . 8 5  ±  0 . 0 0  2 . 9 9  ±  0 . 0 0  26.15 ± 0.04 
CV (Design II), ^  6.33 3.58 5.93 3.69 
^he harmonic means of the number of plants per plot are; Design I = 9«3 and 
Design II = 8.8. 
^Data not collected. 
Table 30. Analysis of variance pooled over 20 sets for the Experiment 4-9 (Ankeny, 
1969)5 Design I (upper half) and Design II (lower half) 
Source DP 
Mean squares 
Yield Plant height Ear height Kernel depth 
Kales (M)/sets (S) 60 
Females (F)/M/S 400 
Pooled error 460 
Within (V/I)^ 2013 
Males (M)/sets (S) 60 
Females (F)/S 60 
K X P/S 180 
Pooled error 300 
Within (V/II)^ 1360 
Means (Design I) 
CV (Design I), % 
Means (Design II) 
CV (Design II) , io 
Design I 
1339.995** 415.857** 
733.420** 112.518** 
416.872 55.226 
1700.075 201.160 
Design II 
1136.841 
1504.186* 
935.994** 
469.496 
1442.332 
466.499** 
395.935** 
101.650** 
48.592 
47.164 
362.336** 
105.002** 
46.915 
137.065 
647.273** 
532.864** 
92.767** 
44.473 
68.296 
0.096** 
0.045** 
0.033 
0.155 
0.093** 
0.129** 
0.051* 
0.031 
0.122 
139.80 ± 0.66 199.83 ± 0.24 103.46 ± 0.22 1.80 ± 0.00 
14.61 3.72 
146.86 ± 0.87 196.88 ± 0.28 
14.75 3.54 
6.62 10.08 
98.64 ± 0.26 1.81 ± 0.00 
6.76 9.77 
^he harmonic means of the number of plants per plot are: Design I = 9.2 and 
Design II = 9 . 3 .  
Table 31. Analysis of variance pooled over 20 sets for the Experiment 49 (Ankeny, 
1 9 6 9 )1 Design I (upper half) and Design II (lower half) 
Mean squares 
Source DF Ear length Ear diameter Gob diameter Silk date^ 
Desien I 
Kales (K)/sets (S) 60 7.864** 0.074** 0.087** 
Females (F)/M/S 400 2.729** 0.066** 0.029** 
Pooled error 460 1.491 0.038 0.020 
Within (Wl)b 2013 6.155 0.115 0. 048 
Design II 
Males (M)/sets (S) 60 6.947** 0.120** 0.077** 
Females (F)/S 60 6.329** 0.188** 0.070** 
M X F/S 180 2.765** 0.067** 0.023* 
Pooled error 300 • 1.642 0.039 0.017 
Within (Wll)b 1360 4.400 0.095 0. 042 
Means (Design I) 16.07 ±0.04 4.71 ±0.00 2.91 ± 0.00 
CV (Design I), % 7.60 4.14 4.85 
Means (Design II) 16.43 ± 0.05 4.70 ± 0.00 2.90 ± 0.00 
GV (Design II), ^  7.80 4.20 4.54 
^Data not collected in this environment. 
^The harmonic means of the number of plants per plot are: Design I = 9*2 and 
Design II = 9.3» 
Table 32. Analysis of variance pooled over 20 sets for the Experiment 48 (Ames, 
1 9 6 9 ) :  Design I (upper half) and Design II (lower half) 
Mean squares 
Source DF Yield Plant height Ear height Kernel depth 
Design I 
Males (M)/sets (S) 60 737.321* 524.779** 492.781** 0.099** 
Female s (P)/M/S 400 497.094** 114.072** 112.563** 0.o4i** 
Pooled error 460 322.172 28.957 26.606 0.02 
Within (WI)^ 1998 1452.976 158.187 207.300 0.132 
Design II 
Males (M)/sets (S) 60 1423.081** 716.745** 894.291** 0.133** 
Females (F)/S 60 1255.486** 576.428** 681.374** 0.094** 
M X F/S 180 699.667** 72.462** 56.376** 0.033* 
Pooled error 300 ' 279.223 24.469 21.218 0.024 
Within (WII)^ 1352 1171.867 70.831 94.402 0.073 
Means (Design I) 
CV (Desi^gn I ) , ^ 
Means (Design II) 
CV. (Design 11), % 
143.49 ± 0.58 
12.51 
148.64 ± 0.66 
11.24 
221.73 ± 0.17 
2.43 
217.95 ± 0.20 
2.27 
110.83 ± 0.17 
4.91 
105.39 ± 0.18 
4.37 
1.85  ±  0 .00  
8.92 
1 .82  db 0 .00  
8.46 
^he harmonic means of the number of plants per plot are: Design I = 9.2 and 
Design II = 9 . 2 .  
Table 33. Analysis of variance pooled over 20 sets for the Experiment 48 (Ames, 
1 9 6 9 ) »  Design I (upper half) and Design II (lower half) 
Mean squares 
Source DF Ear length Ear diameter Cob diameter Silk date 
Design I 
Male s ( Î.1 )/se t s ( S ) 60 6.592** 0.125** 0.086** 22.330** 
Females (F)A/S 400 1.988** 0.043** 0.026** 3.541** 
Pooled error 460 1.208 0.030 0.019 1.233 
Within (WI)^ 1998 5.706 0.104 0.042 __b 
Design II 
Males (M)/sets (S) 60 6.320** 0.135** 0. 083** 15.219** 
Females (F)/S 60 7.568** 0.133** 0.088** 13.853** 
M X F/S 180 2.311** 0.038* 0.021* 1.746** 
Pooled error 300 ' 1. 046 0.021 0.016 1.030 
Within (WII)& 1352 3.955 0.058 0. 024 b 
Means (Design I) 17. 02 ± 0.03 4.75 ± 0.00 2. 90 ± 0.00 38 .69 ± 0.03 
CV (Design I), # 6. 46 3.62 4. 72 2 .87 
Means (Design II) 17. 22 ± 0.04 4.72 ± 0.00 2. 90 ± 0.00 38 .35 ± 0.04 
Cy (Design II), ^  5.94 3. 08 4. 40 2 . 65 
^The harmonic means of the number of plants per plot are; Design I = 9«2 and 
Design II = 9*2. 
^Data not collected. 
Table 34. Analysis of variance pooled over sets (20) and environments (6)t 
Design I (upper half) and Design II (lower half) 
Mean squares 
Source DF Yield Plant height Ear height Kernel de] 
Design I 
Kales (M)/sets (S) 360 1391.458** 594.196** 368.211** 0.113** 
Females (F)/M/S 2400 650.086** 133.540** 93.865** 0.050** 
Pooled error 2760 354.266 45.988 30.767 0. 040 
Within (WI)^ 10051 1654.061 181.324 193.933 0.145 
Design II 
Males (M)/sets (S) 360 1406.432** 773.929** 666.784** 0.116** 
Females (F)/S 360 . 1814.958** 618.307** 532.847** 0.131** 
M X F/S 1080 716.303** 82.760** 55.744** 0.050** 
Pooled error 1800 • 332.292 38.242 25.781 0.034 
Within (WII)& 6743 1280.620 83.237 74.255 0.097 
Means (Design I) 
CV (Design I), % 
Means (Design II) 
CV (Design II), % 
149.19 ± 0.29 
12.62 
153.23 ± 0.34 
11.90 
200.12 ± 0.10 
3.39 
196.94 ± 0.11 
3.14 
98.53 ± 0.09 
5.63 
94.01 ± 0.10 
5.40 
1 .81  ±  0 .00  
11. 08 
1.80 ± 0.00 
10.27 
^The harmonic means of the number of plants per plot are: Design I = 9 . 2  and 
Design II = 9.1. 
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Table 35. Again, the within plot variation mean squares are 
presented in each table. 
From the results of the F-tests in these analyses in 
Tables 22 to 35 it is obvious the presence of genetic variance 
for all traits (additive variance and/or additive types of 
epistasis and also dominance variance and/or epistatic genetic 
variance). 
Finally, an analysis combined across environments was 
done and the relevant part of the results for yield, plant 
height, ear height, and kernel depth is presented in Table 36. 
The combined analysis for ear length, ear diameter, cob diame­
ter, and silk date is presented in Table 37- Again the F-tests 
confirm the presence of genetic variability for all traits. 
The F-tests for the genetic by environment interaction vari­
ances also were highly significant (1^ level) for all traits, 
with the exception of kernel depth. However, even for kernel 
depth, the interaction male by female by environment (dominance 
and/or epistasis by environment) was- significant at the V/o 
level; the other interactions also were significant at the % 
level, with the exception of the interaction female by environ­
ment (all types of genetic variance by environment) in the 
Design I. 
For the estimation of the components of the genetic vari­
ance, the environmental variance, and their interactions, 
several models were tested. 
1. For the analysis pooled over sets and environments, 
Table JS- Analysis of variance pooled over sets (20) and environments (6)s 
Design I (upper half) and Design II (lower half) 
Kean squares 
Ear Ear Gob 
Source DP length diameter diameter Silk date DF 
Males (M)/sets (S) 360 
Females (P)/M/S 2400 
Pooled error 276O 
Within (WI)b IOO51 
Kales (M)/sets (S) 36O 
Females (F)/S 360 
M X F/S 1080 
Pooled error 1800 
Within (WII)° 6743 
7.569** 
2.238** 
1.223 
5.486 
Design I 
0.196** 
0.072** 
0. 048 
0.116 
Design II 
6.568** 0.147** 
8.016** 0.220** 
2.402** 0.071** 
1.097 0.038 
3 . 8 3 1  0 . 0 7 7  
0.085** 
0.033** 
0.025 
0.039 
0.098** 
0.108** 
0.036** 
0.025 
0.026 
26.075** 
3.786** 
1.359 
__c 
16.671** 
16.542** 
2.386** 
1.016 
_ _ C  
180 
1200 
1380 
180 
180 
540 
900 
c 
Means (Design I) 
CV (Design I ), fo 
Means (Design II) 
CV (Design II), % 
16.45±0.01 4.74 ± 0.00 2.93 ±0.00 31.78 ±0.02 
6.72 4.59 5.40 3.67 
16.66 ± 0.02 4.72 6 0.00 2.92 ± 0.00 31. 38 ±0.02 
6.29 4.13 5.47 3.21 
For silk date, since data were taken in only three environments, the degrees 
of freedom are the ones presented in the last column at the right. 
^The harmonic means of the number of plants per plot are: Design I = 9 . 2  and 
Design II = 9.1. 
'Data not collected. 
Table 3 6 .  Analysis of variance combined across environments ( 6 )j Design I (upper 
half) and Design II (lower half) 
Mean squares 
Source DP Yield Plant height Ear height 
Kernel 
depth 
Design I 
Kales (M)/sets (S) 60 4499.957** 3072.294** 1847.367** 0.429** 
Females (P)/M/S 400 1681.310** 524.988** 373.002** 0.098** 
M X environ. (E)/S 300 769.758** 98.576** 72.379** 0.049* 
F X E/M/S 2000 458.89?** 55.250** 38.037** 0.041 
Pooled error 2760 354.268 49.991 30.770 0.040 
Within (WI)^ 10051 1654.061 181.324 193.933 0.145 
Design II 
Kales (M)/sets (S) 60 4561.473* 4111.941** 3635.359** 0.436** 
Females (F)/S 60 6867.719** 3260.047** 2876.655** 0.535** 
M X P/S 180 2480.816** 236.599** 140.862** 0.098** 
M X environ. (E)/S 300 • 804.405** 89.959** 64.085** 0.050* 
M X F X E/S 900 474.670** 52.012** 38.720** 0.041** 
Pooled error 1800 332.295 38.245 25.785 0. 034 
Within (Wll)a 6743 1280.620 83.237 74.255 0.097 
Means (Design I) 149.19 ± 0.29 200.12 ± 0.10 98.53 ±0.09 1.81± 0.00 
CV (Design I), ^  12.62 3.39 5.63 11.08 
Keans (Design II) 153.23 ± 0.34 196.94 ± 0.11 94.01 ± 0.10 1.80± 0.00 
CV (Design II), # 11.90 3.14 5.40 10.27 
^The harmonic means of the number of plants per plot are: Design 1-9.2 and 
Design II = SUl. 
Table 37. Analysis of variance combined across environments (6): 
half) and Design II (lower half) 
Design I (upper 
Source DP 
Mean squares 
Ear 
length 
Ear 
diameter 
Cob 
diameter Silk date' DP" 
Dssi^n I 
Males (M)/sets (S) 
Females (P)/M/S 
M X environ. (E)/S 
F X E/K/S 
Pooled error 
Within (WI)D 
Males (M)/sets (S) 
Females (P)/S 
M X F/3 
M X environ. (E)/S 
? X E/S 
M X F X E/S 
Pooled error 
Within (Wll)b 
60 
400 
300 
2000 
2760 
10051 
34.227** 
6.364** 
2.237** 
1.413** 
1.223 
5.486 
0.758** 
0.169** 
0.084** 
0.052* 
0.047 
0.116 
Design II 
0.323** 
0.076** 
0.038** 
0.025 
0.025 
0.039 
73.661** 
8.319** 
2.282** 
1.519** 
1.359 
c 
60 
400 
120 
800 
I38O 
c 
60 27.043** 0.591** 0.435** 45.838** 60 
60 36.415** 0.962** 0.448** 44.274** 60 
180 6.476** U.149** 0.060** 4.528** 180 
300 . 2.473** 0.058 0.031 2.087** 120 
300 2.336** 0.071** 0.040** 2.675** 120 
900 1.587** 0.055** 0.031** 1.315** 360 
1800 1.099 0.038 0.025 1.016 900 
6743 3.831 0.077 0. 026 __c c 
^For silk date, since data were taken in only three environments, the degrees 
of freedom are the ones presented in the last column at the right. 
^The harmonic means of the number of plants per plot are: Design I = 9.2 and 
Design II = 9.1. 
^Data not collected. 
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"but not using the information on the within plot variation, 
the terms in the models were as follows: 
In — A, AA, I &2 
2n - A, E^, E-p 
3n - A, D, E^^, ^2 
4n — A, D, AA, E^» Sg 
5n - A, D, AD, E^, Eg 
6n - A, D, DD, E^, Eg . 
2. For the analysis pooled over sets and environments, 
using the information on the within plot variation, the terms 
in the models are as follows; 
Iw - A, AA, 2^.,, E 
2w - A, E 
3w - A, D, , E 
4w - A, D, AA, S E A 
5w - A, D, AD, S 
6w - A, D, DD, E^,,, S . 
A summary of how well each of these models, for every 
trait, explained the variation present is presented in Table 
38. 
Additional models (in addition to the 12 models already 
mentioned using and not using the within plot data) including 
more than one epistatic term also were tested. Since most of 
the results obtained with these models were somewhat unrealis­
tic, with several relatively high negative estimates and in 
general much higher standard errors, the maximum likelihood 
Table 38. Percentage of the total variation, in the analysis pooled over environments, explained 
by the models tested, for every trait 
Models 
Traits In 2n 3n 4n 5n 6n Iw 2w 3w 4w 5w 6w 
Yield 99.1 93.2 99.6 99.7 99.9 99.9 99.7 96.4 99.8 99.8 99.8 99.8 
Plant height 99.9 95.2 99.9 99.9 99.9 99.9 99.9 96.9 99.9 99.9 99.9 99.9 
Ear height 99.7 95.0 99.6 99.8 99.6 99.6 98.7 94.6 98.4 99.6 99.4 99.4 
Kernel depth 99.9 98.8 99.9 99.9 99.95 99.25 99.1 98.2 98.9 99.3 99.2 99.2 
Ear length 99.4 94.9 99.8 99.9 99.8 99.8 99.8 96.6 99.8 99.8 99.8 99.8 
Ear diameter 99.2 96.5 99.6 99.6 99.6 99.6 99.6 98.1 99.6 99.6 99.6 99.6 
Cob diameter 99.9 98.9 99.9 99.9 99.98 99.^ 99.1 99.0 99.9 99.9 99.96 99.96 
Silk date 98.3 91.6 98.6 99.2 98.5 98.5 + + + + + 
= data were not collected. 
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estimates obtained with four of these models and their 
standard errors are presented, for all traits, in Tables 6l 
through 68 of the Appendix. The four models referred in this 
Table are as follows; 
Idn - A, D, AA, AD, , Eg 
2dn - A, D, AA, DD, E^, Eg 
Idw - A, D, AA, AD, E . E 
w  
2dw - A, D, AA, DD, E^, E . 
Wright ( 1 9 6 6 )  also had troubles with unrealistic and 
negative estimates as he increased the number of epistatic 
terms in the model. The problem of larger standard errors as 
the number of epistatic terms in the model is increased is a 
common and probably an unavoidable event, as pointed out by 
Chi et al. (I969) because of the high correlations among the 
coefficients of the first order variances (A and D) and the 
coefficients of the second order variances (AA, AD, DD). In 
this study, the use of a "complete" model (as many epistatic 
terms as permitted by the number of independent equations) 
makes the X-matrix nearly singular. From these considera­
tions, from the results in Table 38, and also because the AA 
epistatic term is the one of most interest for the point of 
view of plant breeding, the following six models were selected 
for the presentation of the estimates of the several compo­
nents of the genetic variance and the environmental variance: 
models 2n, 3n, 4n, 2w, 3w, and 4w. Thus, the maximum likeli­
hood estimates (the estimates obtained when the chi-square 
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testing goodness of fit reaches a stable minimum, as explained 
in the Material and Methods section) of the genetic and en­
vironmental variances, and their respective standard errors, 
for the pooled analysis are presented for each of the six 
models in the following tables : yield. Table 39; plant height, 
Table 40; ear height, Table 4l; kernel depth, Table 42; ear 
length, Table ^3; ear diameter, Table 44; cob diameter. Table 
^5; and silk date, Table 46. For ear height (Table 41) and 
kernel depth (Table 42), since some evidence exists that AA may 
be more important than D (see Table 38), besides the estimates 
for the six models that were selected, estimates for the models 
In and Iw also were included. One should note that the inclu­
sion of AA in the model (models 4n and 4w) makes some of the 
estimates of D negative, for the case of ear height and kernel 
depth, indicating the possibility that AA may be more important 
than D for these two traits. 
A perusal of the Tables 38 to 46 indicates that A is the 
most important factor for all traits. In Table 38 it is shown 
that a model that includes only A and the environmental terms 
explained no less than 9I.60 of the variation for all traits. 
From the analysis of the Tables 38 to 46 it seems that the 
second most important term is D, with the possible exception 
of ear height and kernel depth, where AA seems to be slightly 
larger than D. The results in Table 45, for cob diameter, also 
indicate some possible relevance of AA in comparison to D. 
However, in no instance, with the exception of ear height and 
kernel depth, was a positive epistatic variance estimate larger 
Table 3 9 .  Yield; Maximum likelihood estimates (E) of the genetic and environ­
mental variances and their respective standard errors (SE) for the six 
selected models 
Components of variances and standard errors 
Iv'.odel s A D AA 
^1 3% E 
2n 
ss 
346.03 
16.94 
389.31 
9.00 
473.43 
9.82 
3n E 
SE 
261.01 
17.86 
204.19 
15.96 
370.19 
8.97 
327.50 
10.83 
4n E 
SE 
410.63 
56.53 
395.17 
68.09 
-384.02 
132.80 
361.80 
9.24 
329.89 
10.94 
2w E 
SE 
345.34 
16.57 
1388.92 
16.66 
265.06 
6.88 
3w E 
SE 
271.59 
17.77 
213.94 
15.76 
1319.31 
17.03 
186.78 
7.27 
E 
SE 
301.99 
46.72 
256.21 
59.39 
-80.75 
104.49 
1326.70 
19.26 
185.67 
7.36 
Table 4-0. Plant height» Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
six selected models 
Components of variances and standard errors 
r.'odels A I) AA 
^1 "2 E 
2n S 
SE 
166.84 
5.49 
46.38 
1.22 
54.92 
1.14 
3n ? 
SE 
153.14 
5.37 
22.25 
1.88 
45.98 
1.21 
38.25 
1.27 
4n E 
SE 
152.71 
16.45 
21.62 
22.50 
1.26 
45. 04 
45.96 
1.22 
38.24 
1.27 
2w E 
SE 
172.17 
3.97 
86.55 
1.38 
37.56 
0.96 
3w E 
SE 
155.30 
4.26 
23.24 
1.81 
83.98 
1.35 
27.63 
0.88 
4w E 
SE 
145.09 
10.23 
13.06 
9.54 
19.70 
18.14 
83.47 
1.42 
27.75 
0.89 
Table 41. Ear height: Maximum likelihood estimates (E) of the genetic and environ­
mental variances and their respective standard errors (SE) for the six 
selected models, plus the models In and Iw 
Components of variances and standard errors 
Model s A D AA 
^1 Eg E 
In E 
SE 
105.71 
4.29 
30.57 
2. 56 
30.62 
0.81 
25.76 
0.86 
2n E 
SE 
126.24 
3.94 
30.71 
0.81 
37.07 
0.77 
3n S 
SE 
116.79 
4.01 
14.96 
1.27 
30.49 
0.81 
25.86 
0. 86 
4n E 
SE 
76.41 
12.18 
-44.30 
18.00 
119.02 
36.02 
30.96 
0.83 
25.73 
0.86 
Iw E 
SE 
123.82 
4.20 
42. 5? 
2.65 
80.69 
1.27 
13.71 
0.57 
2w E 
SE 
160.93 
3.37 
85.59 
1.29 
21.52 
0.55 
3w E 
SE 
149.94 
3.58 
18.93 
1.31 
82.43 
1.28 
13.67 
0.58 
4w "Cp 
SE 
43.90 
7.46 
-88.59 
7.73 
210.47 
14.98 
75.49 
1.28 
14.71 
0.59 
Table 42. Kernel depth: Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
six selected models, plus the models In and Iw^ 
Components of variances and standard errors 
Models A D AA Bl 22 E 
In E 
SE 
1.29 
0.18 
1.42 
0.22 
3.95 
0.09 
3.43 
0.11 
2n E 
SE. 
2.08 
0.13 
3.99 
0.09 
4. 00 
0.10 
3n E 
SE 
1.82 
0.13 
0.75 
0.12 
3.91 
0.09 
3.43 
0.11 
4n E 
SE 
1.73 
0.43 
0.62 
0.53 
0.26 
1.02 
3.91 
0.10 
3.42 
0.11 
Iw E E 
SE 
1.24 
0.19 
2.28 
0.22 
10.95 
0.14 
2.26 
0.07 
2w E 
SE 
2.56 
0.13 
11.62 
0.13 
2.58 
0.07 
3w E 
SE 
2.17 
0.14 
1.04 
0.12 
11.23 
0.14 
2.25 
0.07 
4w E 
SE 
-0.25 
0.36 
-2.58 
0.49 
6.86 
0.90 
10.52 
0.16 
2.36 
0.08 
^Estimates and standard errors were multiplied by 100. 
Table 43. Ear length: Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
six selected models 
Components of variances and standard errors 
Models A D AA 
^1 %2 By, ïï 
2n S 
SE 
1.68 
0.07 
1.26 
0.03 
1.58 
0.03 
3n E 
SE 
1.41 
0.08 
0.63 
0.05 
1.23 
0.03 
1.10 
0.04 
4n E 
SE 
1.89 
0.23 
1.29 
0.29 
-1.32 
0.57 
1.21 
0.03 
1.10 
0.04 
2w E 
SE 
1.71 
0.07 
4.23 
0.05 
0.91 
0. 02 
3w E 
SE 
1.48 
0.07 
0.69 
0.05 
0
 0
 
0.64 
0.02 
4w E 
SE 
1.26 
0.18 
0.39 
0.22 
0.59 
0.41 
3.97 
0. 06 
0.64 
0.02 
Table 44. Ear diameter: Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
six selected models^ 
Components of variances and standard errors 
Models A D AA %2 2* E 
2n E 
SE 
3.77 
0.19 
4.97 
0.12 
5.01 
0.11 
3n E 
SE 
3.23 
0.20 
1.59 
0.16 
4.82 
0.12 
3.79 
0.13 
4n E 
SE 
4. 56 
0.67 
3.33 
0.79 
-3.45 
1.55 
4.74 
0.12 
3.81 
0.13 
2w E 
SE 
4.58 
0.19 
8.48 
0.11 
3.84 
0.08 
3w E 
SE 
3.69 
0.20 
1.73 
0.16 
8.03 
0.13 
3.25 
0.09 
4w E 
SE 
3.02 
0.46 
0.80 
0.58 
1.69 
1.02 
7.93 
0.13 
3.28 
0. 09 
^Estimates and standard errors were multiplied by 100. 
Table 45. Cob diameter: Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
six selected models^ 
Components of variances and standard errors 
Ko del s A D AA 
^1 ^2 E 
2n S 
SE 
1.77 
0.10 
2.47 
0.06 
2.92 
0.07 
3n E 
SE 
1.59 
0.10 
0.50 
0.08 
2.43 
0.06 
2.53 
0.08 
4n E 
SE 
1.25 
0.31 
0.06 
0.40 
0.89 
0.78 
2.45 
0.06 
2.52 
0.08 
2w E 
SE 
1.97 
0.08 
2.74 
0.04 
2.28 
0.04 
3w E 
SE 
1.57 
0.09 
0.60 
0.07 
2.63 
0.04 
2.08 
0.05 
4w E 
SE 
1.23 
0.21 
0.16 
0.26 
0.77 
0.43 
2.59 
0.04 
2.10 
0.05 
^Estimates and standard errors were multiplied by 100. 
Table 46. Silk date ; Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for 
the six selected models 
Components of variances and standard errors 
Models A D AA. Eg E^ E 
2n E 
SE 
4.84 
0.22 
1.37 
0. 05 
1.53 
0.04 
3n S 
SE 
4.50 
0.22 
0.66 
0.08 
1.35 
0.05 
1.02 
0.05 
4n E 
SE 
6.43 
0.66 
-5.72 
1.69 
1.33 
0.05 
1.02 
0.05 
2w E 
SE 
3w E 
SE 
4w E 
SE 
^Data on within plot variation were not collected for silk date. 
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than two times its standard error; if we assume that these 
variances are normally distributed, this means they were not 
significant at the level. In the analyses just presented 
(Tables 38 to 46), all genetic variance terms were biased by 
the genotype by environment interaction, but the epistatic 
variance was not of much significance in terms of improvement 
of the model (at most 4.?^ for ear height, and much less for 
all other traits, see Table 38). Therefore, it was decided 
to drop these epistatic terms from the models used for the 
analysis combined across environments. This may cause some 
concern with respect to ear height and kernel depth, where 
some bias upward in the estimates of A and D will occur (see 
Tables 4l and 42), but this seems to be less of a problem than 
the appearance of negative terras, when v/e include AA, which 
will also bias the other terms in the model. In any case, a 
bias in the estimate of A due to the noninclusion of AA should 
not be of much concern to the breeder, since AA, like A, is a 
usable type of variation. For this reason, the models selected 
to be used for the data from the analysis combined across 
environments included the following terms; 
1. Model Icn - A, D, AE, DE, E^, Eg, for the combined 
analysis, not using the information on the within 
plot variation; and 
2. Model lew - A, D, AE, DE, E^, E, for the combined 
analysis, using the information on the within plot 
variation. 
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The maximum likelihood estimates of the genetic, environ­
mental, and genetic by environment interaction variances and 
their standard errors for the analysis combined across environ­
ments, plus simple least squares estimates and weighted least 
squares estimates, for purposes of comparisons, are pre­
sented for both models (Icn and lew) in the following tables: 
yield, Table 4-7; plant height. Table 48; ear height, Table 4-9; 
kernel depth, Table 50; ear length. Table 51; ear diameter. 
Table 52; cob diameter, Table 53; and silk date, Table 
The results in Tables 4-7 to 54 show a good agreement 
between the maximum likelihood estimates (ME) and the weighted 
least squares estimates (WE), which would be expected since 
the chi-square measuring goodness of fit usually stabilized 
in the first iteration for most of the cases. In no case v/as 
more than two iterations needed for this stabilization. Some 
inadequacy with the simple least squares method can be seen 
from the occurrence of negative estimates, which did not 
happen with the other methods of estimation used. The results 
seem to indicate that a weighted least squares analysis is an 
adequate method of estimation, and due to its simplicity in 
relation to the maximum likelihood method, it may be indicated 
for a wider use by researchers using mean squares to estimate 
components of variances. The maximum likelihood estimates for 
A, D, AE, and DE, as well as for the environmental terms, were 
significant for all traits. In all cases the ME estimates 
were three or more times larger than their standard errors. 
Table 4?. Yields Maximum likelihood estimates (ME) and their respective standard 
errors (SE), simple least squares estimates (LE), and the weighted least 
squares estimates (WE) of the genetic, environmental, and genetic by 
environment interaction variances, for the selected models 
Models 
Components of variances and standard errors 
A D AE DE 
^1 Eg %w E 
Icn ME 166.16 183.62  91.24 72.45 363.85 329.29 
3E 23.56 21.37 10.54 11.92 8.30  10 .85  
LE 137.73 150.83 62.90 107.95 566.90 279.14 
WE 145.45 179.30 89.61 72.62 363.48 329.19 
lew ME 169.37 193.10 92.11 75.26 1300,93 185.12  
SE 24.32 21.44 10.47 11.53 17.58 7.09 
LE 138.14 149.45 73.18 -6. 09 1360.54 355.39 
WE 150.11 189.8-5 90.58  75.81 1306.02 185.03 
Table 48. Plant height: Maximum likelihood estiiates (ME) and their respective 
standard errors (SE), simple least squares estimates (LE), and the 
weighted least squares estimates (WE) of the genetic, environmental, and 
genetic by environment interaction variances, for the selected models 
Components of variances and standard errors 
Models A D AE DE % E2 Bw E 
Icn ME 141.04 15.42 12.34 6.65 46. 02 38.24 
SE 9.77 2.07 1.27 1.33 1. 04 1.26 
LE 140.55 16.83 13.54 4.15 41.23 39.43 
WE 140.04 15.43 12.01 6.67 46. 08 38.22 
lew ME 145.97 15.59 12.02 7.34 83.70 27.54 
SE 5.75 2.08 1.25 1.26 1.39 0.85 
LE 140.56 16.83 13.15 8.29 84.44 22.58 
WE 145.76 15.64 11.74 7.39 83.73 27.47 
Table 49. Ear height» Maximum likelihood estimates (ME) and their respective 
standard errors (SE), simple least squares estimates (LE), and the 
weighted least squares estimates (WE) of the genetic, environmental, and 
genetic by environment interaction variances, for the selected models 
Components of variances and standard errors 
Models A D AE DE Bl E2 E 
Icn ME 106.72 8.5? 8.68 6.14 30.86 25^76 
SE 7.00 1.24 0.90 0.96 0.71 0.85 
LE 105.01 35.57 29.88 -30.93 -109.86 60.94 
WE 102.97 8.60 8.32 6.19 30.90 25.75 
lew ME 174.02 9.46 7.95 7.85 77.94 13.96 
SE 5.12 1.37 0.90 0.94 1.31 0.56 
LE 104.90 35.93 21.90 54.87 68.48 -108.42 
WE 155.22 9.78 7.99 8.38  78 .65  13.62 
Table ^0. Kernel depth; Maximum likelihood estimates (ME) and their respective 
standard errors (SE), simple least squares estimates (LE), and the 
weighted least squares estimates (WE) of the genetic, environmental, and 
genetic by environment interaction variances, for the selected models^ 
Components of variances and standard errors 
Models A D AE DE ®1 Bw E 
Icn ME 1.54 0.46 0.24 0.33 3.92 3.42 
3E 0.16 0.08 0.07 0.11 0. 08 0.11 
LE 1.66 0.37 0.19 0.42 4.24 3.34 
WE 1. 51 0.46 0.24 0.33 3.92 3.42 
lew ME 2.20 0.60 0.27 0.49 11.13 2.29 
SE 0.19 0.10 0.08 0
 
H
 
H
 
0.14 0.07 
LE 1.67 0.35 0.20 0.29 11.39 2.59 
WE 1.98 0.57 0.27 0.47 10.86 2.31 
^Estimates and standard error were multiplied by 100. 
Table 51» Ear length: Maximum likelihood estimates (ME) and their respective 
standard errors (SE), simple least squares estimates (LE), and the 
weighted least squares estimates (Vv'E) of the genetic, environmental, and 
genetic by environment interaction variances, for the selected models 
Components of variances and standard errors 
Models A D AE DE 2l E2 Ew E 
Icn ME 1.21 0.41 0.22 0.23 1.21 
! 
H
 
H
 
0
 
SE 0.11 0.06 0.03 0.04 0.03 0. 04 
LE 1.25 0.14 0.02 0.57 2.66 0.74 
WE 1.15 0.41 0.22 0.23 1.21 H
 
H
 0
 
lew ME 1.38 0.45 0.22 0.26 3.98 0.64 
SE 0.11 0.06 0.03 0.04 0.06 0.02 
LE 1.25 ; 0.13 0.09 -0.23 4.35 1.84 
WE 1.30 0.4.5 0.22 0.26 3.98 0.64 
Table 52. Ear diameters Maximum likelihood estimates (ME) and their respective 
standard errors (SE), simple least squares estimates (LE), and the 
weighted least squares estimates (V.'E) of the genetic, environmental, and 
genetic by environment interaction variances, for the selected models 
Components of variances and standard errors 
Models A D AE DE Bl ^2 ®w E 
Icn ME 2.90 0.81 0.48 0.72 4.73 3.79 
SE 0.2? 0.13 0.10 0.13 0.10 0.13 
LE 2.85 0.48 0.24 1.04 7.17 3.18 
WE 2.69 0.81 0.37 0.75 4.73 3.79 
lew ME 3. 56 0.94 0.57 0.70 7.97 3.24 
SE 0.28 0.14 0.10 0.13 0.12 0. 08 
LE 2.85 0.46 0.39 -0.60 8.89 5.45 
V/E 3.29 0.93 0.40 0.78 8.00 3.21 
^Estimates and standard errors were multiplied by 100. 
Table 53- Gob diameter: Maximum likelihood estimates (ME) and their respective 
standard errors (SE), simple least squares estimates (LE), and the 
weighted least squares estimates (WE) of the genetic, environmental, 
and genetic by environment interaction variances, for the selected models 
Components of variances and standard errors 
Models A D AE DE El ^2 Sw E 
Icn ME 1.44 0.25 0.20 0.21 2.44 2.52  
SE 0.13 0.05 0.05 0.08 0. 05 0. 08 
LE 1.44 0.39 0.33 -0.01 1.84 2.67 
WE 1.44 0.25  0.16 0.21 2.44 2.52 
lew ME 1.48 0.26 0.18 0.30 2.62 2.08 
SE 0.11 0.05 0.05 0.07 0.04 0.05 
LE 1.44 0.39 0.28 0.44 2.51 1.53 
WE 1.49 0.26 0.15 0.30  2.62 2.07 
^Estimates and standard errors were multiplied by 100. 
Table 5^» Silk date^: Maximum likelihood estimates (Î.1E) and their respective 
standard errors (SE), simple least squares estimates (LE), and the 
weighted least squares estimates (WE) of the genetic, environmental, and 
genetic by environment interaction variances, for the selected models 
Components of variances and standard errors 
Models A D AE DE El E2 Ew S 
Icn r/iE 4.21 0.52 0.26 0.15 1.34 1.02 
SE 0.30 0.08 0.05 0.05 0. 04 0.05 
LE 5. 08 -1.55 -0.48 1.42 6.36 -0.23 
WE 3.87 0.53 0.24 0.15 1.35 1.02 
lew ME 
SE 
LE 
WE 
• 
^Data on within plot variation were not collected for silk date. 
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For yield, the dominance variance (D) was larger than the 
additive genetic variance (A), but for all other traits A was 
at least three times larger than D. These results are in 
quite good agreement with the results given by Hallauer 1970, 
1971) for the BSSS maize population. The additive by environ­
ment interaction (AE) was larger than the dominance by en­
vironment interaction (DE) for yield (even though D was 
larger than A), plant height, ear height, and silk date. For 
ear diameter, DE was larger than AS, despite A being larger 
than D. For the other traits AE and DE were of about the 
same magnitude. For yield, the environmental variation within 
the plot (E^), was about seven times larger than the environ­
mental variation among plots in a replication (E), for plant 
height this relation was about three times, for ear height, 
kernel depth and ear length five to seven times, for ear 
diameter about two times, and for cob diameter the two esti­
mates have approximately the same magnitude. 
A combined analysis of covariance was done for the 
following 21 pairs of traits, not using the within plot varia­
tion data. The respective mean products are presented in the 
following tables; Table 55, yield versus plant height (Y x PH), 
yield versus ear height (Y x EH), yield versus kernel depth 
(Y X KD), yield versus ear length (Y x EL), and yield versus 
ear diameter (Y x ED); Table 56, yield versus cob diameter 
(Y X CD), plant height versus ear height (PH x EH), plant 
height versus kernel depth (PH x KD), plant height versus ear 
Table 55» Mean products^ for the analysis combined across six environments: 
Design I (upper half) and Design II (lower half) 
Mean products 
Source DF Y X PH Y X EH Y X KD Y X EL Y X ED 
Design I 
Males (M)/sets (S) 60 278.140 746.647 16.135 206.981 18.526 
Females (F)/M/S 400 319.413 242.164 6.041 60.946 9.330 
M X environment (E)/S 300 69.220 66.701 2.980 24.905 4.912 
F X E/M/S 2000 34.149 25.341 1.267 15.709 2.432 
Pooled error 2760 24.235 16.475 1.075 12.172 1.932 
De sifcn II 
Males (M)/sets (S) 60 1172.535 1077.114 16.523 188.683 22.309 
Females (F)/S 60 1812.051 1181.466 33.235 295.774 38.172 
M X F/S 180 • 298.876 230.808 9.670 87.772 13.338 
M X environment (E)/S 300 85.315 48.602 2.669 26.630 3.540 
F X E/S 300 61.924 47.892 2.553 24.966 4.237 
M X F X E/S 900 31.576 22.966 1.557 17.221 2.567 
Pooled error 1800 21.209 14.455 1.063 11.706 1.750 
^All symbols used to identify the mean products were previously defined in 
the text. 
Table ^6. Mean products^ for the analysis combined across six environments; 
Design I (upper half) and Design II (lower half) 
f.lean products 
Source DP Y x CD PH x EH PH x KD PH x EL Ph x ED 
Design I 
r^ales (r.î)/sets (S) 60 3.350 1879.977 -5.208 122.178 0.162 
Females (F)/M/S 400 3.076 328.970 0.932 16.997 1.839 
M X environment (E)/S 300 1.868 44.504 0.320 2.954 0.567 
F X E/U/S 2000 1.129 30.443 0.134 1.763 0.216 
Pooled error 2760 0.906 24.846 0.098 1.324 0.145 
Design II 
Males (M)/sets (S) 60 6.786 3216.188 2.528 94.631 6.571 
Females (F)/S 60 6.301 2272.431 8.466 139.588 13.822 
M X F/S 180- 3.267 126.846 1.310 11.579 1.565 
r.l X environment (E)/S 300 0.812 56.348 0.281 3.460 0.523 
F X E/S 300 1.654 45.414 0.325 3.962 0.610 
M X F X E/S 900 1.030 29.438 0.121 1.333 0.109 
Pooled error 1800 0.725 19.802 0.099 0.785 0.161 
^All symbols used to identify the mean products were previously defined in 
the text. 
Table 57» Mean products^ for the analysis combined across six environments: 
Design I (upper half) and Design II (lower half) 
Mean products 
Source DF PH X CD EH X KD EH X EL EH X ED EH X CD KD X EL 
Kales (M)/sets (S) 60 5.029 
Design I 
2.999 56.322 9.556 6.683 -1.449 
Females (F)/?'"/S 400 0.903 1.107 7.821 1.963 0.777 -0.020 
M X environment (E)/S 300 0.197 0.277 1.980 0.615 0.333 0.081 
F X E/M/S 2000 0.091 0.153 1.180 0.208 0.068 0.050 
Pooled error 2760 0.042 0.074 0.699 0.110 0. 048 0.050 
Design II 
Males (M)/sets (S) 60 4.052 10.073 28.312 10.080 0.358 -1.149 
Females (F)/S 60 6.940 6.021 69.882 9.851 5.048 -0.822 
M X F/S 180 0.133 1.184 6.696 1.461 0.254 0.199 
M X environment (E)/S 300 0.195 0.195 1.750 0.298 0.036 0.075 
F X E/S 300 0.225 0.206 2.973 0.498 0.247 0.081 
M X F X E/S 900 0.003 0.140 2.916 0.174 0.051 0.062 
Pooled error 1800 0.071 0. 084 01612 0.132 0.050 0.043 
sl 
text symbols used to identify the mean products were previously defined in the 
Table 58. Mean products^ for the analysis combined across six environments: 
Design I (upper half) and Design II (lower half) 
Mean products 
Source DF KD X ED KD X CD EL X ED EL X CD ED X CD 
Design I 
Kales (M)/sets (S) 60 0.428 0. 010 -1.547 -0.106 0.333 
Females (iO/M/S 400 0.096 0. 001 0.092 0.110 0.074 
M X environment (E)/S 300 0. 044 -0.001 0.198 0.114 0.037 
Ï' X E/M/S 2000 0.031 -0.006 0.128 0.075 0.018 
Pooled error 2760 0.029 -0.007 0.114 0.066 0.017 
Design II 
Males (M)/sets (S) 60 0.292 -0.136 -0.539 0.643 0.296 
Females (F)/S 60 0.542 0.013 -0.859 0.081 0.436 
M X F/S 180 0.096 0. 001 0.348 0.135 0.052 
M X environment (E)/S 300 0.040 -0. 008 0.140 0.073 0.018 
F X E/S 300 0.041 -0. 004 0.196 0.112 0.031 
M X F X E/S 900 0.033 -0.004 0.149 0.084 0.021 
Pooled error 1800 0.024 -0.006 0.088 0.046 0.014 
^All symbols used to identify the mean products were previously defined in 
the text. 
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length (PH x EL), and plant height versus ear diameter (PH x ED); 
Table 571 plant height versus cob diameter (PH x CD), ear height 
versus kernel depth (Sli x KD), ear height versus ear length (EH 
X EL), ear height versus ear diameter (EH x ED), ear height 
versus cob diaraeter (EH x CD), and kernel depth versus ear 
length (KD x EL); and Table kernel depth versus ear diame­
ter (KD X ED), kernel depth versus, cob diameter (KD x CD), ear 
length versus ear diameter (EL x ED), ear length versus cob di­
ameter (EL X CD), and ear diameter versus cob diameter (ED xCD). 
From the T:ear products presented in Tables 55 to 58, the 
covariances among the traits were estimated using the weighted 
least squares approach, where the weights were the reciprocal 
of the standard errors of the respective mean products. The 
model used was the model Icn (A, D, AE, DE, E^, Eg), only 
now A stands for additive genetic covariance (instead of vari­
ance), D stands for dominance covariance (instead of variance), 
AE stands for additive by environment interaction covariance 
(instead of variance) and so on. Finally, using the procedures 
explained in the Material and Methods section, from these 
estimates of covariances among the pairs of traits and from the 
variances estimates obtained for every trait with model Icn, 
the several types of correlations among the pairs of traits 
were calculated. The estimates of additive genetic correla­
tions, dominance correlations, genetic correlations, environ­
mental correlations, and phenotypic correlations are presented 
in the following tables: Table 59, for the pairs of traits 
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listed in Tables 55 and 56; and Table 60, for the pairs of 
traits listed in Tables 57 and 58-
The correlations estimates listed in Tables 59 and 60 
contain some discrepancies with the estimates given by Hallauer 
(1971) and Obilana and Hallauer (1974), for the same popula­
tion (BSSS). Ear length was the yield component with the 
highest correlation with yield (r^^ = O.50) in this study, fol­
lowed by kernel depth (r^ = O.38), and ear diameter (r^ = 0.34), 
while Hallauer (1971) and Obilana and Hallauer (1974) found 
that kernel depth was the most important yield component, 
followed by ear length and ear diameter. The only negative 
correlations found in this study were between kernel depth and 
ear length (r^ = -O.35) and ear length and ear diameter (r^^ = 
-O.23). Yield was positively correlated with plant height and 
ear height. Plant height v/as highly correlated with ear height 
(r^ = 0,76) and moderately correlated with ear length (r = 
0.34). Ear diameter and cob diameter were highly correlated 
(r„ = 0.70), and all other correlations were very small. 
9. 
Table 59. Estimates of additive genetic correlations (r^), dominance conreiiati-ons 
(r^), genetic correlations (^g)« «nvironmeirtal correlations (r^), and 
phenotypic correlations (rp), among the pairs of trai1;s 
Estimates of correlations 
Pairs of traits fa I'd ^e fp 
Yield by plant height 0.31 0.45 0.31 0.19 0.26 
Yield by ear height 0.32 0.46 0.30 0.16 0.24 
Yield by kernel depth 0.38 0.78 0.50 0.30 0.40 
Yield by ear length 0.50 0.70 0.55 0.60 0.58 
Yield by ear diameter 0.34 0.80 0.47 0.48 0.49 
Yield by cob diameter 0.14 0.32 0.18 0.29 0.24 
Plant height by ear height 0.76 0.70 0.75 0.65 0.72 
Plant height by ear length 0.34 0.33 0.33 0.16 0.27 
Plant height by ear diameter- 0.16 0.36 0.18 0
 
H
 
H
 
0.15 
Table 60. Estimates of additive genetic correlations (r^), dominance correlations 
(r^), genetic correlations (rg), environmental correlations (r^), and 
phenotypic correlations (r^), among the pairs of traits 
Estimates of correlations 
Pairs of traits fa ^d ^e fp 
Plant height by cob diameter 0.17 0.05 0.16 0.06 0.11 
Ear height by kernel depth 0.18 0.44 0.21 0. 08 0.15 
Ear height by ear length 0.17 0.17 0.17 0.11 0.21 
Ear height by ear diameter 0.25 0.41 0.26 0.11 0.20 
Ear height by cob diameter 0.17 0.12 0.16 0.06 0.12 
Kernel depth by ear length -0.35 0.30 -0.20 0.22 0.05 
Kernel depth by ear diameter 0.70 0.88 0.71 0.67 0.69 
Kernel depth by cob diameter 0.01 0.16 0.03 0.21 0.15 
Ear length by ear diameter -0.23 0.32 -0.10 0.50 0.21 
Ear length by cob diameter 0. 04 0.15 0.07 0.34 0.23 
Ear diameter by cob diameter 0.70 0.62 0.67 0.50 0. 56 
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DISCUSSION 
In arriving at the results obtained in this study, several 
assumptions were used. A knowledge of how well these assump­
tions were fulfilled is essential to help one decide how much 
confidence can be given to the estimates. The validity of 
the main assumptions will be examined. 
1. The assumptions that the plot-to-plot environmental 
variance was the same for the Design I and Design II progenies 
and that the environmental variance within the plots was also 
the same for the Design I and Design II progenies (regardless 
of whether the plants in the plot were genetically homogeneous 
as in Design II or heterogeneous as in Design I) should not 
cause much concern because of the field layout used and because 
the general vigor of the plants in both populations was the 
same. As pointed out by Eberhart (I96I), the critical assump­
tion that the environmental variation within the plot was the 
same for both designs seems reasonable and has been used many 
times in the past, especially with selfed crops where the 
variance among plants in the parental (homozygous lines) and 
(hybrid) populations were used to estimate the environmental 
variance among plants in the Fg and later hybrid generations. 
2. The assumption was made that the inbreeding coeffi­
cient (F) of the inbred lines used was equal to one. The 
random inbred lines used were in the Sy generation where the 
expected value of F is 127/128 = 0.992, which is very close to 
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one, and should not cause any appreciable difference in the 
expectations. It is conceivable, however, that unintentional 
selection for heterozygotes and/or contamination could lower, 
the homozygosity of the lines, but it does not seem probable 
that either would have appreciably affected the homozygosity 
of the lines used, since during the self-fertilization process 
only two lines were lost and adequate pollination techniques 
were used. It was possible that some embryo or gametic selec­
tion could have occurred, which would be beyond the control 
used, but I am not aware of any evidence for this type of 
selection in maize. 
3. The assumption was made that the lines used in making 
the Design II progenies were random lines from the original 
BSSS population. No intentional selection was practiced during 
the development of these lines, and from the original 250 ran­
dom Sq plants self-fertilized, only two were lost during the 
self-fertilization process. Furthermore, a comparison of the 
means for all traits between the Design I and Design II proge­
nies (Table 21) showed a generally good agreement, supporting 
the idea that unintentional selection was not a factor of 
importance in the development of these lines. Thus, the 
assumption of randomness of the lines used to develop the 
Design II progenies seems to be warranted. 
4. It was assumed, in translating covariances of full-
sibs and half-sibs in teiros of genetic variances, that linkage 
effects were absent. This does not seem to be a completely 
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valid assumption, but it was expected that BSSS, as an old 
open-pollinated variety, was maintained with little if any 
selection and was in linkage equilibrium. Linkage has no 
effect when the parents are homozygous (since crossing over 
will not form new gametes), thus no effect was expected in 
the Design II progenies in this study, but linkage could cause 
some problems in the Design I. The effects of linkage on the 
covariances of half-sibs and full-sibs have been derived by 
Cockerham (1956b) and Schnell (I963), and, basically, the 
effects of linkage were to increase the coefficients of the 
epistatic terms. For the extreme case, with complete linkage 
of all loci affecting a trait, the covariances would be as 
follows: 
Cov(HS)^ = (1/4)A + (1/8)AA + with complete 
linkage, instead of 
Cov(HS)^ = (1/4)A + (l/l6)AA + with no linkage. 
Also ; 
Cov(FS)^ = (1/2)A + (1/4)D + (3/8)AA + (1/4)AD + (1/4)DD 
+ with complete linkage, instead of 
Cov(FS)^ = (1/2)A + (1/4)D + (1/4)AA + (1/8)AD + (1/16)DD 
+ with no linkage. 
This extreme case of complete linkage, when all factors 
controlling a trait occur on a single chromosome, does not seem 
probable in maize. Furthermore, as pointed out by Eberhart 
(1961), if quantitative factors behave in a manner similar to 
qualitative factors, the average recombination frequency 
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•within a chromosome will probably be much closer to O.5 than 
to zero, and linkage bias in the epistatic terms would not be 
of much importance unless the average recombination frequency 
is one-tenth or less. Thus, it is expected that linkage bias 
was not a factor of importance in this study, since complete 
linkage is not probable, BSSS should be close to linkage 
equilibrium, and any small linkage effect due to the Design I 
progenies on the estimates would be diluted by the effects of 
the Design II progenies, which are free of any linkage bias. 
5. The assumption was made for the absence of reciprocal 
differences among the crosses. The literature is not conclu­
sive about the importance of reciprocal differences in maize 
for the traits under study. If these differences actually 
were present, they seem to be small enough not to cause con­
cern. In case reciprocal differences were present, as a non-
environmental effect, they would cause a upward bias in the 
estimates of the within plot environmental variation. 
Before the discussion of the results, it is felt that, 
besides the main assumptions already mentioned, two more points 
merit discussion, since they have a bearing on the confidence 
one can put on the estimates. One of these points is that, 
in this study, every year-location combination was treated as 
a random environment. Hanson (196^) specifically calculated 
the bias introduced when data collected at 1 locations in each 
of y years were treated as a random set of ly environments. 
The bias is a function of the relative magnitude of the geno­
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type by year and genotype by location interactions in rela­
tion to the total interaction variance (including genotype by 
year by location). As pointed out in the paper by Comstock 
and Moll (1963), the second-order interaction (genotype by 
year by location) in maize is usually greater than either of 
the first order interactions (genotype by year and genotype 
by location). The reason for the greater second-order inter­
actions possibly being the greater effects of stress periods 
at certain stages of the plant development in maize. For this 
case in maize, with the second-order interaction generally 
much greater than either of the first-order interaction, 
Hanson (1964) found that the bias introduced in the estimates 
of genetic variances and genotype by environment variances by 
treating each year-location combination as a random environ­
ment was of little importance, and so should not cause much 
concern with respect to the estimates in this study. 
The second point that merits some discussion is the 
appearance of large negative estimates when using models with 
more than one epistatic term (Tables 6l through 68 in the 
Appendix). Even with genetic models including only one 
epistatic term, some negative estimates were obtained in a very 
few instances when the simple least square approach was used. 
Since a variance, by definition, is either zero or larger than 
zero, these negative estimates are disturbing and they must 
either be estimates of a true zero value, or they reflect some 
deficiency in the model. Similar to those reported by Wright 
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(1966), the large magnitude of these negative estimates, when 
using more than one epistatic term in the model, caused the 
estimates obtained with the more complex models to be un­
realistic. It is conceivable that a few negative estimates, 
like some negative estimates of the dominance variance, could 
be caused by assortative mating, as reported by Lindsey, 
Lonnquist and Gardner (I962); i.e., if in making the Design I 
crosses early flowering males are mated with early flowering 
females and so on, this would result in an overestimation of 
2 
a so biasing A upward and D downward, and may result in 
negative estimates of D for silking date and its correlated 
traits. Lindsey et al. (I962) corrected this problem by plant­
ing the males one week later, which permitted more random 
pollination with respect to flowering date, since stigmas 
stay receptive longer than tassels. This approach lowered 
the estimates of A and eliminated many of the negative esti­
mates of D. In this study a delayed planting of males was 
used in making the crosses and assortative mating was pre­
vented as much as possible, so this should not be the reason 
for the few negative estimates of D. The occurrence of these 
negative estimates of genetic variances frequently has been 
reported in the literature. Marquez-Sanchez and Hallauer 
(1970a, 1970b) postulated that an insufficient sampling of 
the basic populations may be the cause of these negative esti­
mates, based on an inadequate sampling of the populations, 
which may result in estimates with large standard errors; and 
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if these estimates are either zero or some small positive 
value, the confidence intervals may induce negative estimates. 
Marquez-Sanchez and Hallauer (1970a, 1970b) estimated the 
genetic variances (A and D) and their standard errors for 
several sample sizes, using the Design I. They concluded 
that a sample size of approximately 200 plants for the syn­
thetic maize variety that they used was adequate. They also 
concluded that one should use at least four females per male, 
or ideally six to eight females per male, mated to at least 
48 males. In this study we used six females per male for 
each of 80 malss in the Design I, so that sampling should not 
be a problem for the estimates in this study and should not be 
used as a probable cause explaining the negative estimates 
found. 
Kidwell and Kempthome (I966), working with Drosophila, 
surprisingly found that the covariances of full-sibs and half-
sibs for body weight and chaeta number did not increase with 
inbreeding. Since similar results also were reported elsewhere 
in the literature, the authors expressed their view that their 
results must be accepted as representative of some "real" 
situation and could not be dismissed as due to sampling error 
or inaccurate technique. It is felt that this same point of 
view can be used for the negative estimates obtained with the 
models including more than one epistatic term, in the present 
study. Kidwell and Kempthome (I966) tried to explain their 
unexpected results by analyzing the possible violations of 
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some of the assumptions used. They gave the following as some 
possible causes for their odd results: (1) selective elimina­
tion of particular genotypes during inbreeding; (2) inbreeding 
and/or selection within the reference population; (3) maternal 
age effects; and (4) linkage. None of these points seem to be 
disturbing the assumptions in the present study, and from the 
discussion of other possible causes, it is not clear, at the 
present, which of the causes are the probable reasons for the 
frequent occurrence of these large negative estimates, par­
ticularly when using models including two or more epistatic 
terms. To conclude this discussion about negative estimates 
of variance components, some of the comments from Searle 
(1971) about what to do with these estimates, from a pure 
statistical point of view, are cited; , (1) report the estimates 
obtained, but the negative estimates will certainly cause 
problems, such as in the estimation of a sum of variance 
components; (2) accepting a negative estimate as evidence 
that the true value of the corresponding component is zero 
suggests changing the estimate which is negative to zero, but 
such truncation, however, will result in biased estimates; 
(3) taking a negative estimate as an indication of a zero 
component also could lead to simply ignoring that component 
in the model and reestimating the other components; and 
(4) interpreting a negative estimate as an indication of a 
wrong model is another possible course of action. 
Specific comments about the magnitude of the estimates 
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and their standard errors, comparisons with previous studies, 
and comparisons of the magnitude of the among and within plot 
environmental variation were given in the Results section. 
Generally, for all traits, the estimates obtained in this 
study are in quite good agreement with the results given by 
Hallauer (1970, I97I), Obilana (1972), and Obilana and 
Hallauer (1974) for the same population, although the method 
used by Obilana (1972) and Obilana and Hallauer (197^) was 
completely different (based on variation among random inbred 
lines) and simpler than the one used in this study. The 
relation, D/A, was smaller than one for all traits studied, 
except yield where D/A = 1.11. Thus, for all traits, except 
yield, a simple model with partial dominance would explain 
the results. Even for yield, based on theoretical values 
given by Robinson et al. (1955. p. 52). if gene frequencies 
in BSSS are around 0.7. overdominance is not needed to explain 
this result. However, this does not rule out the possibility 
that overdominance may exist at some- loci for all traits. 
The results with respect to the additive by environment 
interaction versus dominance by environment interaction vari­
ances were not conclusive. They do no-t support any of the 
three usually mentioned hypotheses: (1) that the interaction 
variances are proportional to the magnitude of the respective 
variances; (2) that AE interaction is larger than DE; and 
(3) that DE interaction is larger than AE interactions. How­
ever, except for yield, DE/D was much larger than AE/A. 
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Finally, from the magnitude of the correlations among 
the traits, ear length was considered the most important yield 
component, followed by kernel depth and ear diameter, with 
negative correlations occurring between kernel depth and ear 
length and between ear length and ear diameter. 
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SUMMARY 
The main objectives of my study were as follows; 
1. To estimate the components of environmental variance 
among and within plots; 
2. To estimate the components of genetic variance 
(additive and dominance variances, plus the epistatic 
terms of additive by additive, additive by dominance, 
and dominance by dominance interaction variances); 
3. To estimate the components of variance due to the 
interaction of these genetic components with environ­
ments; 
4. To assess the role of the epistatic variation in the 
BSSS population; and 
5- To estimate the genetic, additive genetic, dominance, 
environmental, and phenotypic correlations among the 
traits. 
In this study I used a combination of the nested (Design 
I) and crossed (Design II) classification mating designs, pro­
posed by Comstock and Robinson (1948), plus a within plot 
variance for each design, to develop progenies for the esti­
mation of genetic, environmental, and genetic by environment 
interaction variances. The basic population in which these 
mating designs were superimposed was the Iowa Stiff Stalk 
Synthetic (BSSS) maize (Zea mays L.) variety. Data were 
collected for eight traits: yield, plant height, ear height, 
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kernel depth, ear length, ear diameter, cob diameter, and 
days to silking. Except for days to silking (data were taken 
in only three environments), data were taken in six environ­
ments, with two replications per environment. 
For each trait, standard nested (Design I) and crossed 
(Design II) classification analyses of variance were cal­
culated. The expectations of mean squares were converted in 
terras of covariances among relatives (full-sibs and half-sibs) 
and these were translated in terms of genetic (additive, 
dominance, additive by additive, additive by dominance, and 
dominance by dominance), environmental, and genetic by en­
vironment interactions variances. Finally, the mean squares 
(Y values) were equated with their expected values in terms of 
genetic, environmental, and genetic by environment interactions 
variances, and the system of equations was solved using an 
iterative weighted least squares procedure, as proposed by 
Hayman (1960a), so that the final iteration yielded the maxi­
mum likelihood estimates. Weighted least squares and simple 
least squares estimates also were given. 
To calculate the correlations (phenotypic, genetic, 
additive genetic, dominant genetic, and environmental) among 
the traits, analyses of covariance were computed for 21 pairs 
of traits (days to silking not included). The mean products 
were equated with the respective expectations in terms of 
genetic and environmental covariances, as proposed by Mode 
and Robinson (1959). This system of equations was solved 
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using a weighted least squares analysis. 
The results showed that the additive genetic variance (A) 
was the most important factor for all traits. A model that 
included only A and the environmental terms explained no less 
than 91.6^^ of the variation for all traits. The dominance 
variance (D) was the second most important factor. The 
epistatic variance was not of much significance in terms of 
improvement of the model (at most 4.?^ for ear height, and 
much less for all other traits). The magnitude of the esti­
mates of additive by environment (AE) and dominance by environ­
ment (DE) interaction variances were usually much smaller than 
the respective estimates of the additive (A) and dominance 
(D) variances. Except for yield, the relation DE/D was much 
larger than AE/A. The environmental variation within the plot 
was about seven times greater than the environmental variation 
among plots in a replication, for yield, and varied from one 
to seven times greater for the other traits. The correlations 
among the traits indicated ear length as the most important 
yield component, followed by kernel depth and ear diameter, 
with negative correlations occurring between kernel depth and 
ear length and between ear length and ear diameter. 
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APPENDIX 
Table 61. Yield» Maximum likelihood estimates (E) of the genetic and environ­
mental variances and their respective standard errors (SE) for the four 
selected models 
Components of variances and standard errors 
Models A D AA AD DD Eg ® 
Idn E 270.65 544.08 -94.10 -305.02 354.27 332.29 
SE 73.42 93.78 165.26 122.24 9.53 11.07 
2dn E 270.65 424.40 -94.10 -203.35 354.27 332.29 
SE 73.42 71.18 165,26 81.49 9.53 11.07 
Idw E 186.52 377.55 162.32 -252.74 1329.73 182.46 
SE 66.00 83.06 148.00 113.72 19.29 7.43 
2dw E 186.52 293.30 162.32 -168.49 1329.73 182.46 
SE 66.00 62.16 148.00 75.81 19.29 7.43 
Table 62. Plant heighti Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
four selected models 
Components of variances and standard errors 
Model s A D AA AD DD 
^1 E2 E 
Idn E 153.76 21.27 -0.85 1.41 45.99 38.24 
SE 30.89 24.10 69.14 35.06 1.24 1.27 
2dn E 153.76 21.74 -0.85 0.94 45.99 38.24 
SE 30.89 22.71 69.14 23.27 1.24 1.27 
Idw E 149.55 10.59 11.42 6.65 83.48 27.76 
SE 24.81 15.66 45.69 33.57 • . - 1.42 0.90 
2dw E 149.55 12.81 . 11.42 4.43 83.48 27.77 
SE 24.81 9.62 45.69 22.38 1.42 0.90 
Table 63.  Ear height 1 Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
four selected models 
Components of variances and standard errors 
MOdels A D AA AD DD 
^2 E 
Idn E 46.88 -34.63 178.28 
-39.53 30.77 25.78 
SE 19.89 19.10 47.92 22.59 0.83 0.86 
2dn E 46.88 -47.80 178.28 
-26.35 30.77 25.78 
SE 19.89 17.96 47.92 15.06 0.83 0.86 
Idw E 28.80 -79.82 238.40 -22.87 75.49 14.67 
SE 15.68 11.49 29.84 . 21.58 1.28 0.59 
2dw E 28.80 -87.44 . 238.40 
-15.25 75.49 14.67 
SE 15.68 7.81 29.84 14.39 1.28 0.59 
Table 64. Kernel depth» Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
four selected models^ 
Components of variances and standard errors 
1—1 CD 
1 
s A D AA AD DD 
^1 B2 E 
Idn 3 2.36 -0.48 -1.05 1.80 4. 00 3.40 
SE 0.59 0.79 1.32 1.01 0.11 0.11 
2dn E 2.36 0.12 -1.05 1.20 4.00 3.40 
SE 0.59 0.59 1.32 0.67 0.11 0.11 
Idw E 0.34 -3.64 5.73 1.68 10.45 2.40 
SE 0.52 0.69 1.20 0.88 0.16 0.08 
2dw E 0.34 -3.09 • 5.73 1.12 10.45 2.40 
2dw SE 0.52 0.53 1.20 0.59 0.16 0.08 
^Estimates and standard errors were multiplied by 100. 
Table 65. Ear length: Maximum likelihood estimates (S) of the genetic and en­
vironmental variances and their respective standard errors (SE) for 
the four selected models 
Components of variances and standard errors 
Ko del s A D AA AD DD 
"1 3% E 
Idn 2 .33  0.96 -2.22 0.80 1.22 1 .10  
0.39 0 .35  0.8< 0. 53 .  0 .03  0 .04  
2dn s 2.33 1.23 -2.22 0 .53  1.22 1.10 
SE 0.39 0 .29  0 .85  0 .34  0 .03  0. 04 
Idw E 1 .64  0 .04  -0.19 0.75 3.96 0.65 
SE 0.32 0.29 0 .66  0 .46  0.06 0 .03  
2dw E 1.64 0.29 •-0.19 -0.50 3 .96  0.65 
SE 0.32 0.22 0 .66  0.31 0.06 0 .03  
Table 66. Ear diameter: Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for 
the four selected models^ 
Models 
Components of variances and standard e rro rs 
A D AA AD DD 5l ^2 
Idn S 5.45 2.32 -5.28 1.97 4.80 3. 80 
SE 1. 01 1.08 2.18 1. 50 0.13 0.13 
2dn E 5.45 2.98 -5.28 1.31 4.80 3.80 
SE 1.01 0.83 2.18 1.00 0.13 0.13 
Idw E 3.42 0.40 0.87 0.83 7.92 3.29 
SE 0.77 0.85 1.64 1.29 0.13 0.09 
2dw Ï: 3.42 0.67 • 0.87 0.56 7.92 3.29 
SE 0.77 0.61 1.64 0.86 0.13 0.09 
^Estimates and standard errors were multiplied by 100. 
Table 67.  Cob diameter: Maximum likelihood estimates (E) of the genetic and en­
vironmental variances and their respective standard errors (SE) for the 
four selected models^ 
Components of variances and standard errors 
Î/: ode Is A D AA AD DD 
^1 ^2 S 
Idn E 1.79 -0.70 -0.23 1.37 2.50 2.50 
3E 0.45 0.54 1.02 0.69 0.07 0. 08 
2dn E 1.79 -0.24 -0.23 0.91 2.50 2.50 
SE 0.45 0.43 1.02 0.46 0.07 0.08 
Idw E 2.01 -0.68 -0 c 86 1.68 2.59 2.13 
SE 0.40 0.40 0.81 0.66 0.04 0.05 
2dw E 2.01 -0.12 —0.86 1.12 2.59 2.13 
3E 0.40 0.28 0.81 0.44 0.04 0.05 
^Estimates and standard errors were multiplied by 100. 
Table 68. Silk date: Maximum likelihood estimates (E) of the genetic and environ­
mental variances and their respective standard errors (SE) for the four 
selected models^ 
COMPONENTS OF VARIANCES AND STANDARD ERRORS 
KODELS A D AA AO DD 
^1 %2 
IDN S 11.30 1.91 -15.50 6.52 1.36 1.02 
SE 1.85 0.90 3.86 1.98 0.05 0.05 
2DN E 11.30 4.09 -15.50 4.35 1.36 1.02 
SE 1.85 0.95 3.86 1.32 0.05 0,05 
IDW E 
SE 
2DW E 
SE 
^DATA ON WITHIN PLOT VARIATION WERE NOT COLLECTED FOR SILK DATE. 
