Robots, as well as software agents, can be of use in biology as implementations of a theory rather than as simulations of specific real world target systems. Such implementations generate hypotheses rather than representing them. Their behavior is not predicted, but rather observed, and is not expected to duplicate that of a target system. Scientific knowledge is gained through the testing of generated hypotheses.
Robots, or software agents, can be of value to biology as generators of hypotheses as well as the in the more traditional ways so well described by Webb. Let me illustrate with a software agent example. Essentially the same architecture could control a robot.
IDA (Franklin, 2000b; Franklin, Kelemen, & McCauley, 1998) implements global workspace theory, a psychological and neuropsychologicial theory of consciousness and cognition (Baars, 1988 (Baars, , 1997 Franklin & Graesser, A., 1999) , as well as parts of other theories (Barsalou, 1999; Glenberg, 1997; Kintsch, 1998; Sloman, 1999) . Supported by the US Navy, IDA is intended to replace a human personnel agent in the real world task of job distribution (Franklin, 2001 ).
Models such as IDA have the potential to play a synergistic role in modeling a scientific theory. The theory constrains the design of the agent or robot that implements (models) that theory. While a theory, including many from cognitive neuroscience, may be abstract and only broadly sketch an architecture, an implemented computational design provides a fully articulated architecture and a complete set of at least computational mechanisms. This architecture and set of mechanisms provides a richer, more concrete and more decisive theory, as well as both a conceptual and a computational model. Moreover, every design decision taken during an implementation translates into a hypothesis that serves to flesh out the theory. These hypotheses may motivate experiments to test them thus providing direction for biological research. Conversely, the results of such experiments motivate corresponding modifications of the architecture and mechanisms of the agent or robot and the cycle starts again. These ideas have been discussed more fully elsewhere (Franklin, 1997) .
IDA also implements William James' theory of voluntary action (Franklin, 2000a; James, 1890; Kondadadi & Franklin, 2001) . Experimental work of neuroscientist Benjamin Libet lends support to this implementation of voluntary action as mirroring what happens in humans (1983, 1999) . The IDA implementation offers a new interpretation of Libet's work and suggests possible experimental tests (Franklin & Graesser, A., 2001) .
It is also likely that observing the behavior of such software agent or robotic implementations will lead to additional hypotheses that can then be tested. As of this writing a full version of IDA is being tested, and will soon be running continuously so that such observations can be made.
