l Introduction. Suppose that A and B are self-ad joint operators in a Hubert space H such that B-A=P is a completely continuous operator. We shall concern ourselves with the problem of finding conditions sufficient to guarantee that B is unitarily equivalent to A. Clearly a necessary condition is that the spectrum of A (considered as a point set on the real line) is equal to the spectrum of B. However this condition is not sufficient; von Neumann [8] has proved the following result
Let A and C be bounded self-adjoint operators in a separable Hiϊbert space, such that the spectra of A and C have the same limit points. Then there exists an operator B that is unitarily equivalent to C and such that B -A is completely continuous.
Thus we see that perturbation by a completely continuous operator can radically alter the multiplicity of the spectrum. Even if A and B have pure continuous spectra on the same interval, it does not follow that B is unitarily equivalent to A.
Our present investigation continues along lines begun by Friedrichs in [1] and [2] . He considered bounded operators A that have continuous spectrum of finite multiplicity, and worked in the representation space where A corresponds to a multiplication operator. One of Friedrichs ' results is the following. The operator S=U S *V S is the scattering operator, which is of intersect in quantum mechanics; see H. E. Moses [5] and Kay and Moses [4] .
Let H=U( -l, 1) and let A be the operator that sends any function f(x) of H into xf{x).. Let P be the integral
We shall make the following assumptions. We want to find conditions on B that will guarantee that B is unitarily equivalent to A, that is, that there exist a unitary operator U such that BU=UA, or equivalents, that (F x Uf, g)=(E x f, U*g) for all /, g in H. Thus a necessary condition is given in Assumption 1.5. The spectral measure of B is weakly absolutely continuous.
We shall show in this paper that this condition is also sufficient. In fact, we shall prove the following. THEOREM 1.6 . Suppose that 1.3, 1.4 By von Neumann's theorem (see 1.1) Theorem 1.6 is no longer true if P is allowed to be an arbitrary completely continuous operator. It should be noticed that we have imposed no smallness condition on the norm of P, and that A may have continuous spectrum of any multiplicity.
1. Sketch of the proof. Actually, to prove Theorem 1.6, we have only to prove the following (seemingly) weaker result. It is also true that -B -( -A)=-P, and if we substitute -A for 4 and -B for Z? in 2.1 we can repeat the above arguments to prove that as t -> oo, e im e~i M converges strongly to a unitary operator V such that V*BV=A.
In the remainder of this paper we prove 2.1. Prom now on we assume that assumptions 1.3-1.5 hold. We know that P=B~-A has a representation where the φj are orthonormal and Σ UJ\ < -
For any complex-valued Lebesgue-measurable function K(x) that is almost everywhere finite we can define the normal operator K(A) by specifying that
The letters /, g shall denote arbitrary elements in H. The following sketch of our method of attack may prove instructive. We first derive the representation theorem
We wish to take t -> oo and thus exhibit an operator U such that U t converges weakly to U. But the integrand in 3.3 (i) is not necessarily integrable over (0, oo). However, we show in 4.4 (i) and 4.7 that there exists a function w(x) that is finite a. e. and such that when / is in the domain of w{A) and g is in the domain of w(B), then the integrand in 3.3 (i) belongs to L(0, oo). Using this fact we prove in part 5 that U t converges to an operator U such that BU=UA. Now we have to show that || Uf ||=|ί/l We proceed in an indirect fashion. Rather than work with U t we consider the operators K n (B)U t , where the K n {x) are a sequence of characteristic functions such that K n {x) -> 1 and such that the integrand in the representation 
Proof. We set L=K-I in 3.4 (i) and take inner products. Then the right hand side of 3.4 (i) is equal to the right hand side of 3.5 (i). But, so the left sides are equal which proves 3.5.
4, Definition of the KJx).
THEOREM 4.1.
Proof, (i) follows from the fact that (E v f, f) is a monotone increasing function of x;
(ii) is true because the total variation of (E x f, g) is <CJ|/|| || g ||, (see Riesz and Nagy [6, p. 340] 
Proof. Let C be the operator A or the operator B. Since for any self-ad joint operator P we have the decomposition P=|P| 2 " sgn P |P|^, we have y, ^HKe-'^Q^PI* sgn P|P|*Q,e"*/, flf)] which by the Schwarz inequality and the fact that | j sgn P || ^ 1 is By the Schwarz inequality for integrals and the above calculation we see that
Js dx
If we put Qi=Q 2 =/ and C=S we see that we have derived (i). If we put t=c& f s= -oo, C=A 1 and employ 4.3 (i), we derive (ii). Hence w(x) is integrable, and thus is a. e. finite. LEMMA 
If f is in the domain of w{A), then (i) Γ II \P\K^ffdx^2π(w(A)f /).

J-βo
If f is in the domain of w(B), then
(ii) follows similarly. Proof, (i)-(iii) are direct consequences of 4.9. (iv) follows from (iii). THEOREM 
Let n he any positive integer. Then as t-> oo, K n (B)U t converges strongly.
Proof. For / in the domain of w{A) and all g in H
which by 3.3 (i) and then 4.4 (i) and 4.7 (ii)
But by 4.10 (ii) this iŝ 2π\\ \pfie lAx ffdx-n-\\gf.
Js
Now set g=K n (B)[U t -Z7 s ]/in preceding inequality. When then have But, by 4.7 (i) the integrand in this last expression belongs to £( -oo, oo). Thus lim \\K n (B)[U t -C/J/iμo.
S,t->oa
We have proved that for all / in a dense set, K n (B)U t f converges strongly. Since \KJβ)U t \<Ll, it follows that 4.11 is true. 
is defined on Ax A Since ||Z7J=1 this form is bounded and it follows from the Frechet-Riesz representation theorem (see Stone [7] Proof. Let / be an arbitrary element in H. By 4.1 (i) d{E x f>f)ldx is almost everywhere finite. Let M n (x) be the characteristic function of the set of all real numbers x such that d(E x f, f)jdx <2 n or d{E x f, f)\dx = CΌ. Then M n {A)f is a sequence of elements of D that converges strongly to /. Hence 6.3 is true. THEOREM 6.4 . IffejD, then 6.1 (iii) is true.
Proof. We shall consider each of the terms on the right hand side of 6.1 (ii). By 4.10 (iii), Um(lK n (B)-I}f, /)=0. By 4.4 (ii) [(eiA *lK n (B)-Σ}Pe u γ, f)dx % Jo which by 4.10 (iv) goes to 0 as n-> oo. Thus it can be shown that all the terms on the right hand side of 6.1 (ii) go to 0 as n -• oo, and thus 6.1 is true, and our proof of Theorem 1.6 is complete. We conclude this paper with an interesting representation theorem for F{B)-F{A). (ii) is a consequence of (i) and Theorem 3.4.
