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a b s t r a c t
In this article,wepropose and explore amultivariate logistic regressionmodel for analyzing
multiple binary outcomes with incomplete covariate data where auxiliary information
is available. The auxiliary data are extraneous to the regression model of interest but
predictive of the covariate with missing data. Horton and Laird [N.J. Horton, N.M. Laird,
Maximum likelihood analysis of logistic regression models with incomplete covariate
data and auxiliary information, Biometrics 57 (2001) 34–42] describe how the auxiliary
information can be incorporated into a regression model for a single binary outcome with
missing covariates, and hence the efficiency of the regression estimators can be improved.
We consider extending the method of [9] to the case of a multivariate logistic regression
model for multiple correlated outcomes, and with missing covariates and completely
observed auxiliary information. We demonstrate that in the case of moderate to strong
associations among themultiple outcomes, one can achieve considerable gains in efficiency
from estimators in a multivariate model as compared to the marginal estimators of the
same parameters.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Missing data are common inmany experimental studies, including surveys and clinical trials. Little and Rubin [15] review
various missing-data mechanisms, which concern the probability that data are observed or missing. If missingness does not
depend on the values of the data, either missing or observed, the mechanism is referred to as missing completely at random
(MCAR). A less restrictive assumption is that missingness depends only on the observed values, but not on the values that
are missing. The latter missing-data mechanism is referred to as missing at random (MAR). Rubin [19] showed that if the
data are MAR, then likelihood-based inference does not depend on the missing-data mechanism. If missingness is related
to values of the missing variables, then it is referred to as nonignorable. In the case of nonignorable missing data, it is
important to model the missing-data mechanism. Little [14] discusses techniques for modelling the data and the missing-
data mechanism simultaneously, and presents a number of examples illustrating likelihood-based inferences via maximum
likelihood or Bayesian methods.
For the analysis of multiple binary outcomes, multivariate logistic regression models have been extensively studied
in the literature (see, for example, [20,12,8]). In this article, we propose a multivariate model for analyzing multiple
binary outcomes with incomplete covariates. Specifically, we develop a multivariate logistic regression model for analyzing
multiple binary outcomes with incomplete covariate data where auxiliary information is available. The auxiliary data are
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assumed to be extraneous to the regression model of main scientific interest but predictive of the covariate with missing
data. Auxiliary data of this type may be available for a number of reasons. Horton and Laird [9] describe three common
scenarios. First, there may be administrative record data (possibly from previous studies) that can be matched to subjects.
Second, proxy informants may be available in addition to the primary respondent in a study. Finally, in cases where the
assessment of a covariate is either expensive or invasive, only a subset of subjects might be included in a validation sample,
while more error-prone auxiliary data might be collected on all subjects.
In the setting of a single binary outcome, Horton and Laird [9] describe how the auxiliary information can be incorporated
into a logistic regression model with missing covariates to improve the efficiency of the regression estimators. The model
we propose in this paper can be considered an extension of themethod of [9] to the case of a multivariate logistic regression
model for multiple correlated outcomes, and with missing covariates and completely observed auxiliary information. The
method will be most useful when there is at least moderate association between the auxiliary variable and the partially
observed covariate.
There are three main advantages of the proposed multivariate model over the marginal analysis of each outcome
separately. First, in the case of moderate to strong associations among the multiple outcomes, one can achieve considerable
gains in efficiency from the multivariate approach. Second, the multivariate model allows for an omnibus joint hypothesis
test of the effect of a covariate on the multiple outcomes. Third, the multivariate approach allows for a test of heterogeneity
of the effect of a covariate on the multiple outcomes; moreover, in cases where there is no evidence of discernible
heterogeneity, amultivariatemodelwith a commoneffect of the covariate can be estimated, yielding amore precise estimate
of effect.
The paper is organized as follows. Section 2 introduces the proposedmultivariate regression model for correlated binary
responses. Section 3 studies the asymptotic relative efficiencies of the multivariate regression estimators as compared to
the marginal estimators of the same parameters. Section 4 presents an application of the proposed method using health
service data obtained from the Connecticut Child Study. Section 5 explores the finite-sample properties of the regression
estimators in small simulations. Section 6 concludes the paper with some discussion.
2. Model and notation
Suppose there are N individuals in a study. For the ith individual (i = 1, . . . ,N), the data are (yi, xi, ai), where yi is a
vector ofm binary outcomes (yi1, . . . , yim), xi is a vector of p discrete predictors, whichmay be partially observed for a given
subject, and ai is a categorical auxiliary variable, which is always observed. Later, we discuss how to relax restrictions on xi
to allow it to contain both discrete and continuous predictors.
The joint distribution of (Y,X, A) = {(yi, xi, ai); i = 1, . . . ,N}may be defined as
f (Y,X, A|θ) = f (Y|X, β, τ)f (X|γ)f (A|Y,X,α). (1)
Note that if the data onX are completely observed, then f (X|γ) and f (A|Y,X,α) do not contribute to the likelihood for (β, τ).
In this paper, we focus on settings where the main goal is to estimate β (and, sometimes, also τ); the remaining parameters
are considered nuisance parameters. The log-likelihood of θ = (α, β, τ, γ) takes the form
log L(θ|Y,X, A) =
N∑
i=1
log f (yi|xi, β, τ)+
N∑
i=1
log f (xi|γ)+
N∑
i=1
log f (ai|yi, xi,α). (2)
Here the marginal distribution of the kth binary outcome, yik, is Bernoulli with success probability pik = E[yik|xi] = P(yik =
1|xi), which is assumed to follow a logistic regression model
log
(
pik
1− pik
)
= xtiβk. (3)
The parameters βk can be different for different binary outcomes. As mentioned previously, we are primarily interested in
making inferences about the βk’s, and sometimes the association parameters, τ, of the joint distribution of yik and yil, where
the joint probability of success is
pikl = P(yik = 1, yil = 1|xi, βk, βl, τ). (4)
Next we consider models for the joint distribution of the vector of binary outcomes. Numerous models for the joint
multinomial distribution of the vector of binary responses have been proposed in the literature. Many of these differ
primarily with respect to how the within-subject association among the binary responses is parameterized in terms of
alternative metrics of association. For example, [3,16,13,12,2,17,11,8], and others have proposed full likelihood approaches
where the higher-order moments are parameterized in terms of marginal odds ratios. In closely related work, Ekholm
[4] parameterizes the association directly in terms of the higher-order marginal probabilities (see also [5]). An alternative
approach is to parameterize the within-subject association in terms of conditional associations, leading to so-called ‘‘mixed
parameter’’ models [6,7,18]. The application of any of these models to the problem at hand is hampered by the fact that
there are no simple expressions for the joint probabilities in terms of the model parameters. This makes maximization of
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the likelihood based on any of these models somewhat difficult. An alternative parameterization of the joint multinomial
probabilities that circumvents this difficulty is the model proposed by Bahadur [1]. Bahadur [1] proposed an elegant
expansion for an arbitrary probability mass function for a vector of responses in terms of marginal probabilities, pairwise or
second-order correlations, and additional parameters related to third- and higher-order correlations among the responses.
In the Bahadur model, the multinomial probabilities for the vector of binary responses are relatively straightforward to
obtain given the model parameters, a property not shared by other models for the multinomial probabilities. However,
maximization of the likelihood based on the Bahadurmodel does require additional care due to a set of inequality constraints
on the model parameters.
We consider modelling the joint probability of the vector of binary outcomes using the Bahadur model. For example, for
m = 3, the Bahadur multivariate density has the form
f (yi1, yi2, yi3|β, τ) =
{
3∏
k=1
pyikik (1− pik)(1−yik)
}
{1+ ρ12zi1zi2 + ρ13zi1zi3 + ρ23zi2zi3 + ρ123zi1zi2zi3}, (5)
where
zik = yik − pik√
pik(1− pik) ,
ρkl = Corr(yik, yil) = E{(yik − pik)(yil − pil)|xi}√
pik(1− pik)pil(1− pil)
ρ123 = E{(yi1 − pi1)(yi2 − pi2)(yi3 − pi3)|xi}√
pi1(1− pi1)pi2(1− pi2)pi3(1− pi3) .
Next, similar to [10,9], we assume f (A|Y,X,α) and f (X|γ) followmultinomial distributions, with α and γ being nuisance
parameters distinct from β and τ. Assume that the observed data consist of (yi, xobs,i, ai), i = 1, . . . ,N , where xobs,i
represents the subset of covariates in xi that are observed on the ith subject. Further, we assume that the data are missing at
random (MAR). Then the maximum likelihood estimator of θ can be obtained by maximizing the observed data likelihood
log L(θ|Y,Xo, A) =
N∑
i=1
log
{∑
xmis,i
f (yi|xi, β, τ)f (xi|γ)f (ai|yi, xi,α)
}
, (6)
where Xo denotes the observed component of X and Xmiss denotes the missing component of X.
Modelling f (xi|γ):
Horton and Laird [9] used a multinomial model for the density of the vector x of covariates. Alternatively, when only a
single covariate is missing, as is the case in the health service data example analyzed in Section 4, we can use a conditional
logistic regression model for the missing covariate given the observed covariates.
For a given observation, assuming the binary covariate x1 can be missing, and x2, . . . , xp are fully observed, we can write
f (x1, . . . , xp) = f (x2, . . . , xp)f (x1|x2, . . . , xp), (7)
where
f (x1|x2, . . . , xp, γ) = px1x (1− px)1−x1 (8)
with
log
(
px
1− px
)
= γ0 + γ1x2 + · · · + γp−1xp. (9)
When x1 is ordinal or nominal (with more than 2 categories), the logistic regression model in (9) can be replaced by, for
example, a proportional odds model or multinomial logistic regression model respectively. An advantage of using this
conditional density is that there is no need to model the density of the completely observed covariates, and hence we can
reduce the number of nuisance parameters. Also, we can adopt this modelling technique when there is a mixture of both
discrete and continuous covariates (assuming the latter are fully observed).
The observed data likelihood function (6) can be maximized using some numerical optimization technique. We consider
using the R function ‘‘optim’’, which is based on several optimization methods. We adopt a quasi-Newton method that uses
function values and gradients to create a surface to be optimized. The Hessian obtained from the function ‘‘optim’’ was used
to compute the variances of the ML estimators.
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3. Asymptotic relative efficiency
A natural question raised by multivariate regression models concerns the potential gains in efficiency achieved by them
when compared to the marginal estimators of the same parameters. In this section, we investigate the relative gains in
efficiency from a multivariate analysis over the marginal analysis of each outcome variable. Note that if the multiple
outcomes are uncorrelated, then we do not expect any gain in efficiency from a multivariate analysis in a complete data
setting. Even with correlated multiple outcomes, no discernible gain in efficiency is expected in the complete data setting
[8]. However, in the case of missing data, a multivariate analysis will, in general, be more efficient than marginal univariate
analyses of the individual outcomes.
To explore the efficiency gains from a multivariate analysis, here we consider a simple bivariate model for two binary
outcome variables y1 and y2, andwith a single binary covariate x, whichmay be only partially observed for a given individual.
We also consider a categorical auxiliary variable a that is extraneous but always observed. In an epidemiological study, such
a partially observed binary covariate xmay represent an indicator of exposure, e.g. smokers versus non-smokers. The mean
function, E(yk|x, βk) = P(yk = 1|x, βk) = pk, of the kth outcome variable yk is assumed to follow the logistic regression
model
logit(pk) = log
(
pk
1− pk
)
= βk0 + βk1x, (10)
for k = 1, 2. The correlation between the outcomes y1 and y2 is denoted by Corr(y1, y2) = ρ, where the definition of the
correlation has been given immediately following Eq. (5). In this setting, the bivariate density of (y1, y2)may be described
in the form of the Bahadur [1] distribution
f (yi1, yi2|β, ρ) =
{
2∏
k=1
pykk (1− pk)(1−yk)
}{
1+ ρ (y1 − p1)(y2 − p2)√
p1(1− p1)p2(1− p2)
}
. (11)
The marginal mean function of the covariate x is assumed to have the form
logit{E(x|γ )} = logit(px) = γ . (12)
Also, the auxiliary variable a is assumed to follow the logistic regression model
logit{E(a|y1, y2, x,α)} = logit(pa) = α0 + α1y1 + α2y2 + α3x. (13)
Further, to define a missing data mechanism, we consider a binary variable r , which is 1 if the value of the corresponding
covariate x is observed, and 0 if x ismissing.We assume r ismissing at random (MAR), and follows a simple logistic regression
model
logit{E(r|a,φ)} = logit(pr) = φ0 + φ1a. (14)
In the abovemultivariate model, we consider estimating the regression parameters β = (β10, β11, β20, β21)t bymaximizing
the corresponding likelihood function. The inverse of the Hessian matrix is used to obtain asymptotic variances of the
regression estimators.
In the case of marginal models, with separate estimation of (βk0, βk1)t , we consider fitting a univariate binary model for
each of the two binary outcomes y1 and y2 using themarginal logistic regressionmodel (10). In this case, themarginal mean
functions of the auxiliary variable a are taken as
logit{E(a|y1, x,α1)} = logit(pa1) = α0 + α1y1 + α3x
for the binary outcome y1, and
logit{E(a|y2, x,α2)} = logit(pa2) = α0 + α2y2 + α3x
for y2.
Note that since the variables (y1, y2, x, a, r) considered in the study are all binary, we can obtain the asymptotic variances
of the maximum likelihood estimators by taking all 25 = 32 combinations of the possible values of these binary variables,
andweighting them according to their joint probabilities for any given set of true parameter values.We consider theweights
as functions of the joint bivariate density obtained under models (10)–(14). The asymptotic relative efficiency of a marginal
estimator θˆ∗ as compared to the multivariate estimator θˆ for the same parameter θ is obtained as
ARE = Var(θˆ)
Var(θˆ∗)
,
where Var(θˆ) represents the variance of an estimator θˆ .
Table 1 presents the asymptotic relative efficiencies (AREs) of univariate regression estimators as compared to the
corresponding estimators in the multivariate setting for a few sets of parameter values. Note that in the case of the
true bivariate binary models, the likelihood estimators were found to be unbiased, as expected. For marginal models, the
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Table 1
Asymptotic relative efficiencies of univariate regression estimators with respect to corresponding estimators in a multivariate setting. Parameter values
are chosen as (β10, β11, β20, β21, ρ, γ , α0, α1, α2, α3, φ0, φ1) = (−1, 1,−0.8, β21, ρ, 1,−0.5, α1, α2, 0.5,−0.5, φ1).
β21 ρ α1 α2 φ1 β10 β11 β20 β21
0.8
−0.4
1 1 0 0.7900 0.8028 0.8137 0.82272 0.8206 0.8340 0.8436 0.8533
0 0 0 0.7849 0.7967 0.8074 0.81522 0.8114 0.8287 0.8355 0.8481
−0.2
1 1 0 0.9674 0.9664 0.9647 0.96242 0.9657 0.9646 0.9683 0.9657
0 0 0 0.9622 0.9603 0.9584 0.95502 0.9697 0.9685 0.9682 0.9652
0.2
1 1 0 0.9904 0.9901 0.9855 0.98432 1.0000 0.9999 0.9964 0.9953
0 0 0 0.9878 0.9869 0.9820 0.97992 0.9892 0.9884 0.9856 0.9835
0.4
1 1 0 0.9840 0.9850 0.9866 0.98592 0.9971 0.9990 0.9972 0.9970
0 0 0 0.9826 0.9832 0.9834 0.98222 0.9826 0.9838 0.9859 0.9848
−0.8
−0.4
1 1 0 0.8073 0.8007 0.7743 0.70912 0.7950 0.7767 0.8037 0.7110
0 0 0 0.8084 0.8019 0.7711 0.70552 0.8120 0.8029 0.8070 0.7239
−0.2
1 1 0 0.9805 0.9792 0.9744 0.96722 0.9695 0.9681 0.9745 0.9592
0 0 0 0.9815 0.9807 0.9695 0.96132 0.9821 0.9814 0.9773 0.9678
0.2
1 1 0 0.9743 0.9719 0.9542 0.93762 0.9939 0.9911 0.9839 0.9767
0 0 0 0.9768 0.9748 0.9483 0.93052 0.9822 0.9806 0.9642 0.9451
0.4
1 1 0 0.9576 0.9540 0.8673 0.80292 0.9861 0.9820 0.9565 0.9183
0 0 0 0.9603 0.9572 0.8619 0.79682 0.9679 0.9674 0.9152 0.8503
estimators were also asymptotically unbiasedwith only a few exceptions, where we observed small biases in the estimators
due to the minor misspecification of the true model for the auxiliary variable. Here our main interest is in exploring the
relative efficiency gains from the multivariate analysis of the data as compared to the marginal univariate analysis. Figs. 1
and 2 supplement the results in Table 1 by presenting the AREs of the marginal estimators of the slope parameters for the
given parameter values (β10, β11, β20, β21, ρ, γ , α0, α1, α2, α3, φ0, φ1) = (1, β11, 1, β21, ρ, 1,−0.5, 1, 1, 0.5,−0.5, 2).
It is interesting to note that the correlation parameter ρ plays the most significant role in driving the relative efficiencies
of the estimators. It is clear from Table 1 that in the case of a strong negative correlation (ρ = −0.40, for example), the
asymptotic relative efficiency of an estimator from marginal models can be as low as 70% as compared to the multivariate
model for a given set of parameter values as chosen here. The missing data mechanism also contributes to the AREs, but not
to the same extent as we observe in the case of strong correlation. Also, it is important to note that a negative correlation
appears to have more impact on the relative efficiencies of the estimators as compared to a positive correlation. This is due
entirely to the choice of parameter values used to derive the AREs reported in Table 1.We found (not shown here) that when
the parameters (β10, β11) of the marginal mean function of y1, and (β20, β21) of the mean function of y2 were all in opposite
signs, a positive correlation had more impact on the AREs as compared to a negative correlation.
We also observe that when the regression estimates and the correlation coefficient are all positive or all negative, the
gains in efficiency are not so great. However, we demonstrate later in an example that there is additional desirable flexibility
in fitting a multivariate model.
4. Example: analysis of health service data from the Connecticut child study
To illustrate the methods described earlier, we consider a joint analysis of three distinct health service use outcomes
from the Connecticut Child Study. The Connecticut Child Study consists of data collected on children age 6–11 years from
two Connecticut children’s mental health surveys. The New Haven Child Survey, conducted in 1986–1987, drew a random
sample from 54 public and private schools serving New Haven, Connecticut. Using the same procedures as the New Haven
Child Survey, the Eastern Connecticut Child Survey, conducted in 1988–1989, drew a sample from small cities, suburban
areas, or rural areas. Parent questionnaires were distributed through schools with follow-up of non-responders. One parent
per household completed the survey for one randomly selected child. 70% and 72% of parentswith valid addresses completed
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Fig. 1. Asymptotic relative efficiency of marginal slope estimators as compared to the multivariate model with correlation parameter ρ = 0.2.
Fig. 2. Asymptotic relative efficiency of marginal slope estimators as compared to the multivariate model with correlation parameter ρ = 0.4.
surveys in New Haven and Eastern Connecticut, respectively. Teacher surveys were then distributed with parental and
schoolboard consent. Missing teacher surveys were the result of either permission refused by parents/schools or failure
of the teacher to return the questionnaire. In addition, unscorable questionnaire data were obtained for 1% of parents
and 2% of teachers. The analyses reported here are based on data available from 2501 parents and 1428 teachers of the
children.
The three binary outcomes of interest concern the children’s use of health services in three settings: mental health
(y1), general health (y2), and school (y3). An important covariate of interest for the analysis is a binary variable indicating
the presence/absence of child psychopathology. Specifically, the Teacher’s Report Form (TRF) provided a binary measure
of ‘‘internalization’’, indicating whether the child was withdrawn, somatic, and anxious-depressed. Because the TRF was
completed by only 1428 teachers of the children, this covariatewas only partially observed. For the purposes of this analysis,
the auxiliary variable, whichwas completely observed, is a binarymeasure of internalization obtained from all 2501 parents
of the children. The Parents Report Form (PRF) and the TRF are parallel versions of the same scale. Additional covariates
included in the analysis were the gender of the child (indicator of BOY with 1= boy, 0= girl), age (indicator of OLD), single
parent status (indicator of MOMSING with 0 = father figure present, 1 = no father figure present), and race (indicators of
BLACK, HISPANIC).
We fit the logistic regression model (3) using the Bahadur model (5) in which we assume that the three binary outcomes
have an exchangeable correlation structure, that is, we assume ρ12 = ρ13 = ρ23 = ρ, and ρ123 = 0. For the conditional
density of the covariate TRF, given the covariates gender, age, race and single parent status, we use a logistic regression
model. Also, for the conditional density of the auxiliary information PRF, given the ‘‘covariates’’ y1, y2, y3, gender, age, race
and single parent status, and TRF, we use a logistic regression model.
Table 2 presents the ML estimates of the multivariate regression parameters, and their corresponding standard errors.
The main covariate of interest, TRF, was significantly associated with all health services indicating that children with
psychopathologymade greater use of all three services. It is also important to note that an advantage of this jointmultivariate
approach over the marginal approach for individual outcomes is that in the multivariate case, we can perform a joint
hypothesis test of the effect of a covariate on the outcomes. For example, to assess the effect of TRF on the three binary
outcomes, a Wald-type Chi-square test with 3 degrees of freedom produced a large value 48.03 of the test statistic, with a
small p-value less than 0.0005.
Another important feature of the multivariate model is that it allows us to test the heterogeneity of the effect of TRF
across the three outcomes — and in cases where there is no evidence of discernible heterogeneity, a multivariate model
with a common coefficient for TRF could be fitted; a potential advantage of the latter is that a more precise estimate of
the effect could be obtained. Here a Wald-type Chi-square statistic (with 2 d.f.) for testing the equality of the effect of TRF
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Table 2
Analysis of health service data. ML estimates of multivariate regression parameters and corresponding standard errors
are shown.
Parameter Estimate Std error z
Mental health service
β10 −3.1302 0.1628 −19.23
β11 (BOY) 0.2683 0.1524 1.76
β12 (OLD) 0.4028 0.1522 2.65
β13 (BLACK) −1.1542 0.2501 −4.62
β14 (HISPANIC) −0.5821 0.2908 −2.00
β15 (MOMSING) 1.0116 0.1839 5.50
β16 (TRF) 0.6703 0.2205 3.04
General health service
β20 −2.8726 0.1493 −19.24
β21 (BOY) 0.4324 0.1415 3.06
β22 (OLD) 0.1425 0.1402 1.02
β23 (BLACK) −0.6156 0.2088 −2.95
β24 (HISPANIC) −0.2398 0.2815 −0.85
β25 (MOMSING) 0.5830 0.1778 3.28
β26 (TRF) 0.8128 0.2063 3.94
School service
β30 −2.1736 0.1140 −19.07
β31 (BOY) 0.4684 0.1062 4.41
β32 (OLD) 0.5004 0.1062 4.71
β33 (BLACK) −0.4502 0.1541 −2.92
β34 (HISPANIC) −0.2982 0.2211 −1.35
β35 (MOMSING) 0.3805 0.1410 2.70
β36 (TRF) 0.9719 0.1615 6.02
Table 3
Analysis of health service data. ML estimates of nuisance parameters and corresponding standard errors are shown.
Parameter Estimate Std error z
Exchangeable correlation
ρ 0.1799 0.0142 12.67
Model for the missing covariate TRF
γ0 −1.7228 0.1299 −13.26
γ1 (BOY) 0.2546 0.1346 1.89
γ2 (OLD) 0.1594 0.1349 1.18
γ3 (BLACK) 0.1929 0.1860 1.04
γ4 (HISPANIC) 0.5101 0.2563 1.99
γ5 (MOMSING) −0.0228 0.1872 −0.12
Model for the auxiliary variable PRF
α0 −2.2822 0.1150 −19.85
α1 (y1) 0.9061 0.1817 4.99
α2 (y2) 1.0118 0.1635 6.19
α3 (y3) 0.8143 0.1275 6.39
α4 (BOY) 0.3905 0.1091 3.58
α5 (OLD) 0.0611 0.1091 0.56
α6 (BLACK) 0.2270 0.1484 1.53
α7 (HISPANIC) 0.8339 0.1944 4.29
α8 (MOMSING) 0.0248 0.1424 0.17
α9 (TRF) 0.3912 0.1696 2.31
produced the value 1.484 with a large p-value 0.476, which suggests that one can also consider a multivariate model with a
common coefficient for TRF.
Among other additional covariates, boys appeared to make greater use of health services in general health and school
settings, but not in a mental health setting. Older children made greater use of health service in mental health and school
settings. Black childrenmade less use of all three services. Also, children without father figures made greater use of all three
services, but with the highest use of mental health services.
Table 3 presents the ML estimates of the nuisance parameters, and their corresponding standard errors. The estimate of
the exchangeable correlation ρ is obtained as 0.1799 with an approximate standard error 0.0142, which indicates a positive
association between the binary outcomes. Also, for modelling the auxiliary variable PRF, the covariate TRF is positively
associated with PRF, as might be expected given that parents and teachers are reporting on the same child.
We also found the marginal estimates (not shown here) of the regression parameters by fitting a separate univariate
model for each outcome. The marginal estimates appeared to be close to the multivariate estimates of the same
parameters.
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Table 4
Empirical biases, mean squared errors (MSEs), and coverage probabilities of the ML estimators obtained from bivariate binary regression (Bivar) and
independent binary regression (Indep) models. Values of the regression parameters were fixed at β10 = β20 = β0 = −0.5 and β11 = β21 = β1 = 1.0. On
average, 8% missing x’s were considered in the data.
N ρ Bias MSE Coverage
Bivar Indep Bivar Indep Bivar Indep
100
0.10 β0 −0.0085 −0.0132 0.0722 0.0722 95.8 95.2
β1 0.0016 0.0097 0.1134 0.1141 93.8 94.2
0.30 β0 −0.0054 −0.0234 0.0884 0.0911 94.0 89.8
β1 0.0360 0.0681 0.1474 0.1567 93.6 90.0
0.50 β0 0.0070 −0.0211 0.0896 0.0931 96.8 90.4
β1 0.0201 0.0723 0.1398 0.1561 97.0 92.0
200
0.10 β0 −0.0019 −0.0074 0.0353 0.0356 94.6 94.0
β1 0.0019 0.0118 0.0609 0.0622 93.0 91.4
0.30 β0 −0.0134 −0.0309 0.0394 0.0414 95.2 91.8
β1 0.0257 0.0576 0.0642 0.0704 94.8 90.8
0.50 β0 0.0042 −0.0246 0.0463 0.0486 95.2 88.6
β1 −0.0006 0.0520 0.0735 0.0827 96.2 88.4
5. Simulation study
To complement the asymptotic results presented earlier, we further carried out small-sample simulations using the same
regression setting as in Section 3, and studied the finite-sample properties of the regression estimators obtained from the
twomethods. The simulation results also confirmed that there was no real gain from amultivariate analysis of the response
variables over marginal univariate analyses in the general case of heterogenous regression coefficients across the marginal
models.
However, as we have pointed out in the example in Section 4, there is additional flexibility in fitting amultivariatemodel
in that it allows us to test the homogeneity of the regression parameters in themarginalmodels. In the case of homogeneous
regression coefficients, we can obtain a more precise estimate of a common covariate effect. Here we ran a series of small
simulations with a common set of regression coefficients for marginal models to explore the gain in efficiency from the
bivariate regression analysis as compared to the joint analysis under the working assumption of independence. Specifically,
we generated the values {(yi1, yi2); i = 1, . . . ,N} of response variables y1 and y2 from the common model
logit{E(yk|x, β)} = β0 + β1x
for k = 1, 2, with Corr(y1, y2) = ρ, where three values (0.1, 0.3, 0.5) of the correlation coefficient were considered in the
simulations. The values of the binary covariate xwere generated from logit{E(x|γ )} = γ , with the value of γ being fixed at
0.5. The values of the binary auxiliary variable awere generated from
logit{E(a|y1, y2, x,α)} = α0 + α1y1 + α2y2 + α3x,
with (α0, α1, α3, α4) = (−0.5, 1, 1,−0.5). Further, the values of the missing data indicator r were generated from
logit{E(r|a,φ)} = φ0 + φ1a.
We chose two sets of parameters (φ0, φ1) = (1.5, 2) and (φ0, φ1) = (−0.5, 2), which produced, on average, 8% and 33%
missing values in the x variable, respectively.
We generated a series of 500 data sets for each simulation configuration considered. For each data set, the regression
parameters (β0, β1)were estimated using both the correctly specified bivariate regression model and the model under the
working assumption of independence. The empirical biases, mean squared errors, and coverage probabilities of 95% normal
confidence intervals for the individual regression parameters are presented in Tables 4 and 5.
Table 4 presents the results for data with a smaller amount (8%) of missing observations. Table 5 repeats them for a larger
amount (33%) ofmissing values. It is clear from the tables that the bias and themean squared error of the univariate estimator
increase with both the correlation between the responses and the amount of missing data. The coverage probabilities of the
univariate estimators are also poor. For example, in Table 5with 33%missing data, whenN = 100 and ρ = 0.3, the coverage
probability of the univariate estimator for β1 is only 84.8%, as compared to 93% empirical coverage from the multivariate
estimator. We notice a dramatic increase in the bias and decrease in the coverage probability of the univariate estimator
when the amount of missing data is large. On the other hand, the multivariate estimator provides empirical coverages that
are generally close to the nominal 95% coverage probability under all simulation configurations considered. This indicates
good asymptotic properties of the multivariate estimator even under a large amount of missing data.
6. Discussion
We have proposed and explored a multivariate logistic regression model for analyzing multiple correlated binary
outcomes with incomplete covariate data where auxiliary information is available. The proposedmethod can be considered
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Table 5
Empirical biases, mean squared errors (MSEs), and coverage probabilities of the ML estimators obtained from bivariate binary regression (Bivar) and
independent binary regression (Indep) models. Values of the regression parameters were fixed at β10 = β20 = β0 = −0.5 and β11 = β21 = β1 = 1.0. On
average, 33% missing x’s were considered in the data.
N ρ Bias MSE Coverage
Bivar Indep Bivar Indep Bivar Indep
100
0.10 β0 −0.0058 −0.0340 0.1034 0.1054 94.4 92.8
β1 0.0173 0.0693 0.1739 0.1835 94.4 92.4
0.30 β0 0.0049 −0.0963 0.1245 0.1504 94.8 88.2
β1 0.0123 0.2052 0.2253 0.3220 93.0 84.8
0.50 β0 −0.0220 −0.1977 0.1550 0.2337 92.2 76.8
β1 0.0301 0.3806 0.3182 0.6106 91.2 69.4
200
0.10 β0 −0.0072 −0.0378 0.0392 0.0415 95.4 93.8
β1 0.0201 0.0774 0.0748 0.0842 95.8 93.0
0.30 β0 0.0154 −0.0852 0.0471 0.0582 95.2 89.2
β1 −0.0023 0.1902 0.0913 0.1484 94.4 85.8
0.50 β0 −0.0089 −0.1985 0.0593 0.1118 96.4 75.4
β1 0.0147 0.3831 0.1181 0.3177 95.0 64.6
an extension of the method discussed in [9] to the case of multiple correlated outcomes. We have demonstrated that in the
case of moderate to strong associations among the multiple outcomes, one can attain considerable gains in efficiency from
the estimators obtained by maximizing the joint likelihood function for the multivariate outcomes. Specifically, in the case
of homogenous regression coefficients, a multivariate analysis of the multiple outcomes can be much more efficient than
the marginal analysis of the individual outcomes.
Although we have studied the proposed method only for discrete binary covariates and binary auxiliary information, it
can easily be extended for analyzing a mixture of both discrete and continuous covariates as well as auxiliary information.
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