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Abstract
A generalized θ -graph, denoted by θn , is a graph consisting of n internal disjoint (u, v)-paths, where 2 ≤ n <∞. In this paper,
all generalized θ -graphs whose second largest eigenvalues do not exceed 1 have been determined.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Graphs in this paper are simple. Let A(G) be adjacency matrix of graph G, its eigenvalues are real since A(G) is
symmetric. Without loss of generality, we can write them as
λ1(G) ≥ λ2(G) · · · ≥ λn(G)
and call them the eigenvalues of G. We denote the complement of a graph G by Gc. We know that the least eigenvalue
of line graph L(G) satisfies λn(L(G)) ≥ −2, and
λ2((L(G))
c)+ λn(L(G)) ≤ −1
which can be simply deduced from Theorem 2.1 in [2]. Hence λ2(L(G))c ≤ 1. This means that the second largest
eigenvalue of the complement of an arbitrary line graph does not exceed 1. Therefore it is of great practical value to
study the second largest eigenvalue of graphs. In [1], Cvetkovic´ asked if it was possible to determine all the graphs
whose second largest eigenvalue does not exceed 1. In subsequent years, some results concerning this problem have
been obtained. In [6], Neumaier determined all the trees with λ2 ≤ 1. In [7], Petrovic determined all the bipartite
graphs with λ2 ≤ 1 (and therefore all trees). In [8], Xu determined all the unicyclic graphs with λ2 ≤ 1. In [5], Guo
determined all the bicyclic graphs with λ2 ≤ 1. In this paper, all generalized θ -graphs whose second largest eigenvalue
does not exceed 1 have been determined. The main result is that a generalized θ -graph G satisfies λ2(G) ≤ 1 if and
only if G is one of the following graphs Γ1,Γ2, . . . ,Γ8 depicted in Fig. 3.
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2. Elementary
Let Cn and Pn denote the cycle and the path that contain n vertices, respectively. We denote by l(Q) the length of
path Q (that is, the number of edges it contains). To prove the main results, first, we cite two lemmas.
Lemma 2.1 (Cvetkovic et al. [2]). Let V ′ be a subset of vertices of a graph G, |V (G)| = n and |V ′| = k. Then
λi (G) ≥ λi (G − V ′) ≥ λi+k(G) (1 ≤ i ≤ n − k).
It is obvious that λ2(G ′) ≤ λ2(G) if G ′ is an induced subgraph of G.
Lemma 2.2 (Cvetkovic et al. [2]). The spectrum of cycle Cn is 2 cos( 2pin i) where i = 0, . . . , n − 1, and the spectrum
of the path Pn is 2 cos( pin+1 i) where i = 1, . . . , n.
By Lemma 2.2, it is easy to see that λ2(Cn) = 2 cos( 2pin ) and λ2(Pn) = 2 cos( 2pin+1 ). It follows that λ2(Cn) ≤ 1 if
and only if n ≤ 6, and λ2(Pn) ≤ 1 if and only if n ≤ 5. By Lemmas 2.1 and 2.2, we have that
Corollary 2.3. Let G be a graph with λ2(G) ≤ 1. Then G contains neither the induced cycle of length greater than 6,
nor the induced path of length greater than 4.
Let X = (V, E) be a graph with adjacency matrix A(X). The rows and columns of A(X) are indexed by the
vertices of X . Formally, this means we are viewing A(X) as a linear mapping on RV (X), the space of real functions
on V (X). If f ∈ RV (X) and A = A(X), then the image A f of f under A is given by
(A f )(x) =
∑
y∈V
Axy f (y) =
∑
xy∈E
f (y) for any x ∈ V .
In words, the value of A f at x is the sum of values of f on the neighbors of x . If f is an eigenvector of A with
eigenvalue λ, then A f = λ f , and so for any x ∈ V




(Here, N (x) denotes the neighbors of x .) In words, the sum of the values of f on the neighbors of x is equal to λ
times the value of f at x . Conversely, any non-zero function f that satisfies the condition (1) is an eigenvector of A.
Let X be a graph. A partition pi of V (X) with cells ∆1, . . . ,∆m is said to be equitable if, given 1 ≤ i, j ≤ m,
ci j = |N (x) ∩∆ j | is a constant for any x ∈ ∆i . The directed multigraph with the m cells of pi as its vertices and ci j
arcs from the i-th to the j-th cells of pi is called the quotient of X over pi , which is denoted by X/pi . Therefore, the
adjacency matrix of this quotient X/pi is given by
A(X/pi) =

c11 c12 · · · c1m
c21 c22 · · · c2m
· · · · · ·







Denote by fX (x) = |Ix−A| and fX/pi (x) = |Ix−A(X/pi)| the characteristic polynomials of X and X/pi , respectively,
where I denotes the identity matrix. The following result in [4] gives a relationship of fX (x) and fX/pi (x).
Lemma 2.4 (Theorem 9.3.3 [4]). If pi is an equitable partition of a graph X, then the characteristic polynomial
fX/pi (x) of quotient X/pi divides the characteristic polynomial fX (x) of X.
Let X be a graph and G be a subgroup of automorphism group of X . It is well known that the action of G on X
induces an orbit partition pi of the vertices of X such that each part is an orbit. Clearly, orbit partition pi of X is an
equitable partition where each cell is an orbit of G.
A generalized θ -graph, denoted by θn(m1 ∗ 1,m2 ∗ 2, . . . ,mk ∗ k), is a graph consisting of n internal disjoint
(u, v)-paths: Q1, . . . , Qn(n ≥ 2) in which there are exactly mi (u, v)-paths of length i and mi ≥ 0. By definition, we
know thatm1+m2+· · ·+mk = n andm1 ≤ 1. Without loss of generality, we set ki = l(Qi ) and k1 ≤ k2 ≤ · · · ≤ kn .
It is obvious that k = kn . For example, θr+2(r ∗ 2, 2 ∗ 3) is the generalized θ -graph consisting of r(u, v)-paths of
length 2 and 2 (u, v)-paths of length 3 (see Fig. 1(a)).
M. Gao, Q. Huang / Discrete Mathematics 308 (2008) 5849–5855 5851
Fig. 1. (a) Γ1 = θr+2(r ∗ 2, 2 ∗ 3) and (b) Γ4 = θr+5(1 ∗ 1, r ∗ 2, 4 ∗ 3).
3. Some generalized θ -graphs with λ2 = 1
To prove the main results, in this section, we will show that two generalized θ -graphs, Γ1 and Γ4, have the property
that λ2 = 1, i.e., the second large eigenvalue is equal to 1.
Lemma 3.1. Let Γ1 = θr+2(r ∗ 2, 2 ∗ 3) and r ≥ 0 which is depicted in Fig. 1(a). Then λ2(Γ1) = 1.
Proof. Obviously, Γ1 has r(u, v)-paths of length 2, which are denoted by Q′i = uuiv (i = 1, 2, . . . , r), 2 (u, v)-paths
of length 3 and |V (Γ1)| = r + 6.
First, we suppose that r > 2, and define function fi on V (Γ1) for i = 1, 2, . . . , r − 1
fi (x) =
1, if x = u1;−1, if x = ui+1;0, otherwise.
By (1), we know that f1, f2, . . . , fr−1 are eigenvectors of Γ1 with respect to eigenvalue 0 and it is easy to verify that
they are linearly independent. Similarly, we define
g1(x) =
1, if x = x1, x2;−1, if x = x3, x4;0, otherwise and g2(x) =
1, if x = x1, x4;−1, if x = x2, x3;0, otherwise.
It is easy to see that g1(x) and g2(x) are eigenvectors of Γ1 with respect to eigenvalue 1 and −1, respectively.
It is not difficult to see that Γ1 has a subgroup H of automorphism group such that ∆1 = {x1, x3}, ∆2 = {x2, x4},
∆3 = {u}, ∆4 = {v} and ∆5 = {u1, . . . , ur } are its orbits and pi = (∆1, . . . ,∆5) is an equitable partition. Let
B = A(Γ1/pi). Hence the characteristic polynomial of B is
fB(λ) = |λI− B| = λ5 − (2r + 5)λ3 + (6r + 4)λ− 4r, where B =

0 1 1 0 0
1 0 0 1 0
2 0 0 0 r
0 2 0 0 r
0 0 1 1 0
 .
By the straightforward calculation, we have that
fB(−2) = 0, f ′B(−2) = −18r + 24 < 0(r > 2),
fB(0) = −4r < 0,




From (3) we claim that fB(λ) must has five roots: µ1, µ2, µ3, µ4 and µ5 as follows.
µ1 < −2, µ2 = −2, 0 < µ3 < 1, µ4 = 1, µ5 > 1.
By Lemma 2.4, µ1, . . . , µ5 are eigenvalues of A(Γ1), and let h1, . . . , h5 be their corresponding eigenvectors,
respectively. It is obvious that all these eigenvectors take constants in each orbit, from which we can easily verify that
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g1 and h4 are orthogonal, therefore linearly independent (Both them corresponding to eigenvalue 1.) It follows that
g1, g2, f1, f2, . . . , fr−1, h1, . . . , h5 are linearly independent.
Therefore, we find r + 6(=|V (Γ1)|) eigenvalues corresponding to r + 6 linearly independent eigenvectors, from
which we have λ2(Γ1) = 1 for r > 2.
Next, we suppose that 0 ≤ r ≤ 2. In this case, Γ1 is one of θ2(2 ∗ 3), θ3(1 ∗ 2, 2 ∗ 3) and θ4(2 ∗ 2, 2 ∗ 3). From the
straightforward calculation via MATLAB, we have that λ2(Γ1) = 1.
This completes the proof. 
Lemma 3.2. Let Γ4 = θr+5(1 ∗ 1, r ∗ 2, 4 ∗ 3) and r ≥ 0 which is depicted in Fig. 1(b). Then λ2(Γ4) = 1.
Proof. Obviously, Γ4 has r (u, v)-paths of length 2, which are denoted by Q′i = uuiv (i = 1, 2, . . . , r), 1 (u, v)-paths
of length 1, 4 (u, v)-paths of length 3 and |V (Γ4)| = r + 10.
First, we suppose that r > 10, and define the functions on V (Γ4) for i = 1, 2, . . . , r − 1
fi (x) =
1, if x = u1;−1, if x = ui+1;0, otherwise.
By (1), we know that f1, f2, . . . , fr−1 are eigenvectors of Γ4 with respect to eigenvalue 0 (see Fig. 1(b)) and it is easy
to verify that they are linearly independent. Similarly, we define functions gi (x) and g′i (x) on V (Γ4) for i = 1, 2, 3.
gi (x) =
1, if x = x1, x2;−1, if x = x2i+1, x2i+2;0, otherwise and g′i (x) =
1, if x = x1, x2i+2;−1, if x = x2, x2i+1;0, otherwise.
By (1), we know that g1(x), g2(x), g3(x) are linearly independent eigenvectors of Γ4 with respect to eigenvalue 1,
and g′1(x), g′2(x), g′3(x) are linearly independent eigenvectors of Γ4 with respect to eigenvalue −1.
It is not difficult to see that Γ4 has a subgroup H of the automorphism group such that ∆1 = {x1, x3, x5, x7},
∆2 = {x2, x4, x6, x8}, ∆3 = {u}, ∆4 = {v} and ∆5 = {u1, . . . , ur } are its orbits and pi = (∆1, . . . ,∆5) is an
equitable partition of Γ4. Let B = A(Γ4/pi). Hence the characteristic polynomial of B is
fB(λ) = |λI− B| = λ5 − (2r + 10)λ3 − 2rλ2 + (10r + 9)λ− 6r, where B =

0 1 1 0 0
1 0 0 1 0
4 0 0 1 r
0 4 1 0 r
0 0 1 1 0
 .
By straightforward calculation, we have that
fB(−4) = 50r − 420 > 0 (r > 10),
fB(−1) = −16r < 0,
fB(0) = −6r < 0,




From (4) we claim that fB(λ) must has five roots: µ1, µ2, µ3, µ4 and µ5 as follows.
µ1 < −4, −4 < µ2 < −1, 0 < µ3 < 1, µ4 = 1, µ5 > 1.
By Lemma 2.4, µ1, . . . , µ5 are eigenvalues of A(Γ4), and let h1, . . . , h5 be their corresponding eigenvectors,
respectively. Obviously, all these eigenvectors take constants in each orbit, from which we can easily verify that
gi (i = 1, 2, 3) and h4 are orthogonal, and therefore g1, g2, g3 and h4 linearly independent (All of them corresponding
to eigenvalue 1.) It follows that g1, g2, g3, g′1, g′2, g′3, f1, f2, . . . , fr−1, h1, . . . , h5 are linearly independent.
Therefore, we find r+10 (=|V (Γ4)|) eigenvalues corresponding to r+10 linearly independent eigenvectors, from
which we have λ2(Γ4) = 1 for r > 10.
Next, we suppose that 0 ≤ r ≤ 10 and r1 > 10. It is easy to see that θ5(1 ∗ 1, 4 ∗ 3) is an induced subgraph
of θr+5(1 ∗ 1, r ∗ 2, 4 ∗ 3), and θr+5(1 ∗ 1, r ∗ 2, 4 ∗ 3) is an induced subgraph of θr1+5(1 ∗ 1, r1 ∗ 2, 4 ∗ 3). From
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Fig. 2. Γi (i = 9, . . . , 13).
Table 1
The second largest eigenvalue of Γi (i = 9, . . . , 13)
Γ9 Γ10 Γ11 Γ12 Γ13
λ2 1.138 1.360 1.126 1.3028 1.5161
the straightforward calculation via MATLAB, we have that λ2(θ5(1 ∗ 1, 4 ∗ 3)) = 1. By Lemma 2.1, we have that
λ2(θ5(1∗1, 4∗3)) ≤ λ2(θr+5(1∗1, r∗2, 4∗3)) ≤ λ2(θr1+5(1∗1, r∗2, 4∗3)), therefore λ2(θr+5(1∗1, r∗2, 4∗3)) = 1.
This completes the proof. 
Corollary 3.3. Let G = θn(m1 ∗ 1,m2 ∗ 2, . . . ,mk ∗ k). If m3 ≥ 2, then G has 1 as its eigenvalue.
Proof. If m3 ≥ 2, then G has at least 2 (u, v)-paths of length 3, say Qi and Q j , which are denoted by Qi = ux1x2v
and Q j = uy1y2v. We define functions
g(x) =
1, if x = x1, x2;−1, if x = y1, y2;0, otherwise.
It is easy to verify that g(x) is an eigenvector of G with respect to eigenvalue 1.
This completes the proof. 
4. Main result
In this section, we will prove the main result. First, we define five graphs which are denoted by Γi (i =
9, 10, 11, 12, 13), respectively, and depicted in Fig. 2. From the straightforward calculation via MATLAB, we have
that λ2(Γi ) > 1 (i = 9, . . . , 13) as given in Table 1. To complete the proof of the main results, we divide all
generalized θ -graphs into two classes, k ≥ 4 and k < 4. The former will be considered in Lemma 4.1 and the latter in
Lemma 4.2.
Lemma 4.1. Let G = θn(m1 ∗ 1,m2 ∗ 2, . . . ,mk ∗ k) with k ≥ 4. Then
(1) If n = 2, then λ2(G) ≤ 1 if and only if G is C5 or C6.
(2) If n > 2, then λ2(G) > 1.
Proof. If n = 2, then G is a cycle Cm with m = k1 + k ≥ 5. By Corollary 2.3, we know λ2(G) ≤ 1 if and only if G
is C5 or C6.
Next, we prove (2). Since n > 2, then G has an induced subgraph G ′ consisting of Q1, Q2 and Qn where
k1 + k2 ≥ 3 and kn = k ≥ 4. We consider the following three cases.
Case 1. k1 + k2 = 3.
In this case, k1 = 1 and k2 = 2. If kn = 4, then G ′ = θ3(1 ∗ 1, 1 ∗ 2, 1 ∗ 4) (=Γ9). By Lemma 2.1 and Table 1, we
have λ2(G) ≥ λ2(G ′) = λ2(Γ9) = 1.138 > 1. If kn > 4, then G ′ has an induced subgraph that is isomorphic to Γ10
(see Fig. 2). By Lemma 2.1 and Table 1, we have λ2(G) ≥ λ2(G ′) ≥ λ2(Γ10) = 1.360 > 1.
Case 2. k1 + k2 = 4.
In this case, G ′ has an induced subgraph that is isomorphic to Γ11 (see Fig. 2). By Lemma 2.1 and Table 1, we have
λ2(G) ≥ λ2(G ′) ≥ λ2(Γ11) = 1.126 > 1.
Case 3. k1 + k2 ≥ 5.
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Fig. 3. Γi (i = 1, . . . , 8).
In this case, k2 ≥ 3, G ′ has an induced subgraph that is isomorphic to path P6. By Lemmas 2.1 and 2.2, we have
λ2(G) ≥ λ2(G ′) ≥ λ2(P6) = 2 cos( 2pi7 ) > 1.
From the above arguments, we have that λ2(G) > 1 if kn ≥ 4 and n > 2.
This completes the proof. 
Lemma 4.2. Let G = θn(m1 ∗ 1,m2 ∗ 2, . . . ,mk ∗ k) with k < 4. Then λ2(G) ≤ 1 if and only if G is one of
Γ1 = θr+2(r ∗2, 2∗3), Γ2 = θr+1(r ∗2, 1∗3), Γ3 = θr (r ∗2), Γ4 = θr+5(1∗1, r ∗2, 4∗3), Γ5 = θr+4(1∗1, r ∗2, 3∗3),
Γ6 = θr+3(1 ∗ 1, r ∗ 2, 2 ∗ 3), Γ7 = θr+2(1 ∗ 1, r ∗ 2, 1 ∗ 3) and Γ8 = θr+1(1 ∗ 1, r ∗ 2), which are depicted in Fig. 2.
Proof. First, we will show that λ2(Γi ) ≤ 1 (i = 1, . . . , 8). By Lemmas 3.1 and 3.2, we know that λ2(Γ1) ≤ 1 and
λ2(Γ4) ≤ 1 for any r ≥ 0. It is easily seen that Γ2 and Γ3 are induced subgraphs of Γ1. By Lemma 2.1, we have
that λ2(Γ2) ≤ λ2(Γ1) ≤ 1 and λ2(Γ3) ≤ λ2(Γ1) ≤ 1. Similarly, Γ5, Γ6, Γ7 and Γ8 are induced subgraphs of Γ4. By
similar arguments, we have that λ2(Γi ) ≤ 1 (i = 5, . . . , 8).
Next, we will show that Γi (i = 1, . . . , 8) are all the graphs satisfying λ2 ≤ 1 under our assumption. We consider
the following two cases.
Case 1. m1 = 0.
In this case, G = θn(m2 ∗ 2,m3 ∗ 3). If m3 ≤ 2, then G is one of Γ1 = θn(r ∗ 2, 2 ∗ 3), Γ2 = θn(r ∗ 2, 1 ∗ 3)
and Γ3 = θn(r ∗ 2), and we know that λ2(G) ≤ 1. If m3 > 2, then G has an induced subgraph that is isomorphic to
Γ12 = θn(3 ∗ 3). By Lemma 2.1 and Table 1, we have λ2(G) ≥ λ2(Γ12) = 1.3028 > 1.
Case 2. m1 = 1.
In this case, G = θn(1 ∗ 1,m2 ∗ 2,m3 ∗ 3). If m3 ≤ 4, then G is one of Γ4 = θr+5(1 ∗ 1, r ∗ 2, 4 ∗ 3),
Γ5 = θr+4(1 ∗ 1, r ∗ 2, 3 ∗ 3), Γ6 = θr+3(1 ∗ 1, r ∗ 2, 2 ∗ 3), Γ7 = θr+2(1 ∗ 1, r ∗ 2, 1 ∗ 3) and Γ8 = θr+1(1 ∗ 1, r ∗ 2),
and we know that λ2(G) ≤ 1. If m3 > 4, then G has an induced subgraph that is isomorphic to Γ13 = θ6(1 ∗ 1, 5 ∗ 3).
By Lemma 2.1 and Table 1, we have λ2(G) ≥ λ2(Γ13) = 1.5161 > 1.
From the above arguments, we have that a generalized θ -graph G with k < 4 satisfies λ2(G) ≤ 1 if and only if G
is one of graph Γi (i = 1, . . . , 8).
This completes the proof. 
Combining Lemmas 4.1 and 4.2, we obtain the main result.
Theorem 4.3. Let G = θn(m1 ∗ 1,m2 ∗ 2, . . . ,mk ∗ k). Then λ2(G) ≤ 1 if and only if G is one of Γ1,Γ2, . . . ,Γ8
which are depicted in Fig. 3.
Proof. By Lemmas 4.1 and 4.2, we know that a generalized θ -graphs G satisfies λ2(G) ≤ 1 if and only if G is one
of C5, C6 and Γi (i = 1, 2, . . . , 8). It is not difficult to see that Γ2 is cycle C5 when r = 1, and Γ1 is cycle C6 when
r = 0.
This completes the proof. 
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In fact, we know that Γi (i = 2, 3) is an induced subgraph of Γ1, and Γ j ( j = 5, 6, 7, 8) is an induced subgraph of
Γ4. Therefore, a generalized θ -graphs G satisfies λ2(G) ≤ 1 if and only if G is an induced subgraph of Γ1 or Γ4.
At last, we will divide all generalized θ -graphs whose second largest eigenvalue does not exceed 1 into two classes,
λ2 = 1 and λ2 < 1.
Lemma 4.4 (Cvetkovic´ et al. [3]). Let dmin, d, dmax respectively be the minimal, mean and maximal values of the
vertex degrees in a connected graph G, If λ1 is the index of G then
dmin ≤ d ≤ λ1 ≤ dmax.
Equality in one place implies equality throughout; and this occurs if and only if G is regular.
Proposition 4.5. Let G be a generalized θ -graph. Then λ2(G) = 1 if and only if G is one of Γ1, Γ4, Γ5 and Γ6,
which are depicted in Fig. 3.
Proof. Let G be a generalized θ -graph. It is easy to see that d > 1. By Lemma 4.4, we have that λ1(G) ≥ d > 1. If
λ2(G) ≤ 1, then λ2(G) = 1 if and only if G has 1 as its eigenvalue. By Corollary 3.3, it is easy to verify that Γ5 and
Γ6 have eigenvalue 1, therefore λ2(Γi ) = 1 (i = 5, 6). With similar argument in Lemmas 3.1 and 3.2, we can show
that Γi (i = 2, 3, 7, 8) has not eigenvalue 1, therefore λ2(Γi ) < 1 (i = 2, 3, 7, 8).
This completes the proof. 
Corollary 4.6. Let G be a generalized θ -graph. Then λ2(G) < 1 if and only if G is one of Γ2, Γ3, Γ7 and Γ8 which
are depicted in Fig. 3.
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