We study two related problems motivated by molecular biology:
Introduction
This paper studies the following graph theoretic questions:
Problem A: Given a graph G and a constant k, does there exist a supergraph G 0 of G which is a unit interval graph and has clique size at most k?
Problem C: Given a graph G and a proper k-coloring c of G, does there exist a supergraph G 0 of G which is properly colored by c and is a unit interval graph?
A related problem which generalizes both of them is the following:
Problem B: Given two graphs G and G Those questions arise as abstractions of practical problems in molecular biology, as will be explained later. They are NP-complete, but we show that they are all polynomial when the parameter k is xed. We prove that problem A is equivalent to the BANDWIDTH problem. In particular, this equivalence together with a recent result of Bodlaender, Fellows and Hallet 4] imply that Problems A and B are hard for the parameterized complexity class W t], for all t. We prove here that Problem C is W 1]-hard. This implies that none of the problems is likely to have an algorithm with time complexity bounded by f(k)n for any constant .
Problem B may be viewed as a sandwich problem, since G 0 must be \sandwiched" between G and G 2 . Sandwich problems were introduced in 22] . Problem B was shown to be NP-hard for the case where k = jV j (i.e., without any restriction on the clique size) in 21]. The NPhardness results here are stronger since they apply to problem C, a restriction of problem B in which the forbidden edges are those between like-colored endpoints.
Let A 0 ; B 0 and C 0 be the analogous problems to A, B and C, respectively, with the only change that the supergraph G 0 is required to be interval instead of unit interval. Problem A 0 is equivalent to asking if the pathwidth of G is at most k ? 1, and it arises in various guises (and under di erent names) in numerous areas (cf. 33]). It is NP-hard 28, 2, 35, 24] but linearly solvable for xed k 3, 30] . Problem C 0 (and hence also B 0 ) was shown to be NP-hard when k = jV j independently in 21] and 13]. Fellows et al. 13] have also shown that the Problem C 0 is hard for W 1] , and that it is not nite state for bounded pathwidth or treewidth, and hence not polynomially solvable by conventional algorithmic techniques. Recently, Bodlaender et al. 4] strengthened these results by proving that problem C 0 is hard for W t] for all t. Note that the known results on problems A 0 and C 0 do not directly imply analogous results for problems A and C or vice versa. For example, as we show here, the parametric complexities of problems A 0 and A are qualitatively very di erent.
The three problems which we study here arise in molecular biology: In order to study a genome, several copies of it are cut or broken down, and some of the resulting shorter segments (called clones) are preserved for further analysis. Depending on the technique used, the preserved clones may have variable length, or they may all have essentially the same length. In the process of producing the clones, all information on their relative position along the DNA chain is lost. The goal of physical mapping of DNA is to reconstruct that order, based on experimental data on the overlaps between pairs of clones 8, 36, 26] . Hence, the graph with vertices corresponding to clones and edges corresponding to overlapping pairs of clones should be an interval graph if clone lengths vary, or a proper interval graph if all clones have the same length. Both types of graphs can be recognized in linear time 7, 32, 10] .
In practice, information on overlap is never perfect. There are several ways to model this imperfection: If one assumes that all the errors in the data are false non-overlaps (false negatives) and wishes to minimize their number, one gets the interval graph completion problem 17, problem GT35], 27]: Minimize the number of edges whose addition to the graph will form an interval graph. If one assumes that all errors are erroneous overlaps (false positives), the interval graph deletion problem comes up 18] . If some pairs of clones are de nite overlaps, some are de nite non-overlaps and the rest are unknown then one gets the interval sandwich problem 22] . All three problems are NP-hard, for interval and proper interval graphs. Hence, the question arises if introduction of additional biological constraints can make any of the problems tractable.
An important feature of real biological data is that the \width" of the map is consistently very small: The largest number of mutually overlapping clones is typically between 5 and 15, compared to a total number of clones in the thousands 31, 37] . Our study here focuses on the tractability of the models above in this special situation. More formally, do the problems remain NP-hard when the clique size of the proper interval graph is assumed to be bounded by a small constant? Hence, the model in Problem A bounds the width of the map and assumes false negatives only. Problem B allows a ner partition of the overlap information (into sure, unsure and forbidden overlaps) while again bounding the map width. In Problem C, the set of clones consists of k disjoint subsets, with each subset originating from the dissection of single copy of the genome. This implies that within each subset all clones are disjoint. Equivalently, the vertices corresponding to such a subset may all be assigned the same color. Admittedly, these models are crude, but they provide a starting point by allowing rigorous analysis. We believe that this line of research may eventually lead also to practical, tractable models, especially in view of the positive results given here for the xed parameter cases.
The rest of the paper is organized as follows: In Section 2 we give formal de nitions and background. In Section 3 we give two characterizations of proper pathwidth, a new graphtheoretic parameter introduced here, and in particular prove that proper pathwidth equals bandwidth. This result may be of independent interest, and we expect that it will be useful elsewhere. It implies immediately the NP-completeness of Problem A, its polynomiality for xed k, and its W t]-hardness for all t. Section 4 expands the equivalence to sandwich instances. Section 5 then exploits this equivalence to obtain a polynomial algorithm for Problem B (and hence C) when k is xed. Section 6 contains a proof that the parameterized version of Problem C is hard for W 1]. Section 7 contains some concluding remarks.
Preliminaries
In this section we give de nitions and background, and state without proof some well-known facts about notions which we will need in the sequel. For other graph theoretical de nitions see, e.g., 19].
Basic de nitions: All graphs are assumed to be undirected, simple and nite. A graph G = (V; E) is a supergraph of the graph G 0 = (V 0 ; E 0 ) if V = V 0 and E E 0 . For a subset W V , the subgraph of G induced by W is (W; E W ) where E W = f(u; v) 2 E j u; v 2 Wg. A clique in a graph G = (V; E) is a set C V such the subgraph induced by C is complete. A clique is maximal if it is not properly contained in any other clique in the graph. The clique size of G, denoted !(G), is the maximum cardinality of a clique in G. An independent set in G is a set of vertices no two of which are adjacent. A k-coloring of graph G = (V; E) is a function c : V ! f1; : : :; kg such that c(u) 6 = c(v) if (u; v) 2 E. A supergraph G of G 0 respects the k-coloring c of G 0 if c is also a k-coloring for G.
Interval and Proper Interval Graphs: Let S = (U; <) be a linear order. For every u; w 2 U such that u w, the set u; w] = fv 2 U j u v wg is called an interval. The most commonly used example involves intervals on the real line, but we shall refer also to intervals on nite, linearly ordered sets. A graph G = (V; E) is an interval graph if one can associate with each vertex v an interval I(v) such that two intervals intersect if and only if their vertices are adjacent. The set of intervals = fI(v)g v2V is called an (interval) representation for G, and G is called the intersection graph of . A graph is a proper interval graph if it has an 4 interval representation in which no interval is properly contained in another. A graph is a unit interval graph if it is an interval graph which has a representation on the real line in which all the intervals have equal length. Roberts has shown that these two de nitions coincide: Theorem 2.1 ( 38] ) A graph is unit interval if and only if it is proper interval. Lemma 2.2 Every interval graph (and every proper interval graph) has an interval (resp., proper interval) representation on the real line in which all endpoints are distinct, and the left endpoints are assigned to the integers 1; 2; : : :; jV j.
We shall call such a representation canonical.
Pathwidth and Proper Pathwidth: A path decomposition of a given graph G = (V; E), is a sequence of subsets of V , X = (X 1 ; : : :; X l ) such that We introduce here the notion of a proper path decomposition of G; It is as a path decomposition X which satis es (1)-(3) and also: (4) For every u; v 2 V , fs(u); s(u) + 1; : : :; e(u)g 6 fs(v); s(v) + 1; : : :; e(v)g.
(As usual, denotes strict containment.) The proper pathwidth of G, denoted ppw(G), is the minimum value of pw X (G) over all proper path decompositions of G, namely ppw(G) = minfpw X (G) j X is a proper path decomposition of Gg.
Clearly, pw(G) ppw(G), but note that pw(G) and ppw(G) can di er dramatically: For the star graph with 2n + 1 vertices, G = K 1;2n , pw(G) = 1 but ppw(G) = n. An easy way to see the last equality is using the characterizations we shall provide in the next section.
Bandwidth: Another measure of graph width which we shall use is bandwidth: For G = (V; E) with jV j = n, a linear layout of the graph is a 1-1 function L : V ! f1; : : : We shall also study the following special case of BPIS : Parameterized Complexity: Recently, Downey and Fellows initiated a systematic analysis of the complexity of parameterized decision problems 11, 1, 12] . An instance of a parameterized decision problem is a pair (x; k) where k is the parameter and x is the input other than the parameter, with jxj = n. The interest is usually in parameterized problems which are NP-complete but have polynomial complexity when the parameter k is xed. This is the situation for CLIQUE, PATHWIDTH, BANDWIDTH and many other problems. How-ever, the dependence of the complexity on k may vary drastically: For some problems (like PATHWIDTH), algorithms of complexity f(k)n are known, (for some constant ) while for others (like CLIQUE) the best known algorithms require f(k)n g(k) steps. Hence, for xed k the complexity of the former is polynomial, and in some cases linear, independent of k, while in the latter the degree of the polynomial depends on k. A parameterized problem is called xed parameter tractable if it belongs to the former family, i.e., it is solvable in time complexity O(f(k)poly(n)), where f is an arbitrary function of k only, and poly is a polynomial in n only, independent of k. The class of all xed parameter tractable parameterized decision problems is denoted FPT. For example, PATHWIDTH and VERTEX COVER are NP-hard for variable k, but both are in FPT. Downey and Fellows de ned an appropriate notion of reduction for parameterized problems as follows: Let 1 and 2 be two parameterized decision problems. A parameterized reduction from 1 to 2 is an algorithm which, given an instance (x; k) for 1 , decides if the answer is "Yes" in O(f(k)poly(n)) time, using an oracle for 2 on instances with parameter value no greater than g(k), where poly is a polynomial in n only and f and g are arbitrary functions of k only. Thus, if 1 parametrically reduces to 2 and 2 2 FPT so is 1 .
Parameterized decision problems are classi ed with respect to the W-hierarchy. To introduce it we need some de nitions: A mixed boolean decision circuit is a boolean circuit with a single output and two types of gates: 1) Small gates: AND, OR gates with fan-in two and NOT gates; 2) Large gates: AND and OR gates with unrestricted fan-in. The weft of a circuit C is the maximum number of large gates on an input-output path in C. The depth of C is the maximum number of gates (small or large) on an input-output path in C. Let In other words, every edge in E 0 is represented in some X i . Since G 0 is a proper interval graph, it follows that s(v) = l(v) and e(v) = r(v) satisfy (3) and (4) . Since the clique size of G 0 is k+1, each point p i can meet at most k + 1 intervals in the representation. Hence, max i jX i j k + 1 so ppw(G) k.
We turn now to the proof of the main theorem in this section. It is actually a special case of a theorem about sandwich instances which will be proved in the next section (see Remark 4.3). However, since this theorem is of independent interest and its proof is simpler and more intuitive, we include its proof below. We now prove thatG is a sandwich graph for S: By the construction of the intervals E 
Suppose thatG has a clique C with more than k + 1 vertices. Let x and y be the vertices in C with minimum and maximum value, respectively, under the layout L. Since 
, so according to the observation above there is an edge (u; w) 2 E 1 where L(u) L(x) and L(w) = br(x)c L(y) and that is a contradiction to the assumption that bw L (S) k.
To prove the converse, assume that there is a proper interval sandwichG = (V;Ẽ) for S with !(G) k + 1. Let fI(v)g v2V be a canonical proper interval representation ofG where
We claim rst that L is a legal layout. Suppose on the contrary that there is an edge (x; y) 2 E belong toẼ and thus l(v) < r(u). SinceG is proper interval, the left endpoints must appear in the same order as the right endpoints in the realization, namely r(u) r(x) < r(y) r(v). Hence, all four intervals intersect at l(v) and thus fu; x; y; vg induce a clique inG. In particular, (x; y) 2Ẽ, a contradiction.
Finally, we show that bw L (S) k. Suppose, on the contrary that bw L (S) > k. Let (u; 
Note that jCj > k + 1.G is a sandwich graph for S, so (u; v) 2Ẽ. Arguments similar to the ones in the previous paragraph imply that C induces a clique inG, contradicting the assumption that !(G) k + 1.
Remark 4.3 One can obtain Theorem 3.2 as a corollary to the theorem above: Apply Theorem 4.1 to the sandwich instance S = (V; E; ;). In that case, every supergraph of G is a sandwich graph for S, so Theorem 3.2 follows by Remark 2.5.
A polynomial algorithm for xed k
In this section we show that deciding if a given sandwich instance S admits a proper interval sandwich graph with clique size at most k can be done in O(f(k)n k?1 ) steps. Hence, Problems B and C are polynomial when k is xed. Our algorithm is based on the equivalence established in the previous sections with the bandwidth problem. For xed k, Saxe 40] gave an O(n k+1 ) algorithm which determines if the bandwidth of an n-vertex graph is at most k. Gurari and Sudborough 23] reduced its complexity to O(n k ). We generalize that algorithm to the problem of deciding if the bandwidth of a sandwich instance is at most k. We assume w.l.o.g. that in the input S each vertex is incident on at most 2k E 
The algorithm
The algorithm is based on the dynamic programming technique. It generates systematically all classes in k , until the search is exhausted or a class corresponding to a complete legal layout with bandwidth at most k is found. It is based on the following observation: Under the conditions of the observation we shall say that C 0 extends C. Hence, the observation says that a non-singleton class exists if and only if it extends another class.
Let V = fv 1 ; : : :; v n g. The algorithm starts by initializing a queue Q to contain n classes C 1 ; : : :; C n where R(C i ) = fv i g and d(C i ) contains all the E 1 -edges incident on v i . In each iteration a class is removed from Q and every class in k which extends it and was not treated before is generated and added to Q. This process ends in one of two possible ways: 2. If bw(S) > k then the algorithm will stop with a negative answer when its queue becomes empty.
A prototype of the algorithm is depicted in Figure 1 . 
Implementation
We describe an implementation of the algorithm which runs in time and space complexity O(f(k)n k ). A class C in k will be represented by its signature (C). We assume that the E 3 edges are recorded in a vertex-vertex incidence matrix, so that the existence of an E 3 edge between two given vertices can be checked in constant time. Constructing an incidence matrix Proof. Since jR(C)j k verifying that y is not connected by an E 3 edge to any vertex in the active region takes constant time. In order to compute (C 0 ) given (C), one has to copy each vertex from the region of C starting from the rst vertex which is connected by a dangling edge to a vertex other than y. For each such vertex, E 1 -edges which connect it to y should be removed from the new list of dangling edges. Since jd(C)j is bounded from above by a function of k only this stage takes constant time. y should be added as the last vertex in the region. The set of new dangling edges, f(y; z) j z 6 2 D(C)g can be constructed in constant time even though D(C) is not represented explicitly since f(y; z) j z 6 2 D(C)g = f(y; z) j z 6 2 R(C)g. This construction takes constant time since the number of E Let us now analyze the overall complexity of the algorithm for xed k: Recall that in G 1 all the degrees are bounded by 2k. Hence, for every active region R the number of possible sets of dangling edges with active region R is bounded by a constant. Therefore, the number of classes with active region of size k is O(n k ), and the number of classes whose active region is smaller than k is O(n k?1 ).
The algorithm inserts into the queue only classes which are new, i.e. previously unmarked. In order to do that without an increase in the time complexity one can maintain an array of all possible class candidates and their status as marked or unmarked, using O(n k ) space. The marks enable the algorithm to encounter a class only once. By maintaining a representative layout with every class generated the algorithm, one can obtain a complete legal layout with bandwidth not greater than k when the algorithm halts with a positive answer. The cost is an increase by a factor of n in the space complexity of the algorithm. The proof of the`if' part of Theorem 4.1 demonstrates how to obtain from that layout a unit interval sandwich graph in O(n) time. In order to prove Theorem 6.1 we describe a parameterized reduction from INDEPENDENT SET: Given a graph G = (V; F) and an integer k as inputs to INDEPENDENT SET, we build a graph G 0 = (V 0 ; F 0 ) colored using only f(k) = 8k +7 colors. G 0 is built such that it has a unit interval supergraph which respects the same coloring if and only if G has a size k independent set. Assume that V = f1; : : :; ng and F = fe 1 ; : : :; e m g. For convenience, we assume that the edge e t = (i; j) is denoted such that i < j.
Constructing G'
Let us rst give an overview of the construction (compare Figure 2) : It consists of a platform -a long chain in which certain vertices are replaced by cliques, with subblocks corresponding to edges, and of k oating paths -each one is a long chain corresponding to a vertex in the independent set. Each path also consists of subblocks corresponding to edges. The platform and the oating paths are all connected at their endpoints, which forces their intervals to overlap in the representation of any unit interval graph completion. An additional decision component called arrow is connected to each edge-subblock in the platform. It is designed so that it prevents the complete placement of the k oating paths on top of the platform if and only if the graph does not contain an independent set of size k. If G is a concatenation of the colored graphs H 1 ; : : :; H s , we denote by H j (G) the copy of H j in G. If X is a set of vertices in a graph G then X(G) will denote the subgraph induced by X in G. For x a vertex in H and H 0 some copy of H, x(H 0 ) will denote the vertex x in the copy H 0 of H. Greek letters will denote colors, small Latin letters will denote vertices and capital Latin letters will usually denote graphs.
The oating paths
We rst construct k isomorphic but di erently colored oating paths. Each path consists of left and right ends and a middle part. Figure 3 gives an overview of the structure of such a path. Take n copies of this colored U path denoted U 1 ; U 2 ; : : :U n and concatenate them by identifying v 5 (U j ) with v 1 (U j+1 ) for every j, 1 j n ? 1. Denote the resulting path E. Now, take m copies of E denoted E 1 ; : : :; E m and concatenate them by identifying v 5 (U n (E j )) with v 1 (U 1 (E j+1 )) for 1 j m?1. This resulting graph is the middle part M. Equivalently, one can think about M as a concatenation of nm copies of U, or as a path of 4nm + 1 vertices colored periodically ; ; ; ; ; ; : : :.
Next we describe the right and left ends of a oating path. These identical parts actually let the path \ oat" on the platform, i.e. using them we gain some exibility in the starting position of M relative to the platform: Let Z denote a path on six vertices denoted z 1 ; : : :; z 6 . Color it such that c(z 1 ) = c(z 6 ) = 1 , c(z i ) = i ; 2 i 5. Concatenate n copies of Z denoted Z 1 ; : : :; Z n by identifying z 6 (Z j ) with z 1 (Z j+1 ) for every 1 j n?1. Call the resulting graph A.
Complete a construction of a path P as follows: Take two copies of A, A l and A r ,(we shall call these the Left Accordion and the Right Accordion, respectively) and one copy of M. Connect z 1 (Z 1 (A l )) by an edge to v 1 (U 1 (E 1 )) and connect z 1 (Z 1 (A r )) by an edge to v 5 (U n (E m )).
Each of the k oating paths denoted P 1 ; : : :; P k is isomorphic to the path P above, where in P i a private set of colors: i 1 ; i 2 ; : : :; i 5 ; i ; i ; i replaces 1 ; 2 ; : : :; 5 ; ; ; respectively. Denote the subpaths of P i as the corresponding subpaths of P with the additional superscript i (e.g. M i , E i j ).
On each P i hang vertices colored as follows: two such vertices are connected to v 1 (U 1 (E i j )) for every 1 j m. We shall call them the cherries of E i j . Also, connect two vertices colored i one to v 1 (U 1 (E i 1 )) and the other to v 5 (U n (E i m )).
The platform
Similar to a oating path, the platform also consists of three parts: a middle part similar to the M part of a oating path and two anking end parts. Certain vertices in the paths are replaced by cliques in the platform, the end parts are shorter, and colored to allow little exibility in any unit interval representation. The structure of the platform is depicted in Figure 4 .
FIGURE 4 SHOULD COME ABOUT HERE
The main component of the platform is the graph UP which can be constructed from the path U as follows: Replace v 3 with a clique X 3 on k + 1 vertices, and replace v 1 and v 5 with cliques X 1 ; X 5 respectively, each containing k +2 vertices. Connect each vertex of X 3 to v 2 and v 4 , each vertex of X 1 to v 2 and each vertex of X 5 to v 4 .
Color UP as follows: c(v 2 ) = c(v 4 ) = p . X 3 is colored such that it contains one vertex colored i for every 1 i k and a vertex colored 1 . X 1 and X 5 are colored such that they contain one vertex colored i for every 1 i k, a vertex colored 2 and a vertex colored .
To construct the middle part of the platform, rst take n copies of UP denoted UP 1 ; : : :UP n and concatenate them by identifying vertices colored identically in X 5 (UP j ) and X 1 (UP j+1 ) for every 1 j n ? 1. Denote the resulting graph EP. Next, take m + 1 copies of EP, denoted EP 1 ; : : :; EP m+1 , and concatenate them by identifying like-colored vertices in X 5 (UP n (EP j )) and X 1 (UP 1 (EP j+1 )) for every 1 j m. Denote the resulting concatenation MP. One can also refer to MP as a concatenation of n(m + 1) copies of UP obtained by identifying vertices colored identically in X 5 (UP j ) and X 1 (UP j+1 ) for every 1 j n(m + 1) ? 1.
To de ne the anking ends of the platform, let AP be a path with n?1 vertices z p 1 ; : : :; z p n?1 , colored such that c(z p i ) = p if i is odd and c(z p i ) = p for i even. (As we shall see later, this coloring forces such a path to \spread out" with no additional overlap in any representation).
Take MP and two copies of AP, AP l and AP r (which will be called the Left end and the Right end of the platform). Connect z p 1 (AP l ) to all vertices of X 1 (UP 1 (EP 1 )) and connect all vertices of X 5 (UP n (EP m+1 )) to z p 1 (AP r ). The construction of the platform is now complete.
The arrows
An additional graph called an arrow which is \almost a path" is generated for each edge in the original graph G. Each arrow is connected to a certain clique in the subpath of the platform corresponding to its edge. The arrow (and in particular, two special vertices at one of its ends) is designed to force the independence of the vertices which the t oating paths will de ne. 
Validity of the Construction
The construction described is clearly polynomial. We will now prove that G 0 can be turned to a unit interval graph by adding edges which respect its coloring if and only if G has a size k independent set.
( (if):
First suppose that G has a size k independent set K. We shall show how to represent each vertex in G 0 by a closed unit interval on the real line, such that the following two requirements hold:
1. Intervals which correspond to vertices with the same color do not overlap. placed in UP s (EP j ) (see g 5a). If s 2 K then place the arrow such that the representation of each U path is left-oriented and v 1 (U i (V e j )) < UP t?i+1 (EP j ) for every 1 i d. In the latter case the two cherries are placed in UP t (EP j ) (see g 5b).
One should note that the cherries of the arrow of (s; t) are placed in UP s (EP j ) if s 6 2 K and in UP t (EP j ) otherwise. Thus, UP i (EP j ) does not contain vertices colored originating from an arrow, for every 1 j m and i 2 K.
Placing the oating paths: Let K = fi 1 ; : : :; i k g. The j?th oating path, P j , will correspond to i j . First M j is placed and then the left and right accordions A j l and A j r are placed as follows:
Each U path in P j is placed such that its representation is right-oriented and v 1 (U l (M j )) 2 UP i j +l?1 (MP) for 1 l n m. Thus, the whole representation of M j spreads from UP i j (EP 1 ) to UP i j (EP m+1 ) on the platform. Recall that to each v 1 (U 1 (E j s )), 1 s m two cherries are connected. These cherries are placed together with v 1 (U 1 (E j s )) in UP i j (EP s ).
This placement can be carried out without violating requirement 1 above since in each of the UP graphs, X 3 does not contain a vertex colored j and X 1 ; X 5 do not contain vertices colored j . One also has to check that in each UP graph no more than two vertices colored are placed: This is indeed the situation since for every 1 j m the arrows insert vertices colored only to UP l (EP j ) for indices l 6 2 K. On the other hand, the oating paths insert vertices colored to UP l (EP j ) for every l 2 K and 1 j m. Since all the other vertices in the arrows have colors which do not appear in P j , property 1 is satis ed. The left accordion A j l should be placed between I(p 1 ) and I(v 1 (U 1 (M j ))). According to the placement of the paths, n + 1 < l(I(v 1 (U 1 (M j )))) < 5n ? 1 
) (only if):
Suppose G 0 has a unit interval supergraph G 00 which respects the coloring of G 0 . Our goal now is to prove that under these conditions there exists an independent set of size k in G. We actually show that the structure and coloring of G 0 force every representation of G 00 to look very similar to the one we built in the previous part of the proof.
Let fI(x)g x2V 0 be a representation of G 00 by closed unit intervals. Since c(p 1 ) = c(p 2 ) = p , I(p 1 ) \I(p 2 ) = ;. One can assume w.l.o.g. that I(p 1 ) < I(p 2 ) (otherwise just reverse the entire representation).
The platform contains paths from p 1 to p 2 in which every second vertex is colored P . Every such path starts with AP l , ends with AP r , and in between it contains all the vertices colored P in MP, a representative from X 1 (UP i (MP)) and X 3 (UP i (MP)), for each i, 1 i n(m + 1) and a representative from X 5 (UP n(m+1) (MP)). Since every second vertex on such path is One can similarly show the other inequality for every i: First, note that b 2 6 2 I(v 1 (U 1 (M i ))) since X 1 (UP 1 (EP 2 )) contains a vertex z with the same color as v 1 (U 1 (M i )) such that b 2 2 I(z). So far we proved that the representation of each M j starts, at its left end, in some UP i j (EP 1 ), (i.e., v 1 (U 1 (M j )) < UP i j (EP 1 )) for some 1 i j n and spreads to the right. Recall that to each v 1 (U 1 (E j s ), 1 j k, 1 s m, two cherries colored are connected. The intervals corresponding to them must be placed in the same UP graph as v 1 (U 1 (E j s )) itself, since there are vertices colored in X 1 and X 5 of every UP graph.
Three vertices colored cannot be placed in the same UP graph. Thus, for every j 1 6 = j 2 , M j 1 and M j 2 must start in di erent UP graphs. We obtain that the starting positions of M j , 1 j k in EP 1 on the platform de ne a set of k distinct vertices K = fi 1 ; : : :; i k g in G. We shall prove that K is an independent set.
In the following lemma we analyze further the structure of a oating path's representation and prove that it must be intertwined in the platform in a very speci c manner: Lemma 6.6 If v 1 (U j (M i )) < UP s (MP) then v 1 (U j+1 (M i )) < UP s+1 (MP) for every 1 j nm ? 1 and 1 s n(m + 1) ? 1.
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Let V e be an arrow corresponding to the edge e = (s; t). De ne V e to be right-oriented (left-oriented) if U j (V e ) is right (left) oriented for every 1 j t ? s.
The arrows also must be intertwined in the platform and the following lemma can be proved analogously to Lemma 6.6 Lemma 6.8 Let V e j be an arrow corresponding to the edge e j = (s; t). If V e j is right-oriented then v 1 (U i (V e j )) < UP s+i?1 (EP j ) for every 1 i t ? s, and if V e j is left-oriented then v 1 (U i (V e j )) < UP t?i+1 (EP j ) for every 1 i t ? s. Now suppose on the contrary that K is not an independent set, i.e., there is an edge e j = (i s ; i t ) where i s ; i t 2 K. In the discussion following Lemma 6.6 we already noted that each of UP is (EP j ) and UP it (EP j ) contains cherries originating in the oating paths P s and P t . But from Lemma 6.8 it follows that the two cherries connected to the arrow V e j must be placed together either in UP is (EP j ) or in UP it (EP j ). Since one cannot place more than two vertices colored in any UP graph we get a contradiction. Hence, K is an independent set of size k in G, and the proof is complete.
Since the parameterized reduction of Theorem 6.1 is actually a Karp reduction we can also conclude:
Corollary 6.9 The Colored Unit Interval Graph Completion Problem is NP-complete. Regarding the Proper Interval Graph Completion Problem With Minimum Clique Size, we have shown that the problem is equivalent to BANDWIDTH and also to the new parameter proper pathwidth which was de ned here. This unexpected equivalence may be useful to other problems, since it allows one to apply tools from interval graph theory to bandwidth problems and vice versa. In fact, it has already proved its usefulness in our results here: It implied, using previous results on BANDWIDTH, that the problem when k is xed is polynomial, but W t]-hard for all t in its parameterized version. This last hardness result is somewhat surprising, since the analogous problem with interval graphs replacing proper interval graphs is known to be linear for xed k, and in particular xed parameter tractable.
The algorithms presented here for xed k are still impractical for the range of k required in the physical mapping problem. However, our results demonstrate that incorporating more biological restrictions into the model may cause the complexity to decrease. An interesting line of research is to introduce further realistic restrictions which will lead to e cient practical algorithms for physical mapping.
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