This paper proposes a boosting-based solution addressing metric learning problems for high-dimensional data. Distance measures have been used as natural measures of (dis)similarity and served as the foundation of various learning methods. The efficiency of distance-based learning methods heavily depends on the chosen distance metric. With increasing dimensionality and complexity of data, however, traditional metric learning methods suffer from poor scalability and the limitation due to linearity as the true signals are usually embedded within a low-dimensional nonlinear subspace. In this paper, we propose a nonlinear sparse metric learning algorithm via boosting. We restructure a global optimization problem into a forward stage-wise learning of weak learners based on a rank-one decomposition of the weight matrix in the Mahalanobis distance metric. A gradient boosting algorithm is devised to obtain a sparse rank-one update of the weight matrix at each step. Nonlinear features are learned by a hierarchical expansion of interactions incorporated within the boosting algorithm. Meanwhile, an early stopping rule is imposed to control the overall complexity of the learned metric. As a result, our approach guarantees three desirable properties of the final metric: positive semi-definiteness, low rank and element-wise sparsity. Numerical experiments show that our learning model compares favorably with the state-of-the-art methods in the current literature of metric learning.
INTRODUCTION
Beyond its physical interpretation, distance can be generalized to quantify the notion of similarity, which puts it at the heart of many learning methods, including the k-Nearest Neighbors (kNN) method, the k-means clustering method and the kernel regressions. The conventional Euclidean distance treats all dimensions equally. With the growing complexity of modern datasets, however, Euclidean distance is no longer efficient in capturing the intrinsic similarity among individuals given a large number of heterogeneous input variables. This increasing scale of data also poses a curse of dimensionality such that, with limited sample size, the unit density of data points is largely diluted, rendering high variance and high computational cost for Euclidean-distance-based learning methods. On the other hand, it is often assumed that the true informative structure with respect to the learning task is embedded within an intrinsic low-dimensional manifold [1] , on which model-free distance-based methods, such as kNN, are capable of taking advantage of the inherent structure. It is therefore desirable to construct a generalized measure of distance in a low-dimensional nonlinear feature space for improving the performance of classical distance-based learning methods when applied to complex and high dimensional data.
We first consider the Mahalanobis distance as a generalization of the Euclidean distance. Let {x 1 , x 2 , . . . , x n } be a set of points in a feature space X ⊆ R p . The Mahalanobis distance metric parameterized by a weight matrix W between any two points x i and x j is given by:
where W ∈ R p×p is symmetric positive semi-definite (PSD), denoted as W 0. The Mahalanobis distance can also be interpreted as the Euclidean distance between the points linearly transformed by L:
where LL T = W can be found by the Cholesky Decomposition. From a general supervised learning perspective, a "good" Mahalanobis distance metric for an outcome y at x is supposed to draw samples with similar y values closer in distance based on x, referred to as the similarity objective, and to pull dissimilar samples further away, referred to as the dissimilarity objective, in the projected space.
There has been considerable research on the data-driven learning of a proper weight matrix W for the Mahalanobis distance metric in the field of distance metric learning. Both accuracy and efficiency of distance-based learning methods can significantly benefit from using the Mahalanobis distance with a proper W [2] . A detailed comparison with related methods is presented in Section 5.
While existing algorithms for metric learning have been shown perform well across various learning tasks, each is not sufficient in dealing with some basic requirements collectively. First, a desired metric should be flexible in adapting local variations as well as capturing nonlinearity in the data.
Second, in high-dimensional settings, it is preferred to have a sparse and low-rank weight matrix W for better generalization with noisy inputs and for increasing interpretability of the fitting model.
Finally, the algorithm should be efficient in preserving all properties of a distance metric and be scalable with both sample size and the number of input variables.
In this paper, we propose a novel method for a local sparse metric in a nonlinear feature subspace for binary classification, which is referred to as sDist. Our approach constructs the weight matrix W through a gradient boosting algorithm that produces a sparse and low-rank weight matrix in a stagewise manner. Nonlinear features are adaptively constructed within the boosting algorithm using a hierarchical expansion of interactions. The main and novel contribution of our approach is that we mathematically convert a global optimization problem into a sequence of simple local optimization via boosting, while efficiently guaranteeing the symmetry and the positive semi-definiteness of W without resorting to the computationally intensive semi-definite programming. Instead of directly penalizing on the sparsity of W , sDist imposes a sparsity regularization at each step of the boosting algorithm that builds a rank-one decomposition of W . The rank of the learned weight matrix is further controlled by the sparse boosting method proposed in [3] . Hence, three important attributes of a desirable sparse distance metric are automatically guaranteed in the resulting weight matrix:
positive semi-definiteness, low rank and element-wise sparisty. Moreover, our proposed algorithm is capable of learning a sparse metric on nonlinear feature space, which leads to a flexible yet highly interpretable solution. Feature selection might be carried out as a spontaneous by-product of our algorithm that provides insights of variable importance not only marginally but also jointly in higher orders.
Our paper is organized as follows. In Section 2 we briefly illustrate the motivation for our method using a toy example. Section 3 dissects the global optimization for linear sparse metric learning into a stage-wise learning via gradient boosting algorithm. Section 4 extends the framework proposed in Section 3 to the nonlinear sparse metric learning by hierarchical expansion of interactions. We summarize some related works in Section 5. Section 6 provides some practical remarks on implementing the proposed method in practice. Results from numerical experiments are presented in Section 7. Finally, Section 8 concludes this paper by summarizing our main contributions and sketching several directions of future research.
AN ILLUSTRATIVE EXAMPLE
[ Figure 1 about here.]
Before introducing the details of the sDist algorithm, we offer here a toy example in Figure   ? ? to illustrate the problem of interest. The left panel of Figure ? ? demonstrates the binary classification problem XOR (Exclusive OR) in a 3-dimensional space, which is commonly used as a classical setting for nonlinear classification in the literature. In the original space, sample points cannot be linearly separated. In this setting, sample points with the same class label are distributed in two clusters positioned diagonally from each other. In the original space, sample points cannot be linearly separated. It is also observed that the vertical dimension x 3 is redundant, as it provides no additional information regarding the class membership aside from x 1 and x 2 . Hence, it is expected that there exists a nonlinear subspace on which points on the opposite diagonals of the tilted surface are closer to each other. Moreover, the subspace should be constructed solely based on a minimum set of variables that are informative about the class membership. The right panel of Figure ? ?
is the transformed subspace learned by the proposed sDist algorithm, which is only based on the informative variables x 1 and x 2 . In particular, the curved shape of the resulted surface ensures that sample points with the same class label are drawn closer and those with opposite label are pulled further apart.
BOOSTED LINEAR SPARSE METRIC LEARNING
In this section, we first discuss the case of learning a linear sparse metric. Extension to nonlinear metric is discussed in Section 4. Assume that we are given a dataset S = {x i , y i }, i = 1, . . . , N , should, on average, be closer to the points from the same class than to the ones from the other class in its local neighborhood. Under this proposition, we propose a simple but intuitive discriminant function at x i between classes characterized by W : Alternatively, f W (x i ) can be represented as an inner product between the weight matrix W and the data information matrix D, defined below, which contains all information of training sample
where
and ·, · stands for the inner product for vectorized matrices. Since the matrics D i 's can be pre-calcuated without the intervention of W , this alternative formulation off W (x i ) suggests a computationally efficient optimization of W while keeping D i 's fixed.
For learning W , we evaluate the performance of the classifier f W (x i ) using the exponential loss, which is commonly used as a smooth objective function in binary classification:
Our learning task is then translated to derive a weight matrix W on the original feature space that minimizes the loss function in (5). The optimization of this objective function, however, is generally intractable for high dimensional data. Our proposed method, sDist, seeks solution in minimizing objective function via optimizing adaptable sub-problems such that a feasible solution can be achieved. In short, the building block of sDist are: a gradient boosting algorithm which learns a rank-one update of the weight matrix W at each step; a sparsity regularization on each rankone update to enforce the element-wise sparsity and while preserving the positive semi-definiteness simultaneously, and a sparse boosting criterion that controls the total number of boosting steps to achieve overall sparsity and low rank of the resulting weight matrix.
Metric Learning via Boosting
In the distance metric learning literature, much effort has been put forward to learn the weight matrix W by solving a single optimization problem globally, as in [4] and [5] . However, the optimization turns out to be either computationally intractable or susceptible to local optima with noisy high-dimensional inputs.
Boosting [6] offers a stagewise alternative to a single complex optimization problem. The motivation for boosting is that one can use a sequence of small improvements to derive a better global solution. Under the classification setting, boosting combines the outputs of many weak learners trained sequentially to produce a final aggregated classifier. Here, a weak learner is a classifier that is constructed to be only modestly better than a random guess. Subsequent weak learners are trained with more weights on previously misclassified cases, which reduces dependence among the trained learners and produces a final learner that is both stable and accurate. Such an ensemble of weak learners has been proven to be more powerful than a single complex classifier and has better generalization performance [7] . In [8] and [9] , a boosting algorithm has been implemented for learning a full distance metric, which has motivated the proposed algorithm in this paper. Their important theorem on trace-one semi-definite matrices is central to the theoretical basis of our approach.
Adopting a boosting scheme, sDist is proposed to learn a weight matrix W in a stepwise fashion to avoid over-fitting to the training data in one optimization process. To construct the gradient boosting algorithm, we first decompose the learning problem into a sequence of weak learners. It is shown in [8] that for any symmetric positive semi-definite matrix W ∈ R p×p with trace one, it can be decomposed into a linear convex span of symmetric positive semi-definite rank-one matrices:
where w m ≥ 0, m = 1, . . . , M , and
w m = 1. We define the vector of weights w = (w 1 , w 2 , . . . , w M ).
The parameter M ∈ Z + is the number of boosting iterations. Since any symmetric rank-one matrix can be written as an outer product of a vector to itself. We further decompose W as
Based on the decomposition in (7), we propose a gradient boosting algorithm that, within each step m, learns a rank-one matrix Z m = ξ m ⊗ ξ m and its non-negative weight w m . Each learned Z m can be considered as a small transformation of the feature space in terms of scaling and rotation.
We use the following base learner in the gradient boosting algorithm:
In consecutive boosting steps, the target discriminant function is constructed as a stage-wise additive expansion. At the m th step, the aggregated discriminant function is updated by adding the base learner g m (·) with weight w m to the existing classifier with weight matrixŴ m−1 that is learned from the previous m − 1 steps:
where the resulting compositeŴ m is shown to be a weighted sum of Z m 's learned from all previous steps. Therefore, the rank-one matrices obtained at each boosting step are assembled to construct the desired weight matrix, reversing the decomposition in (7). In this process, the required symmetry and positive semi-definiteness of weight matrix are automatically preserved without imposing any constraint. Moreover, the number of total boosting steps M caps the rank of the final weight matrix. Thus, we can achieve an optimal reduced rank distance metric by using an appropriate M , which is discussed in Section 3.3.
In the gradient boosting algorithm, the learning goal is to attain the minimum of the loss function in (5). It is achieved by adapting a steepest-descent minimization in the functional space of f W in (3), which is characterized by the weight matrix W . The optimization problem in each boosting step is divided into two sub-steps, for m = 1, . . . , M :
• Finding the rank-one matrix Z m given the previous aggregationŴ m− 1 . The residuals from the previous m − 1 steps are:
for i = 1, . . . , n. The subsequent rank-one matrix Z m is obtained by minimizing the loss function on the current residuals for a new weak learner g(·) in (8) , that is,
Since
the objective of (10) is equivalent to identifying
and rank-one update of weight matrix is calculated as Z m = ξ m ⊗ ξ m .
However, (11) is non-convex and suffers from local minima and instability. Instead of pursuing the direct optimization on the objective function in (11), we resort to an approximation of it by the first order Taylor expansion, which is commonly used in optimizing non-convex exponential objective functions. It allow us to take advantage of the exponential loss in the binary classification task as well as avoid the expensive computational cost of considering a higher order of expansion. This approximation results in a simpler convex minimization problem :
It is worthnoting that solving (12) is equivalent to computing the the eigenvector associated with the largest eigenvalue of A m via eigen-decomposition.
• Finding the positive weight w m given Z m : The optimal weight in the m th step minimizes (5) given the learned Z m from the previous step. With
w m in (13) is obtained by solving
with simple algorithms such as the bisection algorithm [10] . The vector of weights w is obtained by normalizing w =w ||w|| 2 .
At last, the weight matrix W m is updated bŷ
The full algorithm is summarized in Algorithm 1 in Section 4.
Sparse Learning and Feature Selection
In the current literature of sparse distance metric learning, a penalty of sparsity is usually imposed on the columns of the weight matrix W or L, which is inefficient in achieving both element-wise sparsity and low rank in the resulting W . For instance, Sparse Metric Learning via Linear Programming (SMLlp) [11] is able to obtain a low-rank W but the resulting W is dense, rendering it not applicable to high-dimensional datasets and being lack of feature interpretability. Other methods, such as Sparse Metric Learning via Smooth Optimization (SMLsm) [12] , cannot preserve the positive semidefiniteness of W while imposing constraints for element-wise sparsity and reduced rank.
These methods often rely on the computationally intensive projection to the positive-semidefinite cone to preserve the positive semi-definiteness of W in their optimization steps. With the rank-one decomposition of W , we achieve element-wise sparsity and low rank of the resulting weight matrix simultaneously by regularizing both ξ at each boosting step and the total number of boosting steps
First, we enforce the element-wise sparsity by penalizing on the l 1 norm of ξ. This measure not only renders a sparse linear transformation of the input space but also select a small subset of features relevant to the class difference as output at each step. The optimization in (12) is replaced by a penalized minimization problem:
where λ ξ > 0 is the regularizing parameter on ξ.
As pointed out in Section 3.1, (12) can be solved as a eigen-decomposition problem. The optimization problem in (15), appended with a single sparsity constraint on the eigenvector associated with the largest eigenvalue, is shown in [13] as a sparse eigenvalue problem. We adopt a simple yet effective solution of the truncated iterative power method introduced in [13] for obtaining the largest sparse eigenvectors with at most κ nonzero entries. Power methods provide a scalable solution for obtaining the largest eigenvalue and the corresponding eigenvector of high-dimensional matrices without using the computationally intensive matrix decomposition. The truncated power iteration applies the hard-thresholding shrinkage method on the largest eigenvector of A m , which is summarized in Algorithm 2 in Appendix B.
Using parameter κ in the sparse eigenvalue problem spares the effort of tuning the regularizing parameter λ ξ indefinitely to achieve the desirable level of sparsity. Under the context of sDist, κ indeed controls the level of module effect among input variables, namely, the joint effect of selected variables on the class membership. Inputs that are marginally insignificant can have substantial influence when joined with others. The very nature of the truncated iterative power method enables us to identify informative variables in groups within each step. These variables are very likely to constitute influential interaction terms that explain the underlying structure of decision boundary which are hard to discern marginally. This characteristic is deliberately utilized in the construction of nonlinear feature mapping adaptively, which is discussed in detail in Section 4. In practice, the value of κ can be chosen based on domain knowledge, depending on the order of potential interactions among variables in the application. Otherwise, we use cross-validation to select the ratio between κ and the number of features p, denoted as ρ, at each boosting step as it is often assumed that the number of significant features is relatively proportional to the total number of features in real applications.
Sparse Boosting
The number of boosting steps M , or equivalently the number of rank-one matrices, bounds the overall sparsity and the rank of resulted weight matrix. Without controlling over M from infinitely large, the resulted metric may fail to capture the low-dimensional informative representation of the input variable space. Fitting with infinitely many weak learners without regularization will produce an over-complicated model that causes over-fitting and poor generalization performance.
Hence, in addition to sparsity control over ξ, we incorporate an automatic selection of the number of weak learners M into the boosting algorithm by formulating it as an optimization problem.
This optimization imposes a further regularization on the weight matrix W to enforce a low-rank structure. Therefore, the resulting W is ensured to have reduced rank if the true signal lies in a low dimensional subspace as well as guaranteeing the overall element-wise sparsity.
To introduce the sparse boosting for choosing an M , we first rewrite the aggregated discriminant function at the m th step as a hat operator Υ m , mapping the original feature space to the reduced and Therefore, we have
Here Υ m is uniquely defined by the positive semi-definiteness ofŴ m . Hence, we define the complexity measure of the boosting process at the m th step by the generalized definition of degrees of freedom in [14] :
With the complexity measure in (16), we adopt the sparse boosting strategy introduced in [3] .
First, let the process carry on for a large number, M , of iterations; then the optimal stopping timê m is the minimizer of the stopping criterion
where λ C > 0 is the regularizing parameter for the overall complexity of W .
This objective is rather intuitive: ξ m 's are learned as sparse vectors and thus Z m = ξ m ⊗ ξ m has nonzero entries mostly on the diagonal at variables selected in ξ m . Therefore, tr(L m ) is a good approximation of the number of selected variables, which explicitly indicates the level of complexity of the transformed space at step m.
BOOSTED NONLINEAR SPARSE METRIC LEARNING
The classifier defined in (3) works well only when the signal of class membership is inherited within a linear transformation of the original feature space, which is rarely the case in practice.
In this section, we introduce nonlinearity in metric learning by learning a weight matrix W on a nonlinear feature mapping of the input variable space φ(x) : R p → Rp, wherep ≥ p. The nonlinear discriminant function is defined as
Learning a "good" feature mapping in the infinite-dimensional nonlinear feature space is infeasible.
In [15] , Torresani and Lee resort to the "kernel" trick and construct the Mahalanobis distance metric on the basis expansion of kernel functions in Reproducing Kernel Hilbert Space. Taking a different route, Kedem et al [16] abort the reliance on the Mahalanobis distance metric and learn a distance metric on the non-linear basis functions constructed by regression trees. Although these methods provide easy-to-use "black box" algorithms that offers extensive flexibility in modeling a nonlinear manifold, they are sensitive to the choices of model parameters and are subject to the risk of overfitting. The superfluous set of basis functions also hinders the interpretability of the resulting metric model with respect to the relevant factors of class separation.
In this paper, we restrict the feature mapping φ(x) to the space of polynomial functions of the original input variables x 1 , . . . , x p . The construction of nonlinear features is tightly incorporated within the boosted metric learning algorithm introduced in Section 3. Accordingly, a proper metric is learned in concert with the building of essential nonlinear mappings suggested in the data.
We initialized φ(x) = (x 1 , x 2 , . . . , x p ) T as the identity mapping at step 0. In the following steps, based on the optimal sparse vector ξ learned from the regularized optimization problem (15), we expand the feature space by only including interaction terms and polynomial terms among the nonzero entries of ξ, that is, the selected features. Such strategy allows the boosting algorithm to benefit from the flexibility introduced by the polynomials without running into overwhelming computational burden and storage need. In comparison, the full polynomial expansion results in formidable increase in dimensionality of the information matrices D φ i 's to as much as (2 p ) 2 .
The polynomial feature mapping also permits selection of significant nonlinear features. Kernel methods are often preferred in nonlinear classification problems due to its flexible infinitedimensional basis functions. However, for the purpose of achieving sparse weight matrix, each basis function need to be evaluated for making the selection toward a sparse solution. Hence, using
kernel methods in such a case is computationally infeasible due to its infinite dimensionality of basis functions. By adaptively expanding polynomial features, optimizing (15) on the expanded feature space is able to identify not only significant input variables but also informative interaction terms and polynomial terms.
Before we layout the details of the adaptive feature expansion algorithm, we define the following notions: Let C m = {x 1 , . . . ,x pm } be the set of candidate variables at step m, wherex represents the candidate feature, andp m is the cardinality of the set C m , that is, the number of features at step m. The set C m includes the entire set of original variables as well as the appended interaction terms. Denote S m as the cumulative set of the unique variables selected up to step m, and A m be the set of variables being newly selected in step m. Then,
Step 0 : Set C 0 = {x 1 = x 1 , . . . ,x p = x p }, the set of the original variables.
Step 1 : Select A 1 ⊂ C 0 by the regularized optimization in (15) with prespecifed |A 1 | = κ.
where the operator "⊗" is defined as
Then φ(x) at the m th step of the algorithm is defined as φ (m) (x) X C m−1 , the vector 3 whose components are elements in C m−1
It is worthnoting that, in updating D
, there is no need to compute the entire matrix, the cost of which is on the order of np We integrate the adaptive feature expansion for nonlinear metric learning into the boosted sparse metric learning algorithm in Section 3. The final algorithm is summarized in Algorithm 1.
The details of how to choose the value of parameters κ, λ C and M are elaborated in Section 6
RELATED WORK
There is an extensive literature devoted on the problem of learning a proper W for the Mahalanobis distance. In this paper, we focus on the problem of supervised metric learning for classification in which class labels are given in the training sample. In the following, we categorize related methods in the literature into four groups: 1) global metric learning, 2) local metric learning, 3) sparse metric learning, and 4) nonlinear metric learning.
Global metric learning aims to learn a W that addresses the similarity and dissimilarity objectives at all sample points. Probability Global Distance Metric (PGDM) learning [4] is an early representative method of this group. In PGDM, the class label (y) is converted into pairwise according to (19) 
(c) Get ξ m from the regularized minimization problem:
by the truncated iterative power method (Algorithm 2 in Appendix B) with corresponding κ. 
Then set the outputŴ =Ŵm.
constraints on the metric values between pairs of data points in the feature (x) space: equivalence (similarity) constraints that similar pairs (in y) should be close (in x) by the learned metric;
and in-equivalence (dissimilarity) constraints that dissimilar ones (in y) should be far away (in x). The distance metric is then derived to minimize the sum of squared distances between data points with the equivalence constraints, while maintaining a lower bound for the ones with the in-equivalence constraints. The global optimum for this convex optimization problem is derived using Semi-Definite Programming (SDP). However, the standard SDP by the interior point method requires O(p 4 ) storage and has a worst-case computational complexity of approximately O(p 6.5 ), rendering it computationally prohibitive for large p. Flexible Metric Nearest Neighbor (FMNN) [17] is another method of this group, which, instead, adapts a probability framework for learning a distance metric with global optimality. It assumes a logistic regression model in estimating the probability for pairs of observations being similar or dissimilar based on the learned metric, yet suffering poor scalability as well.
The second group of methods, local metric learning methods, learn W by pursuing similarity objective within the local neighborhoods of observations and a large margin at the boundaries between different classes. For examples, see the Neighborhood Component Analysis (NCA) [18] and the Large Margin Nearest Neighbor (LMNN) [5] . NCA learns a distance metric by stochastically maximizing the probability of correct class-assignment in the space transformed by L. The probability is estimated locally by the Leave-One-Out (LOO) kernel density estimation with a distance-based kernel. LMNN, on the other hand, learns W deterministically by maximizing the margin at class boundary in local neighborhoods. Adapting the idea of PGDM while focusing on local structures, it penalizes on small margins in distance from the query point to its similar neighbors using a hinge loss. It has been shown in [5] that LMNN delivers the state-of-the-art performance among most distance metric learning algorithms. Despite its good performance, LMNN and its extensions suffers from high computational cost due to their reliance on SDP similar to PGDM. Therefore, they always require data pre-processing for dimension reduction, using ad-hoc tools, such as the Principal Component Analysis (PCA), when applied to high-dimensional data.
A survey paper [2] provides a more thorough treatment on learning a linear and dense distance metric, especially from the aspect of optimization.
When the dimension of data increases, learning a full distance metric becomes extremely computationally expensive and may easily run into overfitting with noisy inputs. It is expected that a sparse distance matrix would produce a better generalization performance than its dense counterparts and afford a much faster and efficient distance calculation. Sparse metric learning is motivated by the demand of learning appropriate distance measures in high-dimensional space and can also lead to supervised dimension reduction. In the sparse metric learning literature, sparsity regularization can be introduced in three different ways: on the rank of W for learning a low-rank W , (e.g., [15] , [19] , [11] , [20] ), on the elements of W for learning an element-wise sparse W [21] , and the combination of the two [12] . All these current strategies suffer from various limitations and computational challenges. First, a low-rank W is not necessarily sparse. Methods such as [11] impose penalty on the trace norm of W as the proxy of the non-convex non-differentiable rank function, which usually involves heavy computation and approximation in maintaining both the status of low rank and the positive semi-definiteness of W . Searching for an element-wise sparse solution as in [21] places the l 1 penalty on the off-diagonal elements of W . Again, the PSD of the resulting sparse W is hard to maintain in a computationally efficient way. Based on the framework of LMNN, Ying et al. [12] combine the first two strategies and penalize on the l (2,1) norm 4 of W to regularize the number of non-zero columns in W . Huang et al. [22] proposed a general framework of sparse metric learning. It adapts several well recognized sparse metric learning methods with a common form of sparsity regularization tr(SW ), where S varies among methods serving different purposes. As a limitation of the regularization, it is hard to impose further constraint on S to guarantee PSD in the learned metric.
As suggested in (2), the Mahalanobis distance metric implies a linear transformation of the original feature space. This linearity inherently limits the applicability of distance metric learning in discovering the potentially nonlinear decision boundaries. It is also common that some variables are relevant to the learning task only through interactions with others. As a result, linear metric learning is at the risk of ignoring useful information carried by the features beyond the marginal distributional differences between classes. Nonlinear metric learning identifies a Mahalanobis distance metric on a nonlinear mappings of the input variables, introducing nonlinearity via well-designed basis functions on which the distances are computed. Large Margin Component Analysis (LMCA ) [15] maps the input variables onto a high-dimensional feature space F by a nonlinear map φ : X → F, which is restricted to the eigen-functions of a Reproducing Kernel Hilbert Space (RKHS) [23] . Then the learning objective is carried out using the "kernel trick" without explicitly compute the inner product. LMCA involves optimizing over a non-convex objective function and is slow in convergence. Such heavy computation limits its scalability to relatively large datasets. Kedem et al. [16] introduce two methods for nonlinear metric learning, both of which derived from extending LMNN. χ 2 -LMNN uses a nonlinear χ 2 -distances for learning a distance metric for histogram data. The other method, GB-LMNN, exploits the gradient boosting algorithm that 4 The l (2,1) norm of W is given by:
learns regression trees as the nonlinear basis functions. GB-LMNN relies on the Euclidean distance in the nonlinearly expanded features space without an explicit weight matrix W . This limits the interpretability of its results. Current methods in nonlinear metric learning are mostly based on black-box algorithms which are prone to overfit and have limited interpretability of variables.
PRACTICAL REMARKS
When implementing Algorithm 1 in practice, the performance of the sDist algorithm can be further improved in terms of both accuracy and computational efficiency by a few practical techniques, including local neighborhood updates, shrinkage, bagging and feature sub-sampling. We numerically evaluate the effect of the following parameters on a synthetic dataset in Section 7.
As stated in Section 3, the base classifier f W,k (x i ) in (3) is constructed based on local neighborhoods. Without additional domain knowledge about the local similarity structure, we search for local neighbors of each sample point using the Euclidean distance. While the actual neighbors found in the truly informative feature subspace may not be well approximated by the neighbors found in the Euclidean space of all features, the learned distance metrics in the process of the boosting algorithm can be used to construct a better approximation of the true local neighborhoods.
The revised local neighborhoods are helpful in preventing the learned metric from overfitting to the neighborhoods found in the Euclidean distance and thus reducing overfitting to the training samples. In practice, we update local neighborhoods using the learned metric at a number of steps in the booting algorithm. The frequency of the local neighborhood updates is determined by the trade-off between the predictive accuracy and the computational cost for re-computing distances between pairs of sample points. The actual value of updating frequency varies in real data applications and can be tuned by cross-validation.
In addition to the sparse boosting in which the number of boosting steps is controlled, we can further regularize the learning process by imposing a shrinkage on the rank-one update at each boosting step. The contribution of Z m is scaled by a factor 0 < ν ≤ 1 when it is added to the current weight matrix W m−1 . That is, step 2g in Algorithm 1 is replaced bŷ
The parameter ν can be regarded as controlling the learning rate of the boosting procedure. Such a shrinkage helps in circumventing the case that individual rank-one updates of the weight matrix fit too closely to the training samples. It has been empirically shown that smaller values of ν favor better generalization performance and require correspondingly larger values of M [24] . In practice,
we use cross-validation to determine the value of ν.
Bootstrap Aggregating (bagging) has been demonstrated to improve the performance of a noisy classifier by averaging over weakly correlated classifiers [7] . Correlations between classifiers are diminished by random subsampling. In the gradient boosting algorithm of sDist, we use the same technique of randomly sampling a fraction η 5 , 0 < η ≤ 1, of the training observations to build each weak learner for learning the rank-one update. This idea has been well exploited in [25] with tree classifiers, and it is shown that both accuracy and execution speed of the gradient boosting can be substantially improved by incorporating randomization into the procedure. The value of η is usually taken to be 0.5 or smaller if the sample size is large, which is tuned by cross-validation in our numerical experiments. In particular to our algorithm, bagging substantially reduces the training set size for individual rank-one updates so that D i can be computed on the fly more quickly without being pre-calculated, avoiding the need of computational memory. As a result, in applications with large sample sizes, bagging not only benefits the test error but also improves computational efficiency.
In high-dimensional applications, it is likely that the input variables are correlated, which translates to high variance in the estimation. As sDist can be viewed as learning an ensemble of nonlinear classifiers, high correlation among features can deteriorate the performance of the aggregated classifier. To resolve it, we employ the same strategy as in random forests [26] (15) is then executed on a much smaller scale and select κ significant features from the random subset. As with bagging, feature subsampling enables fast computation of D i 's without pre-calculation. We usep m = √ p m at the m th boosting step, which is suggested in [26] . Although feature subsampling will reduce the chance of selecting the significant features at each boosting step, it shall be emphasized that bagging on training samples and feature subsampling should be accompanied by shrinkage and thus more boosting steps correspondingly.
It is shown in [7] that subsampling without shrinkage leads to poor performance in test samples.
With sufficient number of boosting steps, the algorithm manages to identify many informative features without including a dominant number of irrelevant ones. While the actual value of M depends on the applications, in general we suggest a large value of M in order to cover most of the informative features in the random subsampling. Since the computational complexity of the proposed algorithm is linearly scalable in the number of boosting steps M while quadratic in the feature dimension p, feature subsampling is more computationally efficient even with large M . Hence, in high-dimensional setting, reducing the dimension of feature set to √ p makes the algorithm substantially faster. Moreover, via feature subsampling, the resulting weight matrix has much less complexity measure defined in (16) as compared to the one without feature subsampling at each boosting step. As the sparse boosting approach optimizes over a tradeoff between prediction accuracy and the complexity of the weight matrix, the resulting W would still be sufficiently sparse.
Therefore, the feature subsampling with large number of boosting steps does not contradict with the goal of searching for sparse solutions.
However, there is no rule of thumb for choosing the value of M in advance. Since each application has different underlying structure of its significant feature subspace as well as involving with different level of noise, the actual value of M varies case by case. In general, we suggest a large number of M , from 500 to 2000, that is proportional the number of features p. When feature subsampling is applied, M should be increase in an order of √ p. Since the sparse boosting process is implemented, overfitting is effectively controlled even with large M and thus it is recommended to start with considerably large value of M . Otherwise, we use cross-validation to evaluate different choices of M 's.
NUMERICAL EXPERIMENTS
In this section, we present both simulation studies and real-data applications to evaluate the performance of the proposed sDist algorithm. The algorithm is implemented with the following specifications. We use 5-fold cross-validations to determine the degree of sparsity for each rank-one update ρ, choosing from candidate values {0.05, 0.1, 0.2}. The same cross-validation is also applied to the tune overall complexity regularizing parameter λ C ∈ {0.001, 0.01, 0.1, 1, 10}. In order to control the computation cost and to ensure interpretability of the selected variables and polynomial features, we impose an upper limit on the maximum order of polynomial of the expanded features.
That is, when the polynomial has an order greater than a cap value, we stop adding it to the candidate feature set. For our experiments, the cap order is set to be 4. Namely, we expect to see maximally four-way interactions. The total number of boosting steps M is set to be 2000 for all simulation experiments. While by sparse boosting, the actual numbers of weak learners used vary from case to case. Throughout the numerical experiments, the reported test errors are estimated using the k-Nearest Neighbor classifier with k = 3 under the tuned parameter configuration.
The performance of sDist is compared with several other distance metric learning methods, with the k-Nearest Neighbor (kNN) representing the baseline method with no metric learning, Probability Global Distance Metric (PGDM) [4] , Large Margin Nearest Neighbor (LMNN) [5] , Sparse
Metric Learning via Linear Programming (SMLlp) [11] , and Sparse Metric Learning via Smooth Optimization (SMLsm) [12] . PGDM 6 [4] is a global distance metric learning method that solves the optimization problem:
LMNN 7 learns the weight matrix W by maximizing the margin between classes in local neighborhoods with a semi-definite programming. That is, W is obtained by solving:
where ξ ijl 's are slack variables andS − (x i ) {l|y l = y i and
In the experiments, we use µ = 0.5 as suggested in [5] . SMLlp aims at learning a low rank weight matrix W by optimizing over the linear projection L ∈ R p×D with D ≤ p in (2):
|L rs |,
In a similar manner, SMLsm 8 learns a low-rank weight matrix W by employing a l (2,1) norm on the weight matrix W to enforce column-wise sparsity. It is cast into the minimization problem:
where O p is the set of p−dimensional orthonormal matrices.
The effectiveness of distance metric learning in high-dimensional datasets heavily depends on the computational complexity of the learning method. PGDM deploys a semi-definite programming in the optimization for W which is in the order of O(p 2 + p 3 + n 2 p 2 ) for each gradient update.
LMNN requires a computation complexity of
where is the stopping criterion for convergence. In comparison, sDist runs with a computational
where M is the number of boosting iterations and κ is the number of nonzero entries in rank-one updates. In practice, sDist can be significantly accelerated by applying the modifications in the Section 5, in which p is substituted byp and n is substituted by ηn.
We construct two simulations settings that are commonly used as classical examples for nonlinear classification problems in the literature, the "double ring" case and the "XOR" case. In Figure 2 , the left most column of the figures indicates the contour plots of high class probability for generating sample points in a 3-dimensional surface, whereas the nput variable space is expanded to a much greater space of p = 50, where irrelevant input variables represent pure noises. Figure 2 (top row ) shows a simulation study in which sample points with opposite class labels interwine in a double rings, and Figure 2 (bottom row ) borrows the illustrative example of "XOR" classification in Section 2. The columns 2-4 in Figure 2 illustrate the transformed subspaces learned by sDist algorithm at selected iterations. Since the optimal number of iterations is not static and due to the space limit, we show only the first iteration, the last iteration determined by sparse boosting, and the middle iteration, which is rounded half of the optimal number of iterations. It is clearly shown in Figure 2 that the surfaces transformed by the learned distance metric correctly capture the structures of the generative distributions. In the "double ring" example (top row ), the learned surface sinks in the center of the plane while the rim bends upward so that sample points in the "outer ring" are drawn closer in the transformed surface. The particular shape owes to the quadratic polynomial of the two informative variables chosen in constructing W , shown as the parabola in cross-sectional grid lines. In the "XOR" example (bottom row ), the diagonal corners are curved toward the same directions. The interaction between the two informative variables is selected in additional to original input variable, which is essential in describing this particular crossing nonlinear decision boundary. sDist also proves highly computationally efficient, achieving approximate optimality within a few iterations.
[ Figure 2 about here.]
We also compare the performance of sDist with other metric learning methods under different values of dimensions p and sample sizes N to demonstrate its scalability and its strength in obtaining essentially sparse solution in high-dimensional datasets. In this case, we generate the sample points from the "double ring " example and the "XOR" example with the numbers of informative variables being 10% of the total dimensions, ranging from 100 to 5000. The results of these two cases are shown in Table 1 and Table 2 respectively. It is noted that sDist achieves relatively low test errors as compared to the competing methods, especially in high dimensional settings. sDist is also proved to be scalable to datasets with large sample sizes and with high-dimensional inputs.
[ Table 1 about here.]
[ The performance of sDist is also evaluated on three public datasets, presented in Table 3 . For each dataset, we randomly split the original data into a 70% training set and a 30% testing set, and repeat for 20 times. Parameter values are tuned by cross-validation similarly as the simulation studies. The reported test errors in Table 3 are the averages over 20 random splits on the datasets.
The reported running times are the average CPU times for one execution 9 . We also obtain the average percentage of features selected by various sparse metric learning methods in Figure 3 .
[ Table 3 We first compare various distance metric learning methods on the Iononsphere dataset [27] 10 .
This radar dataset represents a typical small dataset. It contains mixed data types, which poses a challenge to most of the distance-based classifiers. From Table 3 , we see that sDist and other Under such scenario, accurate feature selection methods are proven to be effective in reducing test error significantly as well as identifying the most relevant signals [27] . As shown in Table 3 , sDist 12 demonstrates dominant performance over the other three methods with an improvement about 33% over the original kNN using the Euclidean distance. As compared to SMLsm, another sparse metric learning method, sDist shows much better scalability with a large number of input variables in terms of CPU time.
MADELON is an artificial dataset used in the NIPS 2003 challenge on feature selection 13 [27] [28] [29] . It contains sample points with binary labels that are clustered on the vertices of a five dimensional hypercube, in which these five dimensions constitute 5 informative variables. Fifteen linear combinations of these five variables were added to form a set of 20 (redundant) informative variables while the other 480 variables have no predictive power on class label. In Table 3 , sDist shows excellent performance compared to the other competing methods in terms of both predictive accuracy and computational efficiency. The test error achieved by sDist also outperforms statesof-the-art methods beyond the distance metric learning literature on the Madelon dataset [30] [31]
[32]. sDist also attains the sparsest solution as shown in Figure 3 , with 15 .2% of features selected in the final weight matrix. Its outstanding performance indicates the importance of learning the lowdimensional manifold in high-dimensional data, particularly for the cases with low signal-to-noise ratio.
We also experimented different configurations of the tuning parameters introduced in the algorithm and the practical remarks on the Madelon dataset, including the frequency of local neighborhood updates, bagging fraction η, and the degree of sparsity for rank-one updates ρ. The performances in terms of both training error and validation error are shown in Figure 4 for both the kNN classifier and the base classifier f W defined in (3). Particularly, it is evident that updating neighborhood more frequently seems to reduce validation error. The gain in performance diminishes as the frequency increases beyond a certain level. In practice, we suggest updating the local neighborhood every 50 steps as a tradeoff between the accuracy and the computational cost. In this example, the best performances of both classifiers are achieved at the bagging fraction 0.3 or 0.5 when the degree of sparsity ρ is small. While as ρ is large, the errors monotonically decrease as the bagging fraction increases. In practice, we suggest a bagging fraction 0.5 for moderate-size datasets and 0.3 for large datasets. When the true informative subspace is of relatively low-dimensional, as in the case of the Madelon dataset, both training errors and validation errors are reduced with small values of ρ. Sparse rank-one updates benefit the most from the boosting algorithm for progressive learning and prevent overfitting at each single step, while in other cases, the optimal value of ρ depends on the underlying sparsity structure.
[ Figure 4 about here.]
CONCLUSIONS
In this paper, we propose an adaptive learning algorithm for finding a sparse Mahalanobis distance metric on a nonlinear feature space via a gradient boosting algorithm for binary classification.
We especially introduced sparsity control that results in automatic feature selection. The sDist framework can be further extended in several directions. First, our framework can be generalized to multiclass problems. The base discriminant function in (3) can be extended for a multiclass response variable in a similar fashion as in [33] 
The other way is to redefine the local positive/negative neighborhood as the local similar/dissimilar neighborhood as in [5] , where the similar points refer to sample points with the same class label and the dissimilar ones are those with different class labels. However, a rigorous discussion on the extension to muticlass problems requires comprehensive analysis. It is not entirely straightforward in how to exactly address multiclass labels in metric learning, or whether the learning goal is to determine a common metric for all classes or to construct different metrics between pairs of classes.
Due to the limited scope of this paper, we will leave these questions in future studies. 
B Truncated Power Method
At each boosting step, we solve the constrained optimization problem in (15) using the truncated power method as given in Algorithm 2. 
It is worth noting that A m in each step of gradient boosting is not guaranteed to be positive semi-definite. Thus, to ensure that the objective function to be non-decreasing, we add a positive diagonal matrixλI p to the matrix A forλ large enough such thatÃ = A +λI p is positive semidefinite and symmetric. Such change only adds a constant term to the objective function, which produces a different sequence of iterations, and there is a clear tradeoff. Ifλ dominates A, the objective function becomes approximately a squared norm, and the algorithm tends to terminate in only a few iterations. In the limiting case ofλ → ∞, the method will not move away from the initial iterate. To handle this issue, we adapt a stochastic method that gradually increasẽ λ during the iterations and we do so only when the monotonicity is violated, as shown in the step 1 of Algorithm 2. This truncated power method allows fast computation of the largest κ-sparse eigenvalue. For s high-dimensional but sparse matrix A m , it also supports sparse matrix computation, which decreases the complexity from O(p 3 ) to O(κpT ), where T is the number of iterations. Table 3 : Comparison of distance metric learning methods on three real public datasets. The test errors are computed using k-Nearest Neighbor classifier with k = 3 based on the learned metrics from the methods under comparisons averaged over 20 random cross-validations. The recorded running times are the average CPU time for one execution.
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