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Preface
The aim of this thesis is that of illustrating Anosov dinamical systems, with
a special attention to Anosov flows. Anosov systems, which place themselves
in the context of hyperbolic dynamical systems, take their name from the
Russian mathematician who, in 1967, wrote a remarkable paper where he
first defined them. The work of later mathematicians often started where
Anosov himself left it, indeed branching from the main stream of research in
hyperbolic dynamical systems.
The main point of Anosov systems, either diffeomorphisms or flows, is the
presence of local hyperbolic behaviours as well as global topological property.
Leaving details for later study, the properties of such systems can be under-
stood by thinking to the definition of Anosov systems: it is required for each
point of the manifold which carry the system to have an expanding and a
contracting subspace in the tangent manifold based at the point.
The outline of this thesis comes from necessitys rather than choice. In the
first chapter we set up the main tools and notations required for our tasks.
The first section is dedicated to the stable manifold theorem, which relies on
the celebrated Hadamard-Perron theorem, needed to perform local analysis;
on the other hand in the second section we set up the necessary theory to
understand the global behaviour of Anosov systems introducing geometrical
objects such as foliations. On section three we scratch the surface of Livschitz
theory as far as it required for our later use.
In chapter two we present theorems from the original work of Anosov up
to recent papers, showing techniques and result available today. Here we
present how Anosov flows have arisen originally and investigate their funda-
mental properties. At this point we also present some examples of Anosov
systems. In the process of investigating further properties, and while conjec-
turing arbitrary dimensional results, we confine ourselves to the study of sys-
tems on 3-dimensional manifold where results are obtained with case-specific
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techniques. Furthermore, we analyze flows which carry one-dimensional con-
tracting or expanding subspaces and we will see that the additional infor-
mation gained is enough to formulate smoothness theorems as well as more
topological propositions. By the end of the chapter we will be acquainted
with modern literature on Anosov systems, in this sense we briefly show the
most active lines of research presented in recent years.
In chapter three we analyze in detail a paper that has been published
in 1990 by Hurder-Katok. This chapter gives us the possibility to face a
“typical” proof in Anosov system where we will be able to see all the tools
presented and most of the result showed at work. Here the main result will
be concerned with the regularity of the expanding and contracting subspaces.
All the introduced elements will play a role in this proof; furthermore while
facing a solved problem we will have room for observations on open questions.
The critical passages of the work of Hurder-Katok will be shown as well as
minor corrections, clarifications and improvements where necessaries. Along
the whole thesis the proofs reported serve to show techniques available and
to set up the reasoning for later developments, otherwise they are omitted.
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Chapter 1
Fundamental tools
1.1 The stable manifold theorem
In this section we set up the main tool for local analysis of hyperbolic dy-
namical systems. As a matter of fact we would like to recall that Anosov
used heavily in his work the Hadamard-Perron theorem and applied it to a
variety of cases; were we state the theorem as it can be found in modern
literature.
We begin by setting up the necessary notations and definitions. We would
like to start from the simplest result which reguard a hyperbolic fixed point
and the existence of a splitting of its neighborhoods.
Definition 1.1.1. p is an hyperbolic periodic point of period n for f if the
map (Dfn)p : TpM → TpM is a hyperbolic linear map i.e. a map which has
all the eigenvalues in absolute value different from one.
From now on let M be a smooth manifold, U ⊂ M an open subset,
f : U →M such that f ∈ C1 is a diffeomorphism onto its image, and Λ ⊂ U
a compact f -invariant subset.
Theorem 1.1.2. Let p be an hyperbolic fixed point for a local Cr diffeomor-
phism f : U →M , r ≥ 1. Then there exist Cr embedded discs W+p , W−p ⊂ U
such that
TpW
±
p = E
±(Dfp), f(W−p ) ⊂ W−p and f−1(W+p ) ⊂ W+p
Moreover it exists C(δ) such that for any y ∈ W−p , z ∈ W+p , m ≥ 0
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d(fm(y), p) < C(δ)(λ(Dfp) + δ)
md(y, p)
d(f−m(z), p) < C(δ)(µ−1(Dfp) + δ)md(z, p)
In fact there exists a neighboorhood O ⊂ U and Cr coordinates ψ : O → Rn
such that ψ(W+p ∩O) ⊂ Rk ⊕ {0} and ψ(W−p ∩O) ⊂ Rn−k ⊕ {0}.
Now we want to generalize this result to a set. We start with
Definition 1.1.3. Let λ < µ. A sequence of invertible linear maps
Lm : Rn → Rn with m ∈ Z is said to admit a (λ, µ)-splitting if there exist
decompositions Rn = E+m ⊕ E+m such that
LmE
±
m = E
±
m+1 , ‖Lm|E−m‖ ≤ λ , ‖L−1m |E+m+1‖ ≤ µ
−1
We will say that {Lm}m∈Z admits an exponential splitting if the (λ, µ)-
splitting is such that λ < 1, dimE−m ≥ 1 or µ > 1, dimE+m ≥ 1. We
will say that a (λ, µ)-splitting is hyperbolic if λ < 1 < µ.
Note that even if we defined a (λ, µ)-splitting for Rn we can extend the
definition to a generic manifold M as long as TM is well defined. Next we
define a hyperbolic set
Definition 1.1.4. The set Λ is called a hyperbolic set for the map f if there
exists a Riemannian metric called a Lyapunov metric in an open neighbor-
hood U of Λ and λ < 1 < µ such that for every point x ∈ Λ the sequence of
differentials (Df)fnx : TfnxM → Tfn+1x M , n ∈ Z, admits a (λ, µ)-splitting.
Usually we will denote the hyperbolic splitting at x ∈ Λ related to (λ, µ)
by E+x ⊕ E−x . Now we enunciate and prove some basic properties of E±x
Proposition 1.1.5. Let Λ be a hyperbolic set for f : U → M . The dimen-
sions of subspaces E+x and E
−
x are locally constant and they vary continuosly
with respect to x. Moreover, they are uniformly transverse.
Proof. Let dimM = s. For any x ∈ Λ, ξ ∈ E−x and n ≥ 0 we have that
‖Dfnx ξ‖ ≤ λn‖ξ‖
Now let xm be a sequence such that xm → x. By passing to a subsequence
we may assume, withouth loss of generality, that dimE−xm is constant and
3
equal to k. If we pick an orthonormal basis (ξ1m, . . . , ξ
k
m) for each E
−
xm such
that ξim → ξ ∈ TxM for all i we obtain from the previous inequality
‖Dfnx ξi‖ ≤ λn‖ξi‖ = λn
and we can conclude that ξi ∈ Emx , dimE−x ≥ k and E−x ⊃ limm→∞E−xm .
Now apply the same reasoning to E+x and conclude by noticing that the sum
of the dimensions of the subspaces needs to be k. In addition if we consider
an angle function α(x) between E+x and E
−
x we get that α(x) 6= 0 because
E+x and E
−
x are transversal i.e. E
+
x ∪ E−x = ∅. Since α(x) is continuos, it
has a minimum α0 for Weierstrass theorem.
After dealing with the fundamental definitions, we are ready to state the
main tool for local analysis of hyperbolic diffeomorphisms which will set the
ground for the study of flows.
Theorem 1.1.6. Let Λ be a (λ, µ)-hyperbolic set for a C1 diffeomorphism
f : V → M where λ < 1 < µ. Then for each x ∈ Λ there is a pair of
embedded C1-discs W s(x),W u(x) called the local stable manifold and the
local unstable manifold of x, respectively, such that
1. TxW
s(x) = E−x , TxW
u(x) = E+x
2. f(W s(x)) ⊂ W s(f(x)) and f−1(W u(x)) ⊂ W u(f−1(x))
3. ∀ δ > 0 ∃ C(δ) such that for all n ∈ N
d(fn(x), fn(y)) < C(δ)(λ+ δ)nd(x, y) when y ∈ W s(x)
d(f−n(x), f−n(y)) < C(δ)(µ− δ)−nd(x, y) when y ∈ W u(x)
4. ∃; β > 0 and a family Ox of neighborhoods of x ∈ Λ such that each ball
contains a ball centered in x of radius β and for all n
W s(x) = {y | fn(y) ∈ Ofn(x)} and W u(x) = {y | f−n(y) ∈ Of−n(x)}
5. there exists global strong stable and global strong unstable manifolds
W˜ s(x)
.
=
⋃∞
n=0 f
−n(W s(fn(x))) and W˜ u(x) .=
⋃∞
n=0 f
n(W u(f−n(x)))
which are well-defined, smooth injectively immersed and described by
W˜ s(x) = {y ∈M |d(fn(x), f t(y)) t→∞−−−→ 0
W˜ u(x) = {y ∈M |d(f−n(x), f−n(y)) t→∞−−−→ 0
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It is clear from the properties three and four that the local manifolds are
not unique and, at the moment, there is no preferred way of fixing them;
also they are uniformly transverse following the same reasoning used for E±x .
However, we point out that their global counterparts are independent from
the local particular choices and defined topologically. Turning our attention
to global properties, we introduce the following
Definition 1.1.7. Let Λ be a hyperbolic set for f : U → M . If there is an
open neighborhood V of Λ such that Λ = ΛfV then Λ is said to be locally
maximal.
From which we can state
Theorem 1.1.8. Let Λ be a compact locally maximal hyperbolic set for
f : U →M . Given x,y ∈ Λ the intersection W s (x) ∩W u (y) consists of at
most one point given sufficiently small  > 0 and there exists δ > 0 such that
if d(x, y) < δ then W s (x) ∩W u (y) 6=  . Moreover the intersection points
are always in Λ and we say that Λ has local product structure.
Note that the existence of the intersection is still true for a generic com-
pact hyperbolic set Λ, however in this case we do not know if the intersection
points are still in Λ. An interesting line of research, which has not yet been
explored derives from the definitions and the theorems above. We could start
from a globally maximal set and describe the manifolds allowed to carry the
hyperbolic structure by using the theorem just showed. Indeed, beside the
technical challenge of such task, this approach looks higly rewarding and has
the characteristics needed to be exploited in the flows context.
So far we developed a theory for hyperbolic diffeomorphisms, now we
restate most of our results for flows where “the stable and unstable manifolds
theorem” will produce almost the same phenomena. We will follow the same
pattern used in describing diffeomorphisms.
Definition 1.1.9. Let ϕ : R×M →M a Ck flow and Λ ⊂M a compact ϕt-
invariant set. The set Λ is called a hyperbolic set for the flow ϕt if there exist a
Riemannian metric on Λ and λ < 1 < µ such that for every point x ∈ Λ there
is a decomposition TxM = E
0
x ⊕ E+x ⊕ E−x such that ddt
∣∣
t=0
ϕt(x) ∈ E0x \ {0},
dimE0x = 1, Dϕ
tE±x = E
±
x , and ‖Dϕt|E−x ‖ ≤ λt, ‖Dϕ−t|E+x ‖ ≤ µ−t.
Observe that E+x , E
−
x are uniquely defined because of the solutions of the
differential equation related to the flows. Note that if a vector field solution
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is such that it does not pass through E+x , E
−
x then it does not tend to zero
for t→ ±∞. Anosov flows, and we will restate it later, are special flows such
that the entire manifold is the hyperbolic set of the flow. Anosov himself
already knew that, even if the flow is C∞, E±x are not generally smooth with
respect to x. The following theorem, which is usually applied in the case of
hyperbolic sets, does apply in the study of Anosov sets
Theorem 1.1.10. Let Λ be a (λ, µ)-hyperbolic set for a Cr flow ϕt :M →M ,
r ∈ N and t0 > 0. Then for each x ∈ Λ there is a pair of embedded Cr-discs
W˜ s(x), W˜ u(x) called the local strong stable manifold and the local strong
unstable manifold of x, respectively, such that
1. TxW˜
s(x) = E−x , TxW˜
u(x) = E+x
2. ϕt(W˜ s(x)) ⊂ W˜ s(ϕt(x)) and ϕ−t(W˜ u(x)) ⊂ W˜ u(ϕ−t(x)) for t ≥ t0
3. ∀ δ > 0 ∃ C(δ) such that
d(ϕt(x), ϕt(y)) < C(δ)(λ+ δ)td(x, y) when y ∈ W˜ s(x), t > 0
d(ϕ−t(x), ϕ−t(y)) < C(δ)(µ− δ)−td(x, y) when y ∈ W˜ u(x), t > 0
4. there exists a continuos family Ux of neighborhoods of x ∈ Λ such that
W˜ s(x) = {y|ϕt(y) ∈ Uϕt(x), t > 0, d(ϕt(x), ϕt(y)) t→∞−−−→ 0
W˜ u(x) = {y|ϕ−t(y) ∈ Uϕ−t(x), t > 0, d(ϕ−t(x), ϕ−t(y)) t→∞−−−→ 0
5. there exist global strong stable and global strong unstable manifolds
W s(x)
.
=
⋃
t>0 ϕ
−t(W˜ s(ϕt(x))) and W u(x) .=
⋃
t>0 ϕ
t(W˜ u(ϕ−t(x)))
which are well-defined, smooth injectively immersed and described by
W˜ s(x) = {y ∈M |d(ϕt(x), ϕt(y)) t→∞−−−→ 0
W˜ u(x) = {y ∈M |d(ϕ−t(x), ϕ−t(y)) t→∞−−−→ 0
We can also define the weak stable and weak unstable manifolds at x, this
is done by settingW 0s(x)
.
=
⋃
t∈R ϕ
t(W˜ s(x)) andW 0u(x)
.
=
⋃
t∈R ϕ
−t(W˜ u(x)).
We do define them for later use. Note that TxW
0s = E0x ⊕ E−x and
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TxW
0u = E0x ⊕ E+x . As it happens in literature, for the rest of this thesis
we will also use the superscript ws,wu to denote the weak unstable and and
weak stable distributions as well as ss, su to denote the strong counterparts,
which are related to elements E+x , E
−
x .
Most of times the theorem above is used in constructive type of proof
so here we show how to set ourselves up in the hypotesis frame to invoke
our theorem. In order to use the theorem above we have to verify, for the
dynamical system in discussion, the hyperbolicity. In this sense, given that
Hγp = {(u, v) ∈ TpRn|‖v‖ ≤ γ‖u‖} is the standard horizontal γ-cone and
V γp = {(u, v) ∈ TpRn|‖u‖ ≤ γ‖y‖} is the standard vertical γ-cone, we have
the following
Theorem 1.1.11. A compact ϕt-invariant set Λ ⊂ M is hyperbolic if there
exists constants λ, µ such that λ < 1 < µ such that for all x ∈ Λ there
is a decomposition TxM = E
0
x ⊕ Sx ⊕ Tx (in general not Dϕt-invariant)
and a family of horizontal cones Hx ⊃ Sx associated with the decomposition
TxM = (E
0
x⊕Tx)⊕Sx and a family of vertical cones Vx ⊃ Tx associated with
the decomposition TxM = (E
0
x ⊕ Sx)⊕ Tx such that for t > 0
Dϕt(Hx) ⊂ IntHϕt(x) and Dϕt(Vx) ⊂ IntVϕt(x)
d
dt
‖Dϕtξ‖ ≥ ‖ξ‖ log µ for ξ ∈ Hx
d
dt
‖Dϕ−tξ‖ ≥ ‖ξ‖ log λ for ξ ∈ Vx
Note that the existence of subbundles Sx, Tx has been used just to shown
that the subbundles are complementary. Following we show a fundamental
property of the flows which will be used several times
Theorem 1.1.12. Let Λ be a hyperbolic set for ϕt. If ψt is a time change
of ϕt then Γ is hyperbolic for ψt.
Proof. We are going to use the theorem on splitting cones just stated to prove
our proposition. Let ψt(x) = ϕα(t,x)(x) so that α is an untwisted cocycle. An
untwisted cocycle α is a rather special real-valued function. In fact the group
properties of the flow are translated into the properties of the α function so
that
ϕt+s = ϕs ◦ ϕt → α(t+ s, x) = α(t, x) + α(s, ϕtx)
ϕ−t = (ϕt)−1 → α(−t, x) = −α(t, ϕ−tx)
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For an introduction to cocycles and cohomological equations applied to
dynamical systems look at [KH95]. Let x ∈ Λ and pick local coordi-
nates x = (x0, xu, xs) where the chart belong to the respective splitting
TxM = E
0
x ⊕ E+x ⊕ E−x so that
Dϕt(0) =
 1 0 00 At 0
0 0 Bt

Where, because of the definition of the Anosov splitting, we have that
‖Bt‖ ≤ λt < 1 and ‖A−1t ‖ ≤ µ−t < 1. First note that
Dψt(0) =
 1 αxu(t, x) αxs(t, x)0 Aα(t,x) 0
0 0 Bα(t,x)

where αxu and αxs are the partial derivatives with respect to x
u and xs. By
compactness of Λ we can assume that there exist K such that Kt > 0 is
an upper bound for both when t > 0. Think to TxΛ = E
0
x ⊕ E+x ⊕ E−x and
write (u, v, w) for a generic vector with components in the respective spaces.
Let ‖u, v, w‖2 = 2‖u‖2 + ‖v‖2 + ‖w‖2 for a small . Now for γ <√µ2 − 1
the γ-cone given by 2‖u‖2 + ‖w‖2 ≤ γ2‖w‖2 is Dψt-invariant in [0, 1] and
expanding. Thus we have the necessary cones in order to deduce the propo-
sition.
Another usefull result to keep in mind when dealing with the topology of
flows is the following
Theorem 1.1.13. Let Λ ⊂ M be a hyperbolic set of the smooth flow ϕt on
M . Then for any open neighborhood V of Γ and every δ > 0 there exists
 > 0 such that if ψt is another smooth flow and dC1(ϕ, ψ) <  then there is
an invariant hyperbolic set Λ˜ for ψ and a homeomorphism h : Λ → Λ˜ with
dC0(Id, h)+dC0(Id, h
−1) < δ that is smooth along the orbits of ϕ and establish
an orbit equivalence of ϕ and ψ. Furthermore the vector field h∗ϕ˙ is C0 close
to ψ˙. Moreover if h1, h2 are two such homeomorphisms then h
−1
2 ◦ h1 is a
time change of ϕ close to the identity.
So as a corollary we obtain that Anosov flows are strong structurally
stable in the sense of
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Definition 1.1.14. Two Cr flows ϕt on M and ψt on N are said to be Cm
orbit equivalent (m ≤ r) if there exists a Cm diffeomorphism h : M → N
such that the flow h−1 ◦ ψt ◦ h is a time change for ϕt. A Cr flow ϕt is
Cm structurally stable, with 1 ≤ m ≤ r, if any flow close to ϕt in the Cm
topology is C0 orbit equivalent to it. It is strong structurally stable if the
homeomorphism can be chosen sufficiently close to the identity.
1.2 Foliations
For this section we refer to [PSW97]. We begin with the standard definition
of foliation.
Definition 1.2.1. A Ck foliation of a manifold M (with k-dimensional
leaves) is a disjoint decomposition of M into k-dimensional injectively im-
mersed connected submanifolds L, called leaves, such that M is covered by
Ck charts φ : Dk ×Dm−k →M and φ(0, y) ∈ L ⊂ φ(Dk × y).
Well known examples of foliations are the foliation of a cylinder S1 ×W
and the foliation of a 2-torus by lines of irrational slope. Next we look for
a definition of the regularity of foliations. In literature it is possible to find
different definitions; we will use the following
Definition 1.2.2. A foliation F is of class Cr when the foliation charts are
Cr diffeomorphisms.
We now want to define an integrability condition on E ⊂ TM and we do
it with the following
Definition 1.2.3. Let M be a smooth manifold and E ⊂ TM a continuos
subbundle of the tangent bundle. E is said to be integrable if it is the tangent
bundle of a C1 foliation.
While looking in more details to the regularity of foliations we want also
to establish the notion of lamination
Definition 1.2.4. A Cr lamination of M is a Cr-foliation such that:
 for r = 1 the tangent planes to the leaves give a continous k-plane
subbundle of TM
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 for r ≥ 1 the r-th order tangent plane to the leaf at p ∈ M depends
continuosly on p.
At this point we should note that the weak stable and weak unstable
manifolds at x form Ho¨lder continuous laminations with smooth leaves, as
do the strong stable and unstable manifolds. While looking at the relations
between the manifold M and the related TM it is useful to recall
Definition 1.2.5. An integral manifold of F , where F is a k-dimensional
subbundle of TM , is an injectively immersed k-dimensional submanifold
V ⊂M everywhere tangent to F (for each p ∈ V , TpV = Fp) and V must
be no part of larger connected submanifold tangent to F . If F is a foliation
with differentiable leaves such that its tangent bundle TF is F and FP is
continuos with respect to p, we call F an integral foliation.
F obvously exists when F is Cr, r ≥ 1 and also exists if the leaves of F
are differentiable.
Definition 1.2.6. Let F be an integral foliation. We say that TF is
uniquely integrable if each differentiable curve γ everywhere tangent to TF
lies wholly in a leaf of F .
A strong result in this sense is the following [PSW97]
Theorem 1.2.7. If r ≥ 1 and F is Cr then TF is uniquely integrable.
Note that while the regularity of subbundles is well defined by the optimal
regularity of spanning vector fields in the coordinate system, we can have
different definition for the regularity of the lamination, which encodes the
dependence of the leaves on the base point. The canonical definition is the
one that uses the regularity of the lamination charts. However, it is also
possible to use the transverse regularity of k-jets. In addition one can look at
holonomies. Given two transverse k-jets in a neighboorhood one can discuss
the regularity of the maps which sends one k-jet to other by following the
leaves.
Definition 1.2.8. Let x, y ∈ Λ sufficiently close, we will call holonomy map
the map Λ ∩ W s(x) → Λ ∩ W s(y) such that ∀z ∈ Λ ∩ W s(x) we map
z → Λ ∩W s(z)→ Λ ∩W s(y) where all manifolds are the local ones.
A fundamental result is the following
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Theorem 1.2.9. If r ∈ R ∪ {∞}, r /∈ N {1} then a foliation with uniformly
Cr leaves and holonomies has Cr foliation charts.
Note that Pugh, Shub and Wilkinson in [PSW97] produced a foliation
with uniform C∞ leaves (and nonuniform C∞ holonomies) which does not
have a C1 foliation.
Theorem 1.2.10. Let M be a C∞ manifold, F u, F s continuos transverse
foliations with uniformly smooth leaves, n ∈ N0, α > 0, f :M → R uniformly
Cn+α on F u, F s. Then f is Cn+α.
From the work of Hirsch and Pugh we will use the following [HP75]
Theorem 1.2.11. LetM be a C∞ compact boundaryless manifold with a C∞
Riemmanian structure R. The canonical geodesic flow ϕt on the tangent is
such that if either
(i) The curvature of R is negative and M has dimension two
(ii) The curvature of R is negative and absolutely 1
4
-pinched
Then ϕt is Anosov and the foliations related to its splitting are of class C1.
When we say that the curvature is absolutely α-pinched we ask that
α < inf |Kp(Π)/Kp′(Π′)|
where the inf is taken over all p,p′ ∈M and all 2-planes Π,Π′ in TpM ,Tp′M .
We recall that Kp is the usual Gaussian curvature of expp relative toR which
takes a 2-plane as the argument. The proof of theorem 1.2.11 relies heavily
on the following, which can be found in [HPS77]
Theorem 1.2.12. If F is a r-fiber contraction of D, r ≥ 0 then there is a
unique F -invariant section σ :M → D. moreover σ is of class Cr.
Recall that a r-fiber contraction is a map between Banach bundles over
compact spaces
E0
f //

E

X0 h
// X
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such that the projections preserve the fibers, E0 = E|X0 , f is continuos,
supx∈X0 L(f |Ex) < 1 and h is an homeomorphism such that X0 ⊂ h(X0).
The first part of the thesis was already known to Anosov while the second
part is due to Hirsch and Pugh in 1975 [HP75]. As observed in [HP75], the
compactness hypothesis in 1.2.11 can be relaxed to completeness whenever
the hypothesis on the curvature can be taken uniformly. Also if R is C3 the
theorem above still holds, while if we only assume C2 we obtain that ϕ is
still Anosov but we cannot conclude that the foliations Es,Eu are C1.
1.3 Livshitz theorem
Livshitz theory, which greatly developed in the last years, provided tools
both for local and global analysis of hyperbolic systems. Here we will give
only the required definitions in order to understand the ideas and the results
used in the present paper.
Definition 1.3.1. A function F :M ×R→ R is said to be 1-cocycle for the
flow ϕt if it satisfies
F (p, t+ s) = F (p, t) + F (ϕt(p), s)
for all p ∈ M , t, s ∈ R. Morever F is said C1 along the flow if F (ϕt(p)) is
C1 along t for all p.
Next, given as usual a flow such that ξ = d
dt
(ϕt) |t=0 and a 1-cocycle over
the flow we can define
Definition 1.3.2. For a 1-cocycle F a C1 function θ such that θ = ξ(F ) is
called the infinitesimal generator of F .
Note that F can be ricovered from θ considering F (p, t) =
∫ i
0
θ(ϕs(p))ds
As usual in homological theories we define a coboundary
Definition 1.3.3. A cocycle F is called a 1-coboundary if it exists some
measurable function Θ :M → R such that F (p, t0) = Θ(ϕt0(p))− (Θ(p)).
Before stating Livshitz theorem we need one more definition
Definition 1.3.4. The flow ϕt is said topologically transitive if there exist a
point x ∈M so that its orbit Of (p0) = {ϕt(p0)} is dense in X.
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At this point we can state
Theorem 1.3.5 (Livshitz). Let ϕt be a topologically transitive Anosov flow
generated by the vector field ξ and let θ :M → R be a Ho¨lder function. Then
the following are equivalent:
1. θ = Θ
′
ξ for a Ho¨lder function Θ differentiable along the flow
2. θ = Θ
′
ξ almost everywhere for a measurable function Θ differentiable
along the flow
3.
∫ tp
0
θ(ϕs(p))ds = 0 for every periodic point p with period tp
Moreover the function Θ is unique up to an additive constant. If θ is a
C1-function, then the coboundary Θ is also C1.
In the same hypothesis of this theorem we can prove
Theorem 1.3.6 (Cocycle Regularity). Let θ be a C∞ function on M which
satisfies the first condition of theorem 1.3.5 for a C∞-flow ϕt. Then the
solution Θ is C∞. If in addition ϕt is a topologically transitive Anosov flow
and the theorem holds for θ then a C∞ solution Θ exists.
Next we want to establish some relation between the existence of a 1-form
on M and the flow ϕt
Definition 1.3.7. Let τ be a continuos 1-form on M . We will say that τ is
transverse invariant for the flow ϕt if
τ(ξ) = 1 and τ(ν) = 0 for ν ∈ E− ⊕ E+
In general this form is only Ho¨lder continuos however if it is C1 then
Theorem 1.3.8. Let ϕt be a C∞ Anosov flow on a compact C3-manifold
with a C1-transverse invariant 1-form τ . Then
1. the form τ is C∞
2. the invariant 3-form τ ∧ dτ is either identically zero or nowhere van-
ishing. If is zero then the flow is a suspension of an Anosov diffeomor-
phism of the 2-torus.
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We outline the proof starting with the second part of the thesis. From the
hypothesis we have that the 3-form τ ∧ dτ is continuos and flow-invariant.
Plante in [Pla72] showed that if it is identically zero then there exists a
compact smooth section for the flow which must be a 2-torus. In this case
obviously one can take the section to be C∞ from which we obtain the first
part of the theorem. Now suppose that the 3-form defined above is not
constantly equal to zero and consider the positive and negative part. They
define continuos and invariant measures for the flow. Then a corollary of
Livshitz theorem exactly constructs for positive and negative measures for
the flow nowhere vanishing 3-form which must be of the type τ ∧ dτ . Then
we can conclude by the following lemma
Lemma 1.3.9. There is a smooth Anosov flow ψt with generating vector
field ρ · ξ for a positive smooth function ρ, for which the invariant transverse
form α is C∞, is C0-close to τ and satisfies dα = dτ .
All the details can be found in [LS72] and [Kat].
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Chapter 2
Anosov flows: from classical to
modern approaches
2.1 From diffeomorphisms to flows
In 1967 Anosov wrote a remarkable memoir [Ano67] where he introduced the
notion of U -diffeomorphism which we now recognize as Anosov diffeomor-
phism.
Definition 2.1.1. A C1 diffeomorphism f :M →M of a compact manifold
M is called an Anosov diffeomorphism if M is a hyperbolic set for f .
Recalling the previous chapter first observe that, M being compact, this
definition is independent of the Riemmanian metric 〈 , 〉 and recall that Es
and Eu are uniquely defined. In the original memoir [Ano67] we can find two
classes of results: those about the properties of Anosov systems and those
about the geometrical structure of the manifolds that support them. In the
next sections we will encounter both types of proposition. We start with the
following theorem, which does not distinguish between diffeomorphisms and
flows, in fact it is true for both of them.
Theorem 2.1.2. If a system satisfies the Anosov condition
1. then it is structurally stable
2. then it has a countable set of periodic trajectories
3. and it has an integral invariant then its periodic orbits form an every-
where dense set.
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At the time of the formulation it was common agreement that for a dy-
namical system possessing an integral invariant meant to have a measure,
equivalent to the Lebesgue measure, associated with the Riemmanian metric
on the manifold which supported the dynamical system. Here, for the sake
of completeness, we report the definition of flow as was given and used at
the time of Anosov
Definition 2.1.3. Let M be a compact C∞ manifold. A Ck vector field X
on M is a Ck mapping X : x ∈ M → TxM where TxM is the tangent space
to M at x. We will assume k ≥ 1 The vector field X induces a Ck mapping
called flow ϕ : R×M →M such that for x ∈M , s, t ∈ R
(i) ϕ(0, x) = x
(ii) ϕ(t+ s, x) = ϕ(t, ϕ(s, x))
(iii) ∂ϕ
∂t
(t, x) = X(ϕ(t, x))
We should keep in mind that, nowadays, a function which satisfies prop-
erties (1) and (2) of “is” a flow; this is accomplished by using ϕ(1, x) as the
generating vector field X. Translating the definition of being Anosov from
diffeomorphisms to flows we have the following
Definition 2.1.4. A C1 nonsingular flow ϕt :M →M on a compact mani-
fold M is called an Anosov flow if M is a hyperbolic set for ϕt.
Anosov himself tried to understand the relationship between diffeomor-
phisms and flows; to this extent he found the following result
Theorem 2.1.5. If a C2-flow ϕt : M → M satisfies the Anosov condition,
has an integral invariant and has a characteristic function distinct from a
constant then this function is continuos and there exists a closed submanifold
Mm−10 ⊂ M and a diffemorphism f : Mm−1 → Mm−1 such that the flow is
obtained from the diffeomorphism by embedding the iterates of f in the flow.
An interesting observation connected with this result is that given an
Anosov diffeomorphism f we can construct a special flow, called the sus-
pension flow [Ano67]. In order to do so consider M × [0, 1] modulo the
equivalence (x, 1) ∼ (f(x), 0). Notice that on M × {0} the flow returns
the original diffeomorphism. Suspension flows obviously inherites properties
from the anosov diffeomorphisms they are generated from, hence the need of
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a classification of Anosov diffeomorphisms. Historically Anosov flows arised
in only two manners: either as suspensions of Anosov diffeomorphisms or as
geodesic flows on manifold of stricly negative sectional curvature. We want
to pay attention to this basic dicothomy because, from the same hypothesis,
results will not generally be the same for the two types of flow and when
they do they usually require different approaches. For example flows ob-
tained from suspensions are topologically transitive but not mixing (while
geodesic flows are). In this chapter we analyze both types of flows and, when
specialization is possible, we survey results which we will save for later use.
2.2 The Ω set
Definition 2.2.1. x ∈ M is a wandering point for a flow ϕt if there exists
a neighborhood U of x and T > 0 such that t ≥ T implies ϕt(U) ∩ U = .
Otherwise x is called nonwandering and the set of nonwandering points will
be denoted by Ω(ϕt) where ϕt will be omitted when clear from the context.
The relation between the set Ω(ϕt) and the properties of the flow itself
have been deeply investigated. Anosov stated the following
Theorem 2.2.2. The set of periodic points of ϕt is dense in Ω.
Five years later Plante [Pla72] was able to state a connection between the
distributions of the flow and the consistency of the wandering set Ω
Theorem 2.2.3. Let ϕt : M → M be an Anosov flow such that Ω = M .
Then Wwsx and W
wu
x are both dense in M for each x ∈M .
Proof. From basic topology we know that is enough to prove that Wwux =M
for each x ∈ M Now consider x ∈ M and Wwux . Since M is connected is
enough for us to show thatWwux is open and closed at the same time. W
wu
x is
closed since it can be considered the union of the closed leaves of the foliation
Fwu. Let N be a open neighborhood of z, z ∈ Wwux an p a periodic point.
Observe that p ∈ W ux since Wwux is ϕt-invariant and Wwsp ∩Wwuz 6=  from
the hypotesis. However, as showed before, periodic points are dense in N
and N ⊂ Wwux , where Wwux is closed, so Wwux must be open.
Before clarifying the relationship between Ω and ϕt we would like to
make some remarks. At the time Plante proved his theorem it was widely
17
conjectured that Ω =M . However in 1980 Frank and Williams [FW80] found
a counterexample. We reconstructed their “anomalous flow” in the example
section. Note that their example uses the definition of chain recurrent set,
which is given below, and from the construction is clear that Ω 6=M .
Definition 2.2.4. A point x of M is called chain recurrent for ϕt providing
that for any , T > 0 there exist points x = x0 = xn and x1, . . . , xn−1 and
real numbers t0, . . . tn−1 such that d(ϕti(xi), xi+1) <  for all i | 0 ≤ i ≤ n−1.
we call the set of such points hyperbolic if all the points in the set satisfy the
required decomposition.
With reguards to the theorem 2.2.3 note that it is not always the case
that each leaf of F su or of F ss is dense in M . For example consider the
suspension of an Anosov diffeomorphism: then each leaf of the foliation lies
in a compact submanifold of codimension one in M as it can be seen in the
example on the torus in section 2.5.1. The strong counterpart of the density
theorem can be stated as
Theorem 2.2.5. Let ϕt : M → M be an Anosov flow such that Ω = M .
Then there are exactly two possibilities
(i) Each strong stable and unstable manifold is dense in M , or
(ii) ϕt is the suspension, modulo a time change of constant factor, of an
Anosov diffeomorphism of a compact C1 submanifold of codimension
one.
We outline the proof of the theorem, which is based on the dicothomy
constructed from (i). If (i) is true than that is the case and we are done. If
(i) is not true then we can use the non-dense manifold as the fiber over a S1
base space. This construction then allows us to write M as a product space
and to construct the required diffeomorphism [Pla72]. Note that solution
(ii) is rather unstable in the following sense. Even by perturbing the system
with a smooth reparametrization the resulting flow is no more a suspension,
since we obtain a flow where all the strong stable and unstable manifolds are
dense in M .
2.3 Classification
In this section we will talk about the classification on Anosov diffeomorphisms
which is fundamental since our work will have to do with their suspensions.
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The starting point for the classification of Anosov diffeomorphisms was the
following proposition
Theorem 2.3.1. Let Λ be a hyperbolic set for f : U → M . There exists an
open neighborhood V ⊃ Λ such that for any g sufficiently close to f in the
C1 topology the invariant set
ΛgV =
⋂
n∈Z
gnV
is hyperbolic.
Proof. . First of all we can extend the splitting of TxM = E
+
x ⊕ E−x de-
fined for Λ to be a splitting on V by losing its invariancy. Fix γ > 0
small enough so that Hγx = {ξ + η | ξ ∈ E+x , η ∈ E−x , ‖η‖ ≤ γ‖ξ‖}
and V γx = {ξ + η | ξ ∈ E+x , η ∈ E−x , ‖ξ‖ ≤ γ‖η‖} are well-defined. Now re-
call that for x ∈ Λ, ξ ∈ Hγx and η ∈ V γx the (λ, µ)-splitting is such that
DfxH
γ
x ⊂ Hλµ
−1γ
f(x) and Df
−1
x V
γ
x ⊂ V λµ
−1γ
f−1(x)
‖Dfxξ‖ ≥ µ
1 + γ
‖ξ‖ and ‖Dfxη‖ ≥ (1 + γ)λ−1‖η‖
Since Df and Df−1 are continuos we may find for a sufficiently small δ > 0
an extension to the equations shown where λ is replaced by λ + δ and µ is
replaced by µ− δ. In this way we can apply the hyperbolic splitting to any
g close enough in the C1 topology. So for any point in ΛgV we can finish by
applying theorem 1.1.11.
Note that is usefull to ask ourselves if for g 6= f the set ΛgV is nonempty.
It turns out that ΛgV is nonempty as was proven by Anosov himself in another
series of paper where he proved the celebrated Anosov Shadowing Theorem
and its many applications. Turning again our attention to diffeomorphisms
we obtain the following corollary by straightforward application of the defi-
nition of Anosov systems.
Corollary 2.3.2. A small C1 perturbation of an Anosov diffeomorphism is
an Anosov diffeomorphism.
A stepping stone in the classification of Anosov diffeomorphisms, obtained
via a generalization of the latter argument to a more specific situaation, was
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Theorem 2.3.3. Every Anosov diffeomorphism of the n-torus is topologically
conjugate to a linear hyperbolic automorphism.
Franks [Fra70] generalized it in the following sense
Theorem 2.3.4. Every Anosov diffeomorphism on a infranilmanifold is
topologically conjugate to a hyperbolic automorphism.
Which lead in recent years to the ¿100.000 conjecture1
Theorem 2.3.5. Every Anosov diffeomorphism is topologically conjugate to
a hyperbolic automorphism on an infranilmanifold.
All this results, and the related conjecture, could greatly advance the
study of flows since they would impose severe limitations for the construction
of flows through suspensions. Even if this conjecture still lies unresolved a
fundamental characterization of Anosov diffeomorphisms came in 1970 by
Hirsch and Pugh
Theorem 2.3.6. Let D be the set of Cr diffeomorphisms of M , compact
C∞ manifold without boundary, endorsed with the Cr topology. Let f? be the
operator f? : Γ(TM) → Γ(TM) defined by f?σ = Dfσ ◦ f−1 σ ∈ Γ(TM).
f ∈ D is Anosov if and only if f∗ is hyperbolic.
Note that this theorem tells us that Γ(TM) = Γ(E+) ⊕ Γ(E−) and
the operator f? has eigenvalues of module less than one on Γ(E
−) and
eigenvalues greather than one on Γ(E+). Moving on to flows we would
like to keep the same approach. Indeed this is possible looking at
Γ(TM) = Γ(E−)⊕ Γ(E0)⊕ Γ(E+) where E0 is the subspace related to
ξ.
Remark 2.3.7. Now define Lt to be the operator induced by ϕt. Lt is
hyperbolic with respect to subspaces Γϕ(E
+) and Γϕ(E
−). We only need to
check its behaviour on Γ(E0). Now consider the diagram
Γ(E0) //
Lt

C0(M)

Γ(E0)
h
// C0(M)
1Private communication: Some mathematicians do think that ¿100000 is an unstable
amount of money conjugated to luxury goods, in the long run this amount either evolves
to zero or to millions.
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and note that
(Lt(η · ξ))(x) = [Df t(x)]−1((η · ξ)ϕt(x)
where η ∈ C0(M) with η(ϕt(x)) = λ · η(x). Since η(ϕmt(x)) = λm · η(x)
we obtain that |λ| = 1 since ξ is limitated and nonsingular on M . In this
sense we have proved the “if” part of the flow counterpart for lemma 2.3.6,
however the “only if” part seems to require additional hypotheses on the
splitting subspaces which we were not able to identify.
By the time the characterization of Anosov diffeomorphism as emerged
many questions raised reguarding the classification of Anosov flows. However
such a classification has not been defined yet in reasonable terms due to
the many different behaviours of flows. In the 70’s researcher addressed the
question of describing manifolds that could support an Anosov flow as well as
the question of characterizing the flow itself. Though even if a classification
seems far away to come a characterization on equivalence statements does
exist
Theorem 2.3.8. Given a compact manifold M and a flow ϕt the following
conditions are equivalent
 ϕt is Anosov
 ϕt has an hyperbolic chain recurrence set
 The weak stable Ews and the weak unstable Ewu manifolds intersect
transversally for each orbit γ in M .
 The dimension of Ews(γ) is constant, i.e. indipendent of γ
A similar result was proven by Man˜e´ in [Man˜77] for diffeomorphisms and
was extended to flows using results from [HPS77].
2.4 The regularity of splitting
The study of flows is deeply connected with the study of the regularity of
their splitting since many topological properties do dipend from the degree
of smoothness of the flow. The first theorem in this direction was proven by
Anosov himself.
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Proposition 2.4.1. For a C2 Anosov flow ϕt : M → M on a compact
manifold M the following statements are true
 The bundles Ess,Esu,Ews,Ewu are Ho¨lder continuos.
 If ϕt is of codimension one then Ews is of class C1+θ for some 0 < θ < 1.
He noted that, in general, there is no advantage in considering C∞ flows
rather then just Ck. In this sense for his theorem he generally assumed the
flows to be C2 as in the following
Theorem 2.4.2. Given an Anosov system of class C2, the foliations Fws
and Fwu are absolutely continuos.
The regularity of Anosov splitting was intensively studied by Hasselblatt
in recent years. He achieveded in [Has94] e [Has97] an optimal result for gen-
eral Anosov flows. Let the Anosov condition be restated with the constants
C,  > 0, µmax,µmin,νmax, νmin such that
µmin < µmax < 1−  < 1 +  < νmin < νmax
and
1
C
µtmin ≤ ‖Dϕt(u)‖ ≤ Cµtmax with u ∈ Ess (2.1)
1
C
ν−tmax ≤ ‖Dϕt(u)‖ ≤ Cν−tmin with u ∈ Esu (2.2)
Then we can state the following
Theorem 2.4.3 (Hasselblatt).
Ewu ∈ Cβwu(ϕ)− where βwu(ϕ) = inf
p∈M
log µmax − log νmin
log µmin
In 1997 he improved the same result to the optimal bound
Theorem 2.4.4 (Hasselblatt).
Ewu ∈ Cβwu(ϕ) if βwu(ϕ) /∈ N
Ewu ∈ Cβwu(ϕ)−1,x log x if βwu(ϕ) ∈ N
The theorem above shows again the naturality of the Ho¨lder continuity
with respect to the Cn continuity in dealing with Anosov flows. The works of
Hasselblatt which contain these results are the natural prosecution of Anosov
ideas in modern mathematics and they will stand as cornerstone in the study
of Anosov systems.
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2.5 Examples
2.5.1 The torus
Any automorphism FL induced on Tn = Rn/Zn such that the map L of
Rn is hyperbolic, with integer entries, with determinant ±1 is an Anosov
diffeomorphism. In this case we can always find a norm on Rn such that
it expands on E+(L) and contract on E−(L) , moreover this norm projects
itself on Tn preserving the splitting of the spaces. We will carry on a specific
example to have a feeling for the usual behaviours of hyperbolic dynamical
systems. Let FL by the map FL : T2 → T2 given by
FL(x, y) = (2x+ y, x+ y) (mod 1)
The map FL is invertible and its inverse has integer entries as can be seen with
the matrix
(
2 1
1 1
)
. From the algebraic point of view FL is an automor-
phism for the group Tn. Note that the map FL has eigenvalues λ1,2 = 3±
√
5
2
while the related families of invariant lines have slopes ±
√
5−1
2
. Obviously the
first family of lines is expanded by λ1 while the second one is contracted by
λ2. In this sense the projection of each line of irrational slope is everywhere
dense on the torus. Now apply FL to the point of rational coordinates, ob-
taining FL
(
s
q
, t
q
)
=
(
2s+t
q
, s+t
q
)
. Note that the formula above tell us that we
have a dense set of periodic points. Moreover combining the two observations
above we obtain that the map is topologically transitive. In fact given two
open subsets of T which we will call U and V we can consider p ∈ U , q ∈ V
periodic points. Now consider the expanding line through p and the con-
tracing one from q. The two lines will intersect in a point which we will call
r. The positive and negative iterates of r, which have p and q as respective
limit points, tells us that the orbit of FL(x) is dense on T. Note that in the
system described above a dense set of periodic orbits coexists with a set of
dense irrational non-periodic orbits: this behaviour is typical of hyperbolic
dynamics.
2.5.2 On infranilmanifolds
The construcion above can be generalized in the following sense. If we think
to toral automorphisms as factors of the Lie group Rn we might want to look
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for others Lie groups to use in our construction. Let G be a simply connected
Lie group such that it has Γ ⊂ G discrete subgroup with the property that Γ\
G is compact. Suppose that F : G→ G is an automorphism, Γ is F -invariant
and DF |Id is hyperbolic. Then there is a splitting of the Lie algebra L (G) =
TIdG = E
+ ⊕ E− which carries along a norm contracting and expanding on
the right subspaces. Note that the existence of this hyperbolic automorphism
forces G to be nilpotent. Now let g ∈ G and consider x→ gx, if we apply the
differential to it we obtain a splitting for F . The factor f : Γ\G→ Γ\G of F
is an Anosov diffeomorphism. Note that this diffeomorphism in not conjugate
to any toral one. Also the only knows manifolds that support an Anosov
diffeomorphism are infranilmanifold, which are exactly those manifolds which
have a nilpotent Lie group.
2.5.3 Anomalous flows
In 1970 Smale published a programmatic paper [Sma67] where, among many
others questions, he asked if the chain recurrent set of an Anosov flow was
always the entire manifold. Later the question became a conjecture, led by
the evidence of special cases proven by Verjovsky [Ver74]. However in 1980
Franks and Williams [FW80] proved the following
Theorem. There is an Anosov flow whose chain recurrence set is not all of
M .
In fact they constructed at least two different counterexamples. Here
we report one of them. Let A be a linear Anosov map on T2 and let f be
the DA-map The “derived from Anosov map” appeared for the first time in
Smale [Sma67]. A detailed construction of this map can be found in [KH95].
For our purpose we will just say that f has the form q · A where q is such
that around a fixed point p0 is well-defined, preserves the stable manifold of
A and expands away from p0. In this way f has p0 has a source and has a one
dimensional attractor Λ. Note that f is hyperbolic with respect to the chain
recurrence set Λ ∪ {o}. Consider the suspension induced by the equivalence
relation (x, 0) ∼ (f(x), 1) onM .= T2× [0, 1]. The canonical flow constructed
from d
dt
defines a flow ϕt on M . Note that the source p0 in T2 generated, in
the suspension construction, a repelling periodic orbit for ϕt which we will
call J . Obviously we now delete a tubular neighborhood of J obtaining a
manifold M˜ with a ∂M˜ homeomorphic to T2 and a flow transverse to the
boundary. Now let M be M˜ joined with a collared neighborhood T2 × [0, 1].
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Observe that T2×0 is the boundary ofM and that we can extend the flow ϕt
so that the flow is transverse to each T2× s. Moreover let M ′ , ϕ′t be a copy
ofM , ϕt with a sign reversed. Then ϕ
′
t will travel outward to ∂M
′
so that we
can sew M and M
′
along the respective border keeping the flow transverse
along the border. Man˜e` work now tells us that this is still an Anosov flow; in
fact we could check it by veryfing the proposition 2.3.8 with respect to the
transversality of stable and unstable manifolds. Note that the flow obtained
after sewing has a 2-dimensional repellor with hyperbolic structure. Let O
be an orbit not in the attractor or the repellor set. Then O passes through
the boundary which we sewed i.e. T2 × 0 never to return, hence the orbit is
wandering not chain-recurrent.
2.6 Geodesic flows
Since the original work by Anosov himself [Ano67] it is known that the
geodesics flow on a manifold M of strictly negative sectional curvature is of
Anosov type. Historically geodesics flow has indeed a great relevance since
it was one of the starting point for the development of hyperbolic dynamics.
We should mention that given a compact riemannian manifold M for which
the geodesic flow is of Anosov type, we can construct a metric of negative
sectional curvature only under additional hypothesis. In the following theo-
rems the metric is always given. First of all we recall the construction of a
geodesics flow on the unitary tangent bundle
Definition 2.6.1. Consider SM
.
= {v ∈ TM ||; ‖v‖ = 1} and we define ϕt
to be the set of γt(v)
.
= γ˙v(t) where γv is the uniquely defined geodesic such
that γ˙v(0) = v.
Anosov realized that, on opportune manifold, geodesic flow had the prop-
erties required. In fact in the original memoir he constructed an Anosov flow
which was a geodesic flow on a surface of constant negative curvature. In the
same paper he also proved
Theorem 2.6.2. The geodesic flow on a compact Riemmanian manifolds
with negative sectional curvature is an Anosov flow.
Usually the proof of the above theorem is done by checking the definition
of hyperbolic set for a flow with respect to come contracting and expanding
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cones. This approach is particularly rewarding since it tights the characteri-
zation of flows to the properties of the Jacobi fields with the related equation.
For the following proof we refer to [KH95]; this is the translation in familiar
notation of the proof constructed by Anosov.
Proof. As usual let M be a compact Riemmanian manifold, TM the usual
tangent manifold and SM the unitary counterpart. Let R be the the curva-
ture tensor and recall that for arbitrary u, v, w, z ∈ TpM we have
R(u, u) = 0 and 〈R(u, v)w, x〉 = 〈R(w, x)u, v〉
Moreover we define the sectional curvature
〈R(u, v)u, v〉
〈u, u〉〈v, v〉 − 〈u, v〉2
Our hypothesis now translate into the fact that the quantity above is bounded
above by a k > 0 such that −k > 0. Note that for a geodesic γ : R → M
Jacobi fields Y : t→ Y (t) ∈ Tγ(t)M are always solution of
Y¨ (t) +K(t)Y (t) = 0 (2.3)
where dots represent differentiation with respect to t and K(t)
.
= R(γ˙, ·)γ˙(t).
Next we point out that a tangential Jacobi field is of the form Y (t) = f(t)γ˙(t)
where f¨(t) = 0. Note also that both the projection YT along γ˙(t), determined
by f(t) = 〈Y (t), γ˙(t)〉, as well as Y ⊥ defined in the obvious way are Jacobi
fields as long as Y was it. Express for each v ∈ TpM an isomorphism
hv : TvTM → TpM ⊗ TpM with ξ → (x, x′) defined by
hϕt(v)(Dϕ
tξ) =
(
Y (t), Y˙ (t)
)
=
(
Y T (t) + Y ⊥(t), Y˙ T (t) + Y˙ ⊥(t)
)
Note that Y T ,Y ⊥ represent possible reparametrizations of geodesic flows:
while Y T is responsible for the change of the flow with respect to the initial
point, Y ⊥ is responsible of uniform changes of speed with rispect to the SM .
Thus we only have to show that Y ⊥ admits the required hyperbolic splitting.
We will do so by constructing invariant cones and invoking theorem 1.1.11.
From now on we will just write Y to mean Y ⊥; before proceeding recall once
again that our hypotesis on the curvature is translated into the existence of
k, κ > 0 such that
〈KY, Y 〉 ≤ −k〈Y, Y 〉 when Y ⊥ γ˙
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and
〈KY,KY 〉 < 1
κ2
for Y ∈ SM
Let also ‖u, v‖ be the norm defined by ‖u, v‖ .= √〈u, u〉+ 〈v, v〉 for some
 < κ−1.
Lemma 2.6.3. The family of cones defined by Cδ
.
= 〈Y,Y˙ 〉‖Y,y˙‖2 ≥ δ is strictly
invariant for δ < k
1+κ−3/2
Proof. First of all note that by elementary algebraic manipulation we have√
〈Y, Y 〉〈Y˙ , Y˙ 〉
‖Y, Y˙ ‖2 ≥
1
2
√

and
k〈Y, Y 〉+ 〈Y˙ , Y˙ 〉
‖Y, Y˙ ‖2 ≥ k
Applying Cauchy-Schwarz inequality and taking 〈Y,Y˙ 〉‖Y,Y˙ ‖2 = δ < 1/2 we obtain
d
dt
〈Y, Y˙ 〉
‖Y, Y˙ ‖2 =
(
〈Y˙ , Y˙ 〉〈Y¨ , Y˙ 〉
)
‖Y, Y˙ | − 2〈Y, Y˙ 〉
(
〈Y, Y˙ 〉+ 〈Y¨ , Y˙ 〉
)
‖Y, Y˙ ‖4
=
〈Y˙ , Y˙ 〉 − 〈KY, Y 〉
‖Y, Y˙ ‖2 − 2
〈Y, Y˙ 〉
‖Y, Y˙ ‖2
〈Y − KY, Y˙ 〉
‖Y, Y˙ ‖2
≥ 〈Y˙ , Y˙ 〉 − 〈KY, Y 〉‖Y, Y˙ ‖2 − 2δ
(
〈Y, Y˙ 〉
‖Y, Y˙ ‖2 − 
〈KY, Y˙ 〉
‖Y, Y˙ ‖2
)
≥ k − 2δ
δ + 
√
〈KY,KY 〉〈Y˙ , Y˙ 〉
‖Y, Y˙ ‖2

≥ k − 2δ
δ + 
κ
√
〈Y, Y 〉〈Y˙ , Y˙ 〉
‖Y, Y˙ ‖2
 ≥ k − 2δ(δ + √
2κ
)
≥ k − δ
(
1 +
1
κ3/2
)
> 0 as required.
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Now recall that  < κ−1 and  < 4κ2δ2. Then
d
dt
‖Y, Y˙ ‖
‖Y, Y˙ ‖ =
〈Y, Y˙ 〉
‖Y, Y˙ ‖2 − 
〈KY, Y˙ 〉
‖Y, Y˙ ‖2
≥ δ − 
√
〈KY,KY 〉〈Y˙ , Y˙ 〉
‖Y, Y˙ ‖2 ≥ δ −

κ
√
〈Y, Y 〉〈Y˙ , Y˙ 〉
‖Y, Y˙ ‖2 ≥ δ −
√

2κ
> 0 (2.4)
So every Jacobi field in Cδ expands. Next we could construct invariant con-
tracting cones but it may be sharper to conclude from the observation that
by definition ϕ−t(v) = −ϕt(−v). Hence we naturally have a family of cones
expanding for negative times which is equivalent to our request.
By studying Jacobi fields Klingenberg found interesting results in 1974
[Kli74] and proved the following
Theorem 2.6.4 (Klingenberg). Let M be a compact riemannian manifold
of dimension n+1 and let ϕt be the geodesic flow of Anosov type on the unit
tangent bundle TM of M then M has the following properties of a manifold
with strictly negative sectional curvature
1. There are no conjugate points on M .
2. Every closed geodesic has index 0.
3. The universal covering ofM has the differentiable structure of the n+1-
disc.
4. The fundamental group Γ of M has exponential growth.
5. Every non-trivial abelian subgroup of Γ is infinite cyclic.
6. The flow ϕt is ergodic.
7. The periodic orbits of the flow are dense.
Note that, according to Anosov the last two properties hold in general
for a measure preserving flow of Anosov type on a compact manifold.
With reference to the work of Plante [Pla72] we want to say that if
ϕT :M →M is the geodesic flow of a compact 2-manifold of negative cur-
vature then the strong unstable and strong stable manifolds are dense in M ,
moreover ϕt does not admit a section on which one could construct a flow.
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2.7 Flows on 3-manifold and codimension one
flows
In many senses 3-manifolds represents a breaking point between low-
dimensional dynamics and generic dynamics. In fact they still retain many
properties of one and two dimensional problems while they also introduce
many aspects of generic dynamics. Anosov himself realized this interesting
phenomena which was further investigated by Verjovsky. Recall that in
dimension three Franks and Williams produced a non-transitive Anosov
flow, as shown in the example constructed of the anomalous flows. At the
same time Bonatti an Langevin in [BL94] where able to construct a transitive
flow on a compact 3-manifold which is not the suspension of an Anosov
diffeomorphism. In this sense we can say that Anosov flows on 3-manifold
do not admit classification with respect to the existence of a dense orbit.
In addition, Foulon was able to construct smooth contact Anosov flows on
closed three manifolds, with the properties that these manifolds are not the
tangent bundle of any surface. We would like to give one more example of
3-manifold which supports particular flows. In 1980 Handel and Thurston
[HT80] constructed the following example. Let S be a surface of constant
negative curvature and let G be the set of simple closed geodesics on S.
When G is maximal then the closure of connected components are pair of Pi
where Pi is the cobordism manifold which uses one S
1 as starting point and
two completely disjoint S1 as final point. Note that the geodesic flow ϕt on
S is Anosov as well as ϕt|TPi . We will use Ni = TPi as the building block
for our construction. Note that g ∈ G is the boundary of two Pi, say P1
and P2. We can glue the two manifolds along g while preserving the tangent
vector field by considering the map F : T2 → T2 given by
(
1 a
0 1
)
. In
the simplest case G is just one geodesic and F =
(
1 a
0 1
)
. The special
fact about the flow ϕt constructed this way is that it is not algebric i.e. not
topologically conjugate to any flow obtained by the construction showed in
section 2.5.2 on Lie Groups. As we can say 3-manifolds seem to carry many
different types of Anosov flows, however this is not the case when we focus
on higher dimensional flows. Moving away from “special” flows we will now
look at codimension one Anosov flow; we will follow Plante as in [Pla72] and
Ghys [Ghy88]. Given the flow ϕt one says it has codimension one when either
29
Ess or Esu are of dimension one. Verjovsky, [Ver74], investigated this type
of flow and showed that if dimM > 3 they are transitive. In literature the
state of the art is represented by the work of Simic [Sim95] which extended
and included the main results obtained by Plante and Ghys. We first need
to introduce some relevant definitions
Definition 2.7.1. A codimension one compact submanifold of a manifold
M is called a global cross section for a flow on M if it intersects every orbit
of the flow transversely.
Verjovsky conjectured that if the fundamental group ofM is solvable then
the flow ϕt must have a global cross section. Note that the hypothesis on the
fundamental group is necessary to rule out the geodesics flow of a negatively
curved compact surface, which has obviously no global cross section.
This conjecture has been proven by Plante in the articles [Pla81] [Pla83]
Theorem 2.7.2 (Plante). Let ϕt : M → M be a codimension one Anosov
flow such that pi1(M) is solvable. Then the flow has a global cross section
and it is conjugate to the suspension of a hyperbolic toral automorphism.
Note that if a flow admits a global cross section Σ the flow can be recon-
structed by suspension from the Poincare´ map. Note, however, that the only
known example of codimension one flow with no cross global section is that,
already presented, of a flow on a negatively curved surface; we note that this
is a flow on a 3-dimensional manifold. So a more primitive conjecture of
Verjovsky [Ver74] still holds unresolved
Conjecture 2.7.3 (Verjovsky). Every codimension one Anosov flow on a
compact manifold of dimension greater than three admits a global cross sec-
tion.
The best available result in this sense is due to Simic [Sim95]
Theorem 2.7.4. Every codimension one Anosov flow on a compact manifold
of dimension greater than three admits a global cross section when the flow
preserves the volume. More precisely, every volume preserving codimension
one Anosov flow on a closed Riemmannian manifold of dimension greater
than three can be C1 approximated by a C∞ flow of the same type the syn-
chronization of which admits a global cross section with constant first-return
time.
30
Here we outline the proof of the theorem and refer for the details to
[Sim95]. First of all we approximate the C1 flow with a C∞ flow such that
it has a continuos splitting of TxM in one-dimensionals subspaces, each one
related to an eigenvalue of the differential. Next we reparametrize the new
flow to obtain a C1+α volume-preserving codimension-one flow topologically
conjugate to the original one. In this way we obtain a flow that for t = −1 is
continuos on the whole manifold. Our aim is now to show that W ss and W su
are jointly integrable. We will do so by following the holonomies along W ss
at differents times. The last step is far from being trivial and is the result of
precise exstimates on Ho¨lder forms on M . Note that, using some Newhouse
[New70] results, the above theorem also leads to the fact that each one of the
above flows is conjugated to the suspension of a linear toral automorphism.
2.8 2005
This section is devoted to expose the most recent developments in the theory
of Anosov systems; we will present some results of Barbot and some of Fang.
Both of them have actively developed the field of Anosov system in recent
years. As it is usual in “work in progress” there is no uniformity of results.
In fact, both of them, after adding additional hypothesis to the system being
Anosov are able to prove properties which could, or cannot, be extended to
general Anosov system, giving us new paths to explore. We start from the
work of Barbot [Bar01]
Definition 2.8.1. Given an Anosov flow ϕt on M we will say that ϕt has
an -rectangle if there is a point x in M and four real numbers t1, t2, t3, t4
all less then  such that ht1s ◦ ht2u (x) = ht3u ◦ ht4s (x) where the h are orbits of
the flow within the stable or unstable leaves according to subscript. We will
say that an Anosov flow has the topological contact property if there is a real
positive number 0 such that the flow has no 0-rectangle.
In this sense we will call an Anosov flow ϕt such that Ess⊕Esu is a contact
plane of class C1 (i.e. a subspace with a 1-form completely non integrable)
a contact Anosov flow. Note that
Lemma 2.8.2. Contact Anosov flows have the topological contact property.
Flow equipped with a topological contact property are particularly inter-
esting for the geometry of their holonomies, which can be defined globally
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and for all t. Their strucuture reflects itself on the regularity of foliations,
which has been extensively studied. The relation between contact structures
and Anosov flows has also been studied by Asaoka [Asa05] who obtained on
3-manifold classification results with respect to the regularity of distributions.
On the other hand Yong Fang contributed to the study of Anosov flows
mainly in higher dimension or by considering quasi-conformal Anosov flows
i.e. flows for which both the quotients
K±(x, t) =
max(‖Dϕt(u)‖u ∈ E±x |‖u‖ = 1
min(‖Dϕt(u)‖u ∈ E±x |‖u‖ = 1
are bounded. Most of his work, yet unplubished, has been supervised by
Foulon. Using quasiconformal and volume preserving flows which have codi-
mension three distributions he was able to classify Anosov flows up to C∞
orbit equivalence [Fan]. In the same paper he established some results on
the conjugacy of flows; namely that, with the above hypothesis, two C1 con-
jugated flows are C∞ topologically conjugated. At almost the same time he
submitted an article which investigated the classification of five dimensional
Anosov flows with smooth distribution, it can happen that the regularity of
Ews,Ewu,Ess,Esu is C∞. Here the main tool is the vanishing of forms on the
distribution [Fan05]. He already obtained generalization to the presented
results as shown in [Fan04] where the classification up to C∞ topological
conjugacy is obtained for flows with smooth E+⊕E− distribution which are
at least two dimensional.
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Chapter 3
Hurder-Katok, differentiability
and rigidity
In this chapter we tight ourselves to follow the paper [HK90]. In this way
we are able to show how the ideas we developed in the previous chapters can
effectively interact with one other in order to obtain strong results.
3.1 Preliminaries
In the past chapters we have seen the hardness of solving problems related
to Anosov flows just with the hypothesis of the definition. Here we tight our
point of view to consider low-dimensional manifolds with volume preserving
Anosov flows. Hurder and Katok in [HK90] show that, on a 3-manifold
with a volume form and for flows at least C3, the weak-stable and weak-
unstable foliations are C1,Λ∗ . They also showed that under the presence of a
transverse invariant 1-form this properties passed to the strong counterparts.
Later [FH03] showed that Ess and Esu preserve the same Zygmund regularity
without assuming the existence of a 1-form.
We give the definition of Zygmund regularity
Definition 3.1.1. A continuos function f : I → R is in the Zygmund class
Λ∗(I) or just Λ∗ if for all x ∈ I and h > 0
Λ∗
.
= sup
x,h|x,x+h,x−h∈I
‖f(x+ h) + f(x− h)− 2f(x)||h| ‖ <∞ (3.1)
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Remark 3.1.2. The definition originally given in [Zyg68] by Zygmund him-
self was written for a continuos function f : (a, b)→ R with the condition
|f(x0 + h) + f(x0 − h)− 2f(x0)|
|h| = O(1) uniformly in x0 (3.2)
Note that with this definition Zygmund was able to prove that a function
in the Zygmund class is in Cs log s. The definition written by Zygmund is
equivalent to ours as can be seen by considering ‖f‖∞. The way the definition
was written may lead to wrong interpretations, as happened in the [HK90]
paper. There the Zygmund norm is given by
sup
a<x<b
lim sup
h→0
|f(x+ h) + f(x− h)− 2f(x)|
|h| (3.3)
The two definitions are not equivalent. In fact consider f a continuos function
on I = [−1, 1] such that f ∈ C∞ on I/{0} and f(x) = −f(−x). Then the
equation above is identically zero. However such a function does not belong
to C |slog(s)| in general. For example consider the function f(x) = sign(x)· |x|.
With the definition 3.1.1 we can prove a theorem, originally proved by
Zygmund, constructing a new proof.
Theorem 3.1.3. Let f : [a, b]→ R be in the Zygmund class on the interval
(a, b). Then f ∈ C |slog(s)|
Proof. Let f be as above, it is possible to reduce the original problem to
f(0) = f(1) = 0.
In fact suppose f(0) = a and f(1) = b and consider f = a+(b−a)x. Now
observe that the function f ∗ .= f − f is such that f(0) = 0, f(1) = 0, f ∈ Λ∗.
Now consider p(x) = |x− bx+ 1/2c| has period 1. Also set
w(x) = x(1− log(x)) with derivative w′(x) = −log(x).
Let L ∈ L (L∞(R)) such that (Lv)(x) = 1
2
v(2x) and note that
graph(Lv) =
1
2
graph(v)
. Then by applying L to w we obtain Lw = w − x log 2 and by setting
λ = 1/ log 2 we can write it as λLw = λw − x
Let v ∈ L∞(R) be a function such that v ≤ λw, on [0, 1] then Lv + p ≤
λLw + p ≤ λw. Moreover, let u ∈ L∞(R) of the form u =∑k≥0(−2)kp(2xx)
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so that u = Lu+ p. Observe that u is continuos, it has period one, u(0) = 0
and Λ∗(u) = 2. The key point is to notice that u ≤ λw because is in the
same class of functions of v and that |f(x)|/Λ∗(f) ≤ u(x)Λ∗(u). Putting it
all together we obtain
|f(x)| ≤ Λ∗(f)
Λ∗(u)
u(x) ≤ Λ∗(f)
2
λw(x)
Hence |f(y)− f(x)| is bounded by
|f(y)− f(x)− f(b)− f(x)
b− x (y − x)|+ |
f(b)− f(x)
b− x |(y − x) ≤
Λ∗(f)
log 4
|y − x| log b− x|y − x| +
4‖f‖∞
b− a |y − x| ≤ |x− y|(A+B log |x− y|)
The definition above is obviously extended for functions on Rn, by using
the same norm of (3.1.1) and replacing the open interval with a open subset
of Rn.
3.2 Results
Here for our convenience we state and group all the results we are going to
prove over the next sections. First of all we establish a result on regularity
of distributions
Theorem 3.2.1 (Regularity). Let ϕt be a volume preserving C3-Anosov flow
on a compact Riemannian 3-manifold M then
1. The weak-stable Ews and weak-unstable Ewu distributions are of class
C1,Λ∗.
2. If the flow admits a C1-transverse invariant 1-form, in the sense of
definition 1.3.7, then Ess and Esu (the strong-stable and the strong-
unstable distributions) are also of class C1,Λ∗.
We point out that in [FH03] it is proven that the strong distributions are
in the Zygmund class withouth the assumption on the existence of a 1-form
of the kind used in the theorem. Note that, even if the existence of strong
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distributions in the Zygmund class implies that the weak distributions are
in the Zygmund class as well, in the proof the regularity is established first
for Ewu, Ews and then for the strong counterparts. Next we investigate if, in
some cases, the two distributions could be C∞. We need to establish some
notations before dealing with the distributions. Suppose Ψp is a C
3 adapted
coordinates system (as it will be defined in the next section) transverse to
the flow. The Poincare´ map for the flow, relative to the transversal Ψp, is
defined on an open set (−, )2 and can be written as
F (x, y) =
{
µx+ ρ(x, y)
µ−1y + ψ(x, y)
From which we can define
Aϕ(p, tp)
.
=
1
2
µρxyy(0, 0) = −1
2
µ−1ρyxx(0, 0)
where subscript determine derivatives with respect to the indicated variables.
Now we are ready to state
Theorem 3.2.2 (Local Vanishing). Let ϕt be a volume preserving, C4-
Anosov flow on a closed 3-manifold M. Let p be a periodic orbit of period
tp ≥ 0. Suppose one of the following holds
1. the first transverse derivative of Ews and Ewu has modulus of continuity
ω(s) = o(s · |log(s)|) at p;
2. either Ewu or Ews has a measurable transverse second derivative almost
evrywhere on M;
3. there is a measurable second derivative for the local angle function be-
tween Ews and Ewu almost everywhere on M;
then Aϕ(p, tp) = 0.
In the dedicated section we will show that Aϕ(p, tp) returns special values
which can we use in the newly defined Anosov cocycle AΨϕ from which
Theorem 3.2.3 (Anosov class). Let ϕt be a volume-preserving, C4-Anosov
flow on a closed 3-manifold M.
1. The cohomology class Aϕ ∈ H1({ϕt},R) of the cocycle AΨϕ is indepen-
dent of the choice of adapted transverse coordinate Ψ for the flow.
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2. If {ϕt} and {ϕ˜t} are two volume-preserving C6 Anosov flows on M,
and Θ is a C1 diffeomorphism of M conjugating the two flows, then
Θ∗ ◦ A˜ϕ˜ = Aϕ.
Note that by comparing A˜ϕ˜ with Aϕ we are forced to focus on the conju-
gacy class of ϕt. The last theorem we prove will solve this problem when the
Anosov class is vanishing showing, as a side effect, a bootstrapping regularity.
Theorem 3.2.4 (Smooth Rigidity). Let ϕt be a volume-preserving, Ck-
Anosov flow on a closed 3-manifold M for k ≥ 5. The Anosov class Af
vanishes if and only if the distributions Ewu and Ews are Ck−3. If k = ∞
then the distributions are C∞.
3.3 Regularity
We reproduce here, in full details, the proof in [HK90] reguarding the regu-
larity theorem.
As an outline of the proof, first we introduce adapted transverse coordi-
nates for the flow based on the foliations. After adopting the new coordinates
we replace the vector field spanning E+ with a C1 close enough vector field.
Next we show that the new vector field belongs to the desired Zygmund class,
passing this properties to the related manifold.
Let ϕt be a volume preserving C3-Anosov flow on a closed Riemannian
3-manifold M . After considering TM = E0x ⊕ E+x ⊕ E−x we we will denote
{ξ, η+, η−} as a unit volume frame at each point, where each of the vector
fields spans the obvious space.
We will also define the local multipliers of the flow λ±(p, t) by the equa-
tions Dϕt(η±(p)) = λ±(p, t) · η±((ϕt(p))). For our flow then λ+ · λ− = 1.
Also we recall from previous section that the foliations Fws and Fwu are
C1 and the transverse derivative is α-Ho¨lder for some α < 1.
Definition 3.3.1 (Adapted Transverse Coordinates). Let ϕt be a volume
preserving Ck Anosov flow on the closed 3-manifold M, for k ≥ 2. A Ck-
adapted transverse coordinates for the flow is a C1-map
Ψ :M × (−, )2 −→M for some  > 0, such that
1. For each fixed p ∈ M the map Ψp : (−, )2 −→ M is an injective Ck
immersion such that Dx,yΨp(∂/∂x) and Dx,yΨp(∂/∂x) are uniformly
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transverse to the flow vector field ξ(Ψp(x, y)) with angles everywhere
greater than pi/4 and orthogonal to the vector ξ(p) for (x, y) = (0, 0).
2. The maps
Ψp : {(x, 0)| |x| < } −→ L+p ⊂ Lwup
Ψp : {(0, y)| |y| < } −→ L−p ⊂ Lwsp
are coordinates onto the 1-dimensional submanifolds L+p and L
−
p cen-
tered in p, and are C1 with respect to basepoint p, when considered as
Ck-immersions of (−, ) into M .
3. For each p ∈M let Xp = Ψp((−, )2) which, by the preposition above,
is uniformly embedded and transversal to the flow.
 The C1-foliation Sup of Xp defined by the restriction of F
wu to Xp
is C1-tangent at p to the linear foliation of Xp by the coordinate
lines parallel to the x-axis, in the coordinates provided by Ψp.
 The C1-foliation Ssp of Xp defined by the restriction of F
ws to Xp
is C1-tangent at p to the linear foliation of Xp by the coordinate
lines parallel to the y-axis, in the coordinates provided by Ψp.
4. Let dν be the restriction of the 2-form i(ξ)(dν) to Xp . Then
Ψ∗p(dν) = dx ∧ dy.
Note that here for each p ∈M we indicated with Lwup and Lwsp the weak-
unstable and weak-stable manifolds with p as basepoint. Historically we
indicate them with Lp rather than Wp, as in the stable manifold theorem, to
keep in mind that they are “lines” i.e. one dimensional manifold.
The first lemma we are going to prove is on the existence of such coordi-
nates
Lemma 3.3.2. Ck−1-adapted transverse coordinates exist for a volume pre-
serving Ck Anosov flow on a closed 3-manifold, for k ≥ 3.
Proof. In (1.2.11) it is showed that for a volume preserving Anosov flow the
foliations Fws and Fwu are C1. Note that locally we satisfy the hypothesis
of 1.2.11 cause of the construction following 3.3.5. If we combine this theorem
with the fact that Anosov distributions are orientable, we can choose vector
fields e+ and e− on M such that for each p ∈M
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 e+(p) ∈ Ewu(p) and e−(p) ∈ Ews(p);
 e+(p) and e−(p) are orthogonal to ξ(p).
Now, consider the Riemannian exponential map exp : TM → M ×M .
It can be restricted to a c-tube, 0 < c < 1, around the zero section of TM
to make it a diffeomorphism. Hence it exists 0 <  < c so that the map
E :M × (−2, 2)2 → (M ×M) given by (p, (a, b))→ exp(a · e+(p)+ b · e−(p)
has the following properties
 E is a C1 diffeomorphism into;
 Ep(a, b) = E(p, (a, b)) is C
∞ with respect to (a, b);
 Xp
.
= Ep((, )
2) is uniformly transverse to the vector field ξ with angles
bounded below by pi/4.
By the Cr-section theorem (1.2.12) we obtain that curves Lwsp and L
wu
p de-
pend C1 on the base point p. Hence we can set up a Ck-change of coordinates
on the domain of Ep
(a, b) = hp(a˜, b˜) = (a˜+ ψp(b˜), b˜+ ρ(a˜))
where Lwup is the graph of (a˜, ρp(a˜)), and L
ws
p is given by the graph (ψp(b˜), b˜).
ψp and ρp are such that
∂ψp
∂b˜
∣∣∣
(0,0)
= 0 and ∂ρp
∂a˜
∣∣∣
(0,0)
= 0 while their rispec-
tivelt k-jets at (0, 0) depend C1 on the point p. Define now kp(a˜, b˜) = kp(x˜, y˜)
such that kp(x˜, 0) = (x˜, 0) and kp(0, y˜) = (0, y˜) and
Ψp(x˜, y˜)
.
= Ep ◦ hp ◦ kp(x˜, y˜) (3.4)
pulls dν back to dx˜ ∧ dy˜. Now observe that the form (Ep ◦ hp)∗(dν) is Ck−1
on the point x˜, y˜ so that the coordinate map kp can be chosen as needed. By
costruction Ψp defines a C
k−1-adapted coordinates.
Now we introduce the spaces of vector fields needed
Γξ(TM) = {v ∈ ΓK(TM) | 〈v(p), ξ(P )〉 = 0 ∀ p ∈M}
Γ∗ξ(TM) = {v ∈ Γξ(TM) | v(p) 6= 0 ∀ p ∈M}
SΓξ(TM) = {v ∈ Γξ(TM) | ‖ v(p) ‖= 1 ∀ p ∈M}
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Observe that for δ > 0 define V (δ) ⊂ SΓξ(TM) such that
V (δ) = {v ∈ SΓξ(TM) | v = αe+ + βe− ∀ p ∈M} (3.5)
such that |β(p)| < δ and |∇β(p)| < δ.
Now we note that e+ ic contained in V (δ) where the closure of this set is
taken in the C1-uniform topology. Note also that V (δ) is a compact set of
C1 vector fields. By the construction of V (δ), δ > 0 and the definition of e+
we can see that the intersection of the family of all of the sets V (δ) is just
e+.
We observe that the differential Dϕt it does not map the set V (δ) to itself,
but it has the property that for any v ∈ V (δ) , 〈Dϕt(v(p)), e+(ϕt(p))〉 > 0.
Let pixi : TM → TM be the fiber by fiber projection map onto the Ck-
subbundle of vectors orthogonal to ξ. Define an orthogonal form of Dϕt
Pϕt : SΓξ(TM)→ SΓξ(TM) such that
Pϕt(v)(ϕt(p)) = ‖ pixi(Dϕt(v(p))) ‖−1 · pixi(Dϕt(v(p)).
Now we are ready to state
Lemma 3.3.3.  Pϕt ◦ Pϕs = Pϕt+s for all s, t ∈ R.
 For v ∈ V (δ), limt→∞ Pϕt(v) = e+ uniformly in the C1-topology.
 For each δ > 0 there exists t(δ) > 0 such that Pϕt : V (δ) → V (δ) for
t > t(δ).
Proof. The first statement is obvious since Dϕt(ξ) = ξ The second statement
comes from the definition of Anosov flow since the e− part is contracted and
has zero as limit while the e+ part is exponentially expanded. Then again
by the Cr-section theorem we get the uniformity since the multipliers are
the same for e±. Also the third statement can be considered coming directly
from the Anosov condition. In fact if we consider
‖pixi(Dϕt(e±(p))ϕt(p))‖
‖e±(ϕt(p))‖
we obtain in the limit for t→∞ the needed uniformity.
Now choose p ∈ M , and recall that Ψ|(0,y)⊂ L−p . Pick up v ∈ Γξ(TM)
(which depends on p and is everywhere perpendicular to ξ) and project
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v|Xp on TXp. Now use Ψp to consider the projected field on (−, )2 and
restrict it again to the y-axe. We will express the constructed field as
vp(y) = (vp,1(y), vp,2(y)). We still need to rescale it so that it is point by
point of the form v˜p(y) = (1, ap(y)). Next we can define the following set,
which is the heart of all the reasoning. For each 0, k > 0 set
V (δ0; ; k) = {v ∈ V (δ) | ∀ p ∈M ∀ y with 0 ≤ |y| ≤ ,
|Dy(ap)(y)−Dy(ap)(0)| ≤ |k · | log |y||} (3.6)
Note that each set V (δ0; ; k) is C
1 precompact when we consider only δ < 1,
in fact the condition on the differential is C1 closed.
Now we move on to establish the regularity of Fwu, which is based on
some technical results
Lemma 3.3.4. For 0 < δ < 1, there exist constants k, T > 0 and 0 < 0 < 
so that for all positive integers n, Pϕ(nT )V (δ)→ V (δ, n0 ; k) .
The proof is given with the induction method on n we start by saying
that
Lemma 3.3.5. - Given 0 < δ < 1 and 0 < 0 < 1 there exists k > 1 so that
equation (3.6) holds for all v ∈ V (δ). That is V (δ) ⊂ V (δ, 0; k)
Proof. vp,1(y) is uniformly continuos with respect to v ∈ V (δ) on the set
(p, y) ∈M ×{|y| ≤ }. So |Dy(ap)(y)−Dy(ap)(0)| has a maximum on V (δ).
After fixing 0 we can always choose k so that |Dy(ap)(y) − Dy(ap)(0)| ≤
k · | log |y|| is true uniformly on V (δ).
Let 0 < δ < 1 and T > t(δ) > 0 so that
pixi(Dϕ
t(e+(p))ϕt(p))/e+(ϕt(p)) > 4
Note that only at this point we can understand why locally there always exists
a C1 foliation following 1.2.11. Next p being fixed let p′ = ϕT (p). Now we
can construct a Ck function τ : Xp → R such that τ(p) = 0 and given q ∈ Xp,
ϕt+τ(q) ∈ Xp′ . Hence we define F : Xp → Xp′ so that F (q) = ϕt+τ(q)(q).
Consider now the coordinate y along L−p and z along L
−
p′ . Again write
(u, z) = F (x, y) (obviously z = F (0, y) and for v ∈ V (δ) denote with
(1, bp′(z)) the local pointwise rescaling of vT . Then we can state the fol-
lowing
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Lemma 3.3.6. There exist 0 < 1 < , δ > 0 and k > 1 such that for all
p ∈M and |y| < 1 , if v ∈ V (δ) satisfies the estimate
|Dy(ap)(y)−Dy(ap)(0)| ≤ k · |y| · | log(|b|)| then
|Dz(bp′)(z)−Dz(bp′)(0)| < k · |z| · | log(|z|)|
Proof. We can rewrite F (x, y) in local forms
F (x, y) = (µx+ ρ(x, y), µ−1y + ψ(x, y))
Let µ− be defined by pixi(Dϕt(e−(p))ϕt(p)) = µ−(p, t)e± + (ϕt(p)) so that
here we can consider µ−(p, T ). Note also that ρx(0, 0) = ψy(0, 0) = 0.
The next lemma describe the properties of the forms ρ,ψ
Lemma 3.3.7. The local forms ρ and psi satisfy the differential identities
1. (µ+ ρx)(µ
−1 + ψx)− (ρy)(ψx) = 1 for all (x, y);
2. ρx(0, 0) = ρy(0, 0) = 0; ψx(0, 0) = ψy(0, 0) = 0;
3. ρxx(0, 0) = ρyy(0, 0) = ρxy(0, 0) = 0 and
ψxx(0, 0) = ψxy(0, 0) = ψyy(0, 0) = 0;
4. If ρ and ψ are C3 in a neighborhood of (0, 0), then
ρyyy(0, 0) = ψxxx(0, 0) = 0 and µ
−1ρyxx(0, 0) + µψxyy(0, 0) = 0.
Proof. Observe that the 2-form i(ξ)(dν) on M is a transverse invariant vol-
ume form for the flow, since dν is flow invariant by hypothesis. Recall that
the transverse coordinates are chosen so that Ψ∗p(dν) = dx∧ dy which trans-
late into F ∗(dν ∧ dz) = dx ∧ dy which in turns implies the first statement
of the lemma. For the second statement just note that L±p are F -invariant;
so differentianting ρ(0, y) = ψ(x, 0) = 0 we obtain the required equivalence.
The vanishing of the mixed derivatives comes straight from (3.3.1) since
DF(x,y)(∂ ∂x) = (µ + ρx, ψx) must be tangent to (∂/∂u)(0, 0). So the third
statement is obtained by differentiating the first one and then by applying
the results found, while the last one is obtained by differentiating twice.
At this point we recall that v˜(0, y) = (1, ay(p)) as in lemma (3.3.4) and
write w˜(0, z) = (1, by(p)) by the same procedure. Write the equivalence
(u, z) = F (x, y) for v˜, w˜ and we obtain the following differential equation
b(z) =
(µ−1 + ψy) · a+ ψx
(µ+ ρx) + ρy · a ((y(z)) (3.7)
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Let us consider the terms of the equation one by one and expand them. The
first order partials of ρ and ψ vanish at (0, 0). The expression
z = µ−1 + (1/2)ψyy(0)y2 + o(|y|2)
can be inverted to give
y = µz − (1/2)ψyy(0)µ3z2 + o(|z|2)
Moreover ap(y) is C
1 so that a(y) = a0+a1y+A(y) where A is a C
1 function
such that A(0) = 0 and vanishing first derivative A
′
y(0) = 0. The same holds
for bp(z) = b0+ b1z+B(z) with B(0) = B
′
z(0) = 0. Now we put it back them
together and expand (3.7) into the second order so that we obtain
Dz(b)(z)−Dz(b)(0) = µ−1A′(uz) +O(|z|) (3.8)
Now recall that from our hypothesis |A(y)| ≤ k · |y| · | log |y| we obtain
|B(z)−B(0)| ≤= k · (|z|+O(|z|2)) · | log |z||+ log µ+O(|z|) (3.9)
Pick 1 sufficiently small so that − log |z|  log µ for |z| < 1. Hence we can
rewrite (3.9)
|B(z)−B(0)| ≤= k · |z| · log |z| − k · log µ · (|z|+ o(|z|)) +O(|z|) (3.10)
Observe that the error term O(|z|) is uniform, linear in p and independent of
k. So we can choose k big enough so that −k · log µ · (|z|+o(|z|))+O(|z|) < 0
uniformly in p for |z| < 1 which leads us to |B(z)−B(0)| < k · |z| · log |z| as
required.
Proof of Lemma 3.3.4. Let δ, 1 so that the proposition above is satisfied.
Pick 0 < 0 < 1 so that Fp(0, 1) > 0 and Fp(0,−1) < −0. Let k be big
enough so that lemma 3.3.5 holds true. Given v ∈ V (δ), n ≥ 1 we must show
that PϕnT (v) ∈ V (δ; n0 ; k). Because of the choice of 0 it exists 0 < m ≤ n
for which it exists y′′ with 0 < |y′′| < 1 so that Fm(0, y′′) = (0, y). Now
apply iteratively to v the lemma 3.3.6 since the needed conditions hold for v
and conclude by observing that (0, z) = Fm(0, y′′) = (0, y) as required.
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Lemma 3.3.8. The vector field e+ is in the class C1,Ω.
Proof. Let δ, k, T > 0 as in lemma 3.3.4. By construction the sequence
of vector fields vn = Pf
nT (v) converge to e+ as proven by lemma 3.3.3,
furthermore is uniform in the C1-topology. By applying the series of lemmas
to the rescaled vector fields v˜nT,p we have that they converge uniformly to
the rescaled field e˜+p . So for p ∈M and |y| < 1
|Dy(e˜+p )(y)−Dy(e˜+p )(0)| =
lim
n→∞
|Dy(v˜nT,p)(y)−Dy(v˜nT,p)(0)| ≤ k · |y| · | log(|y|)| (3.11)
Hence the local fields e˜+p are C
1,Ω in the y-coordinate. Note that the
vector field e+ is locally the field e˜+p after dividing by its length i.e. e
+ will
be C1,Ω along the stable manifold L−p . The vector field e
+ is known from
[Ano67] to be Ck along the unstable manifold Ewup so it will be C
k along
Lwup , so that e
+ is C1,Ω uniformly in p.
To establish the Zygmund regularity (definition 3.1.1) of the vector field
e+ we need to improve the exstimates in lemma 3.3.7 we will do so by refining
our use of the second order expansion of (3.7).
Lemma 3.3.9. There exist 0 < 2 < , δ > 0 and a monotone decreasing
function C(k) > 0 of k > 0 such that for all p ∈M and |y| < 2, if v ∈ V (δ)
satisfies
|Dy(ap)(y) +Dy(ap)(−y)− 2Dy(ap)(0)| ≤ k · |y| then
|Dz(bp′)(z) +Dz(bp′)(−z)− 2Dz(bp′)(0)| < k · |z|(1 + |z|C(k))
Proof. Using the definition of Zygmund class, and applaying our estimates
we have the following,
|Dz(bp′)(z) +Dz(bp′)(−z)− 2Dz(bp′)(0)|
≤ µ−1|A′(y(z)) + A′(y(−z))− 2A′(0)|+O(|z|2)
≤ k · (|z|+ (1frm−e)µ2ψyy(0)|z|2) +O(|z|2)
≤ k · |z|(1 + |z|C(k))
(3.12)
Note that C(k) ≥ (1/2)µ2ψyy(0)|z|2) + O(|z|2)k|z|2 uniformly in p. Note that
O(|z|2) is independent from k so our function can be chosen uniformly de-
creasing in k.
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Now we can use this last estimate to prove a Zygmund counterpart to
lemma 3.3.4.
Lemma 3.3.10. For 0 < δ < 1, there exist constants K > 0 and 0 < 3 < 1
so that, for all positive integers n and for all v ∈ V (δ), the vector field
vnT = Pϕ
nt(v) satisfies the local estimates
|Dy(anT,p)(y) +Dy(anT,p)(−y)− 2Dy(anT,p)(0)| ≤ K · |y|
with 2−n3 < |y| < 3.
Proof. Fix δ and choose T big enough so that the local expansion rate
µ(p, T ) > 4. By choosing T this way we ensured ourselves that exists 3
such that for each p we have |µ−1 + ψy(y)| < 1/2 for all |y| < 3. Then
we can pick 4 such that 0 < 4 < 3, 4 < |y| < 3 and K0 such that the
following estimate is uniform
|Dy(ap)(y) +Dy(ap)(−y)− 2Dy(anT,p)(0)| ≤ K0 · 4 < K0|y|
Now set
Kn = K0
n∏
m=1
(1 + 2−mC(K0)3) with K = lim
n→∞
(Kn)
In this way we can pick y such that 2−n3 < |y| < 3. Reasoning as in lemma
3.3.4 we have that it exists y′′ such that y = Fm(y′′). From which we can
apply the proposition above for k = Kj and a vector field v(n−j)T ∈ V (δ) so
that
|Dz(anT,p′)(z) +Dz(anT,p′)(−z)− 2Dz(anT,p)(0)| < Km|z| < K|z|
as required.
Proof of main theorem
The vector field e+ is the limit in the uniform C1 topology of vector
fields vnT , so we obtain from last proposition a uniform estimate of the local
renormalized form of e+ along the stable curves L−p . This implies that e
+ is
of class C1,Λ∗ along each curve L−p , uniformly in p. The field e
+ is Ck on the
submanifolds Lwup , so we obtain the desired estimate locally about p, uniform
in p. In addition if we now consider theorem 1.3.8 we now obtain the second
part of the thesis.
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3.4 Anosov class
Thinking back to chapter two, we already said that Anosov thought foliations
of Ck would not be generically C2. Indeed this is the case, furthermore we
are able to show that a special condition, the vanishing of a cocycle related
to the flow, implies Ck foliations.
Suppose that the flow is at least C3 with C3 adapted coordinates (note
that by a previous section all Ck flows with k ≥ 4 admit such coordinates).
Let v˜t,ϕt(p) be the scaled image of v˜ under the Poincare´ map
Ft : Xp 7→ Xϕt(p) with form (1, at,ϕt(p)(z))
Lemma 3.4.1. Let v˜ have local form (1, ap) with second order expansion
ap(y) = a0 + a1y + yαp(y) + o(|y|2) where αp(y) is continuous and vanishes
at zero. Then the scaled vector field (1, at,ϕt(p)(z) has second order expansion
for z near zero given by
at,ϕt(p)(z) = µ
−2a0 + µ−1a1z + µ−1zαp(µz)+
AΨϕ (p, t)z
2 + a0B
Ψ
ϕ (p, t)z
2 + o(|y|2) (3.13)
with

µ = µ(p, t)
AΨϕ (p, t) = (1/2)µψxyy(0, 0)
BΨϕ (p, t) = (1/2)[µψyyy(0, 0)− µ−1ρpxyy(0, 0)]
Proof. Take each function in equation (3.7) and use the lemma on local forms
to manipulate the expressions.
Now we apply this lemma to the field e+ which has a0 = 0 to obtain
at,ϕt(p)(z) = µ
−1a1z + µ−1z2αp(µz) + AΨϕ (p, t)z
2 + o(|z|2) (3.14)
and we focus our attention to
αϕt(p)(z) = µ
−1αp(µz) + AΨϕ (p, t)z + o(|z|) (3.15)
which tells us that AΨϕ measures somehow the twisting of the Poincare´
map. So, since the twisting of the Poincare´ map does not allow Ewu to be
C2, we are interested in looking at the values of AΨϕ .
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Theorem 3.4.2 (Anosov Obstacles). One has AΨϕ (p, tp) = 0 if E
wu is C2 at
the periodic point p for the flow.
Proof. if Ewu is of class C2 then α(y) = a2y + o(y) at p note that by match-
ing this value of α(y) with the one obtained from equation 3.15 we obtain
a2 = a2 + A
Ψ
ϕ (p, tp).
Theorem 3.4.3 (Anosov class). Let k ≥ 3
1. Let Ψ be a choice of Ck-adapted coordinates. Then AΨϕ : M × R → R
is a C1-cocycle over the flow.
2. The C1-cohomology class of AΨϕ is independent of the choice of a Rie-
mannian metric on TM and Ck-adapted coordinates.
Proof.
(1) Ψ depends C1 on the base point p, hence, for the adapted coordinates,
AΨϕ (p, tp) = (1/2)µ(p, t)ψxyy depends C
1 on p. Then AΨϕ (p, tp) has an
obvious cocycle law defined by
AΨϕ (p, t+ s) = A
Ψ
ϕ (p, t) + A
Ψ
ϕ (ϕ
t(p), s)
which is established by the calculation of lemma 3.3.3.
(2) Let Ψ and Ψ˜ be two different systems of adapted coordinates for the
flow ϕt, even from different Riemmanian metrics on TM . For each
p ∈M it exists a local C3-diffeomorphism
(x˜, y˜) = Tp(x, y) = (T
1
p (x, y), T
2
p (x, y))
for some σ in a neighboorhood of zero such that σ(0, 0) = 0, for which
we have
ϕσ(x,y) ◦Ψp(x, y) = Ψ˜ ◦ Tp(x, y)
Note that the identities developed in lemma 3.3.3 still hold true for
Tp(x, y) since the transverse volume form is invariant with rispect to
the flow as well as to coordinate change. Moreover with respect to the
Poincare´ map Fp we have
T−1ϕt(p) ◦ F˜p ◦ Tp = Fp
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Veryfing the definition of cocycle with the ad of lemma 3.3.3 as in the
first part of the theorem we obtain
− 1
2
T 1ϕt(p),x(0, 0) · T 2ϕt(p),xyy(0, 0) + AΨ˜ϕ (p, t)+
+
1
2
T 1p,x(0, 0) · T 2p,xyy(0, 0) = AΨϕ (p, t) (3.16)
where all functions depends C1 from p as required.
Corollary 3.4.4. Let ϕt and ϕ˜t be volume-preserving, C6-Anosov flows
on closed 3-manifolds M and M˜ , respectively. Let Θ : M → M˜ be a
C1-diffeomorphism conjugating the two flows up to a time-shift. Then
the induced map Θ∗ on 1-cocycles identifies the respective Anosov classes
Θ∗ ◦ A˜eϕ = Aϕ
Proof. As it is proven in [KH95], Θ preserves the volume which, by passing
to the forms, implies that Θ is at least C3. If we indicate with Ψ adapted
coordinates on M and Ψ˜ coordinates on M˜ we obtain that Θ∗A˜Ψ˜ϕ˜ is the
Anosov cocycle built upon coordinates Θ−1◦Ψ˜ which, by the previous lemma
is cohomologous to AΨϕ .
Note that the last two statements, when considered together, are the
thesis of theorem 3.2.3 which was one of the results we intended to show. We
now move on to prove 3.2.2.
Theorem 3.4.5. Let ϕt be a volume-preserving, C4-Anosov flow on the
closed 3-manifold M .
1. For each period orbit p ∈M of period tp , the Anosov obstacle
Aϕ(p, tp)
.
= AΨϕ (p, tp)
is independent of the choice of adapted transverse coordinates.
2. The Anosov class Aϕ = 0 if and only if Aϕ(p, tp) = 0 for all periodic
orbits.
3. Aϕ = 0 if either E
ws or Ewu has a measurable transverse second deriva-
tive on a set of positive Lebesgue measure in M .
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4. Aϕ = 0 if the local angle function between E
ws and Ewu has a measurable
second derivative on a set of positive Lebesgue measure in M .
Proof. (1) Equation (3.16) is simply AΨϕ (p, tp) = A
Ψ˜
ϕ (p, tp).
(2) By the direct application of Livshitz theorem 1.3.5 we have one impli-
cation. The other one is obtained by writing the coboundary relation
so that AΨϕ (p, tp) = 0 at periodic orbits.
(3,4) Since the flow is ergodic the set of p where e+ has transverse second
derivative must have measure zero or one. In each case αp(y) have
second derivative at y = 0 so that a2(p) = α
′
p(0). In thise sense (3.16)
is written as
a2(ϕ
t(p))− a2(p) = AΨϕ (p, t)
Then by Livshitz theorem 1.3.5 we can extend a2 so that the equation
above holds everywhere, hence Aϕ = 0.
To complete the proof of 3.2.2 with to establish how the modulus of
continuity of e+ relates to Aϕ(p, tp).
Set F : (−, )2 → R2 to be a C3 embedding for which the local coordi-
nates F (x, y) are of the type
F (x, y) = (µx+ ρ(x, y), µ−1y + ψ(x, y)) with µ > 1
ρ(x, 0) = ψ(0, y) = 0
ρx(0, 0) = ψy(0, 0) = 0
(µ+ ρx(x, y))(µ
−1y + ψ(x, y))− ρy(x, y)ψx(x, y) = 1
(3.17)
As usual, unless rescaling, we can assume that e+ has coordinates of the
form e+(x, y) = (1, a(x, y)). With the C3 hypothesis the field e+ is at least
C1 and we can write an expansion a(0, y) = a1y + τ(y) where τ(y) = yα(y)
and α is a C1-function outside a neighbothood of y = 0 and such that it is
continuos at zero with α(0) = 0. Let AF = (1/2)µψxyy(0, 0) We then can
define a seminorm on the vector field e+ by
‖Dy(e+)‖Ω0 = sup
0<|y|<
τ ′(y)
|y|| log |y|| (3.18)
and state
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Proposition 3.4.6. Let f be a C3-map as above. Then
‖ Dy(e+) ‖Ω0≥
AF
log(µ)
(3.19)
Proof. We can set-up a C3 change of coordinates so that F (x, 0) = (µx, 0)
and F (0, y) = (0, µ−1y). Now use DF |e+ to obtain the following
α(µ−1y) = µ−1 (α(y) + AFy + o(|y|)) (3.20)
which can be iterated upon µ to obtain
α(µ−ny) = µ−n (α(y) + nAFy + E(n, y))
E(n, y) =
n−1∑
i=0
µi+1o(µ−i|y|) (3.21)
Given 0 < y <  from the mean value theorem we obtain that exists zn
such that
τ ′(zn) =
τ(µ−ny)
µ−ny
Suppose withouth loss of generality that  < 1/e so that s| log s| is monotone
increasing for 0 < s < , hence
|τ ′(zn)|
zn| log zn| ≥
|α(µ−ny)|
µ−n| log µ−ny|
which can be used in conjuction with the (3.21) to obtain the required esti-
mate since the error term goes to zero.
3.5 Smooth Rigidity
Here we show the last of theorems stated in section 3.2. The main idea is
to show that when the Anosov cocycle, which comes from the usual volume-
preserving Ck-flow, is a C1-coboundary then the weak foliations, both stable
and unstable, are Ck−3. We will first show that e+ is C3 and then use
an argoment to invoke hyperbolic bootstrapping. First of all we fix some
notation. Let a : M → R be a C1-function which satisfies the coboundary
equation
AΨϕ (p, t) = a(ϕ
t(p)− a(p)) ∀(p, t) ∈M × R (3.22)
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then our aim is to use the expansion of v˜ = (1, at,p(y)), as in given in previous
sections, to show that e+ is transversally C1,1, which in turns by Livshitz
Theorem implies higher regularity. Going back to more precise formulation
let v ∈ V (δ) as in section 3.3. Let vt = Pϕt(v) and recall the equation (3.13)
then
Lemma 3.5.1. The absolute value of the term BΨϕ in (3.13) is uniformly
bounded on the set M × [0,∞).
Proof. From lemma 3.3.7 and equation (3.22) we have
BΨϕ (p, t) = (1/2)µψyyy(0, 0) + A
Ψ
ϕ (p, t)
=
ψyyy(0, 0)
2ψy(0, 0)
+ a(ϕt(p))− a(p)
= (1/2)
d2
dy2
(logψy(0, y))(0) + a(ϕ
t(p))− a(p)
(3.23)
We give an estimate on the derivative term. Suppose that t = nT as in
lemma 3.3.5. For 0 ≤ i ≤ N we fix pi = ϕiT where yiy is the local transverse
coordinate through pi. Observe that the Poincare´ map ϕ
t : Xpi → Xpi+1 is
given locally by yi+1 = ψi(0, yi) for a C
3 function ψi,pi . Use again lemma
3.3.5 to obtain
d2
dy2
(logψy(0, y))(0) =
d2
dy2
(
N−1∑
i=0
logψi,y(0, ψ
i(y)))(0)
=
N−1∑
i=0
ψi,yyy(0, 0)
ψi,y(0, 0)
ψiy(0, 0)
(3.24)
where we set ψi(0, y) = y for i = 0 and ψi(0, y) = ψi−1 ◦ . . . ◦ ψ0(0, y) for
i > 0. Again by section 3.3 and the choice of T the |ψi,yyy(0, 0)/ψi,y(0, 0)| is
uniformly bounded as well as ψiy.
Corollary 3.5.2. Let v ∈ V (δ) be a C2 vector field for 0 < δ < 1, let at,2(p)
denote the coefficient of the quadratic term in the Taylor expansion at y = 0
of the local vector field v˜t,p about p. Then there is a constant K(v), depending
only on the vector field v, so that |at,2(p)| < K(v) for all t ≥ 0.
Proof. The expression (3.13) is now bounded by the estimate give by the
theorem above.
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We move on to prove
Lemma 3.5.3. The vector field e+ is transversally C3.
Proof. Our first aim is to show that e+ is transversally C1,1 and it has an
integrable second derivative. First of all notice that from the last corollary
we have that the choice of adapted transverse coordinates is uniform in p
and allows uniform coordinates change along each q,q′ in Xp on the same
transversal. Hence for each p we have that e˜+p (y) = limt→∞ v˜t,p(y) is well
defined for |y| < /2, moreover is bounded in the C2 topology and Lipschitz
on first derivative. As usual writing e˜+p = (1, a˜p(y)) tells us that a˜
′
p(y) is
absolutely continuos i.e. it exists a˜′′p(y) for almost all |y| < /2 and it is
integrable to a˜′p(y). Moreover, by considering z along the same transverse of y
in Xp we obtain that e
+ is everywhere transverse where the second derivative
of a˜p(y) is defined. Furthermore, a˜
′′
p(y) is a solution for the equation (3.13)
where defined, so, by Livshitz Theorem, can be extended to a C1 function
on all M . Obviously e+ is transversally C3 and has uniformly bounded on
its transversal.
We know need to establish a bootstrapping procedure i.e. express deriva-
tive in terms of convergent power series to produce exponential converge on
successive iterates
Theorem 3.5.4 (Bootstrap). Let ϕt be a volume-preserving, Ck-Anosov flow
on a 3-manifold M . Suppose that e+ is transversally Cn, with uniform esti-
mates on the transverse n-jets. If 3 ≤ n < k, then e+ is transversally Cn+l,
with uniform estimates on the transverse (n+ 1)-jets.
Proof. Given a point p and let T be big enough as in lemma 3.3.5. Then we
can expand
e+p (y) = a˜2(p)y
2 + . . .+ a˜n(p)y
n + o(|y|n)
and at the same time write F (x, y) for ϕT and expand
ψy(0, y), ψx(0, y), ρx(0, y), ρx(0, y)
into powers of y. For the expansion a˜(ϕT (p)) = µ(p, T )n−2a˜n(p) + ζn(p, T )
where the ζn(p, t) is a polynomial not involving a˜n(ϕ
T (p)) uniformly C1 in
p. If we rewrite a˜n(p) = µ(p, T )
2−n{a˜n(ϕT (p))+ ζn(p, T )} we can now iterate
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and obtain
a˜n(p) = {
N−1∑
i=0
µ(p, iT + T )2−nζn(ϕiT (p), T )}+
+ µ(p,NT )2−N{a˜n(ϕNT−T (p)) + ζn(ϕNT−T (p), T )} (3.25)
which has uniform estimates in p. Let N →∞ so that
a˜n(p) = {
∞∑
i=0
µ(p, iT + T )2−nζn(ϕiT (p), T )}
Turning our attention to adapted transverse coordinate we can restrict a˜n(p)
to the local curve XP . For such a curve we have,∣∣∣∣dζn(ϕiT (p))dy
∣∣∣∣ ≤ K1 ∣∣∣∣ ddy (µ(p, iT + T )2−N)
∣∣∣∣ ≤ K2µ(p, iT + T )2−N
Combining the last three equations together to have∣∣∣∣da˜n(p)dy
∣∣∣∣ ≤ ∞∑
i=0
K3µ(p, iT + T )
2−n ≤ K3
∞∑
i=0
4(2−n)i (3.26)
So e+ has transverse Taylor expansion up to the order (n+ 1).
Now we can state and prove the Smooth Rigidity Theorem
Theorem 3.5.5. Let ϕt be a volume-preserving Ck-Anosov flow on a closed
3-manifold M , for k ≥ 5. If the Anosov class Aϕ vanishes, then the vector
field e+ is Ck−3 on M .
Proof. We can now assume that we can solve equation 3.22 for a C1-function
a(p). Then by lemma 3.5.3 we have that e+ is C3 so by the bootstrapping
proposition is transversally Ck. It is was known since Anosov that the field
e+ is Ck when restricted to the leaves and we proved here as well. Using the
Poincare´ map we can thus say that the e+ is at least Ck−3 when restricted to
Xp and conclude globally by recalling that all our choices are flow-invariant.
GAME OVER
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