Cells utilize dynamic, network-level rearrangements in highly interconnected protein interaction networks to transmit and integrate information from distinct signaling inputs. Despite the importance of protein interaction network dynamics, the organizational logic underlying information flow through these networks is not well understood. Previously, we developed the quantitative multiplex co-immunoprecipitation platform, which allows for the simultaneous and quantitative measurement of the amount of co-association between large numbers of proteins in shared complexes. Here, we adapt quantitative multiplex co-immunoprecipitation to define the activity-dependent dynamics of an 18-member protein interaction network in order to better understand the underlying principles governing glutamatergic signal transduction. We first establish that immunoprecipitation detected by flow cytometry can detect activity-dependent changes in two known protein-protein interactions (Homer1-mGluR5 and PSD-95-SynGAP). We next demonstrate that neuronal stimulation elicits a coordinated change in our targeted protein interaction network, characterized by the initial dissociation of Homer1 and SynGAPcontaining complexes followed by increased associations among glutamate receptors and PSD-95. Finally, we show that stimulation of distinct glutamate receptor types results in different modular sets of protein interaction network rearrangements, and that cells activate both modules in order to integrate complex inputs. This analysis demonstrates that cells respond to distinct types of glutamatergic input by modulating different combinations of protein co-associations among a targeted network of proteins. Our data support a model of synaptic plasticity in which synaptic stimulation elicits dissociation of preexisting multiprotein complexes, opening binding slots in scaffold proteins and allowing for the recruitment of additional glutamatergic receptors.
At the most basic level, signal transduction is controlled by physical interactions among proteins (Pawson 2007) . Highly interactive networks of proteins involved in a specific cellular function respond to distinct signaling inputs by modulating individual protein-protein interactions. Cells respond to a given stimulus using qualitative (i.e., which proteins coassociate) and quantitative (i.e., to what degree two proteins co-associate) changes in protein-protein interactions, as well as reaction kinetics, to distinguish between different signaling inputs, and synthesize coordinated cellular responses (Pawson 2007; Jin and Pawson 2012; Schrum and Gil 2012; Toettcher et al. 2013; Smith et al. 2016; Wilson et al. 2017) . As these dynamic changes in protein interaction networks both correlate with and instruct cell function, studies defining the activity-dependent dynamics of protein interaction networks within biologically relevant contexts remain essential for providing new insights into the molecular mechanisms underlying cellular behavior (Przytycka et al. 2010; Vinayagam et al. 2011; Li et al. 2016) . Because of the immense complexity and incomplete characterization of the protein interactome (Kim et al. 2014; Omenn et al. 2016) , and the difficulty of measuring multiple, simultaneous, stimulusinduced changes in protein networks, the network-level rules that encode cellular information remain largely unknown (Toettcher et al. 2013; Wilson et al. 2017) .
To untangle the mechanisms through which protein interaction networks encode different types of information, an experimental system must allow researchers to present a cell with distinct inputs known both to transduce information through a single, defined protein interaction network, and to produce dichotomous outputs. Previously, we characterized the behavior of the T-cell receptor signalosome, a multiprotein complex that receives either activating or inhibitory inputs via major histocompatibility complex presentation of immunogenic peptide ligands, or tolerogenic altered peptide ligands, respectively (Smith et al. 2014 (Smith et al. , 2016 . We developed a quantitative multiplex co-immunoprecipitation (QMI) system that enables the simultaneous measurement of hundreds of proteins in shared complexes detected by surface epitopes (PiSCES), using immunoprecipitation (IP) detected by flow cytometry on Luminex microspheres. QMI experiments detect stimulus-induced changes in a targeted protein interaction network by taking quantitative measurements of PiSCES in matched stimulated and unstimulated cells. We found that the T-cell receptor signalosome responds to distinct input types by altering a common set of PiSCES, and distinguishes between discrete input types using quantitative differences in signalosome activation (Neier, Smith et al. in Revision) . Data from optogenetic studies of extracellular-signal-regulated kinase (ERK) signal transduction cascades also suggest that quantitative levels of ERK activation are critical in determining signaling outcome (Toettcher et al. 2013; Wilson et al. 2017) . To determine if quantitative mechanisms are a general rule for biological signal transduction networks, here we seek to define the activity-dependent, input-specific dynamics of a second biological system that transduces information about two dichotomous inputs through a single protein interaction network, the glutamatergic synapse.
The glutamatergic synapse dynamically regulates the flow of information between two neurons, controlling both synaptic computation and the overall network-level activity of complex microcircuits that drive adaptive behaviors (Crabtree and Gogos 2014) . In response to incoming stimuli, the synapse initiates molecular programs that change its future responsiveness, a process known as synaptic plasticity (Luscher et al. 2000) . The best characterized form of synaptic plasticity, long-term potentiation, requires the coincident depolarization of the post-synaptic membrane and binding of glutamate to N-methyl-D-aspartate (NMDA) receptors, allowing for Ca2+ influx, de novo synthesis of a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors, and an increase in synaptic strength (Matsuo et al. 2008; Racaniello et al. 2010) . Conversely, long-term depression is typically dependent upon metabotropic glutamate receptor (mGluR) activation (although some forms of longterm depression require NMDA receptor activation (Luscher and Malenka 2012) ), AMPA receptor endocytosis, and a weakening of synaptic strength (Beattie et al. 2000; Otani et al. 2002) . Although both the initial steps (glutamate receptor activation) and ultimate outcomes (synaptic potentiation vs. depression) in long-term potentiation and long-term depression have been well documented, the network-level processes immediately downstream of glutamate receptor activation are less well understood. Large-scale proteomic approaches have demonstrated that induction of long-term potentiation alters the phosphorylation status of 222 proteins (Li et al. 2016) , while a comparison of NMDA and mGluR5 stimulation revealed overlapping but distinct patterns of phosphorylation events (Coba et al. 2009) . Similarly, studies examining individual phosphorylation events have shown that induction of either long-term potentiation or long-term depression activates the MAP kinase pathway (Gallagher et al. 2004; Ronesi and Huber 2008) , while only long-term potentiation or long-term depression enhances phosphorylation of CaMKII (Lisman et al. 2012) or the PI3K (Luscher and Huber 2010) pathway, respectively.
Proteomic profiling of the post-synaptic density (PSD) shows an extremely complex structure, composed of hundreds of proteins belonging to different functional classes including neurotransmitter receptors, adhesion molecules, ion channels, signaling enzymes and scaffold/adaptor proteins (Pocklington et al. 2006) . The proper function of these proteins is dependent upon their assembly into multiprotein complexes and supercomplexes (Husi and Grant 2001) . Recent biochemical characterization of 60 synaptic proteins demonstrated the existence of 190 novel complexes, with every protein surveyed being tied to at least one multiprotein assembly (Frank et al. 2016) . The subsequent purification of NMDAR-containing complexes revealed that NMDARs are partitioned into two discrete populations, with the smaller 0.8 MDA complexes consisting solely of NMDAR subunits and the larger 1.5 MDA supercomplexes associating with 50 other proteins (Frank et al. 2016) . Within synaptic protein complexes, adaptor proteins such as PSD-95 and SAP97 directly link glutamatergic receptors to downstream signaling effectors (Frank et al. 2017) , allowing for the coordinated regulation of a cellular response. However, while the composition and organization of the synaptic protein interaction network at rest has been described using a variety of systems (Husi et al. 2000; Husi and Grant 2001; Frank et al. 2016 Frank et al. , 2017 , as have phosphorylation events that modify the binding properties of individual protein interaction network constituents (Coba et al. 2009; Li et al. 2016) , the acute, activity-dependent changes in protein complexes that translate extracellular inputs into cellular responses have not been previously described at the network level.
Here, we adapt our multiplex co-immunoprecipitation system, QMI, to define the activity-dependent dynamics of an 18-member protein interaction network consisting of glutamate receptors, scaffolds proteins, and kinases. We first demonstrate that IP detected by flow cytometry can detect acute, activity-dependent changes in PiSCES in cultured neurons. We then report the development of a multiplexed IP (QMI) panel and demonstrate that synaptic activity induces network-level changes in protein complexes among a targeted protein interaction network. Finally, we show that stimulation of distinct glutamatergic inputs results in the differential rearrangement of unique modular sets of PiSCES, while more complex stimulation elicits simultaneous activation and integration of both modules. Thus, activation of distinct glutamatergic inputs elicits qualitative, but not quantitative, differences in module activation, allowing different combinations of PiSCES to encode different glutamatergic inputs.
Materials and methods
This study was not pre-registered. Cell culture, stimulation, and lysate preparation Primary neuron cultures from CD-1 mice were prepared according to a protocol adapted from Hilgenberg and Smith (2007) . Briefly, postnatal day 0 (P0)-P1 mouse cortices were dissociated using Papain (Worthington Biochemical, LS003126) and plated ( cells/ mm 2 ) onto poly-D-lysine (EMD Millipore Corporation, Bedford, MA, USA, A-003-E) coated six-well plates in Neurobasal medium (Thermo Fisher, Bothell, WA, USA, 21103049) supplemented with 2% B27 (Thermo Fisher, 75040011), 0.5 mM GlutaMAX (Thermo Fisher, 35050061) and 5 lM 5-Fluoro-2 0 -deoxyuridine (Sigma, St
Animals
Louis, MO, USA, F0503) to prevent glial proliferation. Neurons were grown at 37°C and 5% CO 2 for 18-22 days. All primary neuron culture stimulations were conducted at 37°C for 5 min unless otherwise stated. No blinding was applied for any experimental procedures used.
For neuronal stimulation experiments
A graphical representation of our experimental design is included in Fig. 2a Brain dissection, slice preparation, stimulation, and lysis Adult brain slices were prepared from mature adult mice using the protective recovery method (Zhao et al. 2011) . Mice were deeply anesthetized with Isofluorane and transcardially perfused with 25-30 mL of N-methyl-D-glucamine (NMDG)-protective recovery solution (93 mM NMDG, 2.5 mM KCl, 1.2 mM NaH2PO4, 30 mM NaHCO3, 20 mM HEPES, 25 mM glucose, 2 mM thiourea, 5 mM Na-ascorbate, 3 mM Na-pyruvate, 0.5 mM CaCl2.4H2O, and 10 mM MgSO4.7H2O; titrated to pH 7.4 with concentrated hydrochloric acid). Brains were removed and coronal cortical slices were sectioned at 400 lm thickness using a vibratome. Slices were immediately hemisected with a sharp razor blade and each half placed in an alternate treatment group with treatment groups (i.e., KCL vs. aCSF) being arbitrarily assigned. Slices were initially recovered in NMDG-protective recovery solution for 10-15 min at 32-34°C, then transferred to a modified HEPES holding solution [92 mM NaCl, 2.5 mM KCl, 1.2 mM NaH2PO4, 30 mM NaHCO3, 20 mM HEPES, 25 mM glucose, 2 mM thiourea, 5 mM Na-ascorbate, 3 mM Na-pyruvate, 2 mM CaCl2.4H2O, and 2 mM MgSO4.7H2O; pH 7.4] for an additional 60-90 min recovery at 22°C. For KCl stimulation, slices were incubated at 37°C in High K + or control HEPES-aCSF for 5 min.
Following stimulation, tissue was homogenized in 0.32M sucrose in HEPES buffer with protease/phosphatase inhibitor cocktails using 12 strokes of a glass-teflon homogenizer and PSD preparations were made as previously described (Li et al. 2016) .
Antibody screening, bead coupling, and QMI As in prior QMI development (Smith et al. 2016) , we first screened three to five antibodies per target for their ability to capture and detect proteins from mouse cortical cell lysate using singleplex microsphere IP-based capture followed by flow cytometry analysis. Antibody specificity was determined as in (Smith et al. 2016 ) using (i) recognition following heterologous expression of mouse cDNA in a non-neuronal cell line, (ii) absence of signal in a cell line lacking the specific target protein or (iii) absence of signal in tissue from an established knockout mouse line (Table S1 and Figure S1C ). Each selected IP antibody was covalently coupled to a distinct bead class of Luminex MagPlex COOH beads (Luminex MC100), according to the manufacturer's recommended amine coupling protocol. Each detection (probe) antibody was biotinylated with Sulfo-NHS-Biotin (Thermo Scientific 21326). Bead coupling efficiency was checked by staining beads with antibodies specific for the appropriate antibody host species and class, with fluorescence intensity acquired on a NovoCyte Flow Cytometer (Acea Biosciences, San Diego, CA, USA). In addition to the probe antibodies selected for each protein target, we included additional probe antibodies: SAPAP for which we could not identify a suitable IP antibody, a panShank antibody to combat low signal with Shank1 and Shank3 antibody pairs, and Homer1a. Note that the Homer1 IP antibody recognizes all forms of Homer1 (we were unable to identify an effective Homer1 b/c-specific IP antibody); the Homer1a probe recognizes a stretch of amino acids (AA175-186) that is unique to Homer1a; and the Homer1 probe selectively binds to Homer1 b/c and fails to detect Homer1a by western immunoblot (data not shown). The majority of 'hits' were produced by the Homer1 IP antibody, which is not isoform-selective. In QMI diagrams, 'Homer1' refers to both the non-selective IP antibody and the b/c-specific probe, while 'Homer1a' refers only to the Homer1a probe. QMI experiments were performed as described previously (Smith et al. 2016) ; all procedures were performed at 4°C or on ice. Briefly, a master mix containing equal numbers of each antibody-coupled Luminex bead class was prepared and distributed into post-nuclear cell lysate samples, in duplicate. Protein complexes were IP'd from samples containing equal amounts of protein overnight at 4°C, washed twice in ice-cold Fly-P buffer (50 mM tris (pH 7.4), 100 mM NaCl, 1% bovine serum albumin, and 0.02% sodium azide), and distributed into twice as many wells of a 96-well plate as there were probes, on ice. Biotinylated detection antibodies were added and incubated for 1 h, with gentle agitation at 500 rpm in a cold room (4°C). Following incubation, microbeads and captured complexes were washed three times in Fly-P buffer using a Bio-Plex Pro II magnetic plate washer at 4°C. Microbeads were then incubated for 30 min with streptavidin-phycoerythrin (PE, Biolegend 405204) on ice, washed three times, and resuspended in 125 lL of ice-cold Fly-P buffer. Fluorescence data were acquired on a customized, refrigerated Bio-Plex 200 (Smith et al. 2016 ) using Bio-plex Manager software (version 6.1). The instrument was calibrated and routinely validated according to the manufacturer's recommendations. Data files were exported in both Microsoft Excel and XML formats for further processing. Each experiment generated a 17 9 20 matrix of capture and detection antibodies, measuring 340 protein co-associations, including 180 total unique protein coassociations: (((17 capture 9 20 probe) -20 homotypic combinations)/2) + 20 homotypic combinations = 180 unique PiSCES.
Data analysis
Data preprocessing and inclusion criteria For each well from a data acquisition plate, data were processed to (i) eliminate doublets on the basis of the doublet discriminator intensity (> 5000 and < 25 000 arbitrary units; Bio-Plex 200), (ii) identify specific bead classes within the bead regions used, and (iii) pair individual bead phycoerythrin fluorescence measurements with their corresponding bead regions. This processing generated a distribution of fluorescence intensity values for each pairwise PiSCES measurement. XML output files were parsed to acquire the raw data for use in MATLAB. No specific analysis was performed on the data to test for outliers.
ANC
Adaptive non-parametric analysis with empirical alpha cutoff (ANC) is used to identify high-confidence, statistically significant differences (corrected for multiple comparisons) in bead distributions on an individual PiSCES basis. ANC analysis was conducted in MATLAB (version 2013a) as described in (Smith et al. 2016) . As previously reported, we required that hits must be present in > 70% of experiments (typically three out of four) at an adjusted p < 0.05. The a-cutoff value required per experiment to determine statistical significance was calculated to maintain an overall type I error of 0.05 (adjusted for multiple comparisons with Bonferroni correction), with further empirical adjustments to account for technical variation [see (Smith et al. 2016)] . No assessment of normality was carried out as ANC analysis is a non-parametric test.
Weighted correlation network analysis
Weighted correlation network analysis (CNA) is a second, independent statistical method to identify co-varying modules of PiSCES, and to then correlate those modules to experimental variables. Importantly, CNA relies on different assumptions than ANC, querying not what an individual interaction is doing, but what coordinated sets of interactions do together, as a unit. Remarkably, the two different approaches converge on a set of 'high-confidence' PiSCES. Bead distributions used in ANC were collapsed into a single median fluorescent intensity (MFI), which was averaged across technical replicates and input into the weighted gene correlation network analysis package for R studio (version 3.4.1) (Langfelder and Horvath 2008) . Data were filtered to remove weakly detected interactions ('noise', MFI <100), and batch effects were removed using the COMBAT function for R (Johnson et al. 2007) , with 'experiment number' as the 'batch' input. Post-Combat data was log 2 transformed prior to CNA analysis. Soft thresholding using a power adjacency function was used to determine the power value resulting in the best approximation of scale-free topology, and the minimum module size was set to between 5 and 10, with the goal of generating a manageable number of modules (generally between 5 and 10). PiSCES whose behavior was tightly correlated across experiments were assigned to arbitrary color-named modules by the weighted gene correlation network program. Modules whose eigenvectors significantly (p < 0.05) correlated with a given experimental trait (e.g., 'KCl stimulation', coded 1 vs. control, coded 0) were considered significantly correlated with the specific trait, and PiSCES belonging to modules of interest were defined as those with a probability of module membership (p.MM) < 0.05, as defined in the weighted gene correlation network program (Langfelder and Horvath 2008) .
Anc ∩ cna To ensure reporting of a core, high-confidence group of PiSCES, ANC data and CNA data were merged as described previously (Smith et al. 2016) to produce a high-confidence set of interactions that were both individually, statistically significantly different in comparisons between experimental groups, and that belonged to a larger module of co-regulated interactions that was significantly correlated with experimental group.
Clustering and principal component analysis For hierarchical clustering, log 2 transformed post-combat data were clustered using the Ward's method with a Euclidean distance matrix using the statistical package flashClust in R studio. Principal component analysis was performed on the same data in R studio using the prcomp function.
Data visualization QMI maps were generated to visualize only ANC ∩ CNA merged significant hits for all experiments using the open network resource Cytoscape (version 3.6.1). Mean fold changes, calculated from replicate experiments with significant fold change differences (by ANC analysis), were used to generate diagram edges. For protein pairs with significant changes in multiple measurements with different epitope combinations, the measurement with the greatest absolute log 2 fold change value was selected for visualization (Smith et al. 2016) . For heatmap visualization of fold change data, Heatmap.2 in R was used. For heatmap visualization of MFI values of CNA module members, log2 transformed data were input into the Heatmap program in R studio, which normalized the data by row for visualization of multiple analytes spanning a 3-log range.
IP and western blotting
For IP validation experiments, primary neurons were lysed and IP was conducted as described in Guo et al. (2015) . Briefly, 200 lg of protein was incubated with IP antibody (Homer1 AT1F3 from LS Bio or mGluR 5675 from Millipore) overnight at 4°C, then with protein G magnetic beads (New England Biolabs) for 1 h. After washing three times in phosphate-buffered saline, samples were heated in 3X Laemmli loading buffer and subjected to sodium dodecyl sulfate-polyacrylamide gel electrophoresis electrophoresis followed by western blotting. For all western blot experiments, gels were transferred onto polyvinylidene difluoride (Millipore) membranes, blocked in 4% milk or bovine serum albumin in Trisbuffered saline with Tween20 (TBST) (0.05 M Tris, 0.15 M NaCl, pH7.2, 0.1% (v/v) Tween20) for 60 min at 22°C, and primary antibodies were applied overnight at 4°C in blocking medium. Primary antibodies for western blots were diluted as follows: mGluR5 (ab5675, Millipore, 1 : 1000), NMDAR1 (MAB363, Millipore, 1 : 1000), Homer1 (D-3, Santa Cruz, 1 : 500), PSD-95 (K28/43, NeuroMab, 1 : 1000), phosphoERK1/2 (197G2, Cell Signaling, 1 : 2000) , and ERK1/2 (137F5, Cell Signaling, 1 : 2000). After washing and probing with the appropriate species-specific secondary horseradish peroxidase-conjugated antibodies, blots were imaged using Pierce Femto detection reagents in a Protein Simple western blot imaging system.
Results
Immunoprecipitation detected by flow cytometry detects acute, activity-dependent changes in protein co-association in neuronal cells The principles of immunoprecipitation detected by flow cytometry have been described in depth in the T cell system Smith et al. 2012 Smith et al. , 2016 . From these studies, we know that immunoprecipitation detected by flow cytometry is a highly sensitive assay, capable of detecting small (as low as 10%), but physiologically relevant changes in the amount of co-association between two proteins (Smith et al. 2012 ) and of detecting protein from only a minimal amount of biomaterial (i.e., T-cell receptor from only 300 T cells (Schrum et al. 2007) or huntingtin protein from human CSF (Southwell et al. 2015) ). To confirm that the principles of immunoprecipitation detected by flow cytometry established in T cells hold true in cultured neurons, we probed a protein interaction known to dissociate in response to neuronal activity, mGluR5-Homer1 (Guo et al. 2015) . Mouse cortical neurons were stimulated with high K + aCSF (50 mM 9 5 min) and the amount of mGluR5-Homer1 coassociation between matched stimulated and unstimulated cultures was compared using immunoprecipitation detected by flow cytometry (Fig. 1a) . Following stimulation, we observed a significant decrease in Homer1 and mGluR5 coassociation ( Fig. 1b and c) . These results were validated using traditional IP-western (Fig. 1d) . These data demonstrate that immunoprecipitation detected by flow cytometry is capable of detecting activity-induced changes in the amount of co-association between two proteins in cultured neuronal cells. Synaptic activity induces network-level rearrangement in synaptic protein co-associations Next, we adapted the QMI platform to observe dynamic interactions in a panel of 18 proteins that are expressed at the glutamate synapse and known to interact with other targets of interest. To determine the best antibody combinations for QMI, we empirically identified the best IP/probe combinations, defined as those that gave the highest signal-to-noise ratio when compared to IgG controls ( Figure S1 ). We then covalently bonded each selected IP antibody to unique classes of Luminex microspheres. Cell lysate was incubated with the entire panel of IP antibodies, and subsequently probed with the selected, biotinylated probe antibodies. As each class of Luminex bead has its own unique dye signature, it is possible to distinguish between different beads (IPs) in a single well (Fig. 2b) , allowing for the detection and quantification of many different PiSCES simultaneously.
As members of our targeted protein interaction network are notoriously difficult to solubilize, we screened a number of detergents to establish the optimal lysis conditions. When compared with TritonX-100, Digitonin, and deoxycholate lysis buffers, lysis with 1% NP-40 buffer resulted in higher average MFI values for a number of targeted interactions, indicating that this detergent best maintains protein-protein interactions (Table S1 ). We next assessed the ability of NP-40 to solubilize members of our targeted panel by comparing the relative amount of GluR1, Homer1, and PSD-95 in the NP-40 soluble and insoluble portions of whole cell lysates. Mouse cortical neurons were solubilized in NP-40 and insoluble portions were removed by centrifugation. The resulting pellet was subsequently solubilized in an equal volume of 1% deoxycholate (pH 9.0) as the cells were lysed in. The content of GluR1, Homer1, and PSD-95 from equal volumes of NP-40 and deoxycholate lysate was then quantified by western immunoblot. While each of the proteins measured were present in the NP-40 insoluble pellet, the content of GluR1, Homer1, and PSD-95 was markedly higher in the NP-40 soluble lysate ( Figure S2A, B) . These data suggest that lysis in 1% NP-40 solubilizes a substantial, albeit incomplete portion of the total protein content of the neuron. To determine if our NP-40 lysate accurately reflected synaptic protein content, we compared the amount of protein co-association among two activitydependent interactions known to occur at the synpase SynGAP-PSD-95 (Yang et al. 2013; Araki et al. 2015) and Homer1-mGluR5 (Guo et al. 2015) , in whole cell lysates from acute brain slices (solubilized in 1% NP-40) and standard PSD preparations (Li et al. 2016) made from the same starting material. Following stimulation with high K + aCSF, we measured a similar decrease in coassociation between both SynGAP-PSD-95 and Homer1-mGluR5 in whole cell lysates and PSD preparations run in parallel (Table S2) . Solubilization in deoxycholate (pH of 9.0) containing lysis buffer, however, resulted in lower MFI values when compared to NP-40, decreasing the potential to detect activity-induced dissociations of multiprotein complexes. For these reasons, we used 1% NP-40 to solubilize synaptic proteins in experiments going forward. We then treated neuronal cultures with high K + aCSF for 5 min, and compared PiSCES in matched stimulated and unstimulated cultures using QMI. Stimulation was confirmed by analysis of ERK1/2 phosphorylation (Fig. 2a) . Selected PiSCES were verified by traditional IP-western (Fig. 2c) . To initially reveal network-level behavior following stimulation, we utilized principal component analysis. This data reduction technique emphasizes variation, allowing for both visualization and manipulation of high-dimensional network data. This ultimately results in the separation of different groups along principal component axes. Following treatment with high K + aCSF, stimulated and unstimulated neurons clearly separated along principal component 1 (Fig. 2d) . When we looked at the PiSCES significantly correlated with principal component 1, interactions involving either Homer1 or NMDARs were most common. All proteins in our targeted panel except PI3K, however, were represented, suggesting that neuronal stimulation elicits widespread changes in our targeted protein interaction network.
To identify specific interactions that significantly changed following stimulation, we utilized a combination of two independent statistical tests: ANC and CNA (see methods, and (Smith et al. 2016) . Prior work with QMI data found that interactions identified independently by both CNA and ANC represent a high-confidence group of PiSCES that are both significantly different between groups of and tend to be coregulated, minimizing the rate of false positives (Neier, Smith et al. in Revision) (Smith et al. 2016) . Following high K + aCSF stimulation, ANC identified 15 PiSCES that were significantly different in > 70% of binary comparisons of control versus stimulated cultures (Fig. 3a) . Unexpectedly, most changes involved dissociation of existing complexes, rather than formation of novel complexes as previously described in the T-cell system (Smith et al. 2016) .
Consistent with previously published work, we found QMI to be highly specific and sensitive, with the number of statistically significant interactions, or 'hits', plateauing between 3 and 4 experiments and remaining consistent up to a N = 8 (Fig. 3b) . Power analysis demonstrated that with a fold change of 1.1, we have the power of < 0.8 for 70% of interactions, and this increases to < 90% of interactions at fold change of 1.2. Additionally, when we compared two different experiments (each with an N = 4) conducted several weeks apart, there was good agreement between all ANC hits, demonstrating consistency between experiments (Fig. 3c) . For these reasons, we used an N = 4 pairs, with technical replicates, going forward. To identify network-level trends in our targeted panel following stimulation, we utilized a second, independent statistical test: weighted correlation network analysis (CNA). Application of CNA generates a topological overlap matrix by correlating the behavior of individual PiSCES with every other PiSCES measured (Fig. 4a) . Individual correlation values are color coded, with red pixels representing highly correlated PiSCES. Groups of highly correlated PiSCES, or 'modules', are then summarized by an 'eigenvector' that describes the overall behavior of the module. Finally, each eigenvector is correlated with each experimental variable, or 'trait', and modules correlated with traits at p < 0.05 are considered significant (Fig. 4b) . CNA analysis generated two modules of co-varying interactions ( Fig. 4a and b, S3 ), further contrasting with T-cell activation, which generates a single CNA module and distinguishes between signaling inputs based on quantitative differences within that module (Neier, Smith et al., in revision). Both the larger 'blue' module and smaller 'brown' module were dominated by PiSCES involving Homer1, mGluR5, and NMDAR; PiSCES involving Neuroligin3 or Shank, however, tended to correlate principally with either the blue or brown module, respectively ( Figure S3 ). Importantly, of the 15 PiSCES identified by ANC analysis, all but three (PI3K:PI3K, GluR1:GluR2, GluR2:GluR2) were also identified as significant by CNA analysis. PiSCES identified by ANC but not CNA were not strongly correlated with a significant module, whereas interactions identified by CNA but not ANC tended to exhibit small fold changes ( Figure S4 ). To visualize these network-level changes in our targeted protein interaction network following stimulation, we generated a QMI map displaying the log2 fold change in only PiSCES identified as significant by both statistical measures (Fig. 4c) . Interestingly, many of the activity-dependent PiSCES observed involved Homer1, a highly abundant scaffold protein known to bind to both Shank scaffold proteins and group 1 mGluRs (Hayashi et al. 2009 ). Shank proteins, in turn, associate with PSD-95/NMDAR complexes, thus mediating the co-clustering of mGluR and NMDAR receptors (Bashir et al. 1993) . Here, we observed decreased protein co-associations between Homer1 and PSD-95, Shank1, NMDAR1, SynGAP, and mGluR5, suggesting dissociation of a large, modular protein complex (or multiple complexes) with depolarization. These dissociations could be mediated simply by decreased binding of Homer1 to Shank proteins, as PSD-95, NMDAR1, and SynGAP have not been previously demonstrated to directly interact with Homer1. From these data, we conclude that cells respond to acute neuronal activity by network-scale rearrangement of protein complexes.
To define the temporal dynamics of activity-dependent changes in our targeted protein interaction network, we compared the amounts of protein co-association following treatment with high K + aCSF for either 30 s, 5, or 10 min. High K + stimulated neurons clearly separated from unstimulated controls along principal component 1 at all time points (Fig. 5a) , with 10-min stimulation eliciting the greatest separation. Hierarchal clustering of all interactions significant at any time point revealed four distinct groups of PiSCES: constant dissociations, late dissociations, evolving interactions, and late associations (Fig. 5b) . The constant dissociations group was composed principally of PiSCES involving dissociation of Homer1 from PSD-95, NMDARs, Shank proteins, or SynGAP. The late dissociation group predominantly involved dissociations of Shanks, SynGAP, NMDARs, and mGluR5, with less Homer1 involvement. Notably, between these two groups, we observed dissociation of SynGAP from seven unique proteins: Homer1, NMDAR1, PSD-95, Shank1, SAPAP, NMDAR2B, and panShank. The late associations group was composed almost entirely of increased interactions of AMPARs or NMDARs with PSD-95, or increased interactions between different NMDAR subunits. Collectively, these data suggest that neuronal activity elicits an initial dissociation of our targeted protein interaction network followed by recruitment of NMDA and AMPA. Although 10 min induced the strongest change in PiSCES, subsequent studies were limited to 5-min stimulations in order to capture early network responses to synaptic activity and avoid caveats because of de novo, activitydependent protein synthesis.
The synaptic protein interaction network state reflects input type In response to different stimuli, activity-dependent changes in protein-protein interactions may instruct input-specific responses by differentially modulating either specific protein components or the overall intensity of network activation (Neier, Smith et al. in Revision) (Toettcher et al. 2013; Wilson et al. 2017) . To better understand the molecular circuitry underlying this information flow, we conducted a series of experiments to model input-specific protein interaction network responses to different and opposing components of glutamatergic drive: NMDA receptor activation (a primary component of long-term potentiation), and activation of type 1 mGluRs (a primary driver of long-term depression). We first applied two different concentrations of glutamate to cultured cortical neurons,1 and 100 lM, as mGluRs show 10-fold higher affinity for glutamate compared to NMDARs (Niswender and Conn 2010) . High-dose glutamate produced a network response that was superficially similar to that induced by KCL stimulation (Fig. 6a) . To directly compare glutamate and KCl stimulation, the fold change for every PiSCES significant by both statistical measures in either condition was plotted in X-Y coordinates ( Figure S5) ; the slope of the linear regression line for PiSCES significant in both conditions (0.46) indicates that high-dose glutamate induced a generally stronger level of network activation ( Figure S5 ). High-dose glutamate, but not KCl, also led to decreased PiSCES involving SynGAP and many of the same proteins as Homer1 (i.e., NMDAR1, SAPAP, PSD95, panShank), suggesting that these proteins may have been assembled into one multiprotein complex prior to stimulation. Only two PiSCES were significant in opposite directions following KCl versus 100 lM Glutamate treatment; Homer1-mGlur5 was increased following glutamate stimulation, but decreased following high K + aCSF, and SynGAPSynGAP, was reduced following 100 lM glutamate, but increased following KCl, likely reflecting a change in SynGAP multimerization or antibody epitope availability.
Comparing 1 lM glutamate to 100 lM glutamate, many PiSCES significant in the high-glutamate condition did not change to a large enough degree to be significant in the lowglutamate condition. However, among the PiSCES significant in both conditions, the slope of the regression line was not significantly different from 1 ( Figure S5B ), suggesting that there exist two subgroups of PiSCES, those engaged to saturating levels by both 1 lM glutamate and 100uM glutamate, potentially mGluR-responsive PiSCES; and those engaged only at higher glutamate levels. PiSCES involving SynGAP were not changed by low glutamate, except that SynGAP-PSD-95 was significantly increased following treatment with low glutamate. This and many other SynGAP-containing PiSCES decreased following high glutamate, as discussed above. Only one interaction, PI3K: PI3K, was unique to low-glutamate stimulation. As the PI3K/ AKT pathway is a known downstream signaling cascade linked to type 1 mGluRs (Hou and Klann 2004) , this may reflect the selective activation of mGluR5 in low-glutamate conditions.
To better isolate receptor types, we stimulated cortical neurons with NMDA/Glycine (100/10 lM) in magnesiumfree aCSF or with the type 1 mGluR agonist DHPG (100 lm). Stimulation with NMDA/glycine produced a similar QMI biosignature to high dose glutamate, indicating that the network-level dissociation of protein co-associations is primarily mediated by activation of NMDARs. Activation of Type I mGluRs with DHPG, however, was not similar to low glutamate. While some PiSCES that were activated by both high glutamate and NMDA were activated to a lesser degree (e.g., Homer1-PSD-95 or PSD-95-SynGAP), some PiSCES showed the opposite change (e.g., Shank1-Homer1a), and some PiSCES were activated by DHPG and high glutamate, but not NMDA (e.g., Shank1-panShank and Shank1-SAPAP). Principal component analysis of all glutamatergic stimulations revealed separation along opposing axes following stimulation, with NMDA driving principal component 1 and mGluR5 driving principal component 3. High-and low-dose glutamate shifted along both principal component 1 and 3, implying summation or integration of NMDA and mGluR5 receptor activation (Fig. 6e) . However, low-dose glutamate also shifted along principal component 2, suggesting that this treatment elicits signaling through additional, unique mechanisms.
CNA identified two modules of co-regulated interactions that correlated with glutamate stimulation (Fig. 6f) ; the larger 'Turquoise' module correlated with NMDA, while the smaller 'Brown' module correlated with DHPG (Fig. 6g) ; both modules correlated with glutamate treatment. These network to encode different inputs, whereas this is not the mechanism identified here. To identify PiSCES that change in one condition versus another, we compared the MFIs of all PiSCES that were significant in any condition (Fig. 7a) . Hierarchal clustering revealed a group of PiSCES (cluster 1) dominated by dissociations of Homer1 from NMDAR1, PSD-95, SAPAP, Shanks, and SynGAP, that showed increasing activation following stimulation with 1, 100 lM, and NMDA, respectively, while being relatively unaffected by treatment with DHPG. Similarly, clusters 3 and 4 exhibited strong activation following treatment with 100 lM and NMDA, while being relatively unaffected by treatment with 1 lM glutamate or DHPG; these data suggest that these PiSCES, including eight different interactions involving SynGAP, are principally affected following NMDAR activation. In addition, Cluster 2, consisting entirely of GluR-containing PiSCES, only exhibited activation following treatment with 100 lM glutamate, suggesting that AMPA receptor recruitment occurs only following strong stimulation. In contrast, cluster 5 was composed of PiSCES that were only significant by ANC analysis following stimulation with either DHPG or 1 lM glutamate. These data support a model of signal transduction in which qualitative changes in modules of PiSCES generate inputspecific, network-level rearrangements, which may ultimately allow the cell to distinguish between mGluR and NMDAR stimulation.
Discussion
In this study, we adapted the QMI platform (Smith et al. 2016) to measure dynamic protein co-associations among a targeted network of synapse-associated proteins in order to better understand the molecular dynamics underlying glutamatergic signaling. We measured 340 binary PiSCES, and identified 34 that acutely change in response to various types of stimulation. Some interactions have been previously demonstrated (i.e., SynGAP-PSD-95 and Homer1-mGluR5), but we also identified many novel, activity-dependent interactions that suggest a role for Homer1 as an important protein component in glutamatergic signaling. A significant advantage of the QMI technique is that it allows for the simultaneous measurement of hundreds of binary PiSCES, followed by computational analyses such as principal component analysis or CNA. These analyses allow the identification of not only individual interactions that may contribute to signal transduction, but also modules of coregulated PiSCES that may constitute the molecular logic circuits underlying signaling processes (Neier, Smith et al., in review) . In transcriptomics, network-level analyses of mRNA expression patterns have identified modules of coregulated genes that have functional relevance to cell types or biological processes, and that can be disrupted in disease states (Voineagu et al. 2011) . Similarly, our data suggest that activity-dependent changes in specific protein modules may have functional relevance to NMDA or mGluR5 signaling. We first had to validate that immunoprecipitation detected by flow cytometry was able to measure changes in activitydependent interactions in cultured neuronal cells. Immunoprecipitation detected by flow cytometry has been used to measure protein phosphorylation and dynamics in T lymphocytes (Lund-Johansen et al. 2000) lymphocytic monocytes (Cao et al. 2014) , and B cells (Yang and Reth 2010) , but the use of this technique in neuronal tissue has never been assessed. One challenge was identifying a detergent for membrane lysis. QMI, like all co-IPs, relies on multiprotein complexes being efficiently solubilized without commensurate destruction of multiprotein complexes. Different detergents can produce different stoichiometric ratios of proteins in a given complex (Alarcon et al. 2006) , so single co-IP experiments often begin with a detergent optimization step for each protein pair, impossible in a multiplex system. Our target proteins are known to be enriched in PSD preparations, which involve recovery of TritonX100-insoluble material followed by solubilization in a harsh detergent such as deoxycholate. We were concerned that this strategy would disrupt protein co-associations. In our initial detergent screen, we observed lower MFI values in deoxycholatesolubilized material (Table S2 ) when compared to material solubilized in 1% NP-40. These data suggest that lysis in deoxycholate may disrupt multiprotein complexes while supporting the use of 1% NP-40, as this relatively mild detergent appeared to better maintain protein co-associations among a selected group of proteins well documented to interact (mGluR5-Shank3 NMDAR2B-PSD-95). A caveat of this approach, however, is that lysis in 1% NP-40 may not fully solubilize our target proteins. To this end, we compared the relative amounts of GluR1, Homer1, and PSD-95 in the NP-40 soluble and insoluble portions of whole cell lysates. This analysis demonstrated that lysis in 1% NP-40 effectively solubilizes a significant portion, albeit not all, of our target proteins. It therefore remains a possibility that the changes in protein co-association in our lysates reflect a solely extrasynaptic pool. If so, the reduced interactions observed may reflect recruitment and sequestration of proteins into the PSD. If this were the case, one would expect that a PSD preparation would yield the opposite results -increased protein interaction network co-associations in response to stimulation. We find this unlikely for several reasons. First, we have recapitulated two activitydependent interactions known to occur within the PSD. The dissociation of Homer1-mGluR5 observed in an NP-40-based lysis buffer similar to ours (Guo et al. 2015) was confirmed to reflect Homer1-mGluR5 levels in PSD preparations (Guo et al. 2016) ; and SynGAP-PSD dissociation was initially observed by high-resolution microscopy and in PSD preps (Yang et al. 2013; Araki et al. 2015) . In addition, we performed a series of experiments in KCl-stimulated acute brain slices using PSD preparations solubilized in deoxycholate (DOC). and we observed a similar dissociation of PiSCES (Table S2) . We propose that while some portion of the synapse is NP-40-insoluble, there remains a significant detergent-soluble, peri-synaptic or synaptic portion of the PSD whose binding properties reflect that of the in vivo PSD, at least for strong, cell-wide stimuli of the type applied here. The caveats noted above, as well as typical caveats of antibody-based approaches -the availability of antibody epitopes in solution, the occlusion of antibody binding sites by protein interactions or post-translational modificationsprevent us from unambiguously concluding that all of our observed interactions occur in vivo, at the PSD. Several features of our data, however, support its in vivo relevance, including the coordinated activity of many different interactions detected by separate antibodies (i.e., CNA modules), the reproducibility of QMI patterns following different types of stimulation, and the agreement with prior studies noted above.
Our data demonstrate that cultured neuronal cells respond to synaptic activity by broadly rearranging their protein interactions in a consistent, identifiable pattern. The major protein interaction network response to all types of stimulation -KCl, Glutamate, NMDA, and DHPG -was a rapid dissociation of protein complexes, with the scaffolds Homer1, Shank, and PSD-95 involved in numerous dissociations. PSD-95 is a major component of the post-synaptic density, which controls the synaptic accumulation of AMPARs (via interaction with Stargazin/TARPS (Schnell et al. 2002) ) and NMDARs (via direct binding to the PSD domain (Kornau et al. 1995) ). Shank proteins may act as master synaptic organizers, with the potential to bind all three major classes of glutamate receptors: AMPARs via SH3 domain binding to glutamate receptor-interacting protein (GRIP); NMDARs via the PSD95, Drosophilia disc large tumor suppressor, and zonula occludens-1 protein (PDZ) domain binding to SAPAPs; and mGluRs via the proline-rich region binding to Homers (Sheng and Kim 2000) . Homer1 proteins multimerize with themselves, and with Shanks, forming a polymeric 'chain-link fence like' structure in vitro (Hayashi et al. 2009 ) and linking mGluRs, IP3Rs, and Shank proteins, among others (Shiraishi-Yamaguchi and Furuichi 2007) . Prior studies have demonstrated that the physical linkage of NMDARs and mGluRs via this scaffolding system allows them to coordinate their activity in physiologically important ways. For example, in cultured rat striatal neurons, subthreshold doses of NMDA and DHPG, insufficient to independently elicit ERK phosphorylation, activate ERK when simultaneously applied. This coordination of activity is dependent on both Homer1 binding to mGluR5, and PSD-95 binding to NMDAR2B, and is independent of Ca2 + flux through the NMDA receptor (Yang et al. 2004 ), hinting at non-ionic, conformationally based signaling through NMDARs (Stein et al. 2015) . By breaking up the scaffolding linking AMPA, NMDA, and mGluRs, rapid disassembly of the Homer1-Shank-PSD95 scaffolding complex could alter the signal transduction properties of the synapse, without necessarily changing ionic currents.
Beyond the coordination of glutamate receptor activity, what purpose might rapid dissociation of synaptic complexes serve? One mechanistic model of long-term potentiation posits that the availability of PSD-95 PDZ binding domains, referred to as 'slots', are a limiting factor for AMPAR binding and synaptic plasticity. Under basal conditions, all PSD binding slots are filled, but synaptic activity opens new binding slots that allow plasticity-associated synapse modifications, including the insertion of new AMPARs (Opazo et al. 2012) . Indeed, a recent study of AMPAR trafficking revealed that the immediate diffusion into the synapse of extrasynaptic AMPARs already present at the cell surface is critical to short-term potentiation (Penn et al. 2017) . SynGAP has been proposed to be an important mediator of 'slot opening' (Walkup et al. 2016) . SynGAP rapidly dissociates from the PSD following activity (Yang et al. 2013; Araki et al. 2015) . SynGAP knockout neurons exhibit precocious maturation of spines, and the a1 isoform of SynGAP (which contains a PDZ binding site) but not the a2 isoform (which does not) leads to loss of miniature excitatory post-synaptic potentials when over-expressed in cultured neurons (Vazquez et al. 2004) . Our results show not just SynGAP dissociating from PSD-95, Homer1, and Shank scaffolds, but a widespread set of dissociations throughout the protein interaction network. In fact, one of the only increased associations we observed was between PSD-95 and AMPAR subunits GluR1 and GluR2, following NMDA treatment (as well as a non-significant trend following 100um glutamate). Perhaps, this widespread dissociation of scaffolds allows for opening of synaptic binding slots, enabling the competitive capture of dendritic proteins (Opazo et al. 2012) , the selective expansion of the active spine (Walkup et al. 2016) , and an overall increase in synaptic strength.
Individual PiSCES that changed in response to KCl or glutamate were consistently grouped into two clusters by CNA, which were correlated within module, but not between module. Using specific receptor agonists, we found one module was downstream of NMDARs, and the other downstream of mGluRs. In our prior studies of the T-cell receptor signalosome, we identified a single correlated network of interactions, and found that the receptor transduces signals by activating that single network to differing quantitative degrees (Neier, Smith et al. in Revision) . Here, our data provide clear evidence that distinct input types lead to qualitative differences in the combination of altered PiSCES, supporting a model of cell signaling in which qualitatively different combinations of proteins reflect inputspecific information. Prior phospho-mass spectrometry studies found different combinations of kinase cascades are activated in response to NMDA versus DHPG stimulation, which indirectly supports our conclusion by showing a similar, distinct-but-overlapping pattern of kinase activation. These kinase cascades may be down or upstream of the changes in PiSCES observed here.
The stimuli used here were not physiological, but involved either strong, generalized depolarization (KCl) or mass activation of receptors at saturating levels. For studies of signal transduction mechanisms, it is typical to start with strong, non-physiological stimuli to establish general principles, which often hold up under conditions closer to in vitro (e.g., kinome activation following NMDAR stimulation (Coba et al. 2009 ) versus long-term potentiation (Li et al. 2016) ). In the future, it will be important to see if the network principles established here hold true for more physiological stimulation types, such as electrophysiologically induced long-term potentiation or long-term depression or in vivo behavioral manipulations. However, because QMI is a population-based method, the signal-to-noise ratio for naturalistic stimulation may be problematic, since only a small percent of spines on a small percentage of total neurons are activated following a natural training task (Hayashi-Takagi et al. 2015) . Weather this limitation can be overcome remains to be seen.
In conclusion, we have adapted QMI to measure rapid changes in a targeted protein interaction network consisting of synapse-associated proteins, as it responds to chemical stimulation protocols. We observe widespread dissociation of synaptic complexes, which center on the scaffolding proteins Homer, Shank, and PSD95, as well as SynGAP. Our results highlight the dynamic nature of the synapse, and support a model of synaptic plasticity in which a stimulated synapse is primed to recruit new post-synaptic receptors and other components by the dissociation of pre-existing components, which opens binding slots for recruitment of both membrane bound and cytoplasmic proteins. In the future, we believe QMI may be broadly useful in studying the molecular correlates of specific types of synaptic stimulation, in health and disease. All experiments were conducted in compliance with the ARRIVE guidelines.
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