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Transport measurements in the hole-doped cuprates
show a ‘strange metal’ normal state with an electrical
resistance which varies linearly with temperature. This
strange metal phase is often identified with the quan-
tum critical region of a zero temperature quantum crit-
ical point (QCP) at hole density x = xm, near optimal
doping. A long-standing problem with this picture is that
low temperature experiments within the superconduct-
ing phase have not shown convincing signatures of such
a optimal doping QCP (except in some cuprates with
small superconducting critical temperatures). I review
theoretical work which proposes a simple resolution of
this enigma.
The crossovers in the normal state are argued to be con-
trolled by a QCP at xm linked to the onset of spin den-
sity wave (SDW) order in a “large” Fermi surface metal,
leading to small Fermi pockets for x < xm. A key ef-
fect is that the onset of superconductivity at low temper-
atures disrupts the simplest canonical quantum critical
crossover phase diagram. In particular, the competition
between superconductivity and SDW order shifts the ac-
tual QCP to a lower doping xs < xm in the underdoped
regime, so that SDW order is only present for x < xs.
I review the phase transitions and crossovers associated
with the QCPs at xm and xs: the resulting phase dia-
gram as a function of x, temperature, and applied mag-
netic field consistently explains a number of recent ex-
periments.
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1 Introduction The strange metal phase of the hole-
doped cuprates is often regarded as the central mystery in
the theory of high temperature superconductivity. This ap-
pears near optimal doping, and exhibits a resistivity which
is linear in temperature (T ) over a wide temperature range.
A useful review of the transport data has been provided re-
cently by Hussey [1]: we show his crossover phase diagram
in Fig. 1.
It is tempting to associate the strange metal with the fi-
nite temperature quantum critical region linked to a T = 0
quantum critical point (QCP) [2]: this is the regime where
kBT is the most important perturbation away from the
QCP. From the sketch in Fig. 1, we see that such a QCP
should be at a hole doping x = xm, near optimal dop-
ing [3]. However, experiments have not so far revealed any
clear-cut quantum phase transition at low T in the super-
conducting state of cuprates near such values of the hole
doping x. (A notable exception is the work of Panagopou-
los and collaborators [4,5], which I will discuss shortly.
Also, the situation in materials with a small Tc is simpler,
and recent experiments [6] on Nd-LSCO do show an op-
timal doping QCP; these experiments provide support for
the ideas presented below, as will be discussed at the end
of Section 2.)
One often-stated resolution of this puzzle is that the or-
der parameter associated with optimal-doping QCP is dif-
ficult to detect [3,7]. This could be because it involves sub-
tle forms of symmetry breaking, or it is associated with a
‘topological’ transition which cannot be characterized by a
local order parameter.
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Figure 1 From Ref. [1]: Crossover phase diagram for the
resistivity (ρ) in the hole doped cuprates. The strange metal
phase is the regime above optimal doping where ρ ∼ T .
Here, I review an alternate and simple resolution which
has appeared in recent theoretical work [8,9,10] based
upon a QCP associated with the onset of the clearly ob-
served spin density wave (SDW) order; this work builds
on a number of important new experimental observations
[6,11,12,13,14,15,16,17,18,19,20,21,22]. In this theory,
there is no T = 0 SDW QCP in the superconducting state
at optimal doping, explaining its experimental ephemeral-
ity. The normal state crossovers in Fig. 1 are controlled
by an optimal doping SDW QCP at x = xm which can
be directly observed when the system remains a metal at
T = 0 in the presence of a strong enough magnetic field
(this is the reason for the subscript m); this proposal was
also made in Ref. [6]. As T is lowered towards this metallic
SDW QCP, there is an onset of d-wave superconductivity,
One of the key consequences of superconductivity is that
it shifts the SDW QCP towards the underdoped regime, to
a hole density x = xs < xm. So, in the absence of an
applied magnetic field, the directly observable SDW QCP
is at x = xs, and it only controls the crossover within the
superconducting state.
Panagopoulos and collaborators [4,5] have used muon
spin relaxation and ac-susceptibility measurements on a se-
ries of pure and Zn-substituted hole-doped cuprates to ob-
serve a glassy slowing down of spin fluctuations below op-
timal doping, and have argued that these results provide ex-
perimental evidence for a quantum transition. We believe
their observations reflect the underlying SDW QCP in the
metal at x = xm.
Our discussion below is oriented towards the hole-
doped cuprates. However, our ideas also apply to the
electron-doped cuprates; indeed, for this case there is sig-
nificant evidence that xs < xm, as we will describe in
Section 3.
There has also been discussion in the literature of opti-
mal doping QCPs associated with experimental signatures
[23,24,25] of time-reversal symmetry breaking. We will
not comment on these issues here, apart from suggesting
that these may be related to ancillary instabilities to the
primary phenomena discussed below.
2 Phase diagrams We begin the review by con-
sidering the SDW QCP in the metal, and its associated
crossovers; these are shown in Fig. 2. For x > xm, the
ground state is a Fermi liquid with a T 2 resistivity and
a large Fermi surface; i.e. the Fermi surface is that ob-
tained from the underlying band structure with no broken
symmetries, and it is a large hole-like surface centered at
(pi, pi) which encloses an area equal to 2pi2(1 + x). For
x < xm, there is the onset of SDW order. As we noted
above, the true ground state is a superconductor, and so we
have not yet given a prescription to determine the precise
value of xm: we defer this to the discussion below. Be-
cause the SDW order breaks the non-Abelian spin rotation
symmetry, true long-range order can only be present at
T = 0 in two spatial dimensions. The large Fermi sur-
face is broken apart by the SDW order into electron and
hole Fermi pockets, all with a ‘small’ area of order x [26].
Remnants of this small Fermi pocket structure will sur-
vive at T > 0 and x < xm, as we will discuss below. In
between the small and large Fermi surface regimes, is the
quantum-critical strange metal, as depicted in Fig. 2. We
will not review here the nature of the QCP at x = xm,
and its associated quantum criticality: there has been a
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Figure 2 The SDW QCP in the metal and its crossover
regimes.
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great deal of theoretical work and debate on this [27], and
under suitable conditions a resistivity linear in T can be
obtained. It is possible that other order parameters linked
to the SDW order are important for transport in the strange
metal regime: in particular, an “Ising nematic” order [28]
couples efficiently to fermions at all points on the Fermi
surface. Other T = 0 metallic phases with topological
order and violations of the Luttinger theorem (‘algebraic
charge liquids’) [8,29] may also appear as intermediate
phases in Fig, 2, and are not shown.
We now turn to the consequences of the onset of su-
perconductivity. It is useful to do this first using the phe-
nomenological approach in the early work of Ref. [30]. We
consider the phase diagram at T = 0 as a function of x and
a magnetic field,H , applied perpendicular to the CuO2 lay-
ers. This is obtained using a Landau-Ginzburg action func-
tional expressed in terms of the SDW and superconduct-
ing order parameters; there is a repulsive term between the
modulus squared of these orders, which represents a ‘com-
petition’ between them. The phase diagram of Ref. [30] is
shown in Fig. 3. At small H , we have superonductivity,
H
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SDW
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(Large Fermi
surface)
Hc2
Hsdw
Figure 3 From Ref. [30]: T = 0 phase diagram as a func-
tion x and H describing the competition between the SDW
and superconducting (SC) orders. There is no supercon-
ductivity for H > Hc2. The position of the field-induced
onset of SDW order within the superconducting state is de-
noted byHsdw. The dashed line only serves to identify xm,
and does not represent any transition or crossover.
which can co-exist with SDW order at small x. At large
H , we obtain the non-superconducting states, both with
and without SDW order. The Landau-Ginzburg approach
of Ref. [30] cannot specify the nature of the charged exci-
tations in these large H states. Here, as was also done in
Refs. [31,32,33], we identify these with the metallic states
of Fig. 2, as is indicated within parentheses in Fig. 3. This
leads us to specify the value of xm by the position of the
multicritical point M in Fig. 3. Naturally, xs is the position
of the onset of SDW order at H = 0, T = 0, as indi-
cated in Fig. 3. A central feature of the phase diagram of
Ref. [30] is that xs < xm, and this incorporates the physics
of competition between SDW order and superconductivity.
One of the consequences of the separation between xs and
xm is the existence of the line of quantum phase transi-
tions represented by Hsdw. This is the locus of the onset of
field-induced SDW order within the superconducting state.
The existence of the critical field Hsdw was predicted in
Ref. [30], and has since been observed in neutron scatter-
ing and muon spin resonance experiments in LSCO [34,18,
19], and more recently in YBCO [20]. Furthermore, we can
place the recent quantum oscillation experiments [11,12,
13,14,15,16], which display convincing evidence of small
Fermi pockets, within the SDW phase of Fig. 3; specific
evidence that the pockets are due to SDW ordering has ap-
peared recently [17].
Finally, we combine the physics of Figs. 2 and 3 to
describe the interplay between superconductivity and SDW
order at T ≥ 0, but H = 0. The proposal of Ref. [10]
appears in Fig. 4. We also show combination of Figs. 3
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Figure 4 Proposed phase diagram for the hole-doped
cuprates at H = 0 from Ref. [10]. There is no QCP at
xm (the dotted lines do not denote any crossovers), and
its location only identifies the hole density of point M in
Fig. 3. The QCP for the onset of SDW order is at xs, also
identified in Fig. 3, and it controls crossovers within the
superconducting state.
and 4 in the unified phase diagram in Fig. 5. Above the
superconducting Tc, the crossovers are controlled by the
metallic QCP at x = xm in Figs. 2 and 3. However, when
we move below Tc, the onset of superconductivity moves
the actual QCP to x = xs, and so the attention shifts to the
Copyright line will be provided by the publisher
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QCP in the underdoped regime within the superconducting
phase.
A notable feature of Fig. 4 is the complex nature of
the crossovers as temperature is lowered in the underdoped
regime, e.g. along the arrow labeled B. For T > Tc, the
metallic state acts as if it is on the ordered side of a SDW
transition. Thus, the Fermi pockets are locally formed, but
are disrupted only by thermal fluctuations of the SDW or-
der in the “renormalized classical” regime. There is a sim-
ilarity here to the physics of the “fluctuating stripe” ap-
proach [35]. However, upon moving to T < Tc, the super-
conducting state is on the “quantum disordered” side of a
SDW ordering transition. Thus the collective SDW exci-
tations eventually acquire a spin gap at the SDW ordering
wavevector [36]. Such a crossover is especially relevant in
understanding experiments in the YBCO class of super-
conductors, which have not displayed long-range SDW or-
der in the superconducting phase, but instead have a spin
gap. Nevertheless, as shown in Fig. 4, we can regard the
underdoped metallic state above Tc as having thermally
fluctuating SDW order. Similarly, as is clear from Fig. 3,
YBCO can have a SDW ordered state with small Fermi
pockets at high magnetic fields, as is needed to understand
the quantum oscillation experiments [11,12,13,14,15,16,
17].
It is quite likely that there is valence bond solid (VBS)
and/or Ising nematic order in the superconducting state for
xs < x < xm (see Fig. 7 below). In particular, mecha-
nisms for valence-bond stripe order have been discussed in
previous work [8,37]: after the onset of superconductivity,
the algebraic charge liquid phases near xm (noted earlier)
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Figure 5 The combination of Figs. 3 and 4.
are unstable to a confinement transition which can lead to
breaking of the square lattice space group symmetry. If so,
the left crossover line emerging from xm in Fig. 4 would
become an actual thermal phase transition at which lattice
symmetry is restored.
We also note the different situation in a low Tc super-
conductor, such as Nd-LSCO [6,21,22]. Here, the super-
conductivity is not well formed, and so there is no signifi-
cant shift from xm to xs. Further, by applying a moderate
magnetic field, it is possible to suppress superconductivity
and investigate the quantum phase transition between the
metallic SDW and “Normal” states of Fig. 3. Such exper-
iments [6,21,22] reveal an optimal doping xm, with sig-
natures in transport properties of the transition from the
“small Fermi pockets” to the “large Fermi surface” states
of Fig. 2, thus providing significant support for the present
theory.
3 Electron-doped cuprates We briefly note here the
experimental situation in the electron-doped superconduc-
tors.
Recent magnetic quantum oscillation experiments in
the field-induced normal state of Nd2−xCexCuO4 by Helm
et al. [38] find a sudden change in the oscillation fre-
quency at between x = 0.16 and x = 0.17, correspond-
ing to a transition from small Fermi pockets to a large
Fermi surface; this identifies xm ≈ 0.165. Consistent with
this, earlier transport measurements by Dagan et al. [39]
in the closely related compound Pr2−xCexCuO4 were ar-
gued to indicate a SDW ordering transition forH > Hc2 at
xm = 0.165. In contrast, neutron scattering measurements
by Motoyama et al. [40] in the zero field superconducting
state of Nd2−xCexCuO4 find that long-range SDW order
is present only for x < xs ≈ 0.13. Thus xs < xm, just as
required by our theory.
4 Electronic theory Our phase diagrams have so far
been obtained by general arguments and phenomenologi-
cal computations. Now we show that they can also be real-
ized in a simple electronic model.
We consider the onset of superconductivity along the
arrows labeled A and B in Fig. 4, in turn.
4.1 Overdoped Along arrow A, superconductivity
appears from a large Fermi surface state. The SDW fluc-
tuations mediate a d-wave pairing interaction along this
Fermi surface, as has been discussed in detail in Refs. [41,
42]. We do not have anything further to say about the
resulting d-wave superconductivity, because the earlier
theory applies directly in this portion of our phase dia-
gram.
4.2 Underdoped Along arrow B, superconductivity
appears from a fluctuating Fermi pocket state. Here, we
believe a different approach is necessary: it is important
to incorporate the pocket structure of the single particle
dispersion, before considering the pairing instability to su-
perconductivity. A detailed theory for doing this was pre-
Copyright line will be provided by the publisher
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sented in Refs. [29,8,9,10], and here we outline the sim-
plest ingredients. We will use a weak-coupling perspective
here for simplicity [10], although the same theory can also
be obtained from a strong-coupling theory departing from
a doped Mott insulator [29,8,9].
We focus on the portion of Brillouin zone where d-
wave pairing amplitude is the largest: the points (pi, 0) and
(0, pi). Let us write c(0,pi)α = c1α, c(pi,0)α = c2α where
α =↑, ↓ is the spin index. Also, we denote the single par-
ticle energy by ε(0,pi) = ε(pi,0) = ε0. We now want to
couple these states to the fluctuating SDW order. First, we
take uniform SDW state polarized in the z direction. Thus
for the SDW order parameter, ϕ, we have ϕ = (0, 0, ϕ)
with ϕ > 0. Now the Hamiltonian for the single particle
states coupled to static SDW order is
H0 +Hsdw = ε0
(
c†1αc1α + c
†
2αc2α
)
+ ϕ
(
c†1↑c2↑ − c†1↓c2↓ + c†2↑c1↑ − c†2↓c1↓
)
(1)
We diagonalize this by writing
H0 +Hsdw = (ε0 − ϕ)
(
g†+g+ + g
†
−g−
)
+ (ε0 + ϕ)
(
h†+h+ + h
†
−h−
)
(2)
where
c1↑ = (g+ + h+)/
√
2
c2↑ = (g+ − h+)/
√
2
c1↓ = (g− + h−)/
√
2
c2↓ = (−g− + h−)/
√
2 (3)
Our main approximation below will be to ignore the high
energy fermions h±, although it is not difficult to extend
our formalism to include them, as will be described in
forthcoming work. The neglect of the h± states means
that we have locally projected our electronic states into the
Fermi pocket states of the SDW order.
Let us now extend the ansatz in Eq. (3) to an arbitrary
spacetime dependent orientation of the SDW order param-
eter. To do this, we write the SDW order parameter in terms
of a bosonic spinor field zα with
ϕ = z∗ασαβzβ, (4)
where σ are the Pauli matrices. We can now use the zα to
perform a spacetime-dependent SU(2) rotation on Eq. (3),
and after dropping the h± and the unimportant factor of√
2, we obtain our final ansatz
c1↑ = z↑g+ − z∗↓g−
c2↑ = z↑g+ + z
∗
↓g−
c1↓ = z↓g+ + z
∗
↑g−
c2↓ = z↓g+ − z∗↑g−. (5)
Our final theory will be expressed in terms of the spinless
fermions g± and the bosonic spinor zα. Note that Eq. (5)
is invariant under the U(1) gauge transformation
zα → eiφzα ; g+ → e−iφg+ ; g− → eiφg−, (6)
and so this invariance must be obeyed by the effective ac-
tion for zα and g±.
As discussed in some detail in Ref. [10], in the resulting
theory, the g± are unstable to a simple s-wave pairing with
〈g+g−〉 = ∆. (7)
For the electron operators, we can use Eq. (5) to deduce
that this pairing implies
〈c1↑c1↓〉 = ∆
〈|zα|2〉
〈c2↑c2↓〉 = −∆
〈|zα|2〉 ; (8)
in other words, the physically measurable pairing ampli-
tude has the needed d-wave signature.
Finally, we are ready to present the Lagrangian for our
minimal universal theory for competition between super-
conductivity and SDW order [8,9,10]
L = Lz + Lg
Lz = 1
t
[
|(∂τ − iAτ )zα|2 + v2|(∇− iA)zα|2
+ iλ(|zα|2 − 1)
]
(9)
Lg = g†+
[
(∂τ − iAτ )− 1
2m∗
(∇− iA)2 − µ
]
g+
+ g†−
[
(∂τ + iAτ )− 1
2m∗
(∇+ iA)2 − µ
]
g−.
Apart from the g± and the zα, this theory has two auxil-
liary fields:
(i) A Lagrange multiplier λ which enforces a unit length
constraint on the zα; this ensures that the magnitude of ϕ
is fixed, and we are describing orientational fluctuations of
the SDW order.
(ii) An emergent U(1) gauge field (Aτ ,A), which is a con-
sequence of the invariance in Eq. (8); this will mediate the
primary interaction between the zα and the g±.
We now use the theory in Eq. (9) to derive the main in-
gredient used to construct the phase diagrams of Section 2:
the shift in the onset of SDW order due to superconductiv-
ity, leading to xs < xm. We will assume that the coupling
t, which determines the strength of the SDW fluctuations,
is a monotonically increasing function of x, and so will
establish that the critical value t = tc at the SDW order-
ing transition obeys tc(superconductor) < tc(metal). The
value of tc was computed in Refs. [43,10] in a 1/N ex-
pansion, in a model where zα had N spin components. To
order 1/N , the result is [10]
1
tc
=
1
t0c
+
1
N
∫
d2qdω
8pi3
q2
8(ω2 + v2q2)1/2
(10)
×
[
1
(ω2 + v2q2)D1(q, ω)
+
1
q2D2(q, ω) + ω2D1(q, ω)
]
.
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The leading value, t0c , is insensitive to the presence of the
g± fermions, and is a property of Lz alone. At order 1/N ,
we have omitted a contribution from the λ fluctuations
which is also insensitve to the fermions, and displayed only
the gauge fluctuation contribution, where D1 and D2 are
the longitudinal and transverse gauge propagators. Specif-
ically, the (Aτ ,A) fluctuations are controlled by an effec-
tive action of the form
SA =
N
2
∫
d2qdω
8pi3
[
(qiAτ − ωAi)2 D1(q, ω)
q2
+AiAj
(
δij − qiqj
q2
)
D2(q, ω)
]
, (11)
with i, j = x, y, and the values of D1,2 are determined
by polarization contributions from both zα and g±. In the
metal, the gauge fluctuations are screened by the Fermi sur-
faces of the g± fermions. In the superconductor, the open-
ing of the fermion gap, ∆, decreases screening of gauge
fluctuations, and this is realized by a decrease in the values
of D1,2 at low momenta and frequencies. Consequently,
gauge fluctuations are enhanced in the superconductor, and
we see from Eq. (10) that tc is a monotonically decreas-
ing function of ∆. So we see that there is a suppression
of SDW order as ∆ increases, realizing the competition
between superconductivity and SDW order. We have thus
established the needed result, that tc(superconductor) <
tc(metal).
Let us restate the above result in more physical terms.
The role of the gauge field is to impose the local constraint
associated with the proximity to the Mott insulator. With
the onset of superconductivity, the local electronic spin is
partly absorbed into the singlet Cooper pairs of the super-
conductor. The enhanced gauge field fluctuations signify
the reduction in the electronic moment available for mag-
netic order, thus suppressing the SDW ordering transition.
5 Addendum Discussions at the QCNP conference
raised issues which I address in this addendum.
–Suchitra Sebastian and Gil Lonzarich pointed out their
observation [44] of a metal-insulator transition with de-
creasing doping within the high-field SDW phase of
Fig. 3. This requires another transition line within this
phase in our phase diagrams, representing the localiza-
tion transition of the small Fermi pockets, as we have
sketched in Fig. 6. The structure of Fig. 6 is also con-
sistent with earlier observations of Boebinger, Ando,
Balakirev and collaborators [45].
–Andrey Chubukov (and also Louis Taillefer) pointed
out that there should be an analog of the line Hsdw in
Fig. 3 at non-zero temperatures but H = 0. We sketch
such a line, Tsdw in Fig. 7. As we lower the tempera-
ture for xs < x < xm, the onset of superconductiv-
ity aborts the tendency towards SDW ordering in the
metal: this leads to a crossover at Tsdw from Fermi
pocket physics to large Fermi surface physics at the
H
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"Normal"
(Large Fermi
surface)
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SDW
insulator
Figure 6 A modified version of the T = 0 phase di-
agram in Fig. 3 showing the localization of the Fermi
pockets across a metal-insulator transition.
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Figure 7 Another view of the H = 0 phase diagram
in Fig. 4. The crossover line Tsdw is the analog of the
phase transition line Hsdw in Figs. 3 and 7.
lowest energies. Thus the nodal spectrum will be sen-
sitive to Fermi pocket fluctuations above Tsdw but not
below it.
–In all our phase diagrams, the SDW ordering is present
as long-range order only at T = 0. This assumes the
absence of appreciable inter-layer coupling: the SDW
ordering has a large period, and differences in the phase
and direction of the ordering between adjacent layers
will lead to an inter-layer coupling which averages to
zero. In contrast, for the two-sublattice Ne´el ordering
Copyright line will be provided by the publisher
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present for x < 0.02 (not shown in our phase dia-
grams), it is easier for the layers to lock-in, leading
to three-dimensional ordering with a significant Ne´el
temperature.
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