21
for winter and spring precipitation (which is associated with a westerly flow in the entire target domain) the model shows 
33
1 Introduction 34 35 Seasonal precipitation prediction is a crucial task in the field of applied climatology, particularly due to the manifold 36 ecological, economic and social consequences of abnormal weather conditions, such as droughts and flood events.
37
Especially in regions, characterized by a large inter-annual precipitation variability, a seasonal forecast hydro-38 climatological parameters is required by governmental and non-governmental stakeholders in order to develop and 39 implement adequate adaption strategies e.g. for water resource management and flood protection (Chiew et al., 2003) .
In general precipitation is a result of complex and interacting atmospheric phenomena at different spatial and temporal 1 scales and is highly variable in space and time. Thus its precise prediction more than several days ahead is illusive. 
12
Numerous studies additionally use customized SST indices as predictor variables for seasonal precipitation forecasts. For 
27
Eventually local land cover characteristics are frequently applied in statistical seasonal forecast models. For example 28 Cohen and Entekhabi (1999) and Cohen and Barlow (2005) 
35
Recently some studies also included local soil moisture or previous rainfall into statistical forecasting models in order to 36 capture water recycling due to authochthonous weather conditions and persistent circulation characteristics (Eden et al., With the aim of developing an operational seasonal forecast model, which is easily transferable to any region in the world,
7
we present a generic data mining approach which automatically selects potential predictors from gridded SST 
16
The cluster regions are afterwards utilized as potential predictors in a non-parametric and non-linear random forest based 17 modelling approach. Based on an independent period, the model performance for the selected target area is evaluated 18 before an operational forecast is generated based on real time predictor fields.
19
In the following section we provide a detailed overview about the utilized data sets and the main model components, such 
33
In order to reveal the influence of nearby or remote SST anomalies on precipitation characteristics, we make use of the 
12
We assume that typical atmospheric and oceanic indices are determined by large-scale pressure patterns or SST modes 13 and thus are inherently included in those global gridded data sets. Likewise, additional predictor variables, which might 14 be specific for a particular target region (e.g. SSTs at adjacent coasts, regional snow cover rates or enhanced water 15 availability due to high precipitation amounts during previous months) are expected to be covered by the predictor fields 16 and will be identified as relevant predictors by means of the following correlation and data-mining procedure. predictor variable with high predictive potential for the seasonal precipitation forecast.
As default, the number of clusters for every correlation grid is set to 12, which has been found to adequately identify 
24
The areal mean time series for every cluster are eventually used as potential predictors in the seasonal forecast model. 
13
The specific forecast models for every month and lead time are constructed based on random forests with 500 realizations. 
32
The best predictive skill is found for a lead time of 1 to 3 months (r²>0.3), however, even for a lead time of 6 month a 33 certain skill is detected (r²=0.13). 
8
The evaluation of the seasonal forecast model is automatically conducted for the running three monthly precipitation 9 totals.
10 11
Model Evaluation

13
Since the skill of the automatic forecast model is likely to vary depending on the target area and the associated Hydrol 
38
Pluviometric regimes and precipitation variability over Central and South Asia
40
In general the climate of Central and South Asia is influenced by two major pluviometric regimes, which are related to 
12
Hydrol 
11
In comparison to e.g linear models with a small set of independent predictor variables, the complex structure of the 12 presented random forest based statistical model does not directly reveal physically interpretable input-output relationships.
13
Particularly the fact that the predictor selection procedure generates a large sample of partially highly correlated predictor as suggested by Hartmann (2015) , which were extracted from the ERSST V3b data set. Since the response to most indices 5 was found to be negligible, we refrain from plotting the results of the sensitivity analysis, but will nevertheless highlight 6 some findings.
8
The plotted time series (Fig. 7) clearly indicate that the state of the El Nino Southern Oscillation determines the 
30
In addition, the winter and spring precipitation forecast models for Naryn and to a lesser extent for Kokcha distinctly 
19
We presented a statistically based modelling framework, which automatically identifies suitable predictors from globally 
