Abstract. This paper attempts to analyze the issue of planning and scheduling integration from the point of view of information sharing. This concept is the basic bridging factor between the two realms of problem solving. In fact, the exchange of each solver's point of view on the problem to be solved allows for a synergetic effort in the process of searching the space of states. In this work, we show how different solving strategies cooperate in this process by varying the degree of integration of the combined procedure. In particular, the analysis exposes the advantage of propagating sets of partial plans rather than reasoning on sequential state space representations. Also, we show how this is beneficial both to a component-based approach (in which information sharing occurs only once) and to more interleaved forms of integration.
Introduction
The reason for the richness of research and debate in the area of planning and scheduling integration is that the solving techniques for planning and scheduling problems are fundamentally different. On one hand, a planner reasons in terms of causal dependencies: by performing logical deduction in a predefined logic theory, it is capable of deriving sets of actions which have to be performed in order to achieve a preset goal. On the other hand, scheduling involves the propagation of constraints, which in turn determines the domains in which the searched assignment of variables is to be found.
Both planning and scheduling are, basically, search algorithms. Planners and schedulers implement efficient techniques for (1) representing the search space and (2) finding solutions in the search space. Thus, research in planning and scheduling technology alike is directed towards, on one hand, finding data structures which represent the problems, and evolving the techniques with which these data structures are generated and explored on the other.
The goal of this paper is to assert some basic principles related to planning and scheduling integration. In particular, we formulate the idea of an integrated system in terms of information sharing, that is the level of synergy between the planning and the scheduling solving cores. These considerations will enable us to identify the solving algorithms that are best fit for planning and scheduling integration.
Planning and scheduling address complementary aspects of problems, and this makes them a natural couple. As a consequence, research in the field of integrated planning and scheduling has recently produced some interesting results.
Many approaches to planning and scheduling integration have been proposed. Some deal with time and resources contextually with causal reasoning, that is they expand a strictly causal solving technique (such as Graphplan) with data structures capable of modeling time and/or resources. Some examples of this approach are given in [8, 9, 11, 17] .
Another approach to integrating planning and scheduling capabilities in a single solving tool is to implement the two solving paradigms separately, and then to link them in order to solve the two aspects of the problem with two distinct solving techniques. This, which may seem the most realistic approach, presents some major difficulties since it requires the definition of forms of information sharing between the two subsystems. Indeed, in this paper we would like to assert the need for an in-depth comprehension of some fundamental aspects related to this form of integration of planning and scheduling. In particular, we will try to answer the following questions:
When do we need an integrated reasoner? This equates to identifying which sorts of problems require such combined reasoning capabilities. Thus, we will try to single out the characteristics of these problems in terms of whether they are fit for causal reasoning (what we have called planning) or time-and resource-related reasoning (scheduling). Which planning and scheduling technology is to be used? This issue is clearly a very open one. The goal of this paper is to assert some fundamental principles of planning and scheduling integration. This involves the theorization of what we have called a Naïve Component-Based Approach (N-CBA), in which there is an explicit distinction between the two aspects of problems. We will see that the considerations which can be made in the N-CBA conform to those made in a more in-depth analysis of strongly interwoven planning and scheduling integrations.
In the following sections we will address the two questions contextually, by investigating the role of two solving ideas in the context of the N-CBA and of more tightly integrated approaches.
A Naïve Component-Based Approach
Probably the most immediate form of integration we can think of is to serialize a planner and a scheduler (hence the name Naïve Component-Based Approach, or N-CBA), as depicted in figure 1 . A planner is given a problem specification along with a domain description which is purified with respect to time-and resourcerelated constraints. These constraints are accommodated after the planning procedure has taken place, i.e. has produced a Partially Ordered Plan (POP). The plan adaptation procedure is responsible for inserting this additional information. A scheduler is then employed in order to obtain a completely instantiated solution of the initial planning problem. This approach is strongly intuitive, but we believe it is instrumental for the comprehension of the phenomena underlying the integration of the two processes. In fact, the choice of components for the serialized planning and scheduling system exposes very clearly the relative fitness of particular planning and scheduling solving strategies. In other words [1] , studying both processes in a separate way has the effect of improving both their performance in the serialized setting and the performance of a "truly" integrated system (in which planning and scheduling are more tightly interwoven) which makes use of these solving algorithms.
It should be clear that the N-CBA is certainly not the best way to build an integrated reasoner, since its efficiency relies very strongly on how separable the two aspects of the problem are. This requirement is often not realistic, since the degree of inter-dependency between causal and time/resource-related constraints in the problem are much higher. Nonetheless, it should be clear in a moment why we have chosen to start our analysis on this very simple architecture.
The N-CBA has the nice property of delivering a very clear picture of what is going on during problem resolution. In particular, this architecture exposes the following interesting characteristics of planning and scheduling integration:
Information sharing The necessity of both a planning and a scheduling solver derives from the fact that they infer different types of information. Thus, it is necessary for the two solvers to exchange their view of the problem which is being solved, so as to take advantage of the different perspectives from which the reasoning takes place. Deductive bottlenecks When it comes to solving challenging problems, we are interested in understanding exactly where the difficulties are in the deductive process. In a tightly coupled integration this may be difficult to verify. The analysis of a more loosely coupled architecture like the N-CBA may give interesting indications as to which difficulties can be encountered by the single solving strategies, thus on one hand biasing the choice of the type of strategy, and on the other exposing the necessary adaptation measures to be taken on the strategy.
Let us first of all focus on the information sharing aspect of the N-CBA, which constitutes the effective binding of the planning and scheduling subsystems in any integrated approach.
Information Sharing
The point of integrating planning and scheduling solvers is that they address complementary issues. More specifically, the responsibility of the two solving algorithms is to validate partial plans with respect to the particular constraints they propagate. In other words, integrated planning and scheduling systems solve problems by mutually validating the decisions which are taken during partial plan construction with respect to the causal and the time/resource-related constraints.
In general, information sharing between causal and time/resource solvers implements a sort of mutual "advice-giving" mechanism. In this context, the N-CBA is furnished with the most basic form of this type of information sharing, in which the scheduler validates the entire plan, rather than making use of a tight synergy at the partial plan level. Clearly, the ideal form of an information sharing mechanism is one in which this mutual interrogation occurs at every decision point, and, indeed, CSP approaches seem to be moving in that direction.
But even the N-CBA has a rather interesting property, namely that it gives us an indication as to which solving strategies support information sharing mechanisms. To this end, let us see which characteristics the single components of an integrated planning and scheduling system should have.
Solving Strategies
What we have said so far is instrumental in understanding which characteristics we have to look for in order to theorize and implement a more tightly integrated planning and scheduling architecture.
Problems in which scheduling is necessary are typically such that the solution contains concurrent actions (at least at the logical level). In the N-CBA, the scheduling phase is concerned with enforcing the "executability" of a partially ordered plan, so we can be sure that on the causal level there will be a relatively high degree of concurrency to deal with.
The first thing one should notice is that we have taken for granted the use of a PO planner rather than a Total Order (TO) planner as the first component in the N-CBA. This is clearly necessary, given the fact that scheduling is seen as a post-processing phase. Alternatively, the option would have been to cascade a de-ordering phase after the TO planner, in order to establish the concurrency among the actions in the plan for the scheduling phase.The relative convenience of adopting such a strategy is questionable since the computational aspects of de-ordering and re-ordering plans are not trivial. Depending on the criterion with which the de/re-ordering is done, this problem can be NP-Hard [1] .
On the other hand, a more realistic approach to planning and scheduling integration is to allow the two solvers to share information in a more constant fashion during problem solving. In other words, if we see the N-CBA as an approach in which information sharing occurs only in one point, namely when the planning phase is done, the most sophisticated form of integration we can think of is one in which such information is exchanged during the problem solving. In order to achieve this, the best we can do is to provide the means for each solver to verify at each decision point the effects of its decision from the other solver's point of view. Let us see how such an interwoven integration can be realized with a TO solver. TO planners are typically implemented as Heuristic State Space Search (HS 3 ) algorithms [4, 10, 18] . The state space representation of such planners is very explicit with respect to the decision points of the causal planning phase. Every node represents a "choice" for the planning algorithm, where it relies on a heuristic which gives the solver an indication as to which node to branch over in the following step. For instance, figure 2(a) depicts three successive decisions over the nodes of the state space (nodes represent states while edges represent the actions which lead to them).
In the figure, nodes a, b and c are successively considered with respect to the heuristic and, in an integrated reasoner, also with respect to time and resource feasibility. Now, let us suppose that the subtree which has node c as root is pruned because of time or resource considerations. There are two options for the solver (see figure 2(b)): one is to backtrack in order to explore other regions of the state space, hoping to encounter another node which is time-and resourcefeasible. But a more "educated guess" is to de-order the partial plan obtained up to node c. In fact, since the partial plan failed at node c because of time-and resource-related constraints, there is a certain probability that an alternative ordering of the actions taken so far (one that respects the causal constraints of the domain) could enable the planning to go on. Indeed, this approach is adopted with a certain degree of success in [20] .
Notice, though, that we would again have to perform de-ordering. It was to be expected that planning taking into account time and resources is inevitably more expensive computationally that just planning in causal terms. But let us see another way of achieving high levels of integration.
The principal pitfall of the TO-based strategy is that in order for the planner to see the time-and resource-feasible node, it must somehow be aware of the existence of the alternative evolution of the state, and this, in turn, requires either de-ordering or backtracking.
So the natural consequence of this is that there is at least one reason for which such a state representation does not seem to match with planning and scheduling integration: the propagation of causal constraints does not take into account all possible evolutions of the state. In other words, the causal decision making during the process of planning is strong to the point that it is retractable only by performing an expensive "roll-back".
It appears obvious that an integrated planning and scheduling architecture must be theorized so as to give equal importance to both types of deductive processes. To put it more simply, the reason for which an action can be non-applicable during plan synthesis can be traced back to both causal-and time/resource-related considerations. It is clear that the only way of ensuring equal dignity to both solvers is to propagate sets of possible choices with respect to causal and time/resource feasibility. In contrast with HS 3 planners, Graphplan-based planners [3] maintain a planning graph data structure, which represents the union of all applicable courses of action given the initial state and the applicable actions. As noted in [12] , a planning graph is a sequence of alternated predicate and action levels which correspond to a unioned representation of a state space search tree. The basic solving strategy of Graphplan-based planners consists of propagating pairs of action and predicate levels in successive steps. At each step, the planning graph is "searched" for a solution 1 . This representation of the search space is rather different from the tree structure in HS 3 planners for one reason in particular: it contemplates concurrent actions. In other words, while a tree representation of the state space is fundamentally sequential, a planning graph is capable of representing in a compact way the parallel execution of multiple actions. This means that if some actions which are necessary in order to achieve the goal state do not depend on each other, then they will be present in the solution in the same logical step, the solution being a partial order of actions.
The planning graph state space representation used in Graphplan-based planning is far more effective from this point of view. A planning graph is a data structure which maintains, as the planning goes along, all admissible partial plans (and also non-admissible ones due to the propagation of only pair-wise mutex constraints [12] ). Indeed, a planning graph represents the space of plans rather than the space of states. Thanks to this, information sharing in a tightly coupled integration based on a Graphplan-like solver is much more realistic. As depicted in figure 3 .2, the exclusion of a partial plan does not require expanding the state space representation, since it already "contains" all alternative partial plans up to the current point of the solving process. Of course, singling out another candidate partial plan is still NP-Hard. But, as we will see in the next section, there is one reason for which this seems to be more advantageous.
BlackBox and HSP
While Graphplan itself can be considered out of its league among the best competition planners, planners such as BlackBox [13] and IPP [14] , which are based on the Graphplan paradigm, certainly are not. Our tendency to think that Graphplan-based solvers seem to be better suited for planning and scheduling integration is motivated by the comparison of BlackBox and HSP (a well-known heuristic search planner [4] ) on three significant domains taken from the AIPS Planning Competition: Freecell, Rovers and Driverlog.
The experimental base we have considered shows that there is an interesting separation of classical planning domains in two categories: those which can be solved by HS 3 planners, and those which are more suited for Graphplan-based planners. Figures 4(a) and 4(b) show some planning details for problems on the three mentioned domains.
Freecell is a familiar solitaire game found on many computers, involving moving cards from an initial tableau, constrained by tight restrictions, to achieve a final suit-sorted collection of stacks. The problems in this domain show quite a good variety of difficulty, which makes this game rather challenging for most planners.
The first trend we should notice is that BlackBox performs very badly on the Freecell domain. This should not be surprising, since the domain design for this card game is certainly not a parallel one: there is one player, and all actions it decides to carry out are necessarily sequential (with some, very few exceptions). With some difficulties, BlackBox managed to solve the first two problems, but finally tossed the towel when it came to tackling the more difficult ones. On the other hand, HSP is capable of solving all problems of the Freecell domain rather easily. Notice also that HSP overwhelmingly outperformed BlackBox on all problems.
The Rovers domain models a multi-robot system for exploring an unknown extraterrestrial environment, in which soil-sampling, imaging and data transmission tasks have to be carried out. The problem solving instances described in figure 4(a) show very clearly that this particular domain is rather suitable for planning with BlackBox, which solved most problems rather fast.
For the sake of completeness, we should mention that the same problems are extremely difficult to solve for HSP, which could not cope with any of the them 2 before timing out. Dually with respect to the Freecell problems, we can see that a high degree of concurrency is advantageous for solution extraction, thus making BlackBox quite competitive while planners such as HSP, which do not model resources, are left choking in the dust.
We have seen sets of problems in two domains, which somehow represent the "extremes" of classical planning: Freecell is a one-player card game, in which practically no parallelism is possible, while the Rovers domain models a highly concurrent application for multiple robots.
This albeit brief experimental evaluation would not be complete without something that resembles a compromise. The well-known Driverlog domain seems to fit the role, namely for its mixed characteristics: on one hand, tasks can be concurrent, such as multiple drivers and trucks involved in the delivery of goods; on the other hand, the domain specifies that trucks have to be loaded and unloaded, and drivers have to reach, board, drive and disembark their trucks. In short, this makes the Driverlog domain not clearly suitable for either of the planning approaches. It turns out, in fact, that most problems are solvable by both BlackBox and HSP, the latter having a slight advantage.
Let us analyze the above domains with respect to their planning and scheduling characteristics. Freecell is a rather "pure" example of a planning domain, given the fact that all actions (moves) are motivated by logical deduction given the situation and the goal or subgoal in a certain logical step. Problems in the Freecell domain do not contemplate any time-or resource-related constraints, nor for that matter is it possible to have two or more actions in parallel since the game is strictly sequential. On the other hand, problems in the Rovers domain are typically scheduling problems in that they could be specified in terms of duration of the actions and their usage of on-board instruments.
A significant trait of the three domains is parallelism (vs. sequentiality). Clearly, a planning problem specification which allows for multiple tasks to be executed in parallel generally produces contention peaks on resources, a problem which is naturally addressed by a scheduler. Thus, such planning problems pose a scheduling problem composed of partially ordered, causally dependent actions which must be instantiated in time so as to satisfy resource capacity constraints.
In the N-CBA it is clear that the preferred planner would be BlackBox, since it performs better than HSP on the problems for which it makes sense to apply an integrated planning and scheduling approach. This result seems to go in the same direction as the considerations we made earlier for tightly integrated systems, namely that in domains which require high concurrency, it is most likely that resource-related considerations are required while planning; because of this, since alternative action orderings are more promptly available thanks to the structure of the planning graph, we can make a case for investigating a Graphplan-based approach to planning and scheduling integration.
The N-CBA as a Lower Bound
So far we have given a glimpse of the issues which have to be taken into consideration in the theorization of an integrated planning and scheduling solution. From the previous considerations we can derive that not all planning paradigms are well suited for an integrated approach.
An integrated planning and scheduling reasoner built according to the N-CBA is reported in [19] . In this section we will give an overview of this implementation of the N-CBA which makes use of established off-the-shelf components for the planning and scheduling modules. The choice of these components (or better, of the planning system) is strongly grounded on the previous considerations. Our aim is to assert a basic loosely-coupled system according to the N-CBA, which can be to some extent taken as the "best we can do" with the most primitive form of information sharing.
The planning system which has been used is BlackBox, a Graphplanbased planner which combines the efficiency of planning graphs with the power of SAT solution extraction algorithms [15, 16] . This planner has done very well in recent planning competitions, and in the category of those planning paradigms which seem fit for planning and scheduling integration, it can certainly be considered to be one of the best choices. The scheduler which has been selected for use in this implementation of the N-CBA is O-Oscar [7] , a versatile, general purpose CSP solver which implements the ISES algorithm [6] .
The result is an architecture which is effectively capable of solving quite a number of problems, and which has been extensively used in the development of a preliminary Active Supervision Framework [19] for the RoboCare project. It is not trivial to notice that even this primitive form of integration has some important advantages:
-the only necessary additional development is the adaptation procedure, in other words, the information sharing mechanism; -assuming the separability of causal and time/resource-related problem specifications, the system performs quite well, especially with respect to plan quality; -it is a general purpose tool, thanks to the PDDL planner input, and to the high expressivity of the scheduling problem specification [5, 2] ;
The performance details of this implementation of the N-CBA are outside the scope of this paper. These issues are extensively reported in [19] , in which the N-CBA has been used to solve problems on a multi-agent domain for a health care institution.
Clearly, a more tightly integrated system is often necessary, especially because causal and time/resource-related aspects of the domain are often strongly dependent. Nonetheless, it is interesting to notice how the basic properties of solving ideas and their relative adherence to the philosophy of integration are somehow independent from when the information sharing occurs (at partial plan level, at every decision point and so on), rather they depend on which information is shared between the two solving engines. It is clear already in the N-CBA that the most effective solution seems to be that of adopting strategies which are capable of propagating plans rather than states, in order to ensure fast reactivity when it comes to taking decisions.
In the previous sections we have motivated the use of a Graphplan-based planner in conjunction with a CSP scheduling tool. The most primitive approach to planning and scheduling integration is clearly the N-CBA, an approach in which information sharing occurs only once during the solving process. Given the coarseness of this integrated solving strategy, our opinion is that more sophisticated implementations of integrated solvers should be compared to the N-CBA 3 . In fact, the overall performance of an integrated architecture can only get better with higher occurrences of information sharing events between the two solvers.
Conclusions and Future Work
In this paper we have presented an analysis of the issues involved in planning and scheduling integration. Many approaches to this problem have been developed, yet some fundamental aspects still remain to be explored fully. The work we have presented is motivated by the fact that while the independent research in planning and scheduling has evolved very rapidly, the study of the combined approach is still trying to deal with some basic issues.
The intent of this paper is to analyze some of these issues starting from the N-CBA, an approach to integration which implements the simplest form of information sharing. Integrated architectures in general can be distinguished by two parameters: when information sharing is carried out, and what information is shared between the two solvers. We have shown how higher degrees of integration are obtainable from the N-CBA by "toggling" the first parameter, where the optimal strategy is to cross-validate causal and time/resource-related aspects of the problem at every decision point.
The study of the N-CBA is interesting because it exposes some characteristics which are common to all forms of integration. In particular, we have focused on which solving strategies are more applicable in an integrated solver. In this context, we have found that both in the N-CBA and in more tight integrated approaches, a desired property of the solvers is to propagate sets of possible choices with respect to causal and time/resource feasibility.
The analysis of the N-CBA has shown how a variety of useful indications can be drawn with respect to the general issue of planning and scheduling integration: thanks to these considerations, we are aiming at furthering the study in this direction, looking in particular at CSP approaches to planning.
