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ON THE BAUM-CONNES CONJECTURE FOR GROMOV MONSTER GROUPS
MARTIN FINN-SELL
Abstract. We present a geometric approach to the Baum-Connes conjecture with coefficients for
Gromov monster groups via a theorem of Khoskham and Skandalis. Secondly, we use recent results
concerning the a-T-menability at infinity of large girth expanders to exhibit a family of coefficients
for a Gromov monster group for which the Baum-Connes conjecture is an isomorphism.
1. Introduction
It is known that any group Γ that contains a coarsely embedded large girth expander sequence X
does not have Yu’s property A and admits coefficients for which the Baum-Connes conjecture fails
to be a surjection, but is an injection[HLS02, WY12].
We explore this situation from the point of view of the partial geometry that can be associated to
the expander graph X that it inherits from the group Γ . The advantage of this geometric approach
over the analytic one presented in [HLS02, WY12] is that we can refine it to get positive results to
this conjecture via a groupoid construction similar to that of [STY02].
This groupoid approach to coarse geometry first formulates the coarse Baum-Connes conjecture for
any uniformly discrete bounded geometry space X using a version of the Baum-Connes conjecture
with coefficients for a étale groupoid G(X) associated to X. This groupoid admits always transfor-
mation groupoid decomposition; using Lemma 3.3b) from [STY02] we can decompose G(X) using
the generators for the metric coarse structure on X. Each set of such generators carries its own
partial geometric data and these can be studied independently. A systematic approach to this was
outlined in [BNW07].
When X is coarsely embedded into a group, the group gives rise to a natural generating set of the
metric coarse structure on X. We outline the construction of these generators below, and one object
of this paper is to describe precisely how these generators behave combinatorially.
Example 1. Let Γ be a finitely generated discrete group with a left invariant word metric and let
f : X → Γ be an injective coarse embedding. We can now identify freely X as a subset of the Cayley
graph of Γ and so X inherits a metric that shares a coarse type with the original metric. What we
gain by doing this is access of the right action of Γ on itself. Consider the maps:
tg : Γ → Γ, x 7→ xg
−1
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We can now restrict these maps to X, where they may not be defined everywhere. If we denote the
set of points in X with image in X byDg then we have:
tg : Dg → Dg−1 , x 7→ xg
−1
Let TX denote the collection of tg restricted to X. These maps are partial translations of X (i.e
maps that are bijections between subsets of X that move points of X uniformly bounded distances).
Additionally, by transitivity properties of the action of Γ on itself, these maps generate the metric
coarse structure on X. This construction is an example of a partial action of Γ .
From these generators we construct a second countable, locally compact, Hausdorff, étale groupoid
following the techniques of [Exe08], which explicitly implements the transformation decomposition
of [STY02]. The techniques we use here are purely semigroup and order theoretic, following the
ideas of [KL04, Len08, Exe08, Law12].
A natural problem we have to consider is how to relate this data on X back to Γ . We solve problem
by constructing a Morita equivalence between the groupoid constructed from the data of Example 1
and a transformation groupoid involving an action of Γ . Results of this nature have been developed
that cover the groupoid we construct from Example 1, i.e those that that are are constructed from
suitable inverse semigroups were notably developed by Khoskham and Skandalis [KS02] and further
extended by Milan and Steinberg [MS14]. Their results all use the following concept:
Definition 2. Let G be a locally compact groupoid. Then we call a continuous homomorphism
from G to a locally compact group Γ a group valued cocycle.
The main result of Khoshkam and Skandalis [KS02] that we will appeal to is stated below. The
details concerning cocycles and all the topological criteria are recalled in Section 2.2.
Theorem 3. Let ρ : G → Γ be a continuous, faithful, closed, transverse cocycle. Then there is a
universal locally compact Hausdorff Γ -spaceΩ that envelopes the space G(0) and a Morita equivalence
of G withΩ⋊ Γ . 
The locally compact Hausdorff space Ω is called the Morita envelope of the cocycle ρ, and is con-
structed as a quotient of the product G(0) × Γ under an equivalence relation and includes a topolog-
ically embedded copy of G(0).
We will appeal to the theorem above (that we recall as Theorem 2.6 in the text) to decompose the
coarse groupoid G(X) when X is a large girth expander X that is coarsely embedded into a finitely
generated group Γ . This transformation groupoid involving Γ will then be Morita equivalent to
G(X). We exploit this connection between G(X) and Γ to obtain the results concerning the Baum-
Connes conjecture with coefficients for Γ .
In particular we prove two results via a partial translation method, the first of which is:
Theorem 4. Let Γ be a finitely generated group, X be a large girth expander and let f : X →֒ Γ be
a coarse embedding. Then the coarse groupoid G(X) is Morita equivalent to ΩβX ⋊ Γ , where ΩβX is
the enveloping locally compact Hausdorff Γ -space arising from the continuous extension of the partial
action of Γ on X to βX.
We remark first that ΩβX depends on the unit space of G(X) and second that this result has the
results from Section 8 ofWillett and Yu [WY12] as a Corollary using homological results of [FSW14].
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The second result requires a groupoid reduction of of G(X) to ∂βX: a groupoid that we call the
coarse boundary groupoid of X and is denoted byG(X)|∂βX. The boundary coarse groupoidG(X)|∂βX
satisfies an analogue of Theorem 4:
Theorem 5. Let Γ be a finitely generated group, X be a large girth expander and let f : X →֒ Γ be a
coarse embedding. Then the coarse boundary groupoid G(X)|∂βX is Morita equivalent toΩ∂βX ⋊ Γ .
By results of [FSW14] this implies the transformation groupoidΩ∂βX⋊ Γ is a-T-menable, hence we
get the following natural corollary:
Corollary 6. Let Γ be a discrete group that coarsely contains a large girth expander X and letΩ∂βX be
the universal enveloping Γ -space for the partial action on ∂βX. Then the Baum-Connes assembly map
for Γ with coefficients in any C0(Ω∂βX)-algebra is an isomorphism.
This result is the first positive result concerning the Baum-Connes conjecture with coefficients for
these examples of non-exact groups. The author would like to remark that results of a similar nature
were obtained in [BGW13] using purely analytic methods.
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2. Inverse semigroups and constructing groupoids
In the following sections we briefly outline the inverse semigroup and groupoid framework that go
into the proofs of Theorems 4 and 5.
Let S be a semigroup and let s ∈ S. Then u is said to be a semigroup inverse for s if sus = s and
usu = u. A semigroup S is regular if every element s has some inverse element u, and inverse if that
inverse element is unique, in which case we denote it by s∗. Groups are examples of semigroups
that are inverse with only a single idempotent. It is clear that in an inverse semigroup S every
element ss∗ is idempotent, and this classifies the structure of idempotents (see, for instance, chapter
5 of [How95]).
We remark also that the idempotents of S form a commutative inverse subsemigroup E(S) that can
be partially ordered using this multiplication. Let e, f ∈ E(S) then:
e ≤ f ⇔ ef = e
is a partial order on E(S) that extends to S using:
s ≤ t ⇔ (∃e ∈ E)et = s
Example 2.1. Let X be a set. The set of all partial bijections of X, that is bijections between subsets
of X, is a inverse monoid that we denote by I(X). If s and t are partial bijections of X then the
partial order describes precisely when s is a restriction of t to some subset of the domain of t.
In light of this example, we can define the class of inverse semigroups relevent to our study:
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Definition 2.2. Let z ∈ S. We say z is a zero element if z ∈ E(S) and zs = sz = z. The empty
partial bijection is an example of such a zero element. With this in mind we say S is 0-E-unitary if
for every non-zero idempotent e ∈ E(S) and s ∈ S we have e ≤ s implies s ∈ E.
For concrete semigroups of partial bijections this condition is equivalent to the restriction of any
element never being an idempotent.
Let S be a inverse semigroup. We can define a universal group for S [BR84]. This is the group
generated by the elements of S with relations s · t = st if st 6= 0, and denoted by U(S). Clearly,
there is a map Φ from S to the universal group U(S), given by mapping s to its corresponding
symbol in U(S). This map is not a homomorphism, but after adjoining a zero element to U(S) does
satisfy the inequalityΦ(st) ≤ Φ(s)Φ(t). Such a map is called a prehomomorphism.
Definition 2.3. Let S be a 0-E-unitary inverse monoid. Then S is 0-F-inverse if the preimage of each
group element in U(S) has a maximal element within the partial order of S. In this case we denote
these elements byMax(S). The universal group is generated by the setMax(S) with the product:
s ∗ t = u, where u is the unique maximal element above st ∈ S.
Finally, S is said to be strongly 0-F-inverse if it is 0-F-inverse and there is some group Γ and a 0-
restricted idempotent pure homomorphism onto Γ 0; that is a map for which the preimage of 0 is 0
and the preimage of the identity contains only idempotents. In particular, this must factor though
the universal group, so this amounts to asking if the mapΦ is idempotent pure.
2.1. Constructing groupoids. In this section we outline how to build a groupoid given an inverse
semigroup S by considering the order structure of S and the action of S on itself. We briefly outline
the construction below, but for a full account see [Exe08]. The main motivation of [Exe08] is to
construct a groupoid that is associated with S that captures the actions of S. To obtain it from
S itself we require S to act on some space intrisic: namely we use the natural action of S on its
idempotent semilattice E(S) by conjugation.
LetDe = {f ∈ E|f ≤ e}. For ss
∗ ∈ E we can define a map ρs(ss
∗) = s∗s that extends toDss∗ by the
formula ρs(e) = s
∗es. This defines a partial bijection on E fromDss∗ toDs∗s.
We now wish to construct a topological space from E that will admit an action that is induced from
the one we have developed above. To do this we consider a subspace of 2E given by the functions
φ such that φ(0) = 0 and φ(ef) = φ(e)φ(f).
We can topologize this as a subspace of 2E, where it is a closed subspace (hence compact Hausdorff),
with a base of topology given by D̂e = {φ ∈ Ê|φ(e) = 1}. This space admits a dual action induced
from the action of S on E given by the following pointwise equation for every φ ∈ D̂s∗s:
ρ̂s(φ)(e) = φ(ρs(e)) = φ(s
∗es)
The use of D̂e to denote these sets is not a coincidence, as we have a mapDe → D̂e:
e 7→ φe, φe(f) = 1 if e ≤ f and 0 otherwise.
We are now able to construct a groupoid from this data. Consider Ω := {(s,φ)|φ ∈ Ds∗s} in the
subspace topology induced from S× Ê. We then quotient this space by the relation:
(s,φ) ∼ (t, φ
′
) ⇔ φ = φ
′
and (∃e ∈ E) with φ ∈ De such that es = et
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We denote the quotient by G
Ê
. It is possible to turns G
Ê
into a locally compact groupoid, using the set
G
(2)
Ê
:= {([s, x], [t, y])|t(y) = x}, with composition [s, x][t, y] = [st, y], inverse [s, x]−1 = [s∗, s(x)]
and slices constructed from the sets D̂e as a basis of topology. This groupoid is called the universal
groupoid associated to S, and it, in particular, shares the Hilbert space representation theory of S
to some extent (this is shown in Corollary 10.16 of [Exe08] for instance). We would like to remark
also that this groupoid can be constructed using an approach based on filters and filter composition
[LL13].
2.2. Group valued cocycles. In this section we make precise the statements about cocycles, partial
actions and universal enveloping spaces that we need in the sequel. We follow the references [KS02,
MS14].
Definition 2.4. Let ρ : G → Γ be a cocycle. We say it is:
(1) transverse if the map Γ × G → Γ × G(0), (g, γ) 7→ (gρ(γ), s(γ)) is open.
(2) closed if the map γ 7→ ((r(γ), ρ(γ), s(γ)) is closed.
(3) faithful if the map γ 7→ ((r(γ), ρ(γ), s(γ)) is injective.
We call a cocycle ρ with all these properties a (T,C,F)-cocycle.
Remark 2.5. If Γ is a discrete group then to prove that a cocycle ρ is transverse it is enough to check
if the map γ 7→ (ρ(γ), s(γ) is open [KS02].
From such a cocycle we can construct a locally compact Hausdorff Γ -space Ω by considering the
space G(0) × Γ , equipped with the product topology. We define ∼ on G(0) × Γ by (x, g) ∼ (y, h) if
there exists γ ∈ G with s(γ) = x, r(γ) = y and ρ(γ) = h−1g. Denote the quotient of G(0) × Γ
by ∼, equipped with the quotient topology, by Ω. The closed condition on the cocycle makes this
space Hausdorff [KS02]. When this construction is applied to a suitable partial action of a group,
the spaceΩ is called the globalisation of the partial action [KL04].
The main result of Khoskham and Skandalis [KS02] described in the introduction is more precisely
given again below:
Theorem 2.6. Let ρ : G → Γ be a continuous, faithful, closed, transverse cocycle. Then the space
Ω defined above is a locally compact Hausdorff space and there is a Morita equivalence of G with
Ω⋊ Γ . 
The important part of this construction was extended by Milan and Steinberg [MS14] to cover
the more general situation where the cocycles are inverse semigroup valued. Additionally, they
show that every strongly 0-F-inverse monoid admits (T,C,F)-cocycle onto a group (see for example
Corollary 6.17 [MS14]). This result is what we will appeal to in later sections.
2.3. The inverse monoid constructed from Example 1. Recall from Example 1 that to a sub-
space X of Γ it is possible to associate a collection TX of partial translations of X. In this section we
will understand the semigroup generated by TX.
Lemma 2.7. Let Γ be a finitely generated group and let X ⊂ Γ . Then inverse monoid, denoted S,
generated by the collection of partial translations TX is 0-F-inverse, with maximal element set TX.
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Proof. First we prove maximality of the translations. We prove that for any s ∈ S \ {0} there exists
a unique t ∈ T such that s ≤ t. Observe that for each g, h ∈ Γ the product tgth is contained, as a
partial bijection, in tgh. This implies that any product of elements of T is less than a unique t ∈ T .
As the action of Γ on itself is transitive, the collection T partitions X × X. From this we have that
for any pair ti, tj ∈ T eti = etj ⇔ ti = tj.
Now we prove that S is 0-E-unitary. Let e ∈ E(S)\{0} and s ∈ S\{0}. As any product of translations
is contained in a unique translation, it is enough to consider the case that s ∈ T . It follows that
the condition e ≤ s implies that s fixes some elements of X. However, T partitions X × X and
so s ≤ idX. We assumed that s was maximal however, so s = idX. Now any general word in T
satisfies: e ≤ s =⇒ s ≤ idX, hence s is idempotent. 
The construction from Example 1 is a special example of a partial action of a group.
Definition 2.8. Let Γ be a discrete group and let X be a topological space. Then Γ acts partially on
X by partial homeomorphisms if there is a map: θ : Γ → I(X) that satisfies:
(1) θ(eΓ ) = IdX,
(2) θ(g)θ(h) ≤ θ(gh),
(3) The domains and ranges of each θ(g) are open, and θ(g) is a homeomorphism between
them.
Maps that satisfy condition (2) are called dual prehomomorphisms, and such maps can be classified
in terms of a universal group [BR84]:
Definition 2.9. Let Γ be a discrete group. Consider the collection of pairs: (X, g) for {1, g} ⊂ X,
where X is a finite subset of Γ . The set of such (X, g) is then equipped with a product and inverse:
(X, g)(Y, h) = (X ∪ gY, gh) , (X, g)−1 = (g−1X, g−1)
This inverse monoid is called the Birget-Rhodes (prefix) expansion of Γ . This has maximal group
homomorphic image Γ , and it has the universal property that it is the largest such inverse monoid.
We denote this by ΓPr. The partial order on ΓPr can be described by reverse inclusion, induced from
reverse inclusion on finite subsets of Γ . It is F-inverse, with maximal elements: {({1, g}, g) : g ∈ Γ }.
This classifying monoid can be used to prove that the inverse semigroup generated by the collection
T of Example 1 is strongly 0-F-inverse.
Proposition 2.10. Let S = 〈θg|g ∈ Γ〉, where θ : Γ → S is a partial action. If S is 0-F-inverse with
Max(S) = {θg|g ∈ Γ }. If for each g 6 e in Γ such that θg is not zero we have θg is also not idempotent
then S is strongly 0-F-inverse.
Proof. We build a map Φ back onto Γ 0. Let m : S \ {0} → Max(S) be the map that sends each
non-zero s to the maximal elementm(s) above s and consider the following diagram:
Γ
θ //
  ❅
❅
❅
❅
❅
❅
❅
❅
S
Φ
  ❇
❇
❇
❇
❇
❇
❇
❇
Γpr
σ //
θ
OO
Γ 0
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where Γpr is the prefix expansion of Γ . Define the mapΦ : S → Γ 0 by:
Φ(s) = σ(m(θ
−1
(m(s)))),Φ(0) = 0
For each maximal element the preimage under θ is well defined as the map θg has the property that
θg = θh ⇒ g = h precisely when θg 6= 0 ∈ S. Given the preimage is a subset of the F-inverse
monoid Γpr we know that the maximal element in the preimage is the element ({1, g}, g) for each
g ∈ Γ , from where we can conclude that the map σ takes this onto g ∈ Γ .
We now prove it is a prehomomorphism. Let θg, θh ∈ S, then:
Φ(θg) = σ(m(θ
−1
(θg))) = σ(({1, g}, g)) = g
Φ(θh) = σ(m(θ
−1
(θh))) = σ(({1, h}, h)) = h
Φ(θgh) = σ(m(θ
−1
(θgh))) = σ(({1, gh}, gh)) = gh
Hence whenever θg, θh and θgh are defined we know that Φ(θgθh) = Φ(θg)Φ(θh). They fail to
be defined if:
(1) If θgh = 0 in S but θg and θh 6= 0 in S, then 0 = Φ(θgθh) ≤ Φ(θg)Φ(θh)
(2) If (without loss of generality) θg = 0 then 0 = Φ(0.θh) = 0.Φ(θh) = 0
So prove that the inverse monoid S is strongly 0-F-inverse it is enough to prove then that the map
Φ is idempotent pure, and without loss of generality it is enough to consider maps of only the
maximal elements - as the dual prehomomorphism property implies that in studying any word that
is non-zero we will be less than some θg for some g ∈ Γ .
So consider the mapΦ applied to a θg:
Φ(θg) = σ(m(θ
−1
(θg))) = σ(({1, g}, g)) = g
Now assume thatΦ(θg) = eΓ . Then it follows that σ(m(θ
−1
(θg))) = eΓ . As σ is idempotent pure,
it follows then thatm(θ
−1
(θg)) = 1, hence for any preimage t ∈ θ
−1(θg) we know that t ≤ 1, and
by the property of being 0-E-unitary it then follows that t ∈ E(Γpr). Mapping this back onto θg we
can conclude that θg is idempotent, but by assumption this only occurs if g = e. 
This has an immediate consequence for the inverse monoid generated by the construction from
Example 1.
Corollary 2.11. Let Γ be a finitely generated discrete group and let X be coarsely embedded into Γ .
Then the collection TX arising from the construction in Example 1 generates a strongly 0-F-inverse
monoid.
Proof. We remark that as Γ acts on itself freely and so restricts to a free partial action of Γ on X. The
truncation has the property that no tg that is non-zero will be idempotent. The result now follows
from Lemma 2.7 and Proposition 2.10. 
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2.4. How these collections connect toG(X). Suppose that X is a uniformly discrete metric space
of bounded geometry satisfying the conditions of Corollary 2.11. Then from the collection TX of par-
tial translations that generate the metric coarse structure, it is possible to construct a second count-
able groupoid G(TX) that will decompose the coarse groupoid G(X). Consider the inverse monoid
S generated by TX and the representation, denoted πX in I(X). We wish to take this representation
into account when constructing the universal groupoid.
Consider the representation of the inverse monoid S on ℓ2(X) that naturally arises from πX. We
can complete the semigroup ring in this representation to get an algebra C∗πXS, which has a unital
commutative subalgebra C∗πXE. By Proposition 10.6 [Exe08] we will get a closed subspace X̂ of unit
space Ê of G
Ê
by considering the spectrum of C∗πXE. This will be invariant under the action of S,
so we can reduce G
Ê
to this (see Section 10 of [Exe08] for all the details of this construction). We
denote this groupoid by G(TX).
Theorem 10.16 [Exe08] implies that we have the isomorphism: C∗r(G(TX))
∼= C∗πX(S)
∼= C∗TX,
where C∗TX is the C
∗-algebra generated by the maps t ∈ TX that viewed as operators on ℓ
2X via
πX.
As the following claim will illustrate, the groupoid G(TX) is well controlled by the elements of TX.
Claim 2.12. Let S be 0-F-inverse. Then every element [s,φ] ∈ G
Ê
has a representative [t, φ] where t
is a maximal element.
Proof. Take t = ts the unique maximal element above s. Then we know
s = tss
∗s and s∗s ≤ t∗sts
The second equation tells us that t∗sts ∈ Fφ as filters are upwardly closed, thus (ts, φ) is a valid
element. Now to see [ts, φ] = [s,φ] we need to find an e ∈ E such that e ∈ Fφ and se = tse. Take
e = s∗s and then use the first equation to see that s(s∗s) = ts(s
∗s). 
Thus, the translations are the only elements of S that need to be concerned with when working
with G(TX). Finally, the groupoid G(TX) acts freely on βX and so we can generate now the coarse
groupoid using this data using Lemma 3.3b) [STY02]:
Lemma 2.13. The coarse groupoid G(X) ∼= βX⋊ G(TX). 
3. Applying these techniques to Monster groups
In this section we connect the inverse semigroup picture developed in the previous section to Gro-
mov monster groups.
3.1. Final groupoid preliminaries.
Definition 3.1. Let G be an locally compact étale groupoid and let F be a subset of the unit space
G(0). We say that F is saturated if for all γ ∈ G with s(γ) ∈ F we also have r(γ) ∈ F.
Our aim is now to show that if we have a étale groupoid G that has a (T,C, F) map to a group,
we can get (T,C, F) maps on reductions associated to certain saturated sets. We do this with the
following two Lemmas.
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Lemma 3.2. Let G be an étale locally compact Hausdorff groupoid with a (T,C,F)-cocycle ρ to Γ . Then
relation ∼ on G(0) × Γ preserves saturated subsets of G(0)
Proof. Let U be a saturated subset of G(0) and let x ∈ U, y ∈ Uc. Assume for a contradiction that
(x, g) ∼ (y, h) in G(0)×Γ . Then there exists a γ ∈ G such that s(γ) = x, r(γ) = y and ρ(γ) = g−1h,
but as U is saturated no such γ exists. 
Lemma 3.3. Let G be an étale locally compact Hausdorff groupoid and let F be a closed saturated
subset of G(0). If G admits a (T,C,F)-cocycle ρ onto a discrete group Γ then so do GF and GFc .
Proof. Observe that GF is a closed subgroupoid and GFc is its open compliment. We consider them
as topological groupoids in their own right using the subspace topology. We now check that these
topologies are compatible with the subspace topologies in the appropriate places in the definition
of (T,C, F).
(1) Faithful: as the map P : γ 7→ (r(γ), ρ(γ), s(γ)) is injective, it is clear that its restriction to
either GFc or GF will also be injective.
(2) Transverse: It is enough to show that {(ρ(γ), s(γ)) : γ ∈ GFc} is open; this follows as it is
precisely the intersection of {(ρ(γ), s(γ)) : γ ∈ G} with Γ × Fc. The same holds for GF.
(3) Closed: We must show P : γ 7→ (r(γ), ρ(γ), s(γ)) is closed. Let V be a closed subset of GFc .
Then V = V ′ ∩ G, in the subspace topology. Now by saturation, we can conclude P(V) =
P(V
′
)∩ Fc × Γ × Fc, which is closed in the subspace topology coming from G(0) × Γ ×G(0).

Suppose the groupoid G(TX) admits a (T,C,F)-cocycle onto a discrete group Γ . The following propo-
sition outlines how to induce a (T,C,F)-cocycle on G(X).
Proposition 3.4. Let X be a uniformly discrete metric space of bounded geometry and Γ be a finitely
generated group such that X is coarsely embedded into Γ . Then the coarse groupoid G(X) admits a
(T,C,F)-cocycle onto Γ .
Proof. Immediately, we know that G := G(T ) admits a (T,C,F)-cocycle ρ: this follows from the fact
that the universal groupoid of the inverse monoid S(T ) does by Lemma 3.2 and Corollary 6.17 of
[MS14]. Now we define a map G(X) → Γ using the anchor map π : βX։ X̂:
Φ : βX⋊ G → Γ
(ω, [t, π(ω)]) 7→ ρ(t)
This map comes from observing that X⋊ G → G(0) ⋊ G is a closed map (as π is closed). As both G
and G(X) are principal it is easy to check that this induced mapΦ is both closed and faithful.
We now check that Φ is transitive. We check this on a basis for G(X): let U ⊂ G(X) be a slice.
Then (Φ× s)(U) = Φ(U)× s(U) is open as Γ is discrete and s(U) is a homeomorphism on U. 
Now we have two ingredients for the main results:
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(1) Local data arising from partial translations of X induced from Γ and the fact that from a
combinatorial point of view these maps form an inverse monoid with rich structure and a
groupoid decomposition of G(X) that is induced by the fact these translations generate the
metric in the appropriate sense.
(2) Results that tell us that given a (T,C,F)-cocycle on G(X) it is possible to get (T,C,F)-cocycles
on X× X and G(X)|∂βX that are compatible in a natural way.
3.2. Counterexamples to the Baum-Connes assembly conjecture. Now we use coarsely em-
bedded expanders in the constructions of the previous sections to the results indicated in the intro-
duction.
Definition 3.5. A finitely generated discrete group Γ is a Gromov monster group if there exists
a large girth expander with vertex degree uniformly bounded above X and a coarse embedding
f : X →֒ Γ .
This definition of Gromov monster group is quite strong: groups with weakly embedded expander
graphs were first shown to exist by Gromov [Gro03], with a detailed proof given by Arzhantseva,
Delzant [AD08]. A recent construction of Osajda [Osa14] simplifies and improves the construction:
in fact, to get groups of the nature described in this definition relies completely on the work of
Osajda.
Using Proposition 3.4 and Theorem 2.6 we have the following:
Theorem 3.6. Let Γ be a Gromov monster group with coarsely embedded large girt expander X. Then
there is a locally compact spaceΩβX such that G(X) is Morita equivalent toΩβX ⋊ Γ . 
It is well known for a large girth expander X of uniformly bounded vertex degree that the Baum-
Connes conjecture for G(X) is injective, but not surjective [FSW14, WY12]. This translates, via
Theorem 3.6, to:
Theorem 3.7. Let Γ be a Gromov monster group. Then the Baum-Connes conjecture for Γ with coeffi-
cients in C0(YβX) fails to be a surjection, but is an injection. 
3.3. A different proof of non-K-exactness and the failure of the Baum-Connes conjecture.
We will now be much more explicit about this failure using the groupoid techniques from [HLS02];
we consider the associated ladder diagram in K-theory and K-homology coming from the decompo-
sition of G(X) into G(X)|∂βX and X× X. The following is essentially included in [HLS02]
Theorem 3.8. Let Γ be a finitely generated discrete group that coarsely contains a large girth expander
X. Then Γ is not K-exact.
Proof. Let T be the collection of partial translations obtained as in Example 1 by truncating the
action of Γ toX. Using Lemma 2.13 and Proposition 3.4, we can show that this collection decomposes
the coarse groupoid G(X) as βX⋊G(T ), and subsequently thatG(X) admits a (T,C,F)-cocycle onto
Γ . From this cocycle we construct a locally compact Hausdorff space ΩβX using the relation ∼. It
then follows from Theorem 2.6 that G(X) ∼= βX⋊ G(T ) is Morita equivalent toΩβX ⋊ Γ .
To construct the complete sequence we use Lemma 3.2 to get ΩX := (X × G)/ ∼ and Ω∂βX :=
(∂βX×G)/ ∼. We then get the short exact sequence of Γ -algebras:
0 → C0(ΩX) → C0(ΩβX) → C0(Ω∂βX) → 0.
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We remark here also that by the theorem of Khoskham and Skandalis [KS02] these Morita equiva-
lences induce strong Morita equivalences of C∗-algebras. As Γ is countable and βX is σ-compact we
can deduce that each of the enveloping spaces are also σ-compact, hence the cross product algebras
are all σ-unital. From work of Rieffel [Rie82] we have long exact sequences of K-theory groups in
which all the vertical maps are isomorphisms:
... // K0(C0(ΩX)⋊G) // K0(C0(ΩβX)⋊G) // K0(C0(Ω∂βX)⋊G) // ...
... // K0(K) //
∼ =
OO
K0(C
∗
r(G(X)))
//
∼ =
OO
K0(C
∗
r (G(X)|∂βX))
//
∼ =
OO
...
We can conclude the result by observing that the bottom line is not exact as a sequence of abelian
groups by either [HLS02], [WY12] or [FSW14]. It follows therefore that the sequence:
0 → C0(ΩX)⋊r G→ C0(ΩβX)⋊r G→ C0(Ω∂βX)⋊r G → 0
is not exact in the middle term. 
4. Positive results for the Baum-Connes conjecture for a Gromov monster group
The aim in this final section is to prove positive results about the Baum-Connes conjecture with
certain coefficients for a Gromov monster group Γ . To do this we will extend the techniques in the
previous section using ideas from [FSW14]. To that end, we introduce the following definition:
Definition 4.1. A uniformly discrete metric space X with bounded geometry is said to be a-T-
menable at infinity if the coarse boundary groupoid G(X)∂βX is a-T-menable in the sense of [Tu99],
i.e it admits a (locally) proper negative type function.
Examples of spaces that are a-T-menable at infinity are spaces that coarsely embed into Hilbert
space, or more generally fibred coarsely embed into Hilbert space [FS12]. We recall the outcome of
[FSW14] in the following Proposition:
Proposition 4.2. Let X be a large girth expander with vertex degree uniformly bounded above. Then
X is a-T-menable at infinity. 
Using the Theorem 2.6 and Proposition 4.2 we will prove that the groupoid Y∂βX⋊ Γ is a-T-menable.
From here, using results of Tu, we can conclude that the Baum-Connes conjecture holds for this
groupoid with any coefficients.
Theorem 4.3. Let Γ be a finitely generated group that coarsely contains a large girth expander X with
uniformly bounded vertex degree. Then the groupoidΩ∂βX ⋊ Γ is a-T-menable.
Proof. By Proposition 3.4 and Theorem 2.6 the groupoidG(X)|∂βX is Morita equivalent toΩ∂βX⋊Γ .
Explicitly,the decomposition of G(X) as βX⋊ G(T ) for the natural translation structure associated
to X as a metric subspace of Γ and Lemma 3.3 applied to the closed saturated subset ∂βX. The result
now follows as a-T-menability for groupoids is an invariant of Morita equivalences (see [Tu99]). 
This has a natural corollary:
Corollary 4.4. Let Γ be a finitely generated group that coarsely contains a large girth expander X.
Then the Baum-Connes conjecture for Γ with coefficients in any (Ω∂βX ⋊ Γ)-C
∗-algebra is an isomor-
phism. 
12 MARTIN FINN-SELL
We remark that different techniques that rely on a-T-menability at infinity were considered in
[BGW13] to obtain a similar result.
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