Construction of Dual Cyclic Codes over {F}_{2}[u,v]/ < u^2, v^2 - v, uv - vu >  for DNA Computation by Singh, Manoj Kumar et al.
467
Defence Science Journal, Vol. 68, No. 5, September 2018, pp. 467-472, DOI : 10.14429/dsj.68.12234 
 2018, DESIDOC
Construction of Dual Cyclic Codes over  2 22[ , ] / , ,u v u v v uv vu− −   for DNA Computation
Abhay Kumar Singh#, Narendra Kumar#, Pooja Mishra#, Indivar Gupta@, and Manoj Kumar Singh@,*
#Indian Institute of Technology (ISM), Dhanbad – 826 004, India  
 @DRDO-Scientific Analysis Group, Delhi – 110 054, India 
*E-mail: manojksingh@sag.drdo.in
AbstrACt
Here, we assume the construction of cyclic codes over 2 22 = [ , ] / , ,u v u v v uv vuℜ − − . In particular, dual cyclic 
codes over 21 2[ ] /u uℜ =   with respect to Euclidean inner product are discussed.  The cyclic dual codes over ℜ  
are studied with respect to DNA codes (reverse and reverse complement). Many interesting results are obtained. 
Some examples are also provided, which explain the main results. The GC-Content and DNA codes over ℜ  are 
discussed. We summarise the article by giving a special DNA table.
Keywords: Dual cyclic codes; DNA cyclic codes; Reverse constraint codes; Reverse constraint complement codes; 
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1.  INtroDuCtIoN
Since last 30 years, cyclic codes have been well studied 
due to their rich algebraic structures. Cyclic codes also have 
practical implementations i n  DNA computing. The cyclic 
codes constructions over of 16 element have great interest 
and these are an extension of cyclic codes over the rings 
of 4 element. Due to which, many authors attracted to study 
the rings of 16 element in a series of papers1-3. In particular, 
Yildiz2, et al. assumed the ring ℜ  with 2 2      u u and v v= =  
of 16 elements, where they studied the cyclic codes over 
such ring. Recently, Gao4, et al. discussed various categories of 
linear codes over the ring 4 4 v+  of 16 elements.
    In 1987, Tom Haed introduced the computing by 
DNA and Adleman first time used the DNA computation to 
discuss the Hamiltonian path problem5. DNA computing is 
better than silicon-based computing because of their storage 
capacity, which attracted several authors to study the cyclic 
DNA codes over some rings. In particular, Guenda6, et al. 
considered the structure of 1ℜ  of 4 element. They discussed 
the construction of cyclic codes over such ring for DNA 
computing. Bennenni7, et al. discussed the new DNA cyclic 
codes over ring. Later, Zhu8, et al. discussed the cyclic DNA 
codes over ℜ  and explored the application in DNA computing. 
Recently, r i ng  24[ ] / -1u u  of 16 element is considered9, 
where they stabilised the  theory for DNA construction. 
They also explained the GC-content of these codes on the 
basis of deletion distance. The cyclic codes over the ring 
4 4u+   and its DNA computing were also studied. Further, 
Dinh10, et al. considered the ring of 64 element and discussed 
the DNA codes by applying the Chinese Remainder Theorem. 
These works encourage us to study the DNA dual cyclic codes 
for our purpose. 
2.  PrelImINArIes
Here, we remind some basic facts and results, which will 
be used throughout the paper. Let η  be the gray map, which 
maps the elements of ℜ  to the elements of 1nℜ  and  is given 
as,
( ) ( ),a bv a a bη + = + , 
where 1,a b ∈ℜ .
Let two n-tuples h and nk ∈ℜ . The Euclidean inner 
product is given as 0 0 1 1 -1 -1. ... n nh k h k h k h k= + + + . For the 
code C over ℜ  of length n, the dual code of C is as given by
{ }| . 0,  nC h h k k C⊥ = ∈ℜ = ∀ ∈ . 
The set { }
4
, , ,DS A T G C=  represents the DNA alphabet. 
The elements of the ring 1ℜ  are given as 0, 1, u, 1 + u.  Here, 
we can easily see that the elements of 
4D
S  and 1ℜ  are related 
by 0 to A, 1 to G, u to T, and 1+u to C. By WCC rule, A¯ = 
T ,  T¯  = A, G¯ = C and C¯ = G.  The set 
16D
S  is given below, 
which is taken 1from .
16
,  ,  ,  ,  ,  , , ,  
,  ,  ,  , , , ,D
AA AT AC AG TT TA TC TG
CC CA CT CG GG GA GT C
S
G
 =  
 
 The elements of the set 
16D
S  are known as DNA double 
pairs. We define a map
4
2:   nDC Sψ → , such that 
0 0 1 1 -1 -1
0 1 -1 0 0 1 1 -1 -1
 ,  ,  . . . , 





a b v a b v a b v
a a a a b a b a b
+ + +
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where 1,i ia b ∈ℜ . Let 0 1 -2 -1( , ,..., , ) nn nx x x x x= ∈ℜ . We 
define the reverse of x to be -1 -2 1 0( , ,..., , )r n nx x x x x= , 
the complement of x to be 0 1 -2 -1, ,..., ,c n nx x x x x=  and the 
reverse-complement of x to be 0 1 -2 -1, ,..., ,
c
n nx x x x x= . 
A code C is reversible, if each codeword x C∀ ∈ , 
rx  is also in C and C is called reversible complement 
if  rcx C∈ , x C∀ ∈ . The reciprocal of a polynomial 
-1
0 1 -2( ) ...
r r
r rc x c c x c x c x= + + + +  with 0rc ≠  is defined as as 
polynomial ( )* -1-1 1 0... r rr rc x c c x c x c x= + + + + . If * ( ) ( )c x c x=
, then  ( )c x  is known as self-reciprocal polynomial. The 
number of places in which the DNA codeword has coordinate 
C or G is known as GC-content.
3.  DuAl CoDes over 1ℜ
Here, we study the generator po lynomia l s  for the dual 
cyclic codes over 1ℜ .
theorem 3.111 Let C be a cyclic code in ( )n1,n 1= [x]/ x -1ℜ ℜ . 
Then
(i).  If n be an odd no, then ( ) ( )c = g, ua = g+ua , where 
g and a  is polynomials over 2 . Then   dual of code C is 
( )C  = uh⊥ , and  ( )nh | x -1   .
(ii). If n is even, then, let g a= , then, ( )c = g+ua







2C + ux m
x -1 x -1Then the dual   with   p =of C is gm  and
g g
⊥
     =         
( ) ( )n2
n *n
 i=deg - deg m  where | mod 2  x -1 x -1 x -1 and
g g
   
   
   




x -1 x 1| -iux m
g
∗
∗   +    






x -1 x -
g g
1   
   
   
.
(iii). Let g a≠ , then ( )C = g + up, ua , where g, 
a, p are polynomials over 2  with ( )na|g| x -1  mod 2, 

nx -1ˆwhere g =  and deg p  deg aa ,
g
|pg
  ≤ 
 






C = + ux m , u
a
x -1 x 1
g





























( )*i 2x m  are polynomials over 2  with 
( )n
n * n *
| | x -1 mod 2
g a
x -1 x -1   
   
   






x -1 x -
g a
1   
   
   
 





deg x m deg x -1
g
 ≤  
 
.
Proof:  Proof is similar to paper13 [Theorem 4].
4.  DNA CoDes
We mainly study the dual DNA cyclic codes over ℜ  
by using the generators of dual cyclic codes over 1ℜ   in the 
present section. First discuss the reverse constraint codes 
over ℜ . For this purpose, some useful lemmas are as given, 
which are easily verified by examples.
 lemma 4.110 Let h, k be any two polynomials over 
with deg h  deg k≤  .  Then
(i) ( )* * *h.k = h k
(ii) ( )* * deg h - deg k *h + k = h  + x k .
 lemma 4.212 Let C = (f) be a cyclic code over 2 , 
where f is a monic polynomial.  Then C is a reversible   if 
and only if f is a self-reciprocal polynomial over 2 .
lemma 4.3 For odd length n, let ( )C  = uh⊥  be a cyclic 






 . Then necessary and sufficient 
for reversible of C⊥  is h  is self – reciprocal polynomial. 
example 4.1 Let ( )( )3g = x -1 x + x + 1  and hence 
( )3 2 h = x + x +1  be a polynomial in 7x - 1  over 2 , It is easy 
to see that h  is self-reciprocal.   Since ( )C  = uh⊥ , therefore 
C⊥   is reversible code.






C +x  ux m
g
-1⊥    =     
 be a cyclic code over 1ℜ .  Then 







 is self-reciprocal. 
(2).   (i).        ( )( ) ( )** *j i i2 2x x m = x m or
 (ii). ( )( ) ( )
*n ** *j i i
2 2
















example 4.2 Let ( ) ( )2210 2 2 4 3 21 2x  - 1 = g  g  = x +1 x + x + x + x +1 






C +x  ux m
g
-1⊥    =     









 and ( )*i 2 0x m = xC . 




x - 1j = deg - deg x m 0.
g
  = 
   
Hence, C⊥   is reversible.
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Let C = + ux m , u
a g
x -1 x -1⊥              
be a cyclic 
code over 1ℜ . Then necessary and sufficient conditions for 














(2).   ( )( ) ( )
*n ** *j i i
2 2
x - 1 | x x m + x m
g
        
, 










example 4.3 Let ( ) ( )2210 2 2 4 3 21 2x  - 1 = g  g  = x +1 x + x + x + x +1 






C = + ux m , u
a
x -1 x 1
g
-⊥              
. We have 
*n
1 2




























reciprocal and ( )( ) ( )
*n ** *j i i
2 2
x - 1 | x x m + x m
g











   = 4, hence, follows the result.
theorem 4.6 For general length n, let
( )1 2C  = vC 1 + v C⊥ ⊥ ⊥⊕ , be a cyclic code over ℜ , where 1C⊥  
and 2C⊥  are cyclic codes over 1ℜ . Then C
⊥  is reversible if and 
only if 1C⊥  and 2C⊥  are reversible cyclic codes respectively
Proof First, we consider 1C⊥  and 2C⊥  are reversible, which 
means ( ) ( )r r1 1 2 2C C  and C C⊥ ⊥ ⊥ ⊥∈ ∈  and ( )1 2d = vd + 1 + v d .
( )r r r1 2 1 1 2 2Hence, d  = vd + 1 + v d C  where d C  and d C⊥ ⊥ ⊥∈ ∈ ∈
.. It is easy to see that r r1 1 2 2d C  and d C⊥ ⊥∈ ∈ , thus
( )r r r1 2d  = vd + 1 + v d C⊥∈ . Therefore the dual of cyclic code 
C⊥ is reversible. 
Conversely, if C⊥ is reversible, then for any
1 1 2 2b C  , b C
⊥ ⊥∈ ∈ , we have ( )1 2b = vb + 1 + v b C⊥∈  Therefore
( )r r r1 2b  = vb + 1 + v b C⊥∈ .Let, where 1 1e C  ⊥∈ and 2 2 e C⊥∈ . 
Then, . Thus, we r1 1 1get b  = e C  ⊥∈  r2 2 2and  b  = e C⊥∈ . Hence, 
both 1C⊥  and 2C⊥  are reversible.
example 4.4 Let ( )13 12 10 9 7 6 4 31h x + x  + x  + x + x + x + x  + x + x +1=  
( )13 12 10 9 7 6 4 31h x + x  + x  + x + x + x + x  + x + x +1= , ( )11 10 6 52h x + x + x + x  + x +1=  be self-
reciprocal polynomials in 15x -1. 
Since ( )1 2C g  = vh + (1 + v)h⊥ =    = ( ) ( )
13 12 11 10 9 7 6 5 4 3vx + vx + 1 + v x + x + vx + vx + x + 1+v x + vx + vx  + x + 1
( ) ( )13 12 11 10 9 7 6 5 4 3vx + vx + 1 + v x + x + vx + vx + x + 1+v x + vx + vx  + x + 1, and 
( ) ( )r 13 12 10 9 8 7 6 4 3 2g  = x + x + vx + vx + 1+ v x + x + vx + vx + x  + 1+ v x  + vx + v 
( ) ( )r 13 12 10 9 8 7 6 4 3 2g  = x + x + vx + vx + 1+ v x + x + vx + vx + x  + 1+ v x  + vx + v.
 On the other hand 
( ) ( ) ( )2 13 12 10 9 8 7 6 4 3 2v + (1 + v)x g = x + x + vx + vx + 1+ v x + x + vx + vx + x  + 1+ v x  + vx + v = g  in  r
( ) ( ) ( )2 13 12 10 9 8 7 6 4 3 2v + (1 + v)x g = x + x + vx + vx + 1+ v x + x + vx + vx + x  + 1+ v x  + vx + v = g  in  r C⊥ .  Which means 
the cyclic code C⊥ is reversible.
example 4.5 Let ( )6 31h  = x + x +1  and 
( )32h  = x +1  be two self-reciprocal polynomials in
9x  - 1. As ( ) 3 61 2C g  = vh + (1 + v)h 1 + x + vx⊥ = =  ,
6 3and g  = x + x  +  v. r  An another way we can obtain as 
( )3 6 3v + (1 + v)x g = x + x  + v = g C  r ⊥∈ .  Therefore, C⊥  is 
reversible cyclic code.
Next, the reverse-complement codes over ℜ  are discussed. 
Some lemmas are taken from paper8, which are given below. 
lemma 4.7 d + d = u, d .∈ℜ
lemma 4.8   Let d, e , then  d + e = d + e + u.∈ℜ
lemma 4.9   If 2d , then we get u + ud = ud∈ .
using all these Lemmas, we describe the next result.
theorem 4.10   Let  1 2C vC + (1 + v)C⊥ ⊥ ⊥=  be a cyclic 
code over ℜ . Then,  c⊥  is reversible-compliment if and only 
if c⊥ is reversible and (0,0,...,0) C⊥∈ .
Proof Suppose that C⊥  is a cyclic code over. 
n-1 n-2 1 0For any c = (c , c ,..., c , c ) C , 
⊥∈  rc 1 2 1 0c  = (c , c ,..., c , c ) C  as C  is reverse complimentn n ⊥ ⊥− − ∈ 
rc
1 2 1 0c = (c , c ,..., c , c ) C  as C  is reverse complimentn n
⊥ ⊥
− − ∈ . It is well known that
0 C⊥∈ , its compliment is also in c⊥ , then (0,0,...,0) C⊥∈ . 
Whence
0 1 -2 -1
0 1 -2 -1
  ( ,  ,...,  ,  ) 
 ( ,  ,...,  ,  )




c c c c c






On the other side, the cyclic code c⊥  is reversible, 
which means for any c C⊥∈ , then rc is in C⊥ . 
Since, (0,0,...,0) C⊥∈ , thus rc 1 2 1 0 n-1 n-2 1 0 c  = (c , c ,..., c , c ) = (c , c ,..., c , c ) + (0, 0 ,..., 0, 0) Cn n ⊥− − ∈ 
rc
1 2 1 0 n-1 n-2 1 0 c  = (c , c ,..., c , c ) = (c , c ,..., c , c ) + (0, 0 ,..., 0, 0) Cn n
⊥
− − ∈ . Then, cyclic code c
⊥  is 
reversible-complement.
5. the GC weIGht
In present section, we discuss the construction of GC 
weight over ℜ . Therefore, some results are given below, 
which will b e  used in main result.
lemma 5.1 Let n be an odd number, and C be a 
cyclic codes over 1ℜ , then ( ) ( )c = g, ua = g+ua ,   where 
g and a are polynomials over 2 . Then dual of code C is
DEF. SCI. J., VOL. 68, NO. 5, SEPTEMBER 2018
470
( )C  = uh⊥ , with rank  ( )n - deg h  and 2 - basis is given by
{ }n - deg h - 1u h, u x h ,..., u x h   .
lemma 5.2   Let C be a cyclic codes of even length 
over 1ℜ .
(1). If g = a , then ( )
n
2











C +x  ux m
g






-1 mx  g
 
 















 , then 
( )( )*i 2C = h + ux m⊥   has the rank  ( ) 2has the rank  and -basis in - deg s giveh  n as  and ( ) 2has the rank  and -basis in - deg s giveh  n as   
- basis is given as  ( )( ) ( )( ) ( )( ){ }* * *i i n-deg h -1 i n-deg h -12 2 2h + ux m , x h + ux m  , ..., x h + ux m , uh, uxh ,..., ux h       
( )( ) ( )( ) ( )( ){ }* * *i i n-deg h -1 i n-deg h -12 2 2h + ux m , x h + ux m  , ..., x h + ux m , uh, uxh ,..., ux h       .













n n nx -1 x -1 x -1p  = gm ,C = + ux m , u
g a g
⊥










* *n nx - 1 x - 1= h and = r
a g
   
   
   


 * *n nx - 1 x - 1= h and = r
a g
   
   
   

 , then ( )( )*i 2C h + ux m , ur⊥ =    is 
2n - deg r and of the brank asi s is−   ( )( ) ( )( ) ( )( ){ }* * *i i n-deg h -1 i n-deg h -1 deg h - deg r - 12 2 2h + ux m , x h + ux m  , ..., x h + ux m ,uh,uxh ,..., ux h,ur, uxr ,..., ux r            
( )( ) ( )( ) ( )( ){ }* * *i i n-deg h -1 i n-deg h -1 deg h - deg r - 12 2 2h + ux m , x h + ux m  , ..., x h + ux m ,uh,uxh ,..., ux h,ur, uxr ,..., ux r           
( )( ) ( )( ) ( )( ){ }* * *i i n-deg h -1 i n-deg h -1 deg h - deg r - 12 2 2h + ux m , x h + ux m  , ..., x h + ux m ,uh,uxh ,..., ux h,ur, uxr ,..., ux r            .
Next, we discuss the minimally generating set of   C⊥  
with the help of all 2 -basis.
theorem 5.3 Suppose 1 2C vC + (1 + v)C
⊥ ⊥ ⊥=  is a 
cyclic code of over ℜ . Then  C⊥  has a minimally generating 
set ( )    1  v v∆ = π + + θ , where π  and θ   are minimally 
generating set of 1 2C and C
⊥ ⊥ , respectively.
Let ( )    nxψ ∆ = π + θ , where π  and θ  are minimally 
generating set of 1 2C and C
⊥ ⊥ , respectively. Next, result explains 
the GC-content.
theorem 5.4 For general length n, let 
1 2C vC + (1 + v)C
⊥ ⊥ ⊥=  be a cyclic code of over ℜ  and
( )( ) ( )( )* *i i1 1 12 1 2 2 22 2C h  + ux m , ur ,C h  + ux m , ur⊥ ⊥= =   , with 
( ) ( )n n1 1 2 2r | h | x -1 , r | h | x -1   and we have 
( ) ( )12 1 22 2deg m r , deg m r≤ ≤  . Then hamming weight 
calculator of  χ { } { }1 2n - deg h - 1 n - deg h - 1n 1 1 1 2 2 2÷ = x h , x h  ,..., x h h , x h  ,..., x h+       
{ } { }1 2n - deg h - 1 n - deg h - 1n 1 1 1 2 2 2÷ = x h , x h  ,..., x h h , x h  ,..., x h+        gives the GC weight over ℜ .
Proof   using the fact that the GC-content of C⊥  is the u 
times of ( )ψ χ .  using above Theorem, 




- deg - 1
1 1 1
- deg - 1
2 2 2




u x u x h x h x h













- deg - 1
1 1 1
- deg - 1
2 2 2




x h x h x h






   .
6.   DNA CoDes over ℜ
Definition  Let  ( ) ( )1 2h x , h x   be two 
polynomials,  where ( )( )ni ih = x -1 f ∗  and i 1f ∈ℜ  
with i = 1,2  and  both  dividing nx - 1   over 1ℜ . Let
( ) ( )1 1 2 2deg h x  = t , deg h x  = t  , { }1 2k = min n - t , n - t  
and we have ( ) ( ) ( )1 2g = vh x  + 1 + v h x  . ( )L g  is said to be 
ρ-set and  defined as ( ) { }0 1 -1 0 1 -1, , ..., , , ,...,k kL g = ε ε ε ξ ξ ξ , 
where ( ) ( ) ( )  ,    i ii x g i x hε = ξ = ρ , 0 i k-1≤ ≤  and 
( )2 1t - t 1 2 1 2h = vx h + 1+ v h , if t t , h = ≤   ( ) 1 2t - t1 2vh + 1 + v x h , otherwise   
otherwise. Let 
ñC g
⊥ = be the linear code over ℜ . 
Note that ( )L g  or ñg  is the ℜ -module. 
Let 0 1    ...  
t
tg x x= α + α + + α  over ℜ , 
( ) 0 1    ...  ssh x xρ = β + β + + β and the set ( )L g  is obtained by 
generator matrix
( )
0 0 1 2
0 0 1 2
1 0 1
1 0 1
... ... 0 ... ... 0
... ... ... ... ... 0
0 ... ... ... ... ... 0
0 ... ... ... ... ... 0
. ... ... ... ... ... ... ... ... ... ...
. ... ... ... ... ... ... ... ... ... ...





ε α α α α























theorem 6.1 n1 2 1 1Let  be self-reciprocal polynoh  and h x -1 over mials di wividing th d t egree  ℜ   
n
1 2 1 1Let  be self-reciprocal polynoh  and h x -1 over mials di wividing th d t egree  ℜ  2and t . 
1 2If h h , ≠  ( ) ( ) k1 2then g = vh + 1 + v h  and L g  = 16  where  ,
{ }1 2k = min n - t , n - t . Also, ( )C L g⊥ =  is linear code over ℜ  and 
( )C⊥ψ   is reversible DNA code.
Proof Already, we have discussed algebraic structures, 
which make proof complete. Here, we notice that the reverse 
of   ( )C L g⊥ =    is given as ( )( ) ( )( )  -1--1- ( )ri ii i i k ii k iψ γ ξ =ψ+ +ε ρ γ ξρ θ ξθ∑ ∑∑ ∑  
( )( ) ( )( )  -1--1- ( )ri ii i i k ii k iψ γ ξ =ψ+ +ε ρ γ ξρ θ ξθ∑ ∑∑ ∑ , where ,i iθ γ ∈ℜ  and  0 i k 1≤ ≤ − .
SINGH, et al.: CONSTRuCTION OF DuAL CYCLIC CODES OVER 2 22[ , ] / , ,u v u v v uv vu− −  FOR DNA COMPuTATION
471
example 6.1 Let 4 3 2
1 2h = x + x x x + 1, h = x + 1+ +  , 
where both divides 5x 1−  over 2 . 
( ) 4 31 2Hence,  g = vh + 1 + v h vx + vx=   2 4 3 2+ vx + x +1,  h = x  + x  + vx + vx + v 
2 4 3 2+ vx + x +1,  h = x  + x  + vx + vx + v and we get ρ( ) ( )4 3 2ñ h  = x  + x  + 1 + v x +
( ) ( )1 + v x + 1 + v . Thus, ( )C L g⊥ =  and ( )C⊥ψ  satisfy the 
reverse constraint. The generator matrix is defined as,
( ) 0 
0
1 1




   = =   + + +
ε
ξ 
Let 0 0   v and v uθ = γ = + , and ( ) ( ) ( ) 2 3 40 0 0 0             +   v u uv v u uv x v u uv x ux uxθ ε + γ ξ = + + + + + + + + +
( ) ( ) ( ) 2 3 40 0 0 0             +   v u uv v u uv x v u uv x ux uxθ ε + γ ξ = + + + + + + + + +
( )C v + u + uv, v + u + uv, v + u + uv, u, u⊥ = . Hence, 
( ) ( )C TTTTTGGGTT⊥ψ = . Again, ( ) ( ) ( ) ( ) ( )2 3 40 0 0 0      1     1    1    u ux v uv x v uv x v uv xψ θ ξ + ψ γ ε = + + + + + + + + + + 
( ) ( ) ( ) ( ) ( )2 3 40 0 0 0      1     1    1    u ux v uv x v uv x v uv xψ θ ξ + ψ γ ε = + + + + + + + + + +
and ( ) ( ) ( )2 2, , 1    , 1    , 1    C u u v uv v uv v uv and C TTGGGTTTTT⊥ ⊥= + + + + + + ψ = 
( ) ( ) ( )2 2, , 1    , 1    , 1    C u u v uv v uv v uv and C TTGGGTTTTT⊥ ⊥= + + + + + + ψ = . Hence, we have 
( )( ) ( )1 2rC C⊥ ⊥ψ = ψ  . Therefore, ( )C⊥ψ  is reversible.
Corollary 6.2 Consider the 
c o d e 1 2C vC  (1 + v)C
⊥ ⊥ ⊥= ⊕ , 
where 1 2C and C
⊥ ⊥  are reversible code and 
( )C L g⊥ =  be a linear code over ℜ . If 
(0,0,...,0) C⊥∈ , then ( )C⊥ψ  gives reversible-
compliment code.
example 6.2 Let the polynomial
1 2h and h  , where both divide 
7x - 1  
over 2 . Thus we have the polynomial
( ) 2 3 4 5 61 2 ñg = vh + 1 + v h 1 + x + vx  + vx  + vx  + vx + vx= 
( ) 2 3 4 5 61 2 ñg = vh + 1 + v h 1 + x + vx  + vx  + vx  + vx + vx=  . Here, we can see that (0,0,...,0) C
⊥∈ , 
 thus follows the result.
Corollary 6.3   Let 1 2C vC  (1 + v)C
⊥ ⊥ ⊥= ⊕  
is a cyclic code over ℜ , 1 2C and C
⊥ ⊥  are reversible 
code and ( )C L g⊥ =  be a linear code over ℜ  
and ( )C⊥ψ  is a reversible-DNA code. If we add 
compliment of  ( )0 vector to L g  then ( )C⊥ψ  
satisfies the reversible-compliment constraint.
Corollary 6.4  Let 1C
⊥  be a reversible and
( )1 1g = vh + 1 + v h   over ℜ . Then ( )C g⊥ =  is a 
reversible cyclic code over ℜ  and ( )C⊥ψ  is a 
reversible DNA code. If x 1−  does not divide g , 
then ( )C⊥ψ  follows the reversible-compliment 
constraint.
Proof Rows of generator matrix of C⊥ are given as
t - 1g, xg, ..., x g , where t  is dimension of C⊥ . using the ρ - set





x g x g− −
    ψ θ = ψ ρ θ    
    
∑ ∑ with 
iθ ∈ℜ and 0 i t - 1≤ ≤ , thus C
⊥  is reversible code. Since ñ  
does not affect the coefficients, so, we can use ρ  - set ( )L g  
as linear code. Dual code C⊥  contains 2 n-11 + x + x + ... + x
as x 1−  does not divide g . Thus reversible-complement DNA 
code of ( )C⊥ψ   is obtained from corollary 6.2.
example 6.3   Let  3 41 2h  = 1 + x + x + x  = h   be 
polynomial, then  ( )C g⊥ =  is reversible code over ℜ .  using 
the paper13 [Theorem, 2.6], we get parameter [6, 2, 4]. In this 
example, we get 256 DNA code words in the decimal form in 
Table 1.  For example, 985685 represent CCAAGGTTTT.
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7.   CoNClusIoNs
In this article, the algebraic structures of dual cyclic codes 
over ℜ  are discussed. The necessary and sufficient condition 
of DNA codes properties over ℜ  have been discussed.  The 
GC -content and DNA codes over ℜ  a r e  also discussed with 
help of examples and a special DNA Table. The discussion 
on DNA dual cyclic codes over the generalised ring may be an 
open problem.
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