Abstract. We show how a large class of sufficient conditions for the existence of bound states, in non-positive central potentials, can be constructed. These sufficient conditions yield upper limits on the critical value, g (ℓ) c , of the coupling constant (strength), g, of the potential, V (r) = −gv(r), for which a first ℓ-wave bound state appears. These upper limits are significantly more stringent than hitherto known results. † E-Mail: fabian.brau@umh.ac.be Sufficient conditions for the existence of bound states 2
Introduction
There exist in the literature several necessary conditions for the existence of at least one ℓ-wave bound state in a given central potential. These necessary conditions yield lower limits on the critical value, g (ℓ) c , of the coupling constant (strength), g, of the potential, V (r) = −gv(r), for which a first ℓ-wave bound state appears.
In 1976, Glaser et al. have obtained a strong necessary condition for the existence of bound states in an arbitrary central potential in three dimensions (h 2 /(2m) = 1) [1] (p − 1) p−1 Γ(2p)
where V − (r) = max(0, −V (r)) is the negative part of the potential and with the restriction p ≥ 1. This inequality is nontrivial provided that the potential V (r) is less singular than the inverse square radius at the origin and that it vanishes asymptotically faster than the inverse square radius, say (for some positive ε)
lim r→∞ r 2+ε V (r) = 0.
We assume throughout that the potentials satisfy the relations (2) and (3) and that they are piecewise continuous for r ∈ ]0, ∞[. The lower limit on g Recently other strong necessary conditions have also been obtained [3] 
As shown in [3] , these two inequalities, (4) and (5) , are natural extensions of the Bargmann-Schwinger necessary condition [4, 5] (first obtained by Jost and Pais [6] )
Actually the inequalities (6), (4) and (5) are the first members of a sequence of necessary conditions which yield a monotonic sequence of lower limits on the critical value of the strength of the potential, g
c , which converges to the exact critical strength [3] . This remark implies that the inequality (5) yields stronger restriction than the relation (4). The complexity of each member of this sequence of necessary conditions becomes rapidly important and only the relation (4) and (5) can be easily used. It has been shown, with some test potentials, that the relation (5) can be better than the relation (1), especially for ℓ = 0 (see tests performed in Ref. [3] and in Section 3 below).
Other necessary conditions for the existence of bound states can be found in the literature (see for example [7, 8] and for reviews see [9, 10, 11] ), but none, in general, yields stronger restrictions than (1) and (5). 
and
These two conditions apply provided the potential is nowhere positive, V (r) = −|V (r)|; in both of them a is an arbitrary positive constant, and of course the most stringent conditions obtain by minimizing the left-hand sides of (7) and (8) over all positive values of a. Few other sufficient conditions for the existence of bound states can be found in the literature (see [2, 3, 14] ), but they are either quite complicated or less stringent than (7) and (8) .
In this article, we obtain a strong sufficient condition for the existence of bound states yielding accurate restrictions on the critical strength g
c which improve significantly the restrictions provided by the relations (7) and (8).
Sufficient condition and upper limit on the critical strength
The idea used to derive the upper limit on g Following Schwinger [5] (see also [15] ), we consider the zero energy Schrödinger equation that we write into the form of an integral equation incorporating the boundary conditions
where g ℓ (r, r ′ ) is the Green's function of the kinetic energy operator and is explicitely given by
where r < = min[r, r ′ ] and r > = max[r, r ′ ]. An important technical difficulty appears if the potential possesses some changes of sign (see relation (11) below). This is overcome in the derivation of necessary conditions, or of upper bound on the number of bound states, by considering the negative part of the potential instead of the potential itself (V (r) → V − (r) = max(0, −V (r))). Indeed, the potential V − (r) is more negative than V (r) and thus a necessary condition for existence of a ℓ-wave bound state in V − (r) is certainly a valid necessary condition for V (r). This procedure can no longer be used to obtain sufficient conditions. For this reason we consider potentials that are nowhere positive, V (r) = −gv(r), with v(r) ≥ 0. To obtain a symmetrical kernel we now introduce a new wave function as
Equation (9) becomes
where the symmetric kernel K ℓ (r, r ′ ) is given by
The relation (12) is thus an eigenvalue problem and, for each value of ℓ, the smallest characteristic number is just the critical value g
c . The other characteristic numbers correspond to the critical values of the strength for which a second, a third, ..., ℓ-wave bound state appears. The kernel (13) acting on the Hilbert space L 2 (R) is an HilbertSchmidt operator for the class of potentials defined by (2) and (3). Thus this kernel satisfies the inequality
Consequently the eigenvalue problem (12) 
for ϕ(r) satisfying c . Consequently for an arbitrary normalized function, f (x), we obtain the following upper limit on g
To apply the above theorem, we simply choose
where A is a normalization factor. With the choice (18), the upper limit (17) reads
with F (q; x) = x q v(x) (q+1)/2 and L = ℓ + 1/2. We do not consider other choices for the function f (r) here since, as shown in Section 3, the relation (19) is already very accurate. We just mention that another possible choice for monotonic potentials is f (r) = A[v(r)(v(0) − v(r)) p ] 1/2 . We have verified with an exponential potential, see (22) below, that this choice yields a slight improvement. (7), (8) and (19), called respectively, g
C2 and g Table 2 . Same as for Table 1 but for the exponential potential (22). In the column p, we report the values of the variational parameter p which optimize the upper limit (19). The upper limit (19) is optimal in the sense that it can be saturated, for p = 1, by a Dirac-delta potential, V (r) = −gδ(r − R), which admits a bound state as soon as g = R −1 . Obviously, the sufficient condition for the existence of a ℓ-wave bound state, from which the upper limit (19) on g (ℓ) c is obtained, reads
withF (q; x) = x q |V (x)| (q+1)/2 , L = ℓ + 1/2 and p > 0.
Tests
In this Section, we propose to test the accuracy of the upper limit (19) with four potentials: a square well potential,
an exponential potential ℓ g 
and the STIS (Shifted Truncated Inverse Square) potential
In these potentials, the radius R is arbitrary (but positive) and α is an arbitrary positive number. The minimization of the upper limit (19) over the positive values of p can be performed analytically only for the square well potential. We find
The comparisons between the exact value of the critical coupling constants of the potentials, g (ℓ) c , the previously known upper and lower limits reported in Section 1 and the new upper limit (19) is given in the Tables 1, 2 and 3 for various values of ℓ and for the potentials (21)-(23). These comparisons show clearly that the new upper limit is very cogent as well as the lower limit (1) obtained by Glaser et al. We have also performed other tests, that we do not report here, with nonmonotonic potentials and the results obtained are quite similar to those reported in these Tables.
In Table 4 , we present the same comparison for the STIS potential but for ℓ = 0. For this potential, the critical coupling constant depends on α. The value of g (0) c is obtained, for a given α, by solving the following equation [10] λ ln(1 + α) + 2 arctan(λ) = 2π,
with λ = 4g 
Conclusions
The sufficient condition (20) proposed in this article yields the upper limit (19) on g (ℓ) c which is analogous to the lower limit obtained three decades ago by Glaser et al. [1] . The upper limit apply provided that the potential is nowhere positive and that it is less singular than the inverse square radius at the origin and that it vanishes asymptotically Table 4 . Same as for Table 1 but for the STIS potential (24) and ℓ = 0. In the column p, we report the values of the variational parameter p which optimize the upper limit (19).
