The explosive growth of multimedia contents has made hashing an indispensable component in image retrieval. In particular, learningbased hashing has recently shown great promising with the advance of Convolutional Neural Network (CNN). However, the existing hashing methods are mostly tuned for classification. Learning hash functions for retrieval tasks, especially for instance-level retrieval, still faces many challenges. Considering the difficulty in obtaining labeled datasets for image retrieval task in large scale, we propose a novel CNN-based unsupervised hashing method, namely Unsupervised Triplet Hashing (UTH). The unsupervised hashing network is designed based on the following three principles: 1) maximizing the discrimination among image representations; 2) minimizing the quantization loss between the original real-valued feature descriptors and the learned hash codes; 3) maximizing the information entropy for the learned hash codes to improve their representation ability. Extensive experiments on CIFAR-10, MNIST and In-shop datasets have shown that UTH outperforms several state-of-the-art unsupervised hashing methods in terms of retrieval accuracy.
INTRODUCTION
Image retrieval has recently received a great success with the advance of Convolutional Neural Network (CNN), which offers an attractive alternative for image search representations with small memory footprint [17, 19] . However, with the explosive growth of multimedia contents, the storage space and the computing time for retrieval increase dramatically. How to speed up image retrieval has recently drawn much attention in the computer vision community.
Hashing, which uses mapping functions to transform a highdimensional feature vector into a compact and expressive binary codes [4, 6, 23] , has been an indispensable component for image retrieval. The advantages of binary codes based representation are as follows. First, it reduces the storage space and the bandwidth during image transmission. Secondly, with binary codes, Hamming distance is computed, which is computationally less complex than Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. 
Pre-process Query
Figure 1: A mobile image retrieval diagram based on hashing method. When we query an image via a mobile device, we first upload a feature vector of the queried image to the cloud, and then download the related images by similarity search in the cloud. In our study, we represent each image as a compact binary code rather than a real-valued feature vector, which saves the storage space in the cloud and the bandwidth during image transmission. Besides, with binary codes, Hamming distance is computed, which is computationally less complex than Euclidean distance, thus saving the computing time during similarity search.
Euclidean distance. Hence, hashing method not only accelerates image retrieval but also empowers practical image retrieval applications on mobile devices with limited computational capacity and transmission bandwidth (as illustrated in Fig. 1) . As a result, we have witnessed a surge in mobile merchandise search, i.e., retrieving the desired items according to the product images uploaded by mobile phones (e.g. PaiLiTao for Taobao App).
With the rapid development of CNN, several CNN-based hashing methods [13-16, 20, 22, 24] have been proposed and demonstrated promising results. In particular, unsupervised hashing learning has recently attracted increasing attention because it requires no labeled data thus making the methods widely applicable. The earliest studies on unsupervised hashing use stacked Restricted Boltzmann Machines (RBMs) to encode binary codes [14, 20] . However, RBMs are complex and require pre-training, which are not efficient for practical applications. More recently, data augmentation is leveraged to reinforce the representation ability of the model in DeepBit [15] , which achieves the state-of-the-art results. The training data are augmented with various rotations of the reference images, and the model attempts to minimize a loss defined according to rotation invariance, i.e., the distances between the binary codes of
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The proposed UTH network. We add a latent layer (named hashing layer) to generate a compressed feature vector for quantization. The input of our architecture is an image triplet consisting of an anchor image, a rotated image and a random image. The three images are fed into three parameter-shared networks. At the top of the triplet network, we optimize the following three goals to learn discriminative image features: 1) maximizing the discrimination among image representations; 2) minimizing the quantization loss between the original real-valued feature descriptors and the learned hash codes; 3) maximizing the information entropy for the learned hash codes to improve their representation ability.
the reference images and those of their rotations. However, optimizing the loss of rotation invariance only requires that different rotations of an image have the same hash code. A trivial solution to minimize the rotation invariance loss is to assign the same hash code for all images. As a result, DeepBit cannot guarantee the model to generate binary codes to discriminate different images.
In this paper, we propose a novel CNN-based unsupervised hashing method for fast image retrieval, namely Unsupervised Triplet Hashing (UTH). In particular, we introduce a discriminative loss to ensure the discriminability of the hash codes. Following DeepBit, we leverage rotation based on data augmentation to define the discriminative loss. Given an image, a triplet is formed by randomly rotating the image and randomly choosing another image from the unlabeled dataset. While we have no labels for the images, one can safely assume that an image's distance to its rotation is smaller than that to a random image. We thus formulate the discriminative loss as a triplet loss. Besides, we add two constrains to control the distribution of the output features. The three key components of UTH are illustrated in Fig. 2 . The discriminative loss is to maximize the discrimination of image representations, which enforces a margin between the distances of the rotated images and random images to the original images. This allows the rotations of an image to live on a manifold, while still enforcing the distances to other images, and thus ensures the discriminability of image representation. The other two constraints are to guarantee the retrieval performance of the learned hash codes. In particular, the quantization loss, defined as the differences between the original real-valued feature descriptors and the learned hash codes, is to maintain the high retrieval accuracy, and the information entropy loss is to maximize the representation ability of the learned hash codes.
The contributions of this paper are summarized as follows.
• We construct the triplets from unlabeled data in optimizing the discriminative loss. We rotate each image in the unlabeled dataset by different degrees to generate multiple rotations. For each image in the unlabeled dataset, a rotation of the image, a randomly selected image from the dataset, and itself form a triplet.
• We replace the rotation invariance loss in DeepBit, one of the state-of-the-arts deep hashing methods, with a discriminative loss, which ensures the discriminability of the learned hash codes.
• We analyze their respective contribution for the three components in UTH and show the effectiveness for each component.
• We conduct extensive experiments on CIFAR-10, MNIST and
In-shop datasets to prove the generalizability of the proposed UTH. The experimental results show that the proposed UTH outperforms several state-of-the-art unsupervised hashing methods in terms of retrieval accuracy. In particular, the proposed UTH achieves even higher gain over DeepBit with more compact hash codes.
RELATED WORKS
Hashing Method. According to whether the semantic information is used, learning-based hashing method can be divided into three categories: supervised hashing [12, 13, 16, 18, 24] , semi-supervised hashing [22] and unsupervised hashing [4, 6, 14, 15, 20, 23] . For supervised hashing, Lin et al. [16] employ a hidden layer to learn binary hash codes by using a "Softmax" layer on the top of [22] present a semisupervised hashing (SSH) framework to learn hash codes by minimizing empirical error over the labeled data and maximizing variance and independence of hash codes over the labeled and unlabeled data.
For unsupervised hashing, most of the previous unsupervised methods [4, 6, 23 ] make use of hand-crafted image features and are not end-to-end. Har-Peled et al. [6] propose Local Sensitive Hashing (LSH), which uses random projections to construct hash functions, making samples within short Hamming distance in hash space be near in their source space. Gong et al. [4] propose the popular Iterative Quantization (ITQ), which first performs PCA and then learns a rotation to minimize the quantization error of mapping the transformed data to the vertices of a zero-centered binary hypercube. As the deep learning develops, many unsupervised hashing methods [14, 15, 20] based on deep learning are proposed. Salakhutdinov et al. [20] propose semantic hashing (SH), which uses RBMs as an auto-encoder network to generate efficient binary codes. Lin et al. [15] propose DeepBit to learn a set of nonlinear mapping functions by inserting a latent layer into the previous model and construct pair-wise training data by combining the original images with its rotated images, which outperforms the state-of-the-art unsupervised schemes.
Deep Learning. Recently, deep learning has achieved explosive success in pattern recognition including image classification, segmentation and learning-based hashing for fast image retrieval. Guo et al. [5] propose a straightforward CNN-based hashing method, they quantize the activations of a fully connected layer with threshold 0 and take the binary results as hash codes. Liong et al. [3] present a framework to learn binary codes by seeking multiple hierarchical non-linear transformations, so that the nonlinear relationship of samples can be well exploited. Xia et al. [24] present a framework to automatically learn a good image representation tailored to hashing as well as a set of hash functions. Yao et al. [25] propose a co-training hashing network by jointly learning projections from image representations to hash codes and classification.
Mobile Image Retrieval. Due to the recent developments in mobile devices with cameras, there has been a growing interest in mobile visual search, and the research works have investigated different aspects of it, such as architectures, power efficiency, speed, and user interaction. In respect of storage space, a vector-space model is used in the efficient indexing of each image [7] , and a two-stage pruning/ranking procedure is used to return the correct matching image. A multi-view object image search method has been proposed in [1] , the authors focus on achieving higher visual search performance by leveraging the user interaction potential of mobile devices, and provide a comprehensive analysis of early and late fusion strategies for multi-image and multi-view queries on the single view object image dataset. To speed up mobile image retrieval, Chen et al. [2] point out that the storage space and retrieval rate are important in mobile visual search, and meanwhile developing a compressed representation of feature histogram for large-scale image retrieval, which reduces the storage space and provides a compressed representation of feature residuals for large-scale image retrieval to speed up the retrieval process.
THE PROPOSED APPROACH
The proposed UTH network structure, which shown in Fig. 2 , contains three major components: 1) a discriminative loss, which maximizes the discrimination among image representations; 2) a quantization loss, which minimizes the quantization error between the original real-valued feature descriptors and the learned hash codes to maintain the high retrieval performance; 3) a entropy loss, which maximizes the information entropy for the learned hash codes to carry as much information as possible. Below we introduce the three losses in details.
Discriminative Loss
We first learn a real-valued feature vector with a pre-trained CNN by replacing the "softmax" layer with a full-connected layer (named hashing layer) for dimension reduction. It is safe to assume that the distance between the image to its rotation is smaller than that to the randomly selected image. To learn a discriminative image representation for image retrieval, a triplet training set is constructed from the unlabeled data as follows. For each image in the unlabeled dataset, an anchor image p, a random rotation p + of p, and a randomly selected image from the dataset p − form a triplet (p, p + , p − ). The process is repeated for multiple times to construct various triplets of p.
Let p n denote the anchor image of the n-th triplet in the triplet training set, p + n and p − n denote the rotated image and the randomly selected image respectively. F () represents the hashing function we attempt to learn. Specifically, F (p n ) is the real-valued feature of p n , F (p + n ) and F (p − n ) are the real-valued features of p + n and p − n respectively. Therefore, the discriminative loss function, defined as L D , is given by
where D E denotes the Euclidean distance between two objects and is calculated by L 2 -norm, N is the number of triplets in the Session 1 Thematic Workshops'17, Oct. 23-27, 2017, Mountain View, CA, USA triplet training set, and θ represents the gap parameter between two distances. Before feeding the feature vectors F (p n ), F (p + n ) and F (p − n ) into the discriminative loss layer, we add a normalization layer to normalize the feature vectors. The unnormalized feature vectors own different magnitudes, which makes it difficult to select the gap parameter. For example, the normalized feature vector of F (p n ) is defined as
Hence, the discriminative loss function can be rewritten as
Quantization Loss
In order to learn multiple nonlinear hashing functions, we add an activation layer followed by the hashing layer. In our study, ReLU is chosen as the activation function because it prevents gradient disappearance in training process. A binary hash code is generated by quantizing the output feature vector extracted from the activations of the hashing layer. The quantization rule is defined as
where m denotes the m-th dimension of an image feature vector, and the threshold is set to 0.5 in our study. During transforming the real-valued image feature vectors into the binary hash codes, the learned binary hash codes should preserve the discriminative information of the activations of the hashing layer. One way is to make the real-valued feature vectors be more likely to their corresponding binary codes. We add a constraint to narrow the gap between the retrieval performances before and after quantizing the image feature vectors. Therefore, the quantization loss function, defined as L Q , is given by
where M is the length of hash codes.
In the learning process, we update the output feature vectors from the activations of the hashing layer by taking the quantization loss minimization into consideration. The quantization loss function (5) pushes the real value of each dimension to either 0 or 1, thus the retrieval performance by using the quantized image features, i.e., hash codes, is approximate to the performance by using real-valued image features.
Entropy Loss
According to information theory, a code with a higher information entropy carries more information, and is more expressive. Information entropy reaches its maximum value if all the distribution probabilities are equal. Inspired by this theory and DeepBit, we add a constraint to force each bit in the output binary codes to be evenly distributed, i.e., the probability to be 0 or 1 for each bit is 0.5. Hence, the entropy loss function, defined as L E , is given by
where
By minimizing the entropy loss function (6), the learned binary hash codes are evenly distributed, and thus convey maximum discriminative information for image retrieval.
The overall loss function
Combining the discriminative loss, quantization loss and entropy loss defined above, the overall loss function for UTH is formulated as
where α, β and γ are the loss weight parameters for different losses.
Substituting (3), (5), and (6) into (7), we can obtain the overall loss function, which is rewritten as
EXPERIMENTS
In this section, we first conduct some experiments on artificial datasets to show the effectiveness on data distribution of the quantization loss and entropy loss, respectively. We then verify the proposed UTH using two simple datasets, CIFAR-10 [11] and MNIST 1 , and show the effectiveness of the proposed discriminative loss in UTH by comparing with DeepBit. While the experimental results have demonstrated the promise of UTH for general image retrieval, we further analyze its performance on a practical retrieval dataset, In-shop [17] , for instance-level image retrieval.
Simulation Analysis
First, we conduct a simulation experiment to verify the effectiveness of the quantization loss on an artificial dataset, which contains 1,000,000 random numbers from 0 to 1. The original distribution is shown in Fig. 3 . Then we update the input points with the learning rate of 0.001, and set the number of iterations to 5,000. Fig. 4 shows the learned distribution after optimizing the quantization loss. It is seen from Fig. 4 that the learned points are near to either 0 or 1, which reduces the discrepancy between the real-valued feature vectors and binary codes.
To verify the effectiveness of the entropy loss, we conduct an experiment on another artificial dataset including 200,000 data smaller than 0.5 and 800,000 data greater than 0.5. The one-to-zero ratio of the corresponding binary points is equal to 4. We also set the learning rate to 0.001 and the number of iterations to 5,000. Fig. 5 shows the one-to-zero ratio of the dataset as the number of iterations increases. From Fig. 5 we can see that the one-to-zero ratio converges to 1 when the number of iterations reaches 3,000. Therefore, the proposed entropy loss function is effective in forcing a uniform distribution in each bit. 
Datasets and Experimental Setting
To compare the generalizability of different hashing methods in terms of retrieval accuracy, we choose three public datasets of different characteristics to evaluate the methods under comparison, i.e., CIFAR-10, MNIST and In-shop datasets. The basic statistic information of the datasets is shown in Table 1 . The CIFAR-10 dataset is chosen for a direct comparison with DeepBit. MNIST, a dataset quite different from ImageNet which is used for the pretrained model, is selected to test the generalizability of different hashing methods. The In-shop dataset, which is more complex and contains instance-level items, is chosen to test different hashing methods for instance-level image retrieval. Considering the large differences between the first two datasets and the instance-level Inshop dataset, we first analyze the performance of the methods under comparison on CIFAR-10 and MNIST datasets, and then further investigate their performance on In-shop dataset. We compare the proposed UTH method with the following state-of-the-art unsupervised hashing methods: KMH [8] , SphH [9] , SpeH [23] , PCAH [22] , LSH [6] , PCA-ITQ [4] , DH [3] and DeepBit [15] . Similar to previous studies, we evaluate the performance of the hashing methods on CIFAR-10 and MNIST datasets with the following two widely-adopted metrics: mean average precision (mAP) at top 1,000 and Recall-Precision curve. The definition of precision and recall are: Precision = # true positive samples # total returned samples , Recall = # true positive samples # total relevant samples .
For In-shop dataset, the retrieval performance is measured in terms of the top k retrieval accuracy, and the retrieval accuracy is considered true if at least one of its top k nearest neighbors contains the same item [17] . In this paper, k ranges from 1 to 50. The accuracy curves with respect to different code lengths are presented to show the retrieval accuracy of different hashing methods. Besides, we also list the top 20 retrieval accuracy for detailed comparison. We implement the proposed UTH using the open source Caffe [10] and update the model's parameters by Stochastic Gradient Descent (SGD) with a mini-batch of 32 images. Besides, we use VGGNet [21] in UTH for pre-training and add a latent layer (named hashing layer) with a Xavier initialization of parameters followed by a ReLU activation layer. The idea of using weight sharing network for triplet model fine-tuning is adopted to learn a more generalized network. In training process, all the training images are resized to 256 × 256 and randomly cropped to 224 × 224 for training. To generate p + , we rotate each image in the unlabeled dataset by −10, −5, 5, 10 degrees respectively. Given an image p, four rotated images are generated and four images are randomly selected from the unlabeled dataset. We train the model by 40 epochs with the learning rate of 0.0001 for the previous layers and the learning rate of 0.001 for the added hashing layer. We set the weight decay to 0.0005 and momentum to 0.9. With regards to parameter settings of the overall loss function (8), we follow DeepBit and set α = β = γ = 1 for a fair comparision. We first update the parameters of the network by minimizing the quantization loss and entropy loss using the original training data, then fine-tune the network by adding a discriminative loss using the constructed triplet samples. We set the output hashing layer as 16 bits, 32 bits and 64 bits respectively for CIFAR-10 and MNIST datasets. Considering the complexity of In-shop dataset, we set the output hashing layer as 64 bits, 128 bits and 256 bits. In comparison with the other unsupervised hashing methods, the results of the compared methods are from [3, 15] for CIFAR-10 and MNIST datasets, and the results of the traditional methods are obtained by representing each image as a 512-D GIST feature for In-shop dataset.
Experimental Results on CIFAR-10 and MNIST Datasets
To compare the retrieval accuracy, we randomly sample 1000 images as the query data, and use the remaining images as the gallery set for each dataset following DeepBit. Table 2 and Table 3 show the results of mAP at top 1,000 for different unsupervised hashing methods on CIFAR-10 and MNIST datasets, respectively. Besides, the RecallPrecision curves are presented in Fig. 6 and Fig. 7 for CIFAR-10 and MNIST datasets, respectively. It is shown that the proposed UTH outperforms the other unsupervised hashing methods for both data sets, suggesting that the proposed UTH learns more discriminative hash codes. From Table 2 and Table 3 , we can see that the proposed UTH improves the performance over DeepBit, in terms of retrieval accuracy, by 9.23%, 5.80%, 4.68% on CIFAR-10 dataset, and 14.97%, 14.56%, 5.33% on MNIST dataset, with respect to 16-bit, 32-bit and 64-bit hash codes, respectively. Furthermore, we can see that the proposed UTH achieves even higher gain over DeepBit with more compact hash codes. The significant improvement of UTH over DeepBit lies partly in that UTH maximizes the discriminability of the hash codes while still keeping the rotation invariant features using a discriminative loss based on triplet network. Compared to UTH, DeepBit only optimizes the rotation invariance between images and their rotations and hence provides rotation invariant descriptors for images, which are not necessarily discriminative for different images. Another reason is that the proposed UTH network learns weights of all layers in order to consider the co-adaption between neighboring layers in CNN, which has been proved important in [26] , while DeepBit freezes the parameters of layers lower than the hashing layer in training process.
The improvement of UTH over DH [24] lies in that UTH utilizes the 16-layer VGGNet as the initialized network and fine-tune the network by three loss components. DH takes only three-layer hierarchical neural networks to learn hash codes. By comparing with the other traditional hashing methods [4, 6, 8, 9, 22, 23] , which are based on hand-crafted image features, the improvement depends on the proposed UTH network structure based on a deep CNN, which is an end-to-end network, has been proved to have advantages over the hashing methods using hand-crafted image features.
Contributions of Three Loss Components
In this section, we illustrate the respective contribution of the proposed three loss components, i.e., the discriminative loss, quantization loss and entropy loss, on CIFAR-10 dataset with respect to 
16-bit hash code.
To analyze their respective contribution, we remove one of the three loss objects by setting one of α, β and γ in (8) to zero respectively, and then compare the retrieval performances trained by the remaining loss objects. We also set a benchmark by retaining the discriminative loss only. Table 4 shows the results of mAP at top 1,000 for different parameter settings on CIFAR-10 dataset.
As shown in Table 4 , setting α to 0 leads to a more significant drop in mAP than setting β or γ to 0, suggesting that the discriminative loss plays a major role in learning to hash. This meets our
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Thematic Workshops'17, Oct. 23-27, 2017, Mountain View, CA, USA expectation since the discriminative loss is designed to learn more discriminative descriptors. However, the discriminative loss does not perform well by its own, i.e., the setting with α = 1, β = 0 and γ = 0 has a quite sharp drop in mAP, showing that the quantization loss and entropy loss also have positive contributions towards the hashing learning. By comparing the results of setting I and setting III, and those of setting IV and setting V, we can see that, the quantization loss also has a positive contribution to train hash model. Furthermore, Table 5 compares the results before and after quantization with and without the quantization loss. As we can see from Table 5 , the retrieval accuracy drops 8.05% after quantization without the quantization loss, and only drops 6.75% with the quantization loss, showing the positive gain resulted from the quantization loss.
By comparing the results of setting I and setting IV, and those of setting III and setting V, we can see that the entropy loss also has a positive impact on hash learning. For further analysis, we compare the one-to-zero ratio with and without the entropy loss. The results are shown in Table 6 , showing that a positive correlation exists between the one-to-zero ratio and retrieval accuracy, namely, a more uniform distribution leads to a higher retrieval accuracy.
Experimental Results on In-shop Dataset
To verify the effectiveness of UTH for instance-level retrieval, we experiment on the In-shop dataset. Fig. 8 shows the retrieval accuracy of all the compared methods with k ranging from 1 to 50, with respect to different hash codes on In-shop dataset, respectively. We also list the top 20 retrieval accuracy for different unsupervised hashing methods with respect to different hash codes in Table 7 . As we can see from Table 7 , the proposed UTH improves the retrieval accuracy by 3.87%, 2.40% and 0.61% with respect to 64-bit, 128-bit and 256-bit hash codes compared with DeepBit. It shows that UTH achieves even better performance gain on more compact hash codes compared to DeepBit.
Even though UTH outperforms the other unsupervised hashing methods on In-shop dataset, the results also show unsupervised hashing methods still has much room to improve for the complicated datasets. We further analyze the results of In-shop dataset. The uncompressed 4096-dimensional feature vectors are extracted from the last full-connected layer in VGGNet to perform retrieval task. The retrieval accuracy at top 20 is 32.00% by using the 4096-dimensional feature vectors, and 24.36% by using the real-valued 64-dimensional feature vectors. The drop of retrieval accuracy is reasonable since a much more compact feature vector is used to Table 6 : One-to-zero ratio and mAP (%) at top 1,000 of different settings on CIFAR-10 dataset.
Setting One-to-zero ratio mAP (%) γ = 0 0.47 26.20 γ = 1 0.54 28.66 represent an image. However, the drop of retrieval accuracy during quantization process, which drops from 24.36% to 10.40%, is dissatisfactory. How to reduce quantization loss can be further studied to improve the retrieval performance on complex datasets.
CONCLUSIONS
In this paper, we present a novel unsupervised hashing method based on Convolutional Neural Network (CNN) called unsupervised triplet hashing (UTH) for fast image retrieval. The proposed UTH is designed with a triplet network structure to simultaneously optimize the following three goals: 1) maximizing the discrimination among image representations; 2) minimizing the quantization loss between the original real-valued feature descriptors and the learned hash codes; 3) maximizing the information entropy for the learned hash codes to improve their representation ability. Extensive experiment evaluations based on CIFAR-10, MNIST and In-shop datasets have shown the promise of the proposed UTH method for fast image retrieval.
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