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Gaussian Processes with Equivalent Covariances and their Canonical Representations 
Masuyuki Hitsuda, Kumamoto University, Japan 
Let X1 and X2 be Gaussian processes with mean zero and covariances /'1 and 
/"2, respectively. Two covariances FI = F~(t, s) and F2 = F2(t, s), t, s c [0, 1], are said 
to be equivalent if there exist positive constants c~ and c2 such that 
ClF1 < F2< c2G (1) 
where the notation Fl ~ F2 means that F2 -F~ is non-negative definite. As is well- 
known, (1) holds if and only if 
H(F , )  = H(G) ,  (2) 
where H(F) means the Hilbert space with reproducing kernel P = P(t, s). 
As a special case, when F1 is a Brownian motion (El(t, s) = t ^  s), the canonical 
representation of X2 is discussed. Under an additional condition, X2 can be canoni- 
cally represented by the Brownian motion. 
Mutual Information and Capacity of Stationary Channels with Additive Noise 
Shunsuke Ihara, Kochi University, Japan 
We consider a continuous time stationary channel with additive noise which is 
presented by Y( t )=X( t )+Z( t ) ,  t~ ,  where X={X(t )} ,  Y={Y( t )}  and Z= 
{Z(t)} represent he channel input, the output and the noise, respectively, and Z 
is a stationary process independent of  X. 
If X is a stationary process, then the mutual information between the input 
{X(t);  0<~ t~ < T} and the output {Y(t);  0~ < t~ < T} can be expressed in the form 
AT+ B(T) with a constant A and a function B(T) which is given in terms of the 
conditional mutual informations between the 'past' and the 'future' given the 
'present" of  the output and the noise. It is also shown that the remainder term B(T)  
converges to a constant as T tends to infinity. 
Assume that the noise Z is Gaussian and W={W(t)} is another Gaussian 
stationary process. Then we can give a formula for the channel capacity per unit 
time under an average power constraint which is given in terms of the reproducing 
kernel Hilbert space norm of the process W. 
Conjugate Sets of Gaussian Random Fields on a Hilbert Space 
Kazuyuki Inoue, Shinshu University, Matsumoto, Japan 
Let X={X(x) ;x~ 12 } be a mean zero Gaussian random field (G.r.f.) with 
homogeneous and isotropic increments uch that the variance of  X(x) -X(y )  is 
given by r(lx-yl), where 12 is the Hilbert space defined by 12= 
