An analytical version of the discrete-ordinates method (the ADO method) is used to establish a concise and particularly accurate solution to the heat-transfer problem in a plane channel for a binary gas mixture described by the McCormack kinetic model. The solution yields for the general (specular-diffuse) case of Maxwell boundary conditions for each of the two species, the density and temperature profiles for both types of particles, as well as the overall heat flow associated with each of the two species of gas particles. Numerical results are reported for two binary mixtures (Ne-Ar and He-Xe). The algorithm is considered especially easy to use, and the developed (FORTRAN) code requires typically less than a second on a 2.2 GHz Pentium 4 machine to compute all quantities of interest.
I. INTRODUCTION
The heat-transfer problem within the context of rarefied gas dynamics has been studied in terms of linear theory for a single-species gas based on the BGK model (see, for example, a work by Thomas, Chang, and Siewert, 1 and the references quoted therein) and, in more recent years, on the linearized Boltzmann equation for rigid-sphere interactions. 2, 3 Very recently, this problem has also been studied in terms of the nonlinear Boltzmann equation for a mixture of two gases. 4 In this work, we develop a concise and accurate solution for a mixture of two gases described by the McCormack kinetic model. 5 We do not discuss here many relevant works on this subject, but we refer instead to the books of Cercignani, 6, 7 Williams, 8 and Ferziger and Kaper, 9 as well as review papers by Sharipov and Seleznev 10 and Williams, 11 for general background material.
II. A FORMULATION OF THE PROBLEM IN TERMS OF THE McCORMACK MODEL
In this work we base our analysis of a binary gas mixture on the McCormack model as introduced in an important paper 5 published in 1973. While we use this model as defined previously, 5 we employ an explicit notation that is appropriate to the analysis and computations we report here. We note that we have used an analytical discrete-ordinates (ADO) method 12 in two recent works 13, 14 to solve a collection of basic flow problems, defined for mixtures in terms of the McCormack model, for semi-infinite media (Kramers' problem and the half-space problem of thermal creep) and plane channels (Poiseuille flow, thermal-creep flow, and flow driven by density gradients). A third work 15 reports a solution of the temperature-jump problem for a binary-gas mixture described by the McCormack model, and so some of our introductory material here is repeated from other works. [13] [14] [15] We consider that the required functions h ␣ ͑x , v͒ for the two types of particles (␣ = 1 and 2) denote perturbations from Maxwellian distributions for each species, i.e., f ␣ ͑x,v͒ = f ␣,0 ͑v͓͒1 + h ␣ ͑x,v͔͒, ͑1͒
where
Here k is the Boltzmann constant, m ␣ and n ␣ are the mass and the equilibrium density of the ␣th species, x is the spatial variable (measured, for example, in centimeters), v, with components v x , v y , v z and magnitude v, is the particle velocity, and T 0 is a reference temperature. It follows from McCormack's work 5 that the perturbations satisfy (for the case of spatial variations only in the x direction) the coupled equations
where c, with components c x , c y , c z and magnitude c, is a dimensionless velocity variable,
͑4͒
and the collision frequencies ␥ ␣ are to be defined. Here we write the integral operators as
where the kernels K ␤,␣ ͑cЈ , c͒ are listed explicitly in Appendix A of this paper. We note that in obtaining Eq. (3) from the form given by McCormack, 5 we have introduced the dimensionless velocity c differently in the two equations, i.e., for the case ␣ = 1 we used the transformation c = 1 v, whereas for the case ␣ = 2 we used the transformation c = 2 v. As we wish to work with a dimensionless spatial variable, we introduce = x/l 0 , ͑6͒
is the mean-free path (based on viscosity) introduced by Sharipov and Kalempa. 16 Here
Continuing, we express the viscosity of the mixture in terms of the partial pressures P ␣ and the collision frequencies ␥ ␣ as 16 = P 1 /␥ 1 + P 2 /␥ 2 , ͑10͒
and we note that the parameters i,j ͑3͒ and i,j ͑4͒ are given explicitly by Eqs. (A27) and (A28) of Appendix A. Finally, to compact our notation we introduce
or, more explicitly,
and so we rewrite Eq. (3) in terms of the variable as
In this work we consider the heat-transfer problem in a plane channel, and so we seek solutions of Eqs. (18) that are valid for all ʦ ͑−a , a͒, and we use Maxwell boundary conditions at the walls. If we denote the temperatures of the walls located at =−a and = a by T w1 and T w2 , respectively, we can follow a recent review paper by Williams 11 and linearize the boundary conditions about T 0 to find
for c x Ͼ 0 and all c y and c z . Here we have chosen T 0 to be the average of T w1 and T w2 , and so we have written
and
where ␦ is the parameter we use to specify the deviations of the wall temperatures relative to the reference temperature T 0 . We use ͕a 1 , a 2 ͖ and ͕b 1 , b 2 ͖ to denote the accommodation coefficients basic to the walls located at = ϯa, and we have used
to denote the diffuse terms in Eqs. (19) . Note that
If we sought to compute the complete distribution functions h ␣ ͑ , c͒, then we would have to work explicitly with Eqs. (18) and (19) ; however, since we seek primarily the density and temperature perturbations
we can work only with certain moments (integrals) of Eqs. (18) and (19) . To this end, we first multiply Eq. (18) by
and integrate over all c y and all c z . We then repeat this procedure using
we find from these projections four coupled balance equations which we write (in matrix notation) as ‫ץ‬ ‫ץ‬ 
G͑a,Ј͒ЈdЈ
for Ͼ 0. Here
In addition
So, if we can solve Eq. (28), subject to Eqs. (31), we can use Eqs. (22) and (23) and Eqs. (26) and (27) and compute the density and temperature perturbations we seek from
III. THE SOLUTION OF THE HEAT-TRANSFER PROBLEM
In an earlier work 15 the ADO method was used to solve the temperature-jump problem as defined by the McCormack model for mixtures. In that work 15 the elementary solutions of a discrete-ordinates version of our Eq. (28) were established and reported in detail. In order to avoid much repetition, we do not repeat a development of these elementary solutions here, but a brief review of these solutions is given in Appendix C. And so we express our solution to the "G problem" as
and where the constants ͕A j , B j ͖ are to be determined so that the result given by Eq. (38) will satisfy discrete-ordinates versions of the boundary conditions, which we write here as
for i =1,2, ... ,N. Here, as mentioned in Appendix C, ͕w k , k ͖ are the N weights and nodes used to evaluate integrals over the interval ͓0,ϱ͒. We can now enter the solution listed as Eq. (38) into Eqs. (40) to define a system of linear algebraic equations for the constants ͕A j , B j ͖. However, there is a complication. It can be shown that both G 1 and G 2 satisfy homogeneous versions of the boundary conditions listed as Eqs. (31), and so the constants A 1 and A 2 cannot be determined from these boundary conditions. It follows that the boundary conditions listed as Eqs. (31) are not sufficient to define a unique solution to the considered heat-transfer problem. This issue was encountered and discussed in earlier work, and so we follow previous papers 3, 17 and impose the additional conditions
To be clear about Eq. (41), we note that the number density for particles of type ␣ is given by
where f ␣,0 ͑v͒ is given by Eq. (2). Making use of our dimensionless variables and Eq. (22), we can rewrite Eq. (42a) as
Now, since the total number of particles of type ␣ in the channel (per unit cross sectional area) is given by 2an ␣ , it follows that
and so, using Eq. (42b) in the left-hand side of Eq. (42c), we find the justification for Eq. (41).
We see now that if we augment the linear system obtained when Eq. (38) is substituted into Eqs. (40) with the two conditions listed as Eq. (41), we find a system of 8N + 2 equations for the 8N unknowns. However, considering that this augmented system has rank 8N, we seek unique solutions for the constants ͕A j , B j ͖. And so, considering that we have solved the mentioned system of linear equations, we can evaluate Eqs. (36) and (37) to obtain the desired density and temperature profiles, viz.,
where c 1 = n 1 / n, c 2 = n 2 / n, with n = n 1 + n 2 ,
Note that in Eq. (43) we have used N 1 ͑͒ and N 2 ͑͒ to define the components of N͑͒, and similarly the components of T͑͒ in Eq. (44) are T 1 ͑͒ and T 2 ͑͒. In addition to the density and temperature perturbations, we consider that the flow and the heat flow (in the x direction) are also of interest. These quantities are defined for each of the two species by
and 
͑50͒
Upon multiplying Eq. (28) by ͑͒ and integrating over all we can conclude that both U 1 ͑͒ and U 2 ͑͒ are constants, and we can then use either of Eqs. (31) to show that U 1 ͑͒ = 0 and that U 2 ͑͒ =0.
In regard to the heat flow associated with each of the two species, we have taken moments of Eq. (28) to find, after some elementary algebra, the expression
where Q 0 is a constant and where 2 , ͑52b͒
with r = ͑m 1 / m 2 ͒ 1/2 . If we define the two components of Q͑͒ to be Q 1 ͑͒ and Q 2 ͑͒, then we can use Eqs. (38) and (50) to find
In addition, we can use the vectors U ␤ and V ␤ defined in Appendix C in order to write
To conclude this section, we note that the case of a single-species gas can be achieved here as any one of three limiting cases defined as In each of the limiting cases, the resulting value of Q 0 is the constant heat flow for the single-gas case.
IV. NUMERICAL RESULTS
In order to demonstrate that our ADO solution for the considered heat-transfer problem can yield accurate results with a relatively modest computational effort, we report detailed numerical results for two test cases.
The first test case consists of a Ne-Ar mixture and the second of a He-Xe mixture. We note that only the mass ratio m 1 / m 2 , the diameter ratio d 1 / d 2 , and the density ratio n 1 / n 2 are needed to define the McCormack model for rigid-sphere interactions. In particular, noting the convenient choice of mean-free path made in Sec. II and the ratios of parameters that result, it is easy to see that the constant factor ͑kT 0 /32͒ The remaining input data are taken to be the same for both test cases. Thus, we consider a channel with half width a = 1.5, and we assign the accommodation coefficients a 1 = 0.2 and a 2 = 0.4 to the wall at =−a and b 1 = 0.6 and b 2 = 0.8 to the wall at = a, where the subscripts identify the type of particle. We use here ␦ = 1.0.
We report in Tables I and II our converged numerical results for the density, temperature, and heat-flow profiles. We have verified that the tabulated heat-flow profiles satisfy the identity expressed by Eq. (51). In addition, we note that all numerical results were generated with a quadrature scheme defined upon using the transformation v͑͒ = e − to map ͓0,ϱ͒ onto v ͓0,1͔ and then mapping the GaussLegendre scheme linearly onto the interval ͓0,1͔. To establish confidence in the accuracy of our results, we have observed numerical stability in all entries of the tables, as the order of the quadrature N was varied between 40 and 100, in increments of 20.
In regard to numerical linear algebra, we have used subroutines from the EISPACK collection 18 to find the required eigenvalues and eigenvectors, and we used subroutines from TABLE I. The density, temperature, and heat-flow profiles for the Ne-Ar mixture. the LINPACK package 19 to find a least-squares solution (via QR decomposition) for the augmented system of 8N + 2 linear algebraic equations and 8N unknowns ͕A j , B j ͖ mentioned in Sec. III. We should mention that we have also followed the alternative route of combining some equations to transform the overdetermined system obtained when Eq. (38) is used in Eqs. (40) into a square system for all unknowns, except A 1 and A 2 . This system was solved by Gaussian elimination and then A 1 and A 2 were determined using Eq. (41). We have concluded that both approaches yielded essentially the same results.
As a (not very severe) test of our results, we have found agreement for the case of a single-species gas with S-model 10 results obtained from a special case of the code written to establish the results based on the linearized Boltzmann equation (for rigid-sphere interactions) that were reported earlier. 3 As noted, 15 the McCormack model (as used in this work) reduces, for the special case of a single gas, to the S model, not the BGK model.
Finally, we note that we have also used our code to compute the normalized heat flow reported by Kosuge, Aoki, and Takata 4 for the problem of a binary mixture of rigid-sphere gases confined between two diffusely reflecting parallel plates with different temperatures. These authors employed an iterative finite-difference technique to solve the two coupled nonlinear Boltzmann equations that describe the problem and reported numerical results in tabular form for a normalized heat flow defined as
where, except for the pressure p 0 = k͑n 1 + n 2 ͒T w1 , all symbols have been defined in our work. We have found that q 1 * can be expressed in terms of our constant Q 0 introduced in Eq. (51) as
and so we report in Table III our numerical results for q 1 * , along with those based on the nonlinear Boltzmann equation (NLBE) for rigid-sphere interactions reported by Kosuge, Aoki, and Takata. 4 Since our mean-free path is defined in a way different from that of Kosuge, Aoki, and Takata, 4 the equivalent channel width in our formulation is computed from
where l 0 is the mean-free path given by Eq. (7) and l 0 * and Kn are, respectively, the mean-free path and the Knudsen number used by Kosuge, Aoki, and Takata. 4 We note also that to compute our entries in Table III , we have put all our accommodation coefficients equal to unity, and we have used ␦ = −1 / 3. We see from Table III that, as might be expected, the McCormack model appears to yield better results (for the heat flow) for small Knudsen numbers (large channel widths).
V. CONCLUDING REMARKS
To conclude this work, we note that we believe that our solution to the considered heat-transfer problem is especially concise and easy to use. In our formulation we have utilized at each wall a general form of the Maxwell boundary condition, and we have reported what we believe to be highly accurate (within the context of the kinetic model used) results for the density, temperature, and heat-flow profiles for two test cases. It should be noted that our complete, speciesspecific results for the density, temperature, and heat-flow perturbations are continuous in the variable and thus are valid anywhere in the gas.
In this work we have considered only the case of rigidsphere interactions, but the solutions can be used for other scattering laws, such as the one defined by the LennardJones potential, simply by using appropriate definitions of the ⍀ integrals 9,20 mentioned in Appendix A. It can be noted here that the McCormack model has the attractive feature that it preserves the basic physical laws prescribed by the Boltzmann equation, while at the same time this kinetic model does not require the heavy numerical work that is associated with the full Boltzmann equation. The work of McCormack 5 also is considered important in the one-species limit since by a specific choice of ␥, a free parameter in the model, we are able to obtain either the S model 10 or the explicit N = 5 model reported by Gross and Jackson in their famous work. 21 And because the McCormack model, even in the one-species limit, allows some choice of the collision frequency ␥, other kinetic models are also contained in McCormack's formulation. Having said that, we recall that in this work we have used Eqs. (12) and (13) to define the collision frequencies for a two-species gas.
Finally, in regard to computational requirements, we note that since our solutions require only a matrix eigenvalue/eigenvector routine and a solver of linear algebraic equations, the algorithm is especially efficient, fast, and easy to implement. In fact, the developed (FORTRAN) code requires less than a second (on a 2.2 GHz mobile Pentium 4 machine) to yield all quantities of interest with what we believe to be five or six figures of accuracy.
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APPENDIX A: BASIC ELEMENTS OF THE DEFINING EQUATIONS
Here we list some basic results that are required to define certain elements of the main text of this paper. First of all, in regard to Eq. (5), we note that
͑2͒ ͑cЈ,c͒ = ͑4/3͒r * 1,2
͑2͒ ͑cЈ,c͒ = ͑2/3͓͒1 − 2s * 2,1 
Here K͑Ј,͒ = ͑ /Ј͒⌺K + ͑Ј,͒⌺ + ⌺
