Bone adapts in response to its mechanical environment. This evolution of bone density is one of the most important mechanisms for developing fracture resistance. A finite element framework for simulating bone adaptation, commonly called bone remodelling, is presented. This is followed by a novel method to both quantify fracture resistance and to simulate fracture propagation. The authors' previous work on the application of configurational mechanics for modelling fracture is extended to include the influence of heterogeneous bone density distribution. The main advantage of this approach is that configurational forces, and fracture energy release rate, are expressed exclusively in terms of nodal quantities. This approach avoids the need for post-processing and enables a fully implicit formulation for modelling the evolving crack front. In this paper density fields are generated from both (a) bone adaptation analysis and (b) subject-specific geometry and material properties obtained from CT scans. It is shown that, in order to correctly evaluate the configurational forces at the crack front, it is necessary to have a spatially smooth density field with higher regularity than if the field is directly approximated on the finite element mesh. Therefore, discrete density data is approximated as a smooth density field using a Moving Weighted Least Squares method. Performance of the framework is demonstrated using numerical simulations for bone adaptation and subsequent crack propagation, including consideration of an equine 3 rd metacarpal bone. The degree of bone adaption is shown to influence both fracture resistance and the resulting crack path.
Introduction
This paper presents a framework for the computational modelling of bone adaptation (commonly referred to as bone remodelling) and bone fracture, and their inter-relationship. Bone adaptation is the on-going biological process of replacing old bone tissue with new bone, thus repairing fatigue damage [1] . This ability to repair bone micro-damage caused by cyclic loading is essential for maintaining mechanical integrity. Consequently, there is a strong correlation between stress fractures and the adaptation process [1] . Furthermore, bone repair can be overwhelmed by load-induced bone densification that also increases brittleness and reduces fracture resistance [2] .
One of the first mathematical theories for bone adaptation [3] , based on open system thermodynamics, has its foundation in the theory of poroelasticity. In this approach (unlike classical closed systems), energy, mass, momentum and entropy can be exchanged with the environment. It has been adopted and enhanced over the years [4, 5, 6] . This process of density evolution requires a mechanical stimuli as a trigger for bone adaptation. This stimulus may take the form of stress [7, 8, 9] , strains [3] or strain energy density [6, 10, 11, 12] .
The use of computational tools to describe bone behaviour has gained a tremendous importance over the last decade. In particular, the Finite Element Method (FEM) has been used to improve understanding of the fracture behaviour of bones and the relationships between load conditions and bone architecture [13, 14] . However, there are only a few examples of the numerical analysis of both bone adaptation and fracture, e.g. [15] . This paper presents a new computational framework based on FEM in order to predict bone density profiles (bone adaptation) due to exercise, quantify fracture resistance and simulate fracture propagation. This will improve understanding of the interrelationship between these phenomena and enable subject-specific simulations to be undertaken.
A schematic of the modelling framework is presented in Figure 1 . This paper extends the authors' previous work on modelling fracture propagation [16, 17] to incorporate the influence of spatially varying bone density. Furthermore, it combines this with bone adaptation [11, 18] .
Although this work is generic in nature and applicable to both human and animal bone, this paper focuses the numerical examples on equine bone.
To the best of the authors' knowledge, to date there is only one report of equine bone adaptation in a FEM framework [19] . In that work, a mechanostat micro-scale model of three-dimensional cortical bone remodelling, informed by in vivo equine data, was presented. The model used the von Mises stress as a stimulus to control microstructural cortical bone remodelling. In contrast, the current paper presents a full macro-scale model of equine bone response to mechanical loading, testing a hypothesis that micro-damage and fracture can be modelled at the macroscale by using clinically available CT-scanning data. The motivation for this work is to generate subject-specific simulations to acquire meaningful insight into bone resistance for veterinary practitioners.
This article is structured as follows. After establishing the kinematic preliminaries in Section 2, the mathematical framework for bone adaptation is briefly presented in Section 3. Section 4 extends the authors' previous work for evolving crack propagation in the context of configurational mechanics. The method is utilised to calculate fracture resistance and crack propagation under quasi-static loading during different stages of adaptation. Section 5 describes the finite element method implementation and Section 5 describes a special element for capturing the singular stress field at the crack front. All the above components are brought together into a single framework and its performance is demonstrated using a series of numerical examples in Section 7. Figure 2 shows a section of bone with an initial crack in the reference domain B 0 . As a result of loading, the crack extends and the body deforms elastically. Working within the framework of configurational mechanics [16, 21] , it is convenient to decompose this behaviour into an extension of the crack in the material domain B t followed by elastic deformation in the spatial domain Ω t . The former is described by the mapping from the reference domain to the material domain Ξ, whilst the latter is described by the mapping from the material to the spatial domain ϕ - The material coordinates X are mapped onto the spatial coordinates x via the familiar deformation map ϕ(X, t). The physical displacement is:
Preliminaries
The reference material domain describes the body before crack extension. Ξ(χ, t) maps the reference material coordinates χ on to the current material coordinates X, representing a configurational change, i.e. extension of the crack due to advancement of the crack front. Φ maps the reference material coordinates χ on to the spatial coordinates x. The current material and spatial displacement fields are given as
H and h are the gradients of the material and spatial maps and F the deformation gradient [16] , defined as:
The time derivative of the physical displacement u and the deformation gradient F (material time derivative) are given as [16] :
Bone adaptation
In this paper, the modelling of bone adaptation is based on the work of Kuhl and Steinmann [10] in which bone is considered an elastic porous material. The model is stable [22] , efficient [11] and capable of producing bone mineral density profiles that are quantitatively comparable with DEXA scans following gait analysis [23] . Using this approach, bone adaptation in human scapula [24] , tibia [23] , humerus [25] and femur with various surgical implants [26, 12] have been simulated and its potential in topology optimization [27] has been explored. One of the advantages of such a phenomenological approach is that only a small number of parameters are required, which can be experimentally determined from, for example, CT imaging [28] .
Conservation of mass
Following Kuhl and Steinmann [22] , it is assumed that the rate of change of the time-dependent material density is in equilibrium with mass flux, expressed as:
where ρ is mass density and R 0 is the locally created mass. Furthermore, R is the mass flux defined as:
where R is mass conductivity. The term on the right hand side of Eq. 3.1 is the material time derivative associated with the evolving current material configuration. However, in the present work it is assumed that the mass flux R is zero and hence only the local mass source R 0 contributes to the changes in density.
Constitutive relationship for bone adaptation
Following Harrigan and Hamilton [29] , the constitutive relation for the mass source is:
where ρ * 0 and Ψ * represent reference values of the density, ρ and free energy, Ψ, respectively. The driving term ρ/ρ * 0 −m Ψ tends to converge to Ψ * (see Eq. (3.3)) when density saturation is achieved and local generation of bone ceases. The exponent m is a dimensionless scalar introduced to guarantee uniqueness and stability [29] . The coefficient c controls the rate of the adaptation process with units [s/cm 2 ]. As proposed in [30] , it can be beneficial to prescribe an upper and lower bound for bone density, thereby avoiding spurious or non-physical values. In this paper, the parameter c, which is conventionally considered to be constant, is replaced by a bell function defined as:
ρ max and ρ min where ρ max and ρ min are the maximum and minimum values of ρ, and ρ mid is their average. The bell function (3.4) is illustrated in Figure 3 for different values of the integer exponent, b. Its application and influence on the overall results are elaborated in Section 7. 
Elastic constitutive relationship
As an elastic porous material, the free energy Ψ(F, ρ), for bone is taken as
5)
where Ψ neo is the Helmholtz free energy for a Neo-hookean material, which is expressed in terms of the right Cauchy-Green deformation tensor C:
where µ and ν are the Lamé constants. Moreover, the exponent n is a non-physical parameter that typically varies as 1 ≤ n ≤ 3.5, depending on the porosity of the material [31] .
Bone adaptation is a mechanically driven process, whereby the density field evolves in response to the mechanical environment. Likewise, the material stiffness is directly dependent on the density and this, in turn, influences the mechanical response. Therefore, the equation for conservation of mass 3.1 is coupled with the equation for linear momentum balance:
where P is the the first Piola-Kirchhoff stress:
This coupled system of equations is solved using the finite element method -see Section 7.1.
Fracture resistance and fracture propagation
Various theories exist in the literature regarding failure criteria for bone tissue and it is now common practice for researchers to estimate fracture resistance within the framework of FEM. In particular, subject-specific FEM models can potentially quantify the risk of failure under a given loading scenario. However, this still remains an open challenge.
In recent years, the main focus in bone mechanics was in the use of different strength criteria for the onset of failure. The most commonly adopted ones were based on stress [32] or strain measures [33] assuming bone failure is determined by a yield criterion [34] . Experimental validation of such simplified models show that there is a significant spread in the predicted failure, with errors between 10% and 20% [35] . This variation is explained perhaps by the focus on the local initiation of failure, rather than the complete failure mechanism. The fracture process of bone is very important, particularly in the case of fatigue fractures [36] . Limitations in previous studies (e.g. use of 2D geometry [37] , assuming homogeneous bone properties [38] ), can also explain why an appropriate model for bone fracture has not been developed previously.
This paper builds on the authors' computational framework [17] for brittle fracture within the context of configurational mechanics, extending it here to include the influence of heterogeneous materials such as bone. The concept of configurational forces was originally introduced by Eshelby [39] . Unlike physical forces, configurational forces act on the material manifold and represent the tendency of imperfections like cracks, voids or material inhomogeneities to move relative to the surrounding material. The past two decades have seen a growing interest in this approach for analysis of material imperfections [40] and in particular for evaluating the forces driving crack advancement [17, 41, 42] . However, until recently this approach has never been used to effectively assess configurational forces in heterogeneous bodies with cracks.
In the current study, additional configurational forces arising from inhomogeneities [21] associated with spatially varying bone density are introduced into the formulation. This allows for the accurate assessment of the likelihood of a crack to propagate and to simulate the subsequent propagation of fractures in bone. An additional goal is to investigate bone fracture at different stages of bone adaptation, utilising either the results from bone adaptation analysis (Section 3) or data directly taken from CT scans. Similar concepts of combined adaptation and fracture analyses has been presented before [15] . However, it utilised a different adaptation model and continuum damage mechanics approach for fracture, both of which require many more parameters to calibrate.
First and second laws of thermodynamics
The first law of thermodynamics can be expressed as
where the left hand side is the power of external work, the first term on the right hand side is the rate of crack surface energy and the last term is the rate of internal energy. t is the external traction vector, γ is the surface energy [Nm −1 ], A Γ is the change in the crack surface area and Ψ is the volume specific free energy. The crack surface Γ comprises two crack faces and a crack front ∂Γ -see Figure 4 . In [17] , a kinematic relationship between the change in the crack surface area A Γ and the crack front velocity W was derived that is given as:
where A ∂Γ is a dimensionless kinematic state variable that defines the orientation of the current crack front that can be considered a unit vector normal to the crack front and tangential to the crack surface. In deriving this expression, it was recognised that any change in the crack surface area A Γ in the current material space can only occur due to motion of the crack front.
Making use of Equations (2.4) and (4.2), and given that d V = ∇ X · WdV, Eq (4.1) can be reformulated as:
Σ is the Eshelby stress tensor and f inh is an additional fictitious force that arises from variations in the density field and drives the crack front from dense to less dense material.
The spatial conservation law of linear momentum balance is repeated here:
where ∂B σ t is the region of the boundary where tractions are applied. The equivalent material momentum balance is expressed as:
It is important to note that f inh = 0 in the case of homogeneous materials, with uniform density distribution.
After applying the divergence theorem to Eq. (4.3) and recognising the momentum balance laws, we follow [17] to establish a local form of Eq. (4.3), which represents an expression for equilibrium of the crack front as
where the configurational force G is the driving force for crack propagation:
From this equation, it is clear that the crack front is in equilibrium when the crack is not propagating, i.e. material velocity W at the crack front is zero, or when the crack front is propagating and the configurational force is in equilibrium with the material resistance γA ∂Γ .
It should be noted that crack front equilibrium is unaffected by material heterogeneities and does not depend on f inh . All terms in Eq. 4.7 are only evaluated at the crack front. However, it will be shown in Section 5.2 that, in a discrete setting, calculation of the nodal configurational forces involves a volume integral of the density gradient.
Since Eq. (4.7) has more than one solution at equilibrium, depending on whether the crack does or does not propagate, the formulation is supplemented by a straightforward criterion for crack growth, equivalent to Griffith's criterion [17] :
where g c = 2γ is a material parameter specifying the critical threshold of energy release per unit area of the crack surface Γ, also known as the Griffith energy. For a point on the crack front to satisfy the crack growth criterion, either φ < 0 and W = 0, or φ = 0, W 0 and γA ∂Γ = G.
The direction of fracture propagation is constrained by the second law of thermodynamics. Here we assume that fracture takes place relatively fast compared to the process of adaptation (with no healing), such that non-negative dissipation at the crack front can be expressed as
It should be noted that the well-established stress intensity factors are not applicable in the case of heterogeneous materials, since it requires the existence of an analytical solution for the stress field in the vicinity of the crack front that is independent of arbitrary distribution of density. Similarly, the use of J-integrals requires integration over the closed surface without inhomogeneities (including heterogeneous density distribution), except for the crack front itself and therefore not applicable in this case. Finally, it is worth noting that the current framework is formulated within the realm of large displacements and large strains, hence it is generally valid under any assumption for strains and displacements.
Density field
The previous subsections have shown that fracture modelling of bone is influenced by the density distribution in the material configuration. This density field can be generated from either (a) a bone adaptation analysis, solving both Eqs (3.1) and (4.5), or (b) subject-specific data (geometry and material properties) available from, for example, computed tomography (CT) scans. Previous examples in the literature of subject-specific modelling to assess the stresses and fracture resistance of bones can be found in [14, 43, 44] . Most algorithms that use voxel data have simply averaged [45] or integrated data onto finite elements, thereby supplying a constant density within their volume [46, 33] . In this paper, radiopacity associated with each 3D voxel from CT scan data is spatially approximated.
In the numerical examples described later, both sources of density data are used. It will be shown in the next section that, in order to evaluate the configurational forces at the crack front, it is necessary to have a spatially smooth density field. Therefore, discrete density data will need to be approximated as a smooth density field, and this will be achieved by adopting the Moving Weighted Least Squares (MWLS) method. This mapping approach was chosen since it offers higher regularity (i.e. higher derivatives exist) than when the field is directly approximated on the finite element mesh. Full details are given in [47] .
Finite element modelling
This section considers the sequential analysis of bone adaptation and fracture propagation, although it is recognised that the density field could be obtained directly from subject-specific data, in which case it may not be necessary to undertake the bone adaptation analysis. A sequential approach is justified since the process of bone adaptation takes place at a much longer time scales than fracture.
Three-dimensional domains are discretised with tetrahedral finite elements. Fields are approximated in the current material and current spatial spaces with hierarchical basis functions of arbitrary polynomial order, following the work of Ainsworth and Coyle [48] .
where Φ are shape functions, superscript h indicates approximation and (·) nodal values. Moreover, the smoothed density field is approximated by MWLS shape functions
It should be noted that shape functions Φ MWLS (X) are evaluated at current material points, X, rather than reference points, χ χ χ, as presented in Eq. (5.3) with the property of partition of unity. Since the density field is evaluated at X, the approximation is independent of changes of the material configuration (i.e. changing mesh).
Bone adaptation
The bone adaptation problem is solved with a staggered approach, the material configuration is fixed such that:X (t) =χ = const and X (t) = W (t) = 0 (5.5)
whereχ is vector of nodal positions. The semi-discrete form of equations (3.1) and (3.7) take the form of residuals
where r ρ is the vector of residuals related to mass density flux equilibrium, q external is influx of mass across the boundary, r x is the vector of residuals associated with balance of linear momentum and f ext, adapt are averaged long term forces mimicking mechanical load on the bone over long time period and R is mass conductivity. A truncated Taylor series expansion leads to the semi-discrete form, expressed as:
where (·) i is quantity at Newton iteration i. Finally, the above semi-discrete problem is discretised in time using implicit Euler scheme:
where ∆t is length of time step, and n is time step number.
Note that the density field variables are approximated using polynomial bases functions that are one order less than those used for the spatial position variables, thereby ensuring a stable solution without oscillations.
The discretised balance equations are solved iteratively using the Newton-Raphson method for the displacements and density.
Fracture propagation
Given that the bone adaptation and fracture propagation problems have different boundary conditions and geometry they are solved as a staggered coupled problem. Initially bone adaptation is simulated under longterm effective loads applied without initial crack. Subsequently, an initial crack is inserted to compute the effect of short-term loads or extreme cyclic loading. The two different meshes for bone adaptation and fracture propagation are tailored for the specific analysis at hand. As a consequence, the approximated Piola stress tensor for bone adaptation is expressed as follows:
whereas, for the fracture propagation problem, it is approximated as
The residual force vector in the discretised spatial domain is expressed in the classical way as:
where τ is the unknown scalar load factor, f h ext,s is the vector of externally applied forces and f h int,s is the vector of internal forces.
Discretisation of Eq. 4.7 establishes the material counterpart to Eq. 5.13, expressed as
G h is the vector of nodal configurational forces only on nodes on the crack front, with the integration restricted to elements adjacent to the crack front:
These configurational forces are the driving force for crack propagation. It should be noted that the second term ofG h reflects the influence of the spatially varying density. In the case of a homogeneous material, this second term would be zero. It should also be noted that this is only the case for the discretised configurational forces and that the continuum equivalent (Eq. 4.8) is unaffected by variation in the density field. f h res is the vector of nodal material resistance forces, given as:
where g c = 1g c is a vector of size equal to the number of nodes on the crack front.Ã h Γ defines the current orientation of the crack front and is a matrix comprising direction vectors along the crack front that are normal to the crack front and tangent to the crack surface:
A h Γ is evaluated by only integrating over S h Γ that defines the area of those triangular finite elements that discretise the crack surface Γ h adjacent to the crack front ∂Γ h . A h Γ is calculated as:
where α, β ∈ {0, . . . , N base } are numbers of base functions, i, j, k, l, p, r ∈ {0, 1, 2} are material indices and is the Levi-Civita tensor. Moreover, the total number of degrees of freedom on element is 3(N base + 1) and the units ofÃ h Γ are [m −1 ] . N are the normals to the crack surface Γ.
Singularity element
For the purposes of determining parameters such as stress intensity factors, it can be useful to reproduce the singular stress field at the crack front. However, conventional finite elements that adopt polynomial approximation functions are unable to do this. In this paper a new type of finite element with hierarchical approximation functions that overcome this problem is briefly presented. This is inspired by the so-called quarter-point elements, originally developed in the 1970s, whereby the mid-node of all edges connected to the crack tip node were shifted to the quarter-point [49, 50] . In this work, all bodies are discretised using 3D tetrahedral elements. However, for simplicity, we present the main attributes in this paper in 1D.
For elements adjacent to the crack tip in the material configuration, the approximated material displacement field, using hierarchical shape functions (up to 2nd order), is expressed as:
where the natural coordinate 0 ≤ ξ ≤ 1 and N 2 = κN 0 N 1 = κξ(1 − ξ). The parameter κ is introduced, resulting in a nonlinear mapping between the natural and physical coordinates and leading to the desired singular stress and strain field at the crack tip.
Adopting an isoparametric formulation, the element geometry can also be interpolated using the same approximation functions as for W. Thus, the physical distance from the crack tip is expressed as:
where r q (ξ = 0) = 0 at the crack tip and r q (ξ = 1) = l. Setting κ = −1 results in the following relationship:
This yields the following radial dependence for displacements and strains:
Eq. (6.4) has the necessary terms to reproduce rigid body motion and pass the patch tests, as well as the desired singularity at the crack tip due the existence of the term 1/ √ r q . This will enable the elements adjacent to the crack front to reproduce the strain singularity resulting in an accurate finite element solution [51] . The influence of this approach for tetrahedral elements will be investigated in Section 7.2.
Numerical examples
Several numerical examples are presented to illustrate each aspect of the proposed framework. The first set of analyses, presented in Subsection 7.1, considers bone adaptation, using an equine 3rd metacarpal bone as a case study. The performance of the singularity element formulation is demonstrated in Subsection 7.2 using a finite plate with through thickness crack subjected to uniaxial stress. In the penultimate subsection, the framework is used to investigate the likelihood of fracture at different stages of adaptation. The final example considers fracture propagation at different stages of adaptation.
Bone adaptation examples
This subsection considers the bone adaptation of an equine 3rd metacarpal bone. In the UK, approximately 60% of horse fatalities at racecourses are directly or indirectly associated with a fracture, with the distal limb the most commonly affected site [52] . Most of these fractures occur due to the accumulation of tissue fatigue, as a result of repetitive loading [53] , rather than a specific traumatic event. Intense exercise and excessive loading of the metacarpal bones results in maladaptation. The location of 3rd metacarpal fractures is remarkably consistent across a large number of racehorses, with crack initiation presenting from the lateral para-sagittal groove of the distal condyle of the leading forelimb [54, 55] . Despite considerable research in the field, including applying diagnostic methods such as radiography [56, 57, 2] , magnetic resonance imaging [58] and biomarkers [59] , it still remains a challenge to accurately predict the fracture risk and prevent this type of significant injury. Three cases are studied, using the material parameters presented in Table 1 . Stiffness and porosity values are derived from mechanical tests [60] , whereas other values are from previous studies of human tibia [61, 30] . Each case considers a different function for the parameter c that defines the rate of bone adaptation and is used to compute the mass source, R 0 , according to Eq. (3.3). In Case 1, c is constant. For Case 2 and Case 3 different bell functions (Eq. (3.4)) are used. The parameters for each case are presented in Table 2 . The finite element mesh used in all cases comprises 17041 tetrahedral elements and was generated by discretising the segmented geometry of a full-scale model of an equine 3rd metacarpal bone derived from CT scan data -see Figure 5 .
For each analysis, the initial density is chosen to be homogeneous since, in the thermodynamic-based model, the starting density does not have a significant effect on the final bone density distribution (similar to other models at biological equilibrium [10] ). Boundary conditions are simplified to two representative forces (5 [kN] each) spanning over a small area based on pressure film studies [62] , as demonstrated in Figure 5 . The two forces are often considered in the literature as an equivalent of joint peak force at the mid-stance of a horse gait. An adaptive time stepping scheme (using PETSc [63] ) is used in all the simulations with an initial time step ∆t = 0.5 [days (d)], maximum time step of ∆t max = 50 [d] and minimum of ∆t min = 0.05 [d] . Figure 6a where density maps at five different points in time (0, 10, 40, 100, 700) [d] are visualised. Significant densification occurred immediately after reaching the maximum level of the loading, particularly in the proximity of the applied forces, associated with high levels of strain energy. Conversely, areas with low levels of strain energy experience a reduction in density. The maximum density for Case 1 is noticeably higher than in the actual equine bones [64] and the minimum density is unrealistically close to zero. This justifies the proposed bell shape function (Eq. (3.4) ) used for the next two analyses (Case 2 and Case 3).
Results of Case 1 are presented in
The results for Case 2 are plotted in Figure 6b . The last converged step takes place at t = 93 [d]. By setting a high value of b, the transition between densities is very sharp and the algorithm encounters convergence difficulties, even with adaptive time-stepping, and biological equilibrium cannot be achieved in this case. However, by observing the range of densities obtained, it is evident that they slowly converge to the same solution as Case 1 (Figure 6a ).
For Case 3, a more moderate value for the exponent in the bell function was chosen along with a narrower density range than those chosen for Case 2 (see Table 2 ). The plot presented in Figure 6c demonstrates how these values influence the results of the analysis. It is evident that with a much lower value for exponent, b, the algorithm no longer has problems converging. Furthermore, reducing the range between the upper and lower bounds of density has a significant impact on the results. The dense cortical shaft on the dorsal side of the bone is less dense and covers a much larger region. Furthermore, unrealistically low values of densities have been eliminated. However, as with the previous case, the overall solution converges to the same mass as in Case 1, albeit requiring significantly more time steps.
Stress intensity calculations
To examine the calculation of configurational forces at the crack front in bodies with both homogeneous and heterogeneous density distributions, five numerical examples are presented. First, a simple quasi-twodimensional plate with homogeneous material distribution is considered. The convergence study utilises an analytical solution as a reference. Second, the proposed singularity elements are included for the same plate problem and their influence on the rate of convergence is presented. Third, the same problem is considered again but with a heterogeneous material distribution. The final two examples demonstrate the calculation of configurational forces for a more representative bone.
Fixed end 
Finite plate with a horizontal crack
A finite plate with height, h pl = 10, thickness t pl = 1 and half width b pl = 2.5 and a horizontal throughthickness crack with half width a pl = 1, as presented in Figure 7 (a), is considered. All input parameters presented are dimensionless. The plate is spatially discretised using 1384 tetrahedral elements and subjected to uniaxial stress in the longitudinal direction, as indicated in Figure 7 (b). Displacements are constrained on three vertices of the plate to prevent rigid body motion.
The purpose of this analysis is to calculate the Mode I stress intensity factor K I directly from the configurational and compare with the analytical solution [65] for an infinite plate:
where σ is the applied stress. Young's modulus E and Poisson's ratio ν are 1000 and 0.3, respectively.
Hierarchical approximation functions allow for global and local p-refinment without changing the mesh. In general, all tetrahedrons of the mesh have a global order of approximation, p g , with some elements subjected to local refinement of order p l . All analyses presented were run using the same mesh with p-refinement varying from 1 st -order to 6 th -order so that p l + p g ≤ 7. The Mode I stress intensity factor, K I , was calculated directly from the output configurational forces as:
where G is the change of elastic strain energy per unit area of crack growth. From Figure 8(a) , it is evident that, for the same coarse mesh and number of nodes, the solution can improve drastically when the order of approximation is increased. The well known shear locking associated with first-order approximation is observed. The minimum error achieved is 0.50% for all the cases with total order of approximation p l +p g = 7. Therefore, it can be observed that using a low order of global approximation plus local p-refinement can achieve the same level of accuracy as using high order approximation globally, but with fewer degrees of freedom and lower computational cost.
Based on the results in Figure 8 Table 2 ). Density distribution contours in 3rd metacarpal bone at five snapshots in time in (a) and at the last converged step for (b) and (c). rate significantly and lowers the error by an order of magnitude, from 0.50% down to 0.028%. However, it can also be seen that for each combination of p-refinement, the error increases with further refinement after it reaches the minimum value. This suggests that the solution cannot be further improved by enhancing the order of approximation alone. Reducing the the elements size and increasing the plate width (to better replicate the infinite plate used to determine the analytical solution), the error would probably decrease further. Nevertheless, the results are considered sufficiently accurate for the purpose at hand.
Overall, these results indicate that it is of great benefit to use the singularity elements, since they improve the accuracy of the solution with no extra cost. Furthermore, the difference in execution time for the analysis with and without their inclusion was negligible. 
Heterogeneous material
So far the numerical examples have assumed homogenous material properties. Here we consider the effect of a heterogeneous density distribution. Considering the same problem of the finite plate with horizontal crack, a density field ρ(x, y, z) = 0.125y + 1 is directly assigned to the integration (Gauss) points of each tetrahedral element. As expected, configurational forces are induced at the crack tip under load and, as explained in Section 5.2, these forces are influenced by the non-uniform density distribution. However, the stress intensity factor loses its meaning in the case of heterogeneous materials and there is no agreed approach to validate either configurational forces or stress intensity factors for such cases (except for the special case of functionally graded materials [66] ).
A straightforward verification can be performed by using a central difference numerical integration. The energy release rate for crack growth can be calculated as the change in elastic strain energy per unit area of crack growth [67] :
where ψ is the elastic energy of the system, and a pl is the crack length. This derivative can be approximated as:
ψ(a pl + ∆a pl ) − ψ(a pl − ∆a pl ) 2∆a pl (7.4) where the elastic strain energies ψ(a pl ± ∆a pl ) is obtained from two additional analyses with horizontal cracks of lengths: (a + ∆a pl ) and (a − ∆a pl ), where ∆a pl is a very small value. Next, knowing the resulting release p l = 1 to 6 p g = 1, p l = 0 to 5 p g = 2, p l = 0 to 4 p g = 3, p l = 0 to 3 p g = 4, p l = 0 to 2 p g = 5, p l = 0 to 1 p g = 6, energy with the crack length of a pl , a relative error can be calculated. Twenty-four analyses, for different levels of p -refinement and values of ∆a pl , have been undertaken in order to determine the error in the release energy. The results are presented in Figure 9 , where it is apparent that the error in fracture energy release rate is converging to 0.3% with increasing levels of refinement. It is worth noting that a similar level of accuracy was attained for the homogeneous case. Achieving higher precision with this means of validation is difficult due to the accumulation of truncation, approximation and discretisation errors. Therefore, it can be concluded that the proposed estimation of fracture energy release rate for heterogeneous materials is obtained with a satisfactory level of accuracy.
Fracture energy release rate for metacarpal bone
This numerical example considers the same bone as presented in Section 7.1. An initial crack was generated in the mesh using a cutting plane, as shown in Figure 10 . A notch is situated at the origin of the most common location of a lateral condyle fracture [54] . The numerical analyses were undertaken using three meshes consisted of 6069, 10032 and 21189 tetrahedrons and repeated for 1 st , 2 nd and 3 rd -order of global p -refinement and local p -refinement at the crack tip. Boundary conditions and material parameters remain the same as in Table 1 . Using a K 2 HPO 4 calibration phantom, grey scale values from CT scans are converted to bone mineral density using five tubes with reference densities. The mechanical material properties were mapped onto the integration points of the mesh of the metacarpal bone using the MWLS method described earlier. The application of load induces configurational forces at the crack front, as shown in Figure 11 . The direction of the vectors also indicates the direction of crack propagation. The values of numerically predicted maximal nodal fracture energy release rates in Mode I (crack opening) for subsequent meshes are plotted in Figure 12 . It can be seen that, for the same mesh, as the order of approximation increases, the energy release rate converges.
A crack will propagate when the energy release rate G equals the material's resistance to crack extension, p g = 1 to 6 ∆a pl = 0.00125 p g = 1 to 6 ∆a pl = 0.0025 p g = 1 to 6 ∆a pl = 0.005 p g = 1 to 6 ∆a pl = 0.01 0.3% 
Fracture energy release rate for adapted bone
The previous example is extended to investigate the likelihood of fracture in an equine metacarpal bone at different phases of adaptation during training. However, this time, densities from a bone adaptation analysis (Section 7.1) are mapped onto the coarse mesh, as shown in Figure 13 . The resulting energy release rate at different points in time of bone adaptation are illustrated in Figure 14 for three different local p -refinements. It can be seen that the variation in energy release rate for increased orders of approximation at the crack front is very small. It can be seen that there is a trend of increasing release energy rate over time and that by introducing a notch in the resorption zone, where no loading is applied, the configurational force attains larger values. This indicates that over time the bone becomes more prone to fracture in this specific region.
Crack propagation in bone
In this section we move the analysis further by simulating the process of crack propagation for different levels of bone adaptation. The magnitude of applied forces ( Figure 5) is controlled by the increment in crack area during each load step using an arc-length technique. The initial finite element mesh is the same as previously, although it is locally refined as the crack front advances. The fracture energy is 2.0 [kJ/m 2 ] for the entire domain. All five cases (time snapshots) are solved using 2nd-order approximation functions. The numerically predicted crack paths are shown in Figure 16 . It can be seen that the crack has an initially planar shape and then curves towards the lateral side of the bone. This simulated crack path compares well with fractures observed in radiographs [68] , especially considering the simplified loading conditions. The load factor versus crack area plots are shown in Figure 15 . Consistent with the previous analysis in Section 7.2.3, the metacarpal bone shows a decreased resistance to fracture -i.e. for the same crack area, the remodelled bone requires much lower force (load factor) to induce crack propagation. Low density levels at biological equilibrium (t = 90 and t = 200) also influences the crack path, with the crack curving earlier than in the initial stages of remodelling.
As previously demonstrated (Figure 8(b) ) modelling singularity can significantly improve the accuracy of the configurational forces at the crack front. In the next example we considered bone with heterogeneous density distribution mapped from CT scan data. In the Figure 17 (a) results from crack analysis with and without Quarter Point elements are depicted. It is evident that accurate stress state at the tip has a negligible impact on the full crack propagation analysis and the resulting load factor.
From the load-crack area curves in Figure 17 have a significant impact on the predicted load factor and crack path as well.
Finally, we investigated the h and p convergence. The results presented on the Figures 18(a) and 18(b) show good numerical convergence for consecutive refinements. It can be concluded that our formulation predicts crack path accurately with minimal effect from original mesh or order of approximation.
Discussion
This paper has presented a FEM computational modelling framework to investigate the influence of bone adaptation, and associated bone density distribution, on fracture resistance and fracture propagation. The influence of the heterogeneous density distribution was captured using an extension of the authors' previous work on configurational mechanics for fracture. Configurational forces are the driver for crack propagation and it was shown that in order to evaluate correctly these forces at the crack front it is necessary to have a spatially smooth density field, with higher regularity than if the field is directly approximated on the finite element mesh. Therefore, density data is approximated as a smooth field using a Moving Weighted Least Squares method. In this paper, the bone density field was generated from both bone adaptation analyses and from subject-specific geometry and material properties obtained from CT scans. It is important to note that the adoption of configurational mechanics avoids the need for post-processing, since configurational forces, and the fracture energy release rate, are expressed exclusively in terms of nodal quantities.
The constitutive model for bone adaptation included a bell function to define the rate of adaptation. This did not enforce rigid bounds on density levels, but merely slowed down the rate of convergence to biological equilibrium. This approach will be useful when trying fit model parameters to the actual density data form CT scans in defined periods of time. It is also possible to enforce bounds on density levels by introducing and calibrating mass influx in the mass balance equation [69] . improve the rate of convergence. However, it was also confirmed that improved accuracy of the stress at the tip had no impact on the crack propagation analysis and the resulting crack path. The final example, demonstrated how mechanical loading and subsequent adaptation influence the resistance to bone fracture. Therefore, this framework will be a useful tool in understanding fractures in bone and ultimately preventing catastrophic fractures. in [70] . The bone adaptation and fracture mechanics are both submodules in the MoFEM library [20] , which can be installed using the flexible package manager, Spack [71] . 
