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In Brief
Averkin et al. find local oscillatory events in neocortical field potentials in time windows at troughs of spindle oscillations during sleep. Subgroups of fast-spiking interneurons fire at ripple and high-gamma frequencies in phase with the local field oscillations.
INTRODUCTION
Precise temporal structure is necessary for neuronal information transfer, and neuronal oscillations provide a temporal framework for this process (Klausberger and Somogyi, 2008; Salinas and Sejnowski, 2001; Singer and Gray, 1995) . Network oscillations in the cerebral cortex cover a wide range of frequencies and dynamic interactions between relatively slower rhythms, and higher frequency gamma oscillations are implicated in forming higher-order representations through a multitude of potential mechanisms (Engel et al., 2001; Isaacson and Scanziani, 2011; Tiesinga and Sejnowski, 2009) . Transient oscillations at even higher frequencies (200 Hz), called sharp-wave ripples, are characteristic of the CA1 region of the hippocampus (Buzsá ki et al., 1992) and appear coincident with the reactivation of ensemble memories (Wilson and McNaughton, 1994 ).
Sharp-wave-ripple-encoded, initial mnemonic representations in the hippocampus are followed by a consolidation stage performed in the neocortex (Born et al., 2006; Buzsá ki, 1996; McClelland et al., 1995) , but the existence of transient 200 Hz network events in the neocortex, potentially generated locally or by hippocampal inputs, is not clear. Spindle oscillations (8-16 Hz) of waxing and waning amplitude detected in slowwave sleep (SWS) throughout the cortex are suggested to temporally organize the hypothesized memory transfer between hippocampus and neocortex (Contreras et al., 1997; Diekelmann and Born, 2010; Huguenard and McCormick, 2007; Rasch and Born, 2013) . Classically associated with alert states (Steriade, 2000) , gamma, high-gamma, and ultra-high band (200-800 Hz) oscillations of local neocortical origin were also observed in sleep (Hasenstaub et al., 2005; Kandel and Buzsá ki, 1997) ; thus, we asked whether spindle oscillations provide temporal reference for cellular and network correlates of neocortical high-frequency activity.
RESULTS

High-Frequency Network Events Occur Repeatedly around Spindle Troughs
Previous studies reported nesting of hippocampal ripples in parahippocampal/neocortical spindle activity in humans (Clemens et al., 2011; Staresina et al., 2015) and the presence of high-frequency oscillations near the trough of high-voltage spike-andwave spindles phase coupled to the firing of suspected interneurons in epileptic rat neocortex (Kandel and Buzsá ki, 1997 ). Thus, we tested whether the high-frequency structure of local population activity of the neocortex might be embedded into spindles during SWS in freely behaving animals. Wavelet analysis of local field potentials recorded simultaneously with tungsten electrodes in layer II/III and with electrodes placed juxtacellularly to layer II/III pyramidal cells revealed the presence of events at high-gamma and ripple frequencies (Figures 1A-1H ; n = 4 animals, n = 775 simultaneously recorded spindle troughs without action potentials detected on either electrode). The amplitude of these local field events was modulated within spindle cycles (modulation index 3 10 -3 , 3.341and 4.169 versus 1.743 and 1.462 for high-gamma and ripple band on tungsten versus juxtacellular electrodes, respectively) with maximal amplitudes around spindle troughs (mean vector direction [MVD] , -25.40 and -15.44 ; MVL, 0.063 and 0.056 for high-gamma and ripple band, respectively, on juxtacellular electrodes). We then checked (in n = 3 animals) whether these spindle-nested high-gamma and ripple band events of the neocortex would be coupled to sharp-wave ripple activity simultaneously recorded in the dorsal CA1 region of the hippocampus. Sharpwave ripples occurred throughout neocortical spindle oscillations and showed no apparent phase preference relative to spindle troughs ( Figure 1I ). There is no documented monosynaptic connection between any part of the hippocampus and the neocortical area we recorded from; thus, these results keep the possibility of neocortical generation of the high-frequency components of population events open. However, it is almost impossible to exclude the possibility of hippocampal influence on neocortical high-frequency network events based on singlesite recordings from the hippocampus due to the complex functional topographical organization between the hippocampus and neocortex (Royer et al., 2010) and local generation and propagation of sharp-wave ripples along the septo-temporal axis of the hippocampus (Patel et al., 2013) .
Heterogeneous Contribution of Fast-Spiking Cells to High-Frequency Events during Spindles
Cortical interneurons entrain postsynaptic neuron populations and contribute to oscillating cortical networks at various frequencies (Buzsá ki and Draguhn, 2004; Klausberger and Somogyi, 2008; McBain and Fisahn, 2001) . In search of underlying network mechanisms of high-frequency population events occurring repeatedly around spindle troughs described above, we set out to record the firing behavior of identified interneurons and principal cells in relation to spindle oscillations and high-frequency field events in freely behaving animals. We applied a drug-free installation of a pipette microdrive assembly (modified after Korshunov, 1995) for juxtacellular recording and labeling (Burgalossi et al., 2011; Pinault, 1996) of supragranular interneurons and pyramidal cells from dorsal cortex (parietal and secondary motor areas) during natural sleep in Wistar rats well adapted to experimental conditions (n = 35). Juxtacellular recording periods lasted for 26 min, 7 s ± 13 min, 30 s ( Figure S1 , available online) spanning several episodes of natural sleep. We involved sleep spindles (n = 3,370) in the analysis with spindle lengths of 0.4-2 s (0.764 ± 0.294 s) and with spindle oscillation frequencies between 10 and 18 Hz (14.46 ± 1.567 Hz); the probability for observing spindles with these properties was 0.317 ± 0.166 Hz during SWS epochs (Figures S1F-S1J). Fast-spiking (FS) interneurons (n = 21) had narrow action potentials (spike amplitude halfwidth, 0.153 ± 0.061 ms; Figures 2B, 3B, and S1K; Table S1 ) and a mean firing frequency of 28.67 ± 8.02 Hz during SWS, which dropped to 19.85 ± 11.56 Hz in REM sleep (n = 8; unpaired t test, p < 0.027) accompanied by interspike interval distributions that peaked at 5.20 ± 1.82 ms and 9.7 ± 2.97 ms, respectively (p < 0.001). Attempts to juxtacellularly label the recorded FS cells by application of positive current pulses (2-18 nA, 150-250 ms duty cycle) resulted in successful recovery of nine FS cells with axonal reconstruction possible from seven cells ( Figures 2C, 2F , 2H, and 3C). All recovered interneurons showed morphological features of basket cells based on terminals surrounding postsynaptic somata, with immunocytochemistry detecting parvalbumin in eight labeled cells.
Rhythmic activity of all FS cells was observed during spindle episodes of SWS locked to a particular phase of spindle cycles ( Figures 2D, 2E , 2G, 3B, and 3D). According to the firing phase preference in spindle cycles, the distribution of mean vectors was non-uniform (Hodges-Ajne test, p < 0.001) and non-unimodal (Kuiper's two-sample test, average p = 0.771). Thus, rhythmic cells were tentatively grouped as spindle-trough-related FS interneurons (n = 17; MVL, 0.326; MVD, 355 ± 18 ; Rayleigh z value, 1,355; Figure 2 ) and spindle descending-phase-related cells (n = 4; MVL, 0.402; MVD, 315 ± 7 ; Rayleigh z value, 3,183; Figure 3 ). Thus, supporting earlier results from anesthetized (Hartwich et al., 2009 ) and drug-free sleep (Gardner et al., 2013; Peyrache et al., 2011) , we found that FS interneurons are heterogeneously recruited relative to spindle cycles of natural sleep, suggesting variable intracortical versus thalamocortical excitatory input dominance (Beierlein et al., 2003; Cruikshank et al., 2007; Gardner et al., 2013; Isaacson and Scanziani, 2011; Peyrache et al., 2011; Puig et al., 2008) arriving to spindle-trough-related and spindle descending-phase interneurons, respectively.
The trough of the spindle cycle represents a strongly depolarized state of the cortical network (Buzsá ki et al., 2012; Einevoll et al., 2013) . For a better understanding of the contribution of FS interneurons to such depolarized network states, we further analyzed the temporal structure of their suprathreshold activity at a higher temporal resolution of millisecond precision, which required continuous recordings containing >250 spindle troughs. Out of 17 spindle-trough-related cells, n = 7 cells exhibited a single peak of activity on peri-event firing histograms centered near the spindle trough (simple spindle trough cells; MVL, 0.416; MVD, 357.43 ; Rayleigh z value, 2,051; Rayleigh test p < 0.0001; Figure 2G ). In addition, the activity of n = 4 FS interneurons showed two peaks, -4.71 ± 0.65 ms prior to and 3.52 ± 0.66 ms after the spindle trough, separated by a relative drop in firing frequency, resulting in periodic activity of 122 ± 3 Hz corresponding to high-gamma frequencies (spindle high-gamma cells; Figure 2E ). Furthermore, n = 3 cells recorded in three animals showed a stereotypic triple-peaked activation pattern at frequencies of 205 ± 23 Hz, similar to the frequency (D and H) Wavelet spectra triggered relative to spindle peaks (timed at 0 ms, top panels) and troughs (timed at 0 ms, bottom panels) show spindle-troughcentered emergence of ripple band (spindle ripple) and high-gamma (spindle high gamma) oscillations. (I) Sharp-wave ripples in the dorsal CA1 region of the hippocampus are not preferentially timed relative to simultaneously recorded neocortical spindle oscillations. Left: timing of the peak of maximal amplitude cycles in hippocampal ripples (dots) during consecutive spindles of normalized length from three animals (gray and white bands) with the average and SD of ripple probability shown on the histogram. Right: timing of hippocampal ripples (dots) during consecutive spindle troughs from three animals (gray and white bands) with the average and SD of ripple probability shown on the histogram relative to the spindle trough timed at 0 ms (bin width, 0.78 ms). of hippocampal ripples. The central peak of the triple-peaked, ripple-like pattern was close (-0.09 ± 0.34 ms) to the trough of spindle waves, which was preceded and followed by two additional peaks of activity before (-4.86 ± 0.81 ms) and after (4.98 ± 0.22 ms) the spindle trough (spindle ripple cells; Figure 2D) . The remaining n = 3 spindle-trough-related FS cells showed complex timing of firing with uneven intervals between peaks ( Figure S2E ). Hierarchical clustering using Ward's method based on the number of peaks in firing probability relative to absolute spindle phase in ± 25 ms and ± 6.25 ms time windows centered at the trough of spindles resulted in five cell clusters corresponding to spindle ripple, spindle high-gamma, simple spindle, spindle descending-phase, and complex cells, as detailed above ( Figure S2G ). Although the frequencies of repeated peaks of firing in spindle high-gamma and spindle ripple cells were different (p < 0.034, Kruskal-Wallis test), the first peaks of spindle high-gamma and spindle ripple cells appeared synchronously before the spindle trough, suggesting a common excitatory input followed by anti-phase firing probabilities in the two cell groups at the spindle trough and close to in-phase activity later on. Spike-triggered analysis of interspike intervals relative to action potentials of particular peaks of spindle high-gamma cells or spindle ripple cells corroborated that firing of FS cells during spindle oscillations is enriched with subpopulation-specific high-frequency components centered at spindle troughs ( Figure S2F ). Examination of firing during single spindle troughs revealed that individual spindle high-gamma cells fired during the first (27.21% ± 5.6%), second (14.96% ± 5.9%), or both (27.40% ± 11.2%) peaks of overall activity ( Figure S2D ). Single spindle ripple cells could be active during the first (11.9% ± 2.1%), second (8.51% ± 4.5%), or third (10.82% ± 4.5%) peak only; during two peaks (3.84% ± 0.87%, 8.89% ± 1.2%, 2.71% ± 1.3% for first + second, first + third, and second + third, respectively); and during all three peaks of activity (4.08% ± 3.2%; Figure S2D ). The two (spindle high-gamma cells) or three (spindle ripple cells) peaked distributions of action potentials around troughs remained stable throughout successive waves of spindles; thus, phase precession or phase lag of spikes was not observed ( Figures S2A-S2C ). Our results identify high-gamma-and ripplefrequency-tuned episodes of FS cell firing.
Suprathreshold activity of FS cells at ripple and high-gamma frequencies is nested in spindle oscillations and occurs repeatedly at successive spindle troughs. Interestingly, subpopulations of parvalbumin-immunoreactive interneurons are heterogeneously associated with high-frequency (epsilon) oscillations in the hippocampus (Varga et al., 2014) , and parvalbumin-containing basket cells, similar to spindle high-gamma and spindle ripple cells, are linked by gap junctions that support the synchronization at high frequencies found here (Atallah and Scanziani, 2009; Cardin et al., 2009; Galarreta and Hestrin, 1999; Gibson et al., 1999; Meyer et al., 2002; Sohal et al., 2009) . Spindle events are known to vary by sleep stage and brain area (Terrier and Gottesmann, 1978) ; therefore, we analyzed the properties of spindles recorded for each functional sub-class of FS cells (Figure S3) . None of the spindle parameters measured were significantly different between the functional sub-classes of neurons; thus, the observed differences in spindle-associated physiological patterns were not attributable to differences in the properties of spindles recorded for each cell group. Juxtacellular electrodes are sensitive to signals of a relatively wide frequency range covering spikes of individual neurons, as well as local field potentials generally understood as a representation of neural populations (Buzsá ki et al., 2012) . All of our juxtacellular recordings from interneurons contained sufficient numbers of spindle troughs without spikes (Table S1 ), allowing the search for the presence of ongoing high-frequency activity in the juxtacellular field potential around the cell being recorded. Both ripple band and high-gamma field activity emerged around spindle troughs in recordings juxtacellular to spindle ripple cells ( Figure 4A ), but activity predominantly in the high-gamma range was characteristic of recordings juxtacellular to spindle highgamma, simple spindle, and spindle descending-phase cells ( Figure 4A ). The trough of high-gamma oscillations coincided with the spindle trough in all FS cell subgroups, ripple oscillations were predominant in spindle ripple cells, and the peak of ripple oscillations was at the trough of spindles (Figures 4B and 4C) . We tested correlations between the firing of cell groups and the juxtacellular field activity using bandpass-filtered kernelsmoothed firing distributions z scored together with field oscillations in time windows (± 25 ms) around the spindle trough ( Figures 4D and 4E ). In the ripple-frequency band, significant correlation (r = 0.83, Pearson correlation; p < 0.001, random permutation test) between juxtacellular firing and field was restricted to spindle ripple cells with in-phase timing. In addition, the firing of spindle ripple cells (r = 0.88, p < 0.001) and spindle high-gamma cells (r = 0.93, p < 0.001) showed in-phase correlation to the juxtacellular field, and the firing of simple spindle cells was negatively correlated (r = -0.86, p < 0.002) due to an antiphase relationship relative to the field. Furthermore, we also tested the presence of gamma and ripple band oscillatory field activity in spindle cycles in which the cells fired ( Figure S4 ). Spindle cycles with spikes were involved in the analysis in case the spike was timed at the last peak of modulated activity in spindle ripple or spindle high-gamma cells, i.e., during the third peak in spindle ripple cells and during the second peak in spindle highgamma cells (2.5-7.5 ms after the spindle trough in both cell groups). This allowed a time window for analyzing juxtacellular field oscillations without the influence of the subsequent spike showing that ripple band and high-gamma band oscillations were present prior to the spike in spindle ripple cells and that high-gamma band oscillations are characteristic of spindle high-gamma cells prior to the spike in spindle troughs ( Figures  S4A-S4C ). The power of these spike-preceding oscillations was not significantly different from those measured in the same relative time windows in spindle troughs without spikes (Wilcoxon paired signed-rank test, spindle ripple cells, p = 0.75 and p = 0.25; spindle high-gamma cells, p = 0.625 and p = 0.125 for 80-140 and 180-250 Hz, respectively). In addition, oscillations in spindle troughs with and without spikes tested between -25 and 2.5 ms relative to the trough were correlated in phase at ripple (r = 0.92, Pearson correlation; p < 0.001, random permutation test) and high-gamma (r = 0.95, p < 0.001) bands in spindle ripple cells and at high-gamma frequencies in spindle high-gamma cells (r = 0.91, p < 0.001; Figures S4D and S4E) . Thus, suprathreshold activity of functional subgroups of FS cells is differentially embedded into high-frequency oscillations of local field potentials, and firing and local field potentials show parallel spectral and phase characteristics juxtacellular to spindle ripple and spindle high-gamma cells.
Different Contribution of Superficial and
Deep Supragranular Pyramidal Cells to Spindle-Trough-Related Activity A dynamic interplay between local pyramidal cells and interneurons-especially parvalbumin-containing basket cells-has been suggested as a potential mechanism resulting in gamma and higher-frequency oscillations (Cardin et al., 2009; Csicsvari et al., 1999; English et al., 2014; Fisahn et al., 1998; Hasenstaub et al., 2005; Sohal et al., 2009; Stark et al., 2014) . Thus, we asked how the firing of pyramidal cells is recruited in relation to the finescale temporal orchestration of the FS interneurons during spindles. We searched for potential correlations between firing behavior and laminar placement of pyramidal cells following canonical models (Douglas and Martin, 2004) and reports of altered firing in superficial versus deep pyramidal cells within a cortical layer (Valero et al., 2015) . The laminar position of pyramidal cells (n = 28) was determined based on anatomical recovery (n = 22; Figure 5A ) or according to electrode depth measurements (n = 4, layer II; n = 2, layer III cells). Layer III pyramidal cells (n = 10) fired at higher overall frequencies (0.685 ± 0.296 Hz) compared to sporadically firing layer II cells (n = 18, 0.412 ± 0.272 Hz; unpaired t test, p = 0.031). Moreover, layer III pyramidal cells preferred firing before the troughs of spindle cycles (n = 10, 1.62 ± 0.74 Hz and 0.61 ± 0.35 Hz before and after; paired-samples t test, p < 0.001; Figures 5B-5D ), while layer II pyramidal cells showed no difference before and after spindle troughs (n = 18, 0.69 ± 0.47 Hz and 0.63 ± 0.48 Hz before and after; p = 0.442, paired-samples t test). Relative to FS cells, however, both pyramidal populations showed an order of magnitude smaller average firing frequency during spindles (p < 0.001, ANOVA), firing only in 2%-15% of the spindle cycles that demanded the collection of high numbers of spindle troughs from layer III and II pyramids (n = 9,900 and n = 18,200, respectively) for the construction of spindle phase firing histograms. Layer III pyramidal cells showed firing preference to the descending phase of spindle cycle (MVL, 0.4056; MVD, -44.81 ; Rayleigh z value, 57.2269; Rayleigh test, p < 0.0001; Figures 5B and 5C ), while phase preference was weaker in layer II pyramidal cells (MVL, 0.1253; MVD, -20.72 ; Rayleigh z value, 3.0949; Rayleigh test, p = 0.045; independent-samples t test; p = 0.0085). Further differences emerged between the two pyramidal cell populations in the higher-frequency domains around the spindle trough. Layer III cells showed a first smaller peak at -6.8 ms and a second bigger peak at -2.8 ms; then firing remained suppressed through the immediate spindle trough, with firing reemerging with a third peak at 2.6 ms. On the other hand, the population of layer II pyramidal cells showed two small peaks following each other at -3.9 and 5.3 ms in the high-gamma frequency range with a silent period around the spindle trough. Overall, cell-to-cell variability of vectors and rates of firing were hallmarks of layer II cells in contrast to more coherent activity in layer III cells ( Figures 5C and S5 ), in agreement with models of canonical microcircuits suggesting different roles for deep versus superficial pyramidal cells in neocortical processing (Douglas and Martin, 2004) .
Finally, we searched for correlations between the firing of layer II and III pyramidal cells and the field activity of the surrounding microcircuit and compared the results to those obtained juxtacellular to FS cells. Both ripple band and high-gamma field activity emerged around spindle troughs in recordings juxtacellular to layer III pyramidal cells, and activity predominantly in the highgamma range was characteristic of recordings juxtacellular to layer II cells ( Figure 6A ). The trough of high-gamma oscillations was timed at the spindle trough in both layer II and III pyramidal cells. Ripple oscillations characterized the population of layer III pyramidal cells, and the trough of ripple oscillations was coincident with the trough of spindles ( Figures 6B and 6C ). Correlations were also revealed between z-scored, bandpass-filtered, kernelsmoothed firing of pyramidal cells and z-scored field activity. Distribution of firing and field oscillations ( Figures 6D and 6E ) were correlated around (± 25ms) spindle troughs juxtacellular to both layer II (r = 0.76, Pearson correlation; p < 0.01, random permutation test) and layer III (r = 0.78, p < 0.03) pyramidal cells in the high-gamma frequency range with in-phase timing. Significant correlation (r = 0.83, p < 0.001) between juxtacellular firing and field in the ripple frequency band was observed in layer III cells, with a phase shift of -0.96 ms. Accordingly, the firing of pyramidal cells is heterogeneously related to the surrounding field activity.
Correlations between spindle-nested high-gamma and ripple band field events and the suprathreshold activity of pyramidal cells and interneurons, together with the timing of peaks in the firing of different groups of pyramidal cells and FS interneurons, suggest a potential interplay of FS and pyramidal cell subpopulations around spindle troughs. In particular, sequential activation of layer III pyramidal cells followed by spindle ripple cells with latencies of 1-3 ms is shown above, suggesting contribution to 200 Hz network episodes. Indeed, reciprocal monosynaptic coupling is characteristic of basket cells and layer III pyramids (Isaacson and Scanziani, 2011; McBain and Fisahn, 2001) , and alternating action of pyramidal and basket cells has been suggested during hippocampal ripples (English et al., 2014; Stark et al., 2015) . Compared to ripple band network events likely to involve spindle ripple interneurons and layer III pyramidal cells, spindle high-gamma oscillations with correlated firing were observed in a wider range of pyramidal cells and interneurons, suggesting synchronized firing of these neuron populations during network activity in the high-gamma range. Bottom: the average firing probability of all spindle descending-phase-related FS cells tuned to the descending phase of the spindle cycle with a single peak of activity determined by kernel smoothing and peak detection. Error bars represent SEM.
DISCUSSION
We found that subgroups of pyramidal cells and FS interneurons exhibit a complex firing pattern organized around a reset-like inhibition timed at the spindle trough. Based on correlative evidence, this reset is enforced on layer II and III pyramidal cells and spindle high-gamma interneurons as in-phase suppression of firing by the population of spindle ripple cells operating at 200 Hz for three successive cycles centered at spindle troughs and possibly by simple spindle cells with a single, temporally wider peak of firing at spindle troughs. In addition, time windows prior to and after spindle troughs also exhibit population-dependent, highly structured firing in the network orchestrated to form spindle high-gamma and spindle ripple events in the local network. Sequential activity of layer III pyramidal cells and spindle ripple interneurons around spindle troughs might contribute to precise tuning of rapidly successive excitation and inhibition (Isaacson and Scanziani, 2011; Wehr and Zador, 2003) . Similarly, alternating activation of interneurons and pyramidal cells at highgamma and ripple frequencies has been reported from human neocortex in vitro (Molná r et al., 2008) and rodent in vivo preparations (Stark et al., , 2015 . Monosynaptic connections linking specific subpopulations of FS interneurons to pyramidal cells and to other FS interneurons could provide cooperative feedback and reciprocal inhibition, in combination with extracortical excitatory drive, forming the synaptic background of the spindletrough-centered, high-frequency events.
In-depth interpretation of similarities in spectral and phase properties of firing and local field potentials juxtacellular to spindle ripple and spindle high-gamma cells is complex due to known and undefined factors linking single-cell membrane and firing properties to population events (Buzsá ki et al., 2012) . In vivo intracellularly recorded individual FS cells were suggested to regulate fast network oscillations in phase with single interneuron activity (Jones et al., 2000) . The firing of an individual spindle ripple cell might contribute to the generation/entrainment of ripple and high-gamma band population oscillations in the neighborhood of the cell, and it is also plausible that a single spindle high-gamma cell is involved in the generation/entrainment of high-gamma band population oscillations in its vicinity. However, based on the relatively moderate frequency of spikes in individual FS cells phase coupled to ongoing local field rhythms, we speculate that single FS cells might not be sufficient for the entrainment of populations even of restricted cortical volumes, and such entrainment is likely to require concerted action of several interneurons of similarly tuned FS cell functional subgroups, as put forward by earlier studies (Cardin et al., 2009; Galarreta and Hestrin, 1999; Gibson et al., 1999; Isaacson and Scanziani, 2011; Swadlow et al., 1998) . Cooperation of distributed and synchronized networks of FS cell subgroups, i.e., coherent groups of several FS cells with similar spectral properties in their output, could explain why we detect high-gamma and ripple band oscillations in spindle cycles with and without spikes juxtacellular to particular members of FS cell subgroups.
Simultaneously ongoing or nested oscillations are characteristic of the operation of cortical networks and were suggested to be instrumental in several forms of higher-order cognitive processes (Buzsá ki and Draguhn, 2004; McBain and Fisahn, 2001; Salinas and Sejnowski, 2001; Singer and Gray, 1995; Steriade, 2000) . To our knowledge, the precision revealed here at which the trough of high-gamma and the peak of ripple band oscillations are timed to the trough of the ongoing spindle is unprecedented in phasephase coupling between oscillations of different frequencies. Sharply tuned firing of spindle ripple and spindle high-gamma cells riding on subsequent peaks of the juxtacellularly recorded field potential could maintain population synchronization through fast GABA A receptor-mediated output combined with pyramidal cell recruitment for a couple of subsequent cycles at these frequencies (Stark et al., , 2015 . However, the onset and offset of highgamma and ripple band events prior to and after the trough of spindles speculatively require additional thalamocortical mechanisms, suggested to recruit different interneurons with variable latencies (Cruikshank et al., 2010; Swadlow, 2003) and presumably intracortical processes, like autaptic basket cell connections and reciprocal synaptic coupling within and outside the population of FS cells (Bacci and Huguenard, 2006; Cruikshank et al., 2010) . Neuron populations of transient neocortical high-frequency network events around spindle troughs might serve as successive temporal references for sorting and consolidating information arriving through long-range connections from other brain areas (Peyrache et al., 2011) . This process might be particularly effective for temporally structured epochs such as hippocampal ripples, which could be time mapped and sorted according to neocortical rhythms of similar frequency through a scenario repeated at intervals generated by the undergoing spindle oscillations.
EXPERIMENTAL PROCEDURES
All experimental protocols and procedures were performed according to the European Communities Council Directives of 1986 (86/609/EEC) and 2003 (2003/65/CE) for animal research and were approved by the Ethics Committee of the University of Szeged. Male rats (300-500 g, RRID: RGD_2312511) were pre-anesthetized with a ketamine/xylasine mixture (70 mg/8 mg/kg) and placed into a stereotaxic frame. Unilateral craniotomies of 2.3 mm diameter were performed above left or right parietal (anteroposterior [AP], -3.8-4.2 mm; mediolateral [ML], 2.2-2.5 mm; 31 animals) or secondary motor cortex (AP, +1.7-+2.2 mm; ML, 0.8-1.0 mm; 4 animals) under isoflurane anesthesia (0.6%-0.8% at the first hour and 1.2%-1.5% later) and constant monitoring of body temperature (37 C). In order to protect the area of surgical interventions from active tissue regrowth, we applied 0.01% Mitomicin (Sigma) to the intact dura mater up to 10 min and covered the site of craniotomy with drops of 1.5%-2% agar. A holding platform for the pipette microdrive assembly, including a chamber (inner diameter [ID] , 4 mm; height [H], 2 mm), was attached to the skull above the agar-coated hole with phosphate cement and further enforced with acrylic cement (Korshunov, 1995 (Korshunov, , 2006 . The chamber was filled with agar and covered with a cup to avoid drying. Reference and grounding electrodes soldered to male 0.05 inch pins (50 mm NiCr formwar insulation and 150 mm PtIr bare wires, respectively) were implanted onto the contralateral hemisphere. Post-surgical recovery was combined with adaptation to the experimental recording situation 4-5 consecutive days following the operation. Animals were moved to a recording theater (40 3 40 3 27 cm, W 3 D 3 H, respectively) with bedding on its floor and ad libitum water and food supply. The recording theater was placed in an acoustically isolated and electrically shielded room (150 3 150 3 220 cm, W 3 D 3 H, respectively). The animals spent 2 3 4-5 hr per day in the experimental theater to develop a daytime routine. When moving the animals in a shuttle box in between their home cages and the experimental theater, the area of surgery was cleaned and filled with agar every day. Sessions of drug-free installation and usage of the microdrive assembly (without electrodes) imitating real experiments began on the third day of training. This included episodes in which the experimenter approached sleeping animals and made small steps with microdrive manually (resolution 350 mm/turn). When animals learned to tolerate the periodic short presence of experimenters near the experimental cage without movement in their sleep while manipulating the microdrives (on the 5th-6th post-operative day), juxtacellular experiments were started. Installation of the experimental assembly is shown in Movie S1.
Thick-walled borosilicate (A-M Systems, Sutter, outer diameter [OD], 1.0 mm; ID, 58 mm) capillaries were used to produce micropipettes of alternating taper morphology (taper length 5-10 mm) capable of penetrating the dura mater with electrode tips suitable for juxtacellular recordings. Pipettes were filled with 0.5 M NaCl containing 2% neurobiotin (Vector), had resistances between 7 and 12 MU, and were advanced by microdrives, as described previously (Korshunov, 1995) . Juxtacellular labeling (Pinault, 1996) was performed by injecting positive current pulses (0.5-18 nAm; 150-250 ms). Sharpened tungsten electrodes (1.0-1.5 MU, FHC) were advanced by a second, ultraminiature microdrive (Korshunov, 2006) at an angle of 7 to approach the juxtacellular pipette to achieve a recording distance of 250-500 mm in n = 15 animals. Wideband signals from preamplifiers (ELC-MINI-DIFF-2, NPI Electronic; unity gain) were amplified (31,000), filtered (1 Hz-5 kHz), and processed (CED1403Power3) for offline analysis in Spike2 and custom-made scripts in MATLAB 2013a. In n = 3 additional animals, the tungsten electrode was advanced to the dorsal CA1 (AP, 3.0-3.5; ML, 1.8-2.3) above the pyramid layer to record sharp-wave ripples in parallel with cortical spindles. A camera (640 3 480 resolution) was mounted above the experimental theater to monitor the behavior. Behavioral states were defined offline by identifying awake and sleep epochs based on video recordings. Active awake periods were defined based on exploration of the recording theater, self-cleaning behavior, or consumption of food and short awake states in resting position before the sleep periods when animals occupied the preferred corner. Sleep was characterized by a curled-up or ball posture with eyes closed. In addition, we used a headstage with LEDs and an accelerometer that generated voltage deflections during movements in n = 6 animals. The SWS was characterized by slow-wave activity with occasional k-complexes or slow waves/k-complexes interchanging with spindle episodes (Figures 1 and S1 ). The REM sleep was characterized by rhythmic activity at the theta band (6-12 Hz) in the cortical local field potential.
After transcardial perfusion (4% paraformaldehyde, 15% v/v saturated picric acid, and 0.05% glutaraldehyde in 0.1 M phosphate buffer [PB]), brains were postfixed overnight and stored in 0.1 M PB with 0.05% sodium azide (PBAz) at 4 C. Coronal sections (50-70 mm; Leica VT 1000S vibratome) were either permeabilized in Tris-buffered saline (TBS) with 0.1% Triton X-100 (Tx) or subjected to freeze-thaw over liquid nitrogen after cryoprotecting in 20% sucrose. The sections were incubated in Streptavidin-conjugated AlexaFluor 488 (1:1,000; Molecular Probes) in TBS or TBS-Tx for 2 hr at room temperature (RT) or overnight at 4 C. Parvalbumin immunoreactivity of neurobiotin-labeled cells was tested using goat anti-parvalbumin (1:5,000; Swant) and mouse-anti parvalbumin (1:2,000; Swant) primary antibodies, and co-localization was checked with an Olympus FV1000 confocal microscope. For analysis and 3D reconstructions, sections were incubated in 1:100 avidin-biotinylated peroxidase complex (ABC; Vectastain ABC Elite kit, Vector Laboratories) in TBS for 1-3 days at 4 C and in a 0.5 mg/mL diaminobenzidine (DAB; Electron Microscopy Sciences) solution containing glucose, ammonium chloride, and nickel ammonium sulfate in 0.1 M PB for 15 min. After 15 min, 0.5% glucose oxidase was added to generate H 2 O 2 for the oxidation of DAB by horseradish peroxidase. After 40 min, sections were treated with osmium tetroxide in 0.1 M PB for 1 hr and uranyl acetate in distilled water for 25 min. After dehydration (50% -100% ethanol), sections were mounted in resin (Durcupan; Sigma-Aldrich). Three-dimensional light microscopic reconstructions were performed using Neurolucida 8.23 (MBF Bioscience) with 1003 objective. Data analysis was performed using routines written in MATLAB 2013a (MathWorks). Wideband recordings (sampled at 40 Khz) from juxtaposition were downsampled by 8, low-pass filtered by forward-backward-zero-phase finite impulse response (FIR) filters (4-20 Hz and 4-120 Hz), and used for automatic spindle trough detection (Gardner et al., 2013) with Bayesian despiking algorithm (Zanos et al., 2011) and manual post-correction. We applied CircStat toolbox for MATLAB for analyzing spindle phase relatedness. To decide if there was any phase preference in the spindle wave, we calculated the resultant mean vector's direction and length and the circular variance for the binned data. The population (n = 21) MVD and the dispersion around the mean (DAM) were calculated for the mean vectors of FS cells. Then a unimodal von Mises distribution was generated with parameters m = MVD and k = 1/DAM. The same number (n = 21) of samples had been drawn from this distribution, and then it was compared to the original distribution of MVDs with Kuiper's twosample test. The Kuiper's test hypothesis was rejected if p > 0.05. This process was iterated 1,000 times. Kernel smoothing was applied with a significance level of p > 0.99 (one-sample Kolmogorov-Smirnov test) to estimate the probability density function (PDF) of firing activity of each FS cell and the PDF of the cumulative firing of layer II and III pyramidal cells in time windows around spindle troughs (± 25 ms) and we searched for the local maxima of this estimated density function for determining the number and timing of peaks. For correlations between the firing of neurons and juxtacellularly recorded local field potentials, the resultant PDFs were filtered with a bandpass FIR filter between 80 and 140 Hz and 180 and 250 Hz, and then Pearson correlation coefficient was calculated between filtered PDF signals and the averaged juxtacellularly recorded local field potentials filtered between 80 and 140 Hz (spindle high gamma) and 180 and 250 Hz (spindle ripple). For calculating p values, we used surrogate data testing with random shuffle generation of 1,000 surrogate data by random permutations of the original firing distributions for each cell group.
Peri-spindle trough time histograms (PSTHs) were constructed using a bin width of 0.78 ms for all cell classes. The timing of action potentials relative to spindle troughs in SWS was based on >250 troughs for each FS cell (n = 21; 993.86 ± 512.5 troughs) and >500 troughs for pyramidal cells (n = 28, 1,122 ± 514 troughs). A grand average of the mean PSTHs was calculated by pooling individual PSTHs in a given cell group. Phase-amplitude coupling analysis was based on wide band signals recorded juxtacellular to pyramidal cells, which were bandpass filtered between 6 and 20 Hz for spindle phase estimation with Hilbert transformation, and 75-130 Hz and 180-250 Hz for the high-gamma and ripple band, respectively, for amplitude estimation. High-gamma and ripple amplitudes were averaged degree by degree, covering all phases of spindle cycles. We divided these values with the sum of all values to get a normalized average amplitude for a cell. To describe the strength of the phase-amplitude coupling, the modulation index (MI) was calculated based on Kullback-Leibler divergence. A surrogate test was performed on the dataset for significance levels: amplitude values were randomly shuffled multiple times, followed by the calculation of the MI from the shuffled data. The distribution of the MI of the randomized series showed that the significance threshold was below our experimental MI results. Time-frequency analysis of spindle, high-gamma, and ripple band components was used through continuous Morlet-wavelet transformation. Wavelet power was calculated as squared absolute values of wavelet coefficients, and wavelet power was normalized (using its own z score for the analysis of the spindle and using a baseline for the analysis of the near-trough episodes) to remove the 1/f nature of the spectral power.
Group results are given as mean ± SEM with individual mean data plotted unless stated otherwise. Statistical analysis was performed using MATLAB or SPSS 15.0 considering p < 0.05 as statistically significant.
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