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ABSTRACT
The development for accurate and efficient empirical potential models requires years of efforts
and is highly intuitional. This study provides an automated, quantitative algorithm to find
the optimal empirical potential model for a pre-determined testing set of desired structure
properties. We employ Bayesian sampling technique to estimate the errors for the structural
property functions in the testing set. We provide the first analytical derivations of how
modifications in the fitting database affect the testing set errors. A new binary modified
embedded-atom method functional form is developed for Ti-O interactions where O is in the
dilute limit. The optimal Ti-O potential are tested against a variety of structure properties
to verify the transferability of the potential. We propose and optimize two types of objective
functions which measures the transferability in the testing set. One aims to minimize the
relative errors of different fitting databases for the testing set, and the other uses the logistic
function in classification regression analysis to categorize the prediction errors in the testing
set into good and bad ones. We develop a parallelized genetic algorithm to efficiently evaluate
the objective function and perform global search for the optimal empirical potential model.
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CHAPTER 1
INTRODUCTION
This work develops a new algorithm to automate the empirical potential fitting process
quantitatively and optimize Ti-O potentials for O in the dilute limit. Oxygen affects the
mechanical behavior of Ti alloys, which makes the research on O-Ti interaction important
for designing and controlling the properties of new Ti alloys. Empirical potentials describe
interactions between atoms in classical molecular dynamics (MD) and Monte Carlo (MC)
simulations, which are beyond the time and length scales of first principle calculations such
as density-functional theory (DFT). The parameters in the potentials are fit to a variety of
DFT calculations. We first introduce the general topic of empirical potentials. Then the
oxygen interaction with Ti is discussed. Finally, we outlines the procedure of developing the
algorithm and the new Ti-O potentials in the work.
1.1 Empirical Potentials
Atomic-scale simulations have the capability to predict the properties of defect structures
that are often inaccessible by experimental techniques[1–8]. These predictions require accu-
rate and efficient calculations of energies and forces on atomic configurations that sample
a variety of atomic environments, and represent different bonding configurations. Accurate
quantum mechanical calculations, such as DFT, provide “true” predictions over a wide vari-
ety of materials properties. However, DFT can only be extended to at most a few thousand
atoms despite of the rapid growth in the power of parallel supercomputing. For properties
which require large simulation systems and long simulation times, DFT normally computes
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the desired properties in surrogate systems and predicts the behavior for the larger scale
systems. Empirical interatomic potentials offer efficient calculations of energies and energy
derivatives, which give access to systems with millions of atoms evolving up to microseconds.
Empirical interatomic potentials offer increased computational efficiency with reduced ac-
curacy for classical MD and MC simulations. Without direct transferable derivations of inter-
atomic potentials from quantum mechanical methods, empirical interatomic potential mod-
eling approximates quantum mechanical methods with different potential functional forms.
Pair potentials such as Lennard-Jones are proven to be successful for noble gases[9, 10].
Embedded atom method (EAM)[11] and modified embedded atom method (MEAM)[12]
provide functional forms to describe many-body interactions, which describes metallic sys-
tems better than pair-wise interaction models. MEAM potentials extend the EAM functional
form to include explicit three-body terms, which gives greater flexibility of the model for
bond-bending interactions, which is proven successful for transition metal systems. The
potential fitting community has proposed a variety of functional forms for empirical poten-
tials, including EAM, MEAM and charged-optimized many-body potential (COMB)[13, 14].
There have been multiple implementations of different potential functional forms for var-
ious materials[7, 15–21]. Even for the same type of materials, such as Cu[7, 22, 23] and
Si[12, 15, 24–26], different empirical interatomic potential models are proposed for applica-
tions with different applicable scope.
Advanced techniques to optimize the potential parameters, such as the force-matching
method[27], relies on a weighted least-squares regression to a fitting database of experimen-
tal or quantum mechanical calculation data. In force-matching, a fitting database includes
quantum mechanical force calculations for diverse atomic environments to obtain realistic
empirical potential models. To study the transferability of the empirical potential model,
Frederiksen et al. applied Bayesian statistics to empirical interatomic potential models: in-
stead of using the best fit, an ensemble of neighboring parameter sets reveals the flexibility
of the model[28]. They show that the standard deviation of the potential predictions is a
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good estimate of the true error. However, even with these advances, the determination of
empirical interatomic potentials relies on the selection and weighting of a fitting database
without a clear, quantitative guide for the impact on predictions.
1.2 Oxygen in Titanium
Titanium alloys have good strength to weight ratio, high toughness, high melting temper-
ature, and excellent corrosion resistance, which make them promising candidates for many
structural applications especially in aerospace and aviation[29]. Titanium is polymorphic
with hexagonal closed-packed (HCP) α-phase as the low temperature ground state struc-
tures. HCP transforms into the body-centered cubic β-phase at 1155K. The lattice param-
eters of the HCP Ti for the basal and c-axis are a = 2.95A˚ and c = 4.68A˚. The c/a ratio is
1.588, which is lower than the ideal value for a perfect HCP lattice, 1.633.
Titanium has high reactivity with oxygen, which affects the mechanical behavior of Ti al-
loys. The introduction of O in Ti increases the yield strength but reduces the ductility[30, 31].
Fig. 1.1 represents the experiments results of the effect of oxygen on several mechanical prop-
erties of Ti. The presence of O causes a strength increase for the Ti alloys but to the detri-
ment of ductility. The high solid solubility (up to about 33 at.%) of O in HCP Ti also makes
controlling O concentration the key in designing Ti alloys with desired properties[32]. Nu-
merous effort on understanding the mechanism of O interaction with Ti have been employed
in experiments. Oberson et al. used TEM and crystallographic models to attribute the me-
chanical behavior change to the oxygen interstitials impeding (101¯2) Ti twin growth[33, 34].
Very recent in-situ transmission electron microscopy compression tests on Ti nanopillars
with different O concentrations suggest that the strengthen increase comes from a strong
interaction between the O interstitial atoms and the screw dislocation core[35]. Studying
the oxygen interaction with Ti attracts major attention in computational materials science
using quantum mechanical methods.
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Figure 1.1: The change of mechanical behavior of Ti with O concentration. The tensile
strength increases with O content but the ductility decreases[36].
Various first principle Ti-O calculations are made possible in the recent decades. DFT
calculations have found three stable O interstitial sites in HCP Ti, which has been used to
study O diffusion in Ti and other HCP metals[37, 38]. Although first principle are available
for Ti screw dislocations[39], due to the complexity of O in Ti screw dislocation core, few
calculations have been possible. Stacking faults appeared in the dislocations are used as
surrogates to mimic the behavior of O near the dislocation core. The DFT calculations
show that the presence of O increases the (101¯0) prismatic stacking fault energy[40] and
decreases the Ti basal stacking fault energy[41]. Ghazisaeidi and Trinkle also investigated the
interaction of O with the (101¯2) Ti twin boundary using DFT. They showed that the oxygen
interstitial sites at the twin boundary have both attractive and repulsive interactions[40].
MD simulations, such as O diffusion near Ti dislocations or twin boundaries, require efficient
and accurate empirical potentials to describe O interaction with Ti when O is in the dilute
limit.
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1.3 Research Scope
In the following chapters, a new algorithm to automate the empirical potential fitting process
is developed. Chapter 2 starts with the basics of interatomic empirical potential models,
which are parametrized potential energy functions that depend on the chemical identities
and the spatial coordinates of the atoms. The three relevant empirical potential models,
Lennard-Jones, EAM and MEAM are described in detail. Finally, we discuss the con-
ventional empirical potential fitting process and the major difficulties in the conventional
potential fitting process.
Chapter 3 leads with the introduction to Bayesian statistical modeling and Bayesian
sampling technique. We mathematically define the empirical potential fitting process and
derive the derivative of the Bayesian errors with respect to the relative weights in the fitting
database. The database optimization algorithm for empirical potentials are proposed. We
then demonstrate the availability of the model using a simple Lennard-Jones potential fitting
of Ti.
Chapter 4 optimizes the binary Ti-O MEAM potential where O is in the dilute limit
using the database optimization algorithm. We propose a new binary MEAM potential
functional form using the embedded atom method idea to determine a new set of indices
for the cubic-spline functions. We fit a Ti-O binary MEAM potential from a DFT fitting
database of O interstitial sites in HCP Ti and the transition states between the three in-
terstitial sites. We test the potential for NEB calculations of O interstitials in HCP Ti, O
in the prismatic stacking fault of HCP Ti and O near Ti screw dislocation. The new Ti-O
MEAM potential can accurately describe the Ti-O interactions for O in Ti lattice and lattice
faults. We propose a new logistic type of objective function which quantitatively measures
how one evaluates the prediction of the empirical potentials. A paralleled genetic algorithm
is proposed to perform efficient global search of the optimal weights in the fitting database.
Chapter 5 summarizes the results of the thesis and discusses possible limitations, further
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applications and improvements of this study. The algorithm is applicable for any poten-
tial fitting process and the applicable scope can extend beyond simple energy and forces
evaluations with available corresponding modules for the testing set entries. The database
optimization algorithm can also connect with the new structure search algorithm to perform
an on-the-fly empirical potential fitting.
Appendix A contains mathematical details for the cubic spline-based empirical potentials.
We introduce the cubic splines and its applications in empirical potential fitting. A detailed
derivation for MEAM potential forces is included for future reference in Appendix B.
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CHAPTER 2
EMPIRICAL POTENTIALS
Accurate empirical potential models are the key to performing accurate and computationally
efficient classical molecular dynamics and Monte Carlo simulations. This chapter provides
a brief introduction to the empirical interatomic potentials modeling. Three relevant poten-
tial models and the conventional potential fitting process will be discussed in the following
chapters. Although new development about non-linear, non-parametric potentials such as
neural network potentials[42] and gaussian approximation potentials[43] are available, the
transferability of these potentials to Ti interaction with O is unknown. The discussion of
potential fitting below focuses on non-linear parametrized potential functional forms, which
are proven to be successful on modeling the interactions of transition metals. Other empir-
ical potential applications to metals, semiconductors, molecules and biological systems are
found in Refs. [7, 13, 14, 21, 44–50].
2.1 Introduction
First principle methods such as DFT have been very successful in predicting accurate mate-
rials properties for complex systems including atoms, molecules and systems with defects[51–
56]. The growing power of supercomputers extends the applicable scope of the first principle
methods to a few thousand atoms. However, there are still issues regarding the size of the
system or the time-scale that are required in simulations, which are beyond the reach of
DFT. The computational time of DFT scales as the cubic power of the size of the system,
which makes the computational resources demand escalate with the size of the simulation.
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Many processes in materials, such as diffusion, plastic deformation and phase transforma-
tions, require a large number of atoms (millions of atoms) or need statistical average over
many atomic events. The simulations of these processes are beyond the current available
length and time scale of DFT. Computationally efficient methods allowing fast calculations
of the total energies and forces for simulation systems containing millions of atoms and
running for hundreds of nanoseconds are needed.
Classical molecular dynamics (MD) simulations is used to study the dynamics of an
ensemble of interacting atoms or particles[9, 57–61]. The atoms apply forces on each other
and the system evolves following classical mechanics. The MD simulations require a large
number of force evaluations for each atom and the total energy of the system. At each
time step during the simulation, the interatomic potentials represent the total energy of the
system, Etot, as a function of the positions of all the atoms. Newtonian forces, Fi, on each
atom i are calculated as the coordinate derivatives of the total energy,
Fi = −∂Etot({Ri})
∂Ri
, (2.1)
where Ri is the vector of atom i in space. The positions and velocities of the atoms are
updated using integrator algorithm such as Verlet algorithm[59], and the forces are calculated
using the new atomic positions.
Empirical potentials parametrize the interactions between atoms using simple functions
of the positions of the atoms and the type of the atoms. In atomic-scale simulations, a
structure α consists of N atoms with chemical identities χi at positions Ri: α = {(Ri, χi)},
where i = 1 . . . N . Empirical interatomic potentials representation of the total energy of
a structure is a set of nonlinear functions of atomic positions, described by a potential
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parameter set θ, where
Eα(θ) ≡ E({(Ri, χi)}; θ) = 1
2!
∑
ij
V
χiχj
2 (Ri −Rj; θ)
+
1
3!
∑
ijk
V
χiχjχk
3 (Ri −Rj,Rj −Rk; θ) + · · · , (2.2)
for interatomic potential functions V χ1...χkM betweenM atoms of chemical identity {χ1, . . . , χk}.
For computational efficiency, one truncates the expansion and parametrizes all the remain-
ing terms using analytic functions such as cubic splines. Therefore, the calculations of Etot
and Fi does not involve quantum mechanical calculations, and there exists simple and fast
numerical routines to evaluate those quantities. A fitting process is then employed and finds
the optimal set of parameters which gives the best possible predictions for a set of desired
materials properties known from either first principle calculations or experiments. The de-
tail of the fitting process is discussed in Sect. 2.3. A general empirical interatomic potential
that reproduces all DFT energy calculations accurately is computational intractable, since it
would require a large number of many-body terms. Rather, we are interested in simpler po-
tentials that provide accurate results for a smaller domain of atomic configurations including
perfect crystals and defect structures under various thermodynamic conditions. The empiri-
cal potentials can not only depend on the atomic positions but also depend on the functions
of atomic positions, such as embedded atom method (EAM) and modified embedded atom
method (MEAM) potentials in Sect. 2.2.
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2.2 Different empirical potentials
2.2.1 Lennard-Jones Potential
Fig. 2.1 shows one of the simplest empirical potentials, the Lennard-Jones (LJ) potential[62].
The LJ potential includes a short-ranged repulsive term and a long-ranged attractive term:
V2(r) = 4
[
σ12
r12
− σ
6
r6
]
, (2.3)
where σ and  are the potential parameters determined by the potential fitting process.
The repulsive interaction is to obey the Pauli exclusion principle, and the r−6 relation is
obtained by calculating the interactions of two induced dipoles on closed-shell atoms using
perturbation theory. The attractive interaction r−12 does not have theoretical justification
and is introduced because of computational efficiency—it is the square of the repulsive term.
Since the noble gas element are closed-shell atoms with attractive forces from dipole-dipole
interactions, the Lennard-Jones potential accurately reproduce the materials properties of
noble gas elements, especially for Ar[59]. Other works regarding the Lennard-Jones potential
is in Refs. [10, 63–66]. However, pair potentials like Lennard-Jones potentials cannot model
metals or semiconductors due to the lack of many-body terms, which require more complex
potential functional forms.
2.2.2 Embedded-atom Method Potentials
Embedded-atom method potentials developed by Daw and Baskes[1, 11, 22, 67] incorporate
not only pair interactions and also approximate a many-body interaction term, thus pro-
viding a much improved description of the metallic systems. The many-body interaction
is the “embedding energy”, which comes from a corollary of effective medium theory stat-
ing that the energy required to embed an impurity atom in a system is a functional of the
electronic density of the host system before the impurity is introduced[68, 69]. The EAM
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Figure 2.1: The schematic of the Lennard-Jones potential. The potential is attractive in long
range and repulsive in short range. The minimum is at 6
√
2σ. Many other pair potentials
possess the similar shape of Lennard-Jones potential.
method treats each individual atom as an impurity in a host system consisting of all the
other atoms. The schematic of the embedded atom method is shown in Fig. 2.2. The total
energy of the system includes the pair interaction and the embedding function contribution,
Etot =
∑
i<j
φij(rij) +
∑
i
Ui(ni), (2.4)
where φij(r) is the pair interaction between atoms i and j, and rij = |ri − rj|, indicating
the distance between the two atoms. The embedding energy Ui(ni) is a function of the local
host electron density ni at atom i, and the local density ni at atom i is the sum of all the
contributions from the other atoms,
ni =
∑
j 6=i
ρj(rij), (2.5)
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Figure 2.3: The embedded-atom method views the potential energy of a system V EAMtot
as a sum of energy contributions VI associated with embedding atom I in a host system
made of the other atoms. VI is the approximation to FZ,rI given in Eqn. 2.28 in the
text.
where the αSI are arbitrary constants. This indicates that contributions to the pair
energy can be transferred to the embedding energy without aﬀecting the total energy
of the system. The pair and embedding terms must therefore be taken together for
the potential to have physical meaning. EAM potentials are also invariant under the
transformations
ρSI (rIJ)→ βρSI (rIJ),
FSI (nI)→ FSI (nI/β), (2.32)
where β is an arbitrary constant. This means that the density units are arbitrary.
These transformations lead to a large number of potentials with diﬀerent functional
forms but identical physics. This degeneracy can be lifted by imposing constraints
on the densities and embedding functions [87]. A common choice is to scale the
densities functions ρSI such that the local density nI is confined to a given range
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Figure 2.2: The schematic of the embedded energy. The total energy of EAM potential is a
sum of energy contributions Vi corresponding to atom i in a host system made of the other
atoms[70].
where ρj(r) is the electron density function of atom j. All the functions are dependent on the
atomic species. One can choose either analytic functions or cubic splines to represent the pair
interactions, the embedding energy and the electron density functions. The electron density
functions do not represent the actual electronic density of atom i due to flexibility issues1.
There is no direct physical intuitions to tie the parameters to actual physical quantities2.
Therefore, the potential fitting can only be interpreted as a modeling problem with a set of
undetermined parameters[48].
An M -component EAM potential needs M(M + 1)/2 pair interaction functions φij(r),
M embedding energy functions Ui(n) and M electron density functions ρi(r). For a single
element EAM potential, one needs to fit three functions, φ(r), U(n) and ρ(r), the indices
are omitted since there is only one type of atoms. For binary system A-B, one needs
to fit seven functions φAA, φAB, φBB, UA, UB, ρA d ρB. When fitting the po entials, we
normally set a cutoff radius rcut for pair interaction and electron density functions, where
the function values and first order derivatives are forced to zero. The potential functions are
commonly tabulated at a few thousand of points and interpolated using cubic spline. The
spline coefficients are used in simulations to achieve better efficiency.
The EAM potential is invariant under certain transformations of the functions. The divi-
1The original EAM developments use the actual electronic density to build up ρi(r).
2The original EAM developments find the parameters by matching certain properties exactly.
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sion of the total energy into pair interaction energy and embedding energy is not unique[71].
The total energy is invariant under the transformations
Ui(ni)→ Ui(ni) + αini,
φij(rij)→ φij(rij)− αiρi(rij)− αjρj(rij), (2.6)
where αi are arbitrary constants. This transformation shows that the total energy of the
system remains the same with any amount of pair energy transferring to the embedding
energy. Moreover, the electron density functions can be scaled by another arbitrary factor
β while scaling the input of the corresponding embedding functions with 1/β.
ρi(r)→ βρi(r),
Ui(ni)→ Ui(ni/β), (2.7)
which indicate that the electron density has arbitrary units and the embedding function has
to be non-linear. The arbitrariness of the EAM potentials brings difficulties when fitting
and using EAM potentials. One needs to impose constraints on the density and embedding
functions to remove the degeneracy. The constraints include making sure the density range
for the embedding function is large enough for the interested configurations, rescaling the
density to a fixed range, and setting the derivatives of the embedding functions to zero at
equilibrium[48]. There has been various EAM potential implementations on a large number
of metals, which can be found in Refs. [4, 7, 12, 19–21, 72, 73].
2.2.3 Modified Embedded-atom Method Potentials
Baskes[12, 24] extends the EAM functionals by including an angular dependent density term
to describe the three-body bonding environment to build the formulation of the modified
embedded-atom method potentials. The three-body term provides a better physical descrip-
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tion of the bonds with angular information and more flexibility of the model. The original
three-body interaction used functional forms that represent different orbital character (s, p,
d, f). Lenosky et al. proposed a general angular dependence formulation with cubic spline
implementation[15]. Similar to EAM potential, the single element MEAM functional form
is
Etot =
∑
i<j
φ(rij) +
∑
i
U(ni), (2.8)
where φ(r) is the pair interaction between atoms i and j, U(ni) is the embedding energy,
and the density ni at atom i changes to,
ni =
∑
j 6=i
ρ(rij) +
∑
j<k,
j,k 6=i
f(rij)f(rik)g(cos θjik), (2.9)
where f(rij) and g(cos θjik) are the new functions to model the three-body interactions, and
θjik is the bond angle between atoms j, i, and k, centered on i. All five functions are cubic
splines, where the spline knot point values are the potential parameters. The spline-based
form is more flexible than the analytic functions and provides more computational efficiency.
The M -component MEAM potential is not yet universally agreed by the community. We
propose the functional forms as following:
Etot =
∑
i<j
φij(rij) +
∑
i
Ui(ni), (2.10)
where φij(r) is the pair interaction between atoms i and j, Ui(ni) is the embedding energy,
and the density ni at atom i is,
ni =
∑
j 6=i
ρj(rij) +
∑
j<k,
j,k 6=i
fj(rij)fk(rik)gjk(cos θjik). (2.11)
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We employ the same of the “impurity” atom idea when considering the three-body density
contribution. Since the density of the impurity atom is determined by the host atoms
before the introduction of the impurity atom, the f and g functions should not depend on
the impurity atom itself. Therefore the three-body density contribution for atom i should
not depend on the index of itself. Using this new multi-component MEAM formulation,
an M -component system will have M(M + 1)/2 pair interaction functions, M embedding
function, M electron density function, M f functions and M(M + 1)/2 g functions. The
MEAM potential reduces to an EAM potential if the angular dependent functions are zero,
i.e. f = 0 or g = 0. The MEAM potential reduces to a 3-body potential if ρ = 0 and
U(n) = n.
Baskes et al. apply the origin form of MEAM to semiconductors[2, 24, 74], BCC and
FCC metals[2, 75, 76], HCP metals[77] and binary alloy systems[2]. Lenosky et al. built
the first spline-based MEAM potential of Si. Successful spline-based MEAM potential have
been developed for Ti[16], Mo[17] and the BCC refractory metals V, Nb, Ta, Mo, and W[70].
A very recent analytical MEAM Ti-O potential was developed by Joost et al. to study the
property of titanium oxides[78].
The MEAM potentials also have total energy invariance property similar to the EAM
potentials. The two transformations below maintain the total energy of the system[71]:
ρi(rij)→ αiρi(rij),
gjk(cos θjik)→ αigjk(cos θjik),
Ui(ni)→ Ui(ni/αi), (2.12)
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as well as
fj(rij)→ βifj(rij),
gjk(cos θjik)→ 1
β2i
gjk(cos θjik). (2.13)
Since a MEAM potential has more functions to fit, the non-linear regression of the potential
fitting is more challenging.
2.3 Potential fitting process
Empirical potential models are designed to reproduce the materials properties predicted by
DFT or experiments efficiently. A review of a widely use package potfit can be found in Ref.
[79]. The process starts with a fitting database of target materials properties and a testing
set of desired materials properties. Weighted least square minimization finds the best set of
parameters for the target function and evaluate the potential prediction performance against
the testing set. If the results are not satisfying, several modifications can be made and one
would repeat the fitting until the potential is transferable among the testing set entries. The
conventional potential fitting process often relies on hand-tuning and intuition. We would
like to modify the conventional fitting process and quantitatively measure the performance
of an empirical potential model. Below we discuss the significant pieces during the fitting
process to prepare for a mathematical description of the process in the next chapter.
The most prominent materials properties are the total energy of a structure α defined in
Eqn. (2.2) and the forces on each atom defined in Eqn. (2.1). Besides energies and forces,
empirical potentials can compute quantities related to energies and their derivatives such
as lattice constants, defect formation energies, and elastic constants. We define a structure
property Aα as a measurable quantity that depends on the energy and energy derivatives
with respect to position of a structure α. One can evaluate the value for a structure property
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using DFT, experiments, or empirical potentials. The structure property function Aα(θ) is
the potential prediction for the structure property as a function of the potential parameters,
and is highly nonlinear in the parameters θ.
The fitting database includes a set of structures with corresponding structure properties
of interest. In this work, we use the force-matching method[27] to build the potentials
based on a set of accurate DFT calculations of energies, forces and stresses for a variety
of atomic configurations. Each entry in the fitting database also has a relative weight
showing the relative importance of that entry. We impose the trivial constraint that the
sum of all the weights are equal to one, as only relative weight values are important. The
potential parameters are obtained by minimizing the weighted least squared errors in the
fitting database. The basic assumption for potential fitting is that if a potential is able to
provide reasonable predictions of energies and forces over a variety of atomic configurations,
one expects the potential model to perform well for configurations that contain similar
atomic environments. Therefore, the selection of the fitting database structures requires
careful treatment but there is not a widely-accepted routine to find the optimal set of
the fitting database structures. The structure search algorithm[80–83] and new algorithms
embedded with machine learning techniques [43, 84–86] propose definitions for the distance
between two atomic configurations. Such definition measure the correlation between the
structures and hence is promising to combine with the potential fitting process to generate
“more probable” fitting data for the empirical potential modeling. In the next chapter, we
will expand on our database optimization algorithm of selecting an optimal fitting database
based on a specific testing set using Bayesian sampling.
The testing set includes a set of structures with desired structure properties that one
expect the potential to accurately predict. Unlike the fitting database, the entries in the
testing set do not have relative weights. The common choice of the testing set structures
are structures that is not in the fitting database but have similar atomic environment which
the potential is designed to be transferable among those structure properties. The potential
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performance of the structure properties in the testing set is to guide the modifications in
the fitting database. The first few attempts of the optimal potential parameters normally
have less accurate predictions in the testing set. One may consider three operations on the
fitting database to improve the performance of the empirical potential: (1) Tuning: modify
the relative weights in the fitting database, (2) Adding: add new structures to the fitting
database, or (3) Removing: remove structures from the fitting database. With the new setup
in the fitting database, one would redo the non-linear weighted least-square fitting and ex-
amine the improvement of potential transferability, and repeat the circuit until the potential
predictions in the testing set is acceptable. If the potential remains untransferable for the
testing set structures, one may either reduce the transferability demands, i.e. remove some
structures from the testing set, increase the transferability by removing some structures in
the testing set and adding those into the fitting database, or change the potential functional
form to allow more degrees of freedom for the model.
The transferability of potential models is a measure of the availability of the potential
to predict structure properties. No practical mathematical definition is available for this
concept. The practical approach to measure the transferability of the empirical potential
model is to calculate the errors of the predictions of the potential against the entries in the
testing set. If the majority of the errors are below the pre-determined thresholds, one would
consider the potential is transferable. Different structural property functions have different
threshold values. For example, potentials normally have smaller errors predicting the total
energy of a structure than the forces on each atom. We choose 0.05 eV for energy tolerance
and 0.5 eV/A˚ for the square root of the sum squared force errors. The idea of threshold
values play an important role in our database optimization algorithm to quantify how good
is a prediction of the empirical potential.
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2.4 Conclusion
The goal of the potential optimization is to find a set of potential parameters that pro-
vide accurate structure property predictions for a wide domain of structures. Potentials are
optimized against a fitting database: a weighted set of structure property values for the
potential to reproduce through structure property functions. This requires nonlinear opti-
mization to find the “best parameters.” These best parameters are tested against a different
set of structure properties (the testing set) to determine the transferability of the empirical
potential. If the potential predictions are unsatisfactory—which is quite common at the
start of potential optimization—manual modifications are made to the fitting database to
improve potential transferability: adding and removing structure property values, or tuning
the weights. With the modified fitting database, one would optimize the parameters and
examine the structure property predictions in the testing set. This circuit repeats until
the differences of the structure property predictions and the structure property values are
acceptable, i.e. the potential prediction errors in the testing set are below error thresholds.
The empirical modifications mentioned above require manually tuning the fitting database
and numerous trial and error processes. Moreover, due to little quantitative understandings
on how the changes in the fitting database affect the predictions in the testing set, the major
difficulties in empirical potential fitting are how to select the data in the fitting database
and how to choose the appropriate operations on the fitting database to improve potential
transferability. The conventional development of the empirical potential modeling not only
brings unnecessary artificial bias into the potentials but also prevents the automation of
empirical potential fitting process which can make use of the growing computational power
of supercomputing. We quantify the change of the testing set predictions due to the modifi-
cation in the fitting database using Bayesian sampling technique and therefore develop the
automated potential fitting algorithm—database optimization algorithm.
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CHAPTER 3
DATABASE OPTIMIZATION
ALGORITHM FOR EMPIRICAL
POTENTIALS
The manual modifications in the empirical potential fitting process rely on intuitional con-
nections between the fitting database and testing set predictions, and preclude automation.
Normally, structure properties are chosen to sample different atomic environments, and the
weights are tuned to achieve a “balance” of errors to obtain optimal transferability of the
empirical potential. We quantify the transferability by an objective function that captures
this balance of errors in the testing set. Bayesian sampling provides a quantitative analysis
on the prediction errors change in the testing set due to the weight change in the fitting
database. We further propose an algorithm to automatically optimize the fitting database
according to the testing set. This chapter starts with an introduction to Bayesian statis-
tical modeling and Bayesian sampling technique. Following a mathematical description of
the potential fitting process for quantitative analysis and automation of empirical potential
fitting, the database optimization algorithm is proposed. We demonstrate the availability of
the model by fitting a Lennard-Jones potential of Ti.
3.1 Bayesian statistical modeling
3.1.1 Statistical modeling
In general, given a set of input and corresponding measurements {xi, yi}, one has a model
of interest, f(x), governed by some unknown parameters, θ.
yi = f(xi, θ) + i, (3.1)
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where i is a random variable which denotes the errors in measurements and modeling. One
normally refers i as noise. Further, we can assume that i is a white noise, i.e. i ∼ N(0, σi),
where σi is the standard deviation of the normal distribution. The goal of modeling is to
determine the relation f(x) from the data. In empirical potential fitting context, the input
of the model x consists various atomic configurations, the measurements y are the energies
and forces of the corresponding structures, and the model includes the functional form of the
potential, f(x), and the choice of the set of parameters, θ, which are the spline knot values.
In statistical modeling, the general problem comes down to describe the probabilities of the
unknown parameters and select the “best” model (one set of parameters). We can derive
the probabilities using Bayes’ theorem.
Bayes’ Rule relates the probability of the model given data to the probability of the data
given the model. We define the probability of generating the set of data we observe given
the model as p(data|model), the likelihood of the data given model; the probability of the
model before observing any data as p(model), the prior distribution; and the probability
of the model given the data as p(model|data), the posterior distribution. The likelihood
distribution shows the assumption about how the data is generated. The prior distribution
indicates the prior beliefs to what the model is. The posterior distribution incorporates both
the knowledge of the model and the data. Denoting the model as θ, the fitting data as F and
the likelihood function as L(F |θ), we use the Bayes’ theorem to determine the probability
of a model given the fitting data,
p(θ|F ) = L(F |θ)p(θ)
p(F )
, (3.2)
where p(F ) is the normalization factor for the posterior distribution.
Maximum likelihood estimation (MLE) is one of the most common way of determining
the best set of parameters for the model. We find the MLE θMLE by minimizing the negative-
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log of the likelihood distribution due to computational efficiency,
θMLE = arg min
θ
− ln p(θ|F ). (3.3)
We assume the errors in Eqn. (3.1) are white noises and generated independently. The
likelihood function is a multivariate normal distribution evaluated at i = yi − f(xi, θ)
L(θ, {σi}) ≡
N∏
i=1
1√
2piσ2i
exp(− 1
2σ2i
(yi − f(xi, θ))2). (3.4)
The negative-log of the likelihood function is
− lnL(θ, {σi}) = 1
2
N∑
i=1
ln |2piσi|+ 1
2
N∑
i=1
(yi − f(xi, θ))2
σ2i
. (3.5)
If we assume that σi has fixed values, maximization of the negative log-likelihood function
is equivalent to finding the least square optimization results. The standard deviations, σi,
represents our expectation of the amount of error that one prediction can have. The larger
the errors are, the smaller the contribution in the likelihood function. The weighting of the
data points can be considered as an estimate of the standard errors of each entry in the
fitting data set, wi = 1/2σ
2
i . The likelihood function for a weighted fitting data set is
L(θ, {wi}, {σi}) ∝
N∏
i=1
exp(−wi(yi − f(xi, θ))2), (3.6)
where wi is the weight for each entry in the fitting data set. General analytical solution
exists for linear models[87], but the optimization becomes extremely challenging for high-
dimensional non-linear models.
Different optimization algorithms are developed to find the MLE for the non-linear mod-
els, such as gradient descent algorithm, simulated annealing, basin hopping and genetic
algorithms. The algorithms we will use in this thesis are the gradient descent algorithms
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and genetic algorithms. Gradient descent algorithms are iterative algorithms to find local
minima satisfying the tolerance of the successive function value differences or zero gradi-
ent under certain thresholds in a given iteration steps. It is suitable for any differentiable
function. The derivatives can be calculated analytically or using finite difference methods.
The general approach of a gradient descent algorithm starts with an initial guess for the
parameters. A line minimization is performed along a specific direction (negative of the
gradient direction or the conjugate gradient direction) to find the starting point for the next
iteration[88]. The process is repeated until one of the criterion is met. In this work, we use
the gradient descent algorithms in GNU Scientific Library for C++ [89] and optimx[90, 91],
maxLik[92] and minqa[93] for a statistical language, R[94] to perform the optimizations. The
details of the genetic algorithms will be discussed in Sect. 4.2.5. It is worth mentioning that,
due to the complexity of the optimization problem, no algorithms can guarantee to find the
global minimum.
The non-linear MLE (weighted least square) approach have problems such as under-
fitting and over-fitting. The under-fitting happens when the model one proposes is too
simple with regards to the fitting data. One would observe large errors in the fitting data
or applying the best set of parameter to estimate slight deviated testing data. The over-
fitted model incorporates too much detail and therefore the best set of parameters from the
non-linear weighted least square fit can have small errors for entries in the fitting database
but produce very poor predictions for the testing set. The behaviors of over-fitting falls
into two categories: (a) Insufficient constraint for the model, e.g., ten data points for ten
model parameters and too many clusters in classification regression, (b) fitting to the noise,
e.g., the model has too much flexibility which it fits the data and also the random noise.
One approach trying to prevent over-fitting or under-fitting is k-fold cross-validations. One
splits the data into k parts and use any k − 1 parts to build up the models. The k models
can then be averaged to produce a single prediction. However, for complicated, non-linear
models such as empirical potential models, one can hardly identify whether the mode is
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over-fitting or under-fitting based on a testing set due to the difficulties in determining the
correlations of the data. We empirically determine the number of parameters for our Ti-O
MEAM potential using the radial distribution of the Ti-O distances, the density distribution
at the interstitial sites, and the angular distribution of the Ti-O-Ti bonds. The details are
in Sect. 4.2.2.
3.1.2 Bayesian methods
Bayesian statistical modeling combines the accumulated knowledge and the data to formulate
an alternative to frequentism. Not only considering one “best” set of parameters, Bayesian
statistical modeling use the whole posterior distribution p(θ|F ) to make the predictions.
Considering the modeling as a learning process, the prior represents the part where one
makes the assumptions or hypothesis before observing the data. The choice of the prior
affects the sensitivity and robustness of the model, and one should avoid conflict between
the prior and the data as well[95]. A variety of methods exist to determine the priors such
as histogram method or moment generating gaussian distributions[96]. However, we decide
to use the maximally unbiased prior distribution of a uniform distribution over a measurable
set H of allowed parameters sets,
p(θ) =
[∫
H
θ
]−1
. (3.7)
Because the parameters of the empirical potential models do not have clear correlations or
physical meanings, this prior form avoids possible bias from the spatial correlation from the
priors.
Bayesian methods can assess the probability distributions of the parameters and gives
estimations on quantities based on the ensemble of parameters sampled from the posterior
distribution. Given the posterior distribution p(θ|F ), we can use the expectation value as
the single prediction for any quantity as a function of the model parameters A(θ) and use the
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standard deviation to estimate the error of the prediction. We define the Bayesian prediction
of a function A(θ) as the conditional expectations or mean
E[A(θ)|F ] = 〈A(θ)〉F =
∫
P (θ|F )A(θ) dθ∫
P (θ|F ) dθ =
∫
H L(F |θ)A(θ)dθ∫
H L(F |θ)dθ
. (3.8)
The variance of the Bayesian prediction
varF (A(θ)) = 〈A2(θ)〉F − 〈A(θ)〉2F . (3.9)
The covariance of two functions Aα(θ) and Aβ(θ) represents the correlation between two
functions:
covF (Aα(θ), Aβ(θ)) = 〈Aα(θ)Aβ(θ)〉F − 〈Aα(θ)〉F 〈Aβ(θ)〉F . (3.10)
The quantities of interest above such as mean, variance and covariance share the same form of
expectation value of different functions where the probability distribution of random variable
θ is the posterior distribution. For a linear model, the integral in Eqn. (3.8) is analytical
solvable. However, for general non-linear models, numerical integration scheme is required to
calculate the normalization factor. For complicated high-dimensional parameter space such
as empirical potentials, the integral in Eqn. (3.8) cannot be evaluated in closed form, and
the high-dimensionality makes direct numerical quadrature converge slowly. We instead use
Markov Chain Monte Carlo (MCMC)[97] to sample the posterior distribution of the potential
parameter θ and calculate the integral in Eqn. (3.8) numerically and avoid calculating the
normalization. The sampling-based Bayesian methods provides a full density profile of the
parameter set so that the hypotheses about the parameters can be easily assessed using the
ensemble generated from the posterior distribution.
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3.1.3 Markov Chain Monte Carlo
Markov Chain Monte Carlo methods generate the ensemble of parameters from the posterior
distribution without the analytical evaluation of the normalization factor. Let θ0, θ1, . . . , θN
be the sequence of random potential parameter sets. The Markovian property gives that the
probability of a future state depends only on the preceding state,
p(θN |θ1, θ2, . . . , θN−1) = p(θN |θN−1). (3.11)
If p(θN |θN−1) is defined as a constant one-step matrix, the Markov chain converges to the
stationary distribution required, p(θ|F )[95]. In practical computational simulations, one
considers the sampling converges when there is a reasonably large number of samples. The
chain of Nsamples will contain a set of N independent samples {θn} (where Nsamples/N is
the autocorrelation length). The arithmetic average approaches the expectation value in
Eqn. (3.8) by the law of large numbers,
〈A(θ)〉F ≈ 1
N
N∑
n=1
A(θn). (3.12)
The numerical estimate of the variance is
varF (A(θ)) ≈ 1
N
N∑
n=1
(A(θn)− 〈A(θ)〉F )2, (3.13)
and the standard deviation of A(θ) is then σA =
√
varF (Aα(θ))/N . The numerical estimate
of the covariance between A(θ) and B(θ) is
covF (A(θ), B(θ)) ≈ 1
N
N∑
n=1
(A(θn)− 〈A(θ)〉F )(B(θn)− 〈B(θ)〉F ). (3.14)
The best set of parameters θMLE gives the empirical potential predictions, and the ensemble
of parameters {θn} allows the estimation of errors on those predictions. The marginal
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distribution of the parameters are also available with the whole posterior distribution, which
is the major interest for some other modeling problems, e.g., the probability of a regression
coefficients of a binary inclusion indicator for classification models. However, due to the
fact that our model parameters are the knot values of the spline functions, which do not
have the direct physical connection with the structure property predictions of the empirical
potential model, we only consider the distribution of the actual structure property function
predictions, A(θ).
The MCMC sampling technique gives the error estimation of the predictions and shows
the flexibility of the model. For high-dimensional non-linear models, the θMLE alone does not
guarantee the best predictions of the parameters. Transtrum et al. explains the sloppiness of
non-linear fitting by a hyper-ribbon structure in the parameter phase space having different
cross-section areas for different parameters[98]. The correct MCMC sampling shows the
model flexibility by providing the distributions of the whole parameter sets, which accounts
the correlation between the parameters and the huge span of sensitivity scales for individual
parameter. The variance is a good estimate of the error only when the deviation between
the mean and the true value is small, which is not applicable for models with small standard
deviations but large MLE errors. We add the penalty of the absolute errors of the mean
values and define the Bayesian error as the mean squared error of the Bayesian prediction:
〈2A(θ)〉F = |〈A(θ)〉F − A|2 + varF (A(θ)), (3.15)
where A is the true value of the corresponding entries in the fitting database. For testing set
entries which do not have true values, we replace the true values as the mean value 〈A(θ)〉T
and the Bayesian errors are the same as the variance.
We use Metropolis-Hasting algorithm[99] to generate the Monte Carlo chain. The MCMC
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chain is updated from θN to θ
∗ with probability
Accept = min
[
1,
p(θ∗|F )f(θN |θ∗)
p(θN |F )f(θ∗|θN)
]
, (3.16)
where f is the proposal jump distribution. The probability of moving to θ∗ from θN is
f(θN |θ∗), while f(θ∗|θN) is the probability of moving back from θ∗ to the original parameters.
The Metropolis-Hasting algorithm reduces to the original form developed by Metropolis
et al. [100] if the proposal jump distribution is symmetric, i.e. f(θN |θ∗) = f(θ∗|θN),
Accept = min
[
1,
p(θ∗|F )
p(θN |F )
]
. (3.17)
If the proposed new set of parameters is accepted, then θN+1 = θ
∗, otherwise, the next state
is the same as the current state, i.e. θN+1 = θN . The target posterior distribution p(θ|F )
appears in ratio form therefore the calculation of the normalization constant is not necessary.
We uses a symmetric probability distribution, a multivariate normal distribution N(0,Σ)
for f and estimate the covariance matrix in a two-step sampling routine. The proposed move
θ∗ for a normal random walk is generated as
θ∗ = θN +N(0,Σ), (3.18)
where Σ is the proposed covariance matrix for the set of parameters, which determines the
size of the jump. A shorter MCMC chain is generated using an diagonal matrix as an estimate
for Σ. The covariance matrix for the short MCMC chain is then use as an input for the actual
production MCMC run. This routine uses the shape of the parameter phase space to have
a better estimate for the covariance matrix. We also implement the Langevin random walk
scheme, which includes the local gradient information about the target posterior distribution
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to obtain better convergence of the MCMC simulation,
θ∗ = θN +N(0,Σ) + 0.5Σ1/2
∂ log p(θN |F )
∂θ
, (3.19)
where Σ1/2 is the Cholesky decomposition of the proposed covariance matrix. The Langevin
random walk algorithm converges faster and has smaller autocorrelation length when sam-
pling, but is inefficient if the gradient calculation is expensive.
The acceptance rate reflects whether the MCMC chain are well sampled from the target
posterior distribution. If the acceptance ratio is too high (we choose a threshold value of
0.7), the sampling is more likely to take place in a restricted parameter phase space which
will lead to large autocorrelation in the MCMC chain and therefore insufficient independent
samples. One can improve the sampling by making larger proposed MC steps. On the other
hand, if the acceptance ratio is too small (we choose a threshold value of 0.2), the sampling
is more likely avoid sampling outside of the high probability parameters, which results in the
same problem as the high acceptance ratio case. Similarly, one can make smaller jumps to
increase the acceptance ratio to constrain the sampling to happen near the θMLE. We repeat
sampling with scaled step size matrix if the acceptance ratio is not in the expected range.
We demonstrate the Bayesian sampling technique using a linear fitting example shown
in Fig. 3.1. We generate the 10 data points by y = 2 sinx + N(0, 0.3) and model the data
with a line. We start with equal weights for all data points and find the sole θMLE using
linear least square. We then follows the two-step sampling scheme to obtain a chain with
acceptance ratio of 0.545 and autocorrelation length of 15. The sampling verifies that θMLE
is a robust local (global) minimum with other samples distributed around the MLE.
Fig. 3.1.3 shows the marginal distribution of the two linear modeling parameters, where
the MLE is the same as the sampling mean as expected. Due to the linearity nature of
the model, the sampling mean matches the MLE exactly. For general non-linear models,
the mean value of the sample distribution will deviate from the θMLE. The distribution
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Figure 3.1: (a)Data, True values, and sampling results for linear fitting of y = 2 sinx.
The grey lines are all independent samples from the MCMC simulation. (b)Autocorrelation
function of the parameters. The autocorrelation length for the two parameters is 15.
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Figure 3.2: Distribution of linear model parameters.The MLE and the sampling mean is the
same for both parameters.
of the parameters offers an alternative to tests of hypothesis, such as p-value tests, which
is the probability under hypothesis H happening given the data. The Bayesian sampling
is more naturally suited to such probability interpolations and lead to better confidence
interval calculations. The slope has a larger standard deviation than the intercept, which
corresponds to more impact on the predictions. This agrees with the p-value test using linear
least square analysis.
3.2 Mathematical description of empirical potentials
fitting process
The fitting database F is a set {(Aα, wα)} of structure property values Aα with an associated
database entry index α and non-negative relative weight, wα ≥ 0. The finite set of structure
property values with positive weights contributes to the fitting, while structure property
values with zero weights do not. In this way, we can consider a fitting database that includes
all possible structure property values that could be taken into account for potential fitting,
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while assigning a weight of 0 to any value that is not used. Then all modifications to a fitting
database entail changes in weights: (1) tuning: modify a non-zero weight to a new non-zero
weight, (2) adding: change a zero weight to a non-zero weight, (3) removing: change a non-
zero weight to zero. The prediction error α(θ) is the 2-norm of the difference of a structure
property function and structure property value of a structure α,
α(θ) = ‖Aα(θ)− Aα‖2, (3.20)
where Aα(θ) is the potential prediction of a structure property function given parameters θ,
Aα is the structure property value from DFT or experiment and ‖ · ‖2 denotes the 2-norm
of a d-dimensional vector x
‖x‖2 =
(
d∑
m=1
|xm|2
) 1
2
. (3.21)
If we want to fit the energy of a structure α, we use the difference in energy between a
structure α and a reference structure 0,
Aα = Eα − E0. (3.22)
The energy prediction error is
α(θ) = |(Eα(θ)− E0(θ))− (Eα − E0)| . (3.23)
If we want to fit the forces on atoms of a structure α, we use a 3N vector of forces on the
N atoms. The force prediction error is
α(θ) = ‖fα(θ)− fα‖2. (3.24)
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The weighted summed squared error function for a fitting database F is
S(θ, F ) =
∑
α∈F
wα
2
α(θ). (3.25)
One minimizes S(θ, F ) in the fitting database to find the optimal parameter set of the
potential model. The testing set T is a set of structure properties Aβ with an associated
database entry index β. There are no relative weights for structures in a testing set; rather,
it represents the domain of atomic environments that one expects the empirical potential
to predict accurately. There is no requirement that the fitting database and the testing set
overlap; however, we expect that the fitting database structure property functions will often
be included in the testing set.
To compare different databases against a single testing set T , we define the “objective
function.” The objective function of the fitting database F is, given the testing set T ,
O(F |T ) =
∑
β∈T
ln t(〈2β(θ)〉F ), (3.26)
for a threshold function t, and 〈2β(θ)〉F is the mean squared error of a structure property
function in the testing set evaluated using the Bayesian error estimation method, which will
be discussed in Sect. 3.3. The threshold function t(x) is
t(x) =
 x : x ≥ 2
2
0
x2/420 + 
2
0 : x < 2
2
0
. (3.27)
The threshold function t(x) prevents not only the logarithm of the error from reaching −∞
as the error approaches zero but also denoting the satisfactory levels of the testing set entries.
We can choose different error tolerances 0 for different structure properties.
The objective function in Eqn. (3.26) is monotonic and approximates the relative differ-
ence in errors in the testing set. We consider the difference of the logarithm of the Bayesian
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errors for one structure property function prediction from two different fitting databases, F1
and F2 is
ln〈2β〉F1 − ln〈2β〉F2 = ln
〈2β〉F1
〈2β〉F2
= ln
(
1 +
〈2β〉F1 − 〈2β〉F2
〈2β〉F2
)
. (3.28)
If 〈2β〉F1 − 〈2β〉F2 is small, then 〈2β〉F2 ≈ 12
(〈2β〉F1 + 〈2β〉F2), and
ln〈2β〉F1 − ln〈2β〉F2 ≈
〈2β〉F1 − 〈2β〉F2
〈2β〉F2
≈ 2〈
2
β〉F1
〈2β〉F1 + 〈2β〉F2
− 2〈
2
β〉F2
〈2β〉F1 + 〈2β〉F2
. (3.29)
Therefore the difference of the logarithm of the Bayesian errors is equivalent to the relative
error difference between two fitting databases (two sets of weights). Minimizing the objective
function with respect to weight in Eqn. (3.26) is to minimize the relative errors in the
testing set. We can also compare potential models using different fitting databases for the
same testing set. We obtain the optimal weights in the fitting database by minimizing the
objective function. The analytic derivative with respect to the relative weights is available
with the knowledge of ∂〈2β(θ)〉F/∂wα in Sect. 3.3. Standard gradient descent algorithms
can be used to minimize the objective function, such as conjugate gradient and Broyden-
Fletcher-Goldfarb-Shanno[101]. Next, we develop an automated algorithm to optimize the
objective function with respect to the weights in the fitting database to minimize the relative
errors in the testing set.
3.3 Database optimization algorithm using Bayesian
statistics
Bayesian inference provides a systematic framework to infer the flexibility of the models
from data using conditional probability as we discussed in Sect. 3.1. Bayesian statistics
treats model parameters as random variables with a probability distribution given by the
posterior distribution[28, 87]. We draw samples from the posterior probability distribu-
34
tion of the parameters, p(θ|F ), to estimate the errors of the predictions. According to
Eqn. (3.2), the posterior distribution of the parameters is proportional to the product of
the prior distribution pi(θ) and the likelihood function L(F |θ), The prior distribution pi(θ)
is a uniform distribution defined in Eqn. (3.7). Assuming the errors are independent and
identically normally distributed, the likelihood function takes the form of the multivariate
normal distribution[28, 102]
L(F |θ) ∝ exp
(
− 1
W
∑
α∈F
wα
2
α(θ)
)
, (3.30)
where
W = S(θMLE, F ). (3.31)
θMLE is MLE of the likelihood function. The likelihood function is independent of the sum
of the weights, and a zero-weighted database entry would appear not to be present in the
optimization.
All the averages in Eqn. (3.8), Eqn. (3.9) and Eqn. (3.10) are implicit functions of the
relative weights in the fitting database. The derivative of a Bayesian prediction with respect
to weight is
∂〈A(θ)〉F
∂wα
=
∂
∂wα
∫
H L(F |θ)A(θ) dθ∫
H L(F |θ) dθ
= covF
(
A(θ),
∂ logL(F |θ)
∂wα
)
. (3.32)
We can calculate any Bayesian mean derivative with respect to weight in terms of covariance
from the MCMC sampling chain. Note that
∂ logL(F |θ)
∂wα
= −
2
α(θ) +
∂W
∂wα
logL(F |θ)
W
. (3.33)
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The derivative of W with respect to weight is found using the chain rule,
∂W
∂wα
=
∂S(θ, F )
∂wα
∣∣∣∣
θMLE
+
∑
n
∂S(θ, F )
∂θn
∣∣∣∣
θMLE
∂θMLEn
∂wα
= 2α(θ
MLE), (3.34)
as θMLE is an extremum of S(θ, F ). Applying Eqn. (3.32)–Eqn. (3.34) to Eqn. (3.15) yields
∂〈2β(θ)〉F
∂wα
= covF
(
2β(θ),−
2α(θ) + 
2
α(θ
MLE) logL(F |θ)
W
)
= − 1
W
[
CFαβ −
2α(θ
MLE)
W
∑
γ
wγC
F
βγ
]
, (3.35)
where
CFαβ = C
F
βα = covF (
2
α(θ), 
2
β(θ)). (3.36)
Therefore, we can calculate the analytic derivative of O(F ;T ) with respect to weights with
Bayesian error estimation method and further optimize the objective function. Finally, note
that as our likelihood function is independent of
∑
αwα,
∑
α
wα
∂O(F |T )
∂wα
= 0. (3.37)
The optimal weights found by minimizing O(F ;T ) determine the adding and removing
of structures in the fitting database. According to the definition of the fitting database, we
fit the structures with positive weight, and all the other structures that do not contribute
to the fitting will have a weight of zero. The optimal weight value can be determined
even for structures not presently in the fitting database. A structure can be added to the
fitting database when its optimal weight value is positive, since the adding of that structure
decreases the relative error in the testing set. A structure can be removed from the fitting
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database when its optimal weight value is zero.
The reweighting technique has been used in Monte Carlo simulations to avoid unnecessary
resampling[103, 104]. The optimization of the objective function requires a large number of
evaluation of the objective function and its derivatives. When weights are changed in the
database, we need to reevaluate the mean in Eqn. (3.8) using Eqn. (3.12). However, it would
be computationally expensive to resample whenever the weight changes especially for the
finite difference derivative calculations. We approximate the mean 〈A(θ)〉F ∗ under a small
weight change which lead to a new fitting database F∗,
〈A(θ)〉F ∗ =
∫ P (θ|F ∗)
P (θ|F ) A(θ)P (θ|F ) dθ∫ P (θ|F ∗)
P (θ|F ) P (θ|F ) dθ
=
∫ L(F ∗|θ)
L(F |θ) A(θ)P (θ|F ) dθ∫ L(F ∗|θ)
L(F |θ) P (θ|F ) dθ
≈
∑N
i=1 A(θi)
L(F ∗|θi)
L(F |θi)∑N
i=1
L(F ∗|θi)
L(F |θi)
. (3.38)
Thus a reweighting term is assigned to the original data, and provides new predictions
without requiring a new sampling chain. The reweighting approximation breaks down if the
new θMLE∗ falls into a different local minimum other than the original θMLE. We resample
whenever the difference between the new θMLE∗ and the original θMLE is larger than the
standard deviation of the marginal distribution of the parameters.
Fig. 3.3 outlines the new automated empirical interatomic potential fitting algorithm
using Bayesian statistics. We build a testing set, which describe the expected transferabil-
ity domain of the potential in the first place. Then we construct a finite fitting database
consisting of a set of structure property values from DFT calculations, and assign each struc-
ture property with a non-negative relative weight. We use non-linear weighted least squares
optimizers to find the MLE, and use MCMC[97] sampling of the posterior distribution to
generate the ensemble of parameters. We calculate the mean-squared errors of structure
property function predictions in the testing set, the objective function, and its gradients us-
ing the parameter ensemble. Next, we obtain the optimal weight set for the fitting database
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by minimizing the objective function using a conjugate-gradient method, and assess the
adding or removing of structures to the fitting database according to the weights during
optimization. This step can take advantage of structure searching methods,[80–83, 105] for
example, to identify candidate structures adding to the fitting database or the testing set,
though we do not do so here. We repeat the circuit with the modified relative weight set of
the fitting database until the objective function value converged.
The testing set is the key component of this approach not only because the objective
function consists of the mean squared errors of the testing set structure properties, but
also one wants the empirical potential predictions for structure properties in the testing set
to have small errors—whether that is known from comparison with DFT calculations or
estimated from Bayesian sampling without DFT. With the relative errors in the testing set
minimized, any weight deviation from the optimal will result in an increase in relative errors.
This means that while we could choose weights to reduce the error of one or several testing
set structure property function predictions, it will worsen the predictions of other structures
and the trade-off is not worthwhile. An optimal fitting database however does not guarantee
a reliable empirical potential model. The optimization algorithm provides the best possible
empirical potential for a given a fitting database and a given testing set, but it has no
judgment on whether the optimal Bayesian errors are below the expected error thresholds;
they can, in fact, be quite large. This can occur if the empirical potential model does not
contain the relevant physics to describe the atomic environments in the testing set, which
reduces transferability. Then, we must—for predictive empirical potential methods—decide
to improve the potential model itself or remove structures from the testing set to optimize
for reduced transferability.
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Figure 3.3: Schematic of a new fitting database optimization algorithm. After selecting a
testing set T , and an initial fitting database F , we find the best set of potential parameters,
given by the maximum likelihood estimate θMLE. We then use Markov-chain Monte Carlo
to generate an ensemble of independent parameters {θn}; with this ensemble, we estimate
the prediction errors 〈β(θ)2〉F and compute the gradient of the objective function O(F ;T ).
If the gradients are nonzero, we determine optimal weights wα, as well as consider adding
(woptimalα > 0) or removing (w
optimal
α = 0) of structures from the database, and reenter the
loop. Once the gradients are zero, we obtain an optimal fitting database for the testing set.
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Table 3.1: DFT energy calculations of Ti crystal structures. Six different crystal structures
were calculated using DFT-GGA. The six crystal structures are hcp, bcc, fcc, simple hexag-
onal, A15 and ω. The common low temperature phase is hcp, bcc is the high temperature
phase, and ω is a high pressure phase nearly degenerate in energy with hcp.
hcp bcc fcc hexagonal A15 ω
a (A˚) 2.947 3.261 4.124 2.739 5.192 4.590
c/a 1.583 N/A N/A 0.999 N/A 0.619
E/atom (eV) 0.000 0.108 0.058 0.353 0.192 –0.005
3.4 Implementation on Lennard-Jones Potential
fitting of Ti
3.4.1 Potential form and calculation details
We apply the database optimization algorithm to a simple empirical interatomic potential
model, the Lennard-Jones potential. The Lennard-Jones potential is a two-parameter pair
potential:
V2(r; r0, Eb) =
 4Eb
[(
r0
r
)12 − ( r0
r
)6]− V2(rcutoff ; r0, Eb) : r ≤ rcutoff
0 : r > rcutoff
(3.39)
where Eb is the binding energy of a dimer with a separation of
6
√
2r0. We choose the cutoff
radius rcutoff = 3r0, and the allowable parameters are r0 > 0, Eb > 0.
The DFT calculations for six different crystal structures of Ti are performed with vasp[106,
107], a plane-wave density functional code. We apply a Ti ultrasoft Vanderbilt type pseudopotential[108]
with a plane-wave cutoff energy of 400eV for energy convergence of 0.3meV/atom[16]. The
k-point meshes for different structures are, 16 × 16 × 12 for hcp, 32 × 32 × 32 for bcc,
24 × 24 × 24 for fcc, 16 × 16 × 16 for hexagonal, 8 × 8 × 8 for A15 and 12 × 12 × 20 for
ω, with Methfessel-Paxton[109] smearing parameter of 0.2eV to obtain an energy accuracy
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of 1meV/atom[16, 110]. The energy versus volume data includes four different structures
with volume of the unit cell as 0.95V0, 0.975V0, 1.025V0 and 1.05V0, where V0 is the unit cell
volume of the equilibrium structure. The fitting databases contain various energy differences
and energy versus volume data combinations among the six crystal structures.
We generate the Markov chain of the potential parameters using the Metropolis-Hasting
algorithm[97]. The potential parameter ensemble contains 104 independent parameter sets
from the MCMC simulation with 106 attempted steps, with an auto-correlation length of ap-
proximately 100. The reweighting scheme is employed to approximate the objective function
values for all possible sets of weights with only one sampling run. Since a radial potential
model does not describe the physics of metallic bonding, we expect that the Lennard-Jones
potential will not be transferable for all six structures. We expect our algorithm to identify
the lack of transferability of LJ potential in the optimization. We systematically consider
different types of fitting databases and testing sets with this in mind. For simplicity, we
define EA−B as the energy difference between structure A and B, Evac as the vacancy for-
mation energy, wA−B as the weight of the energy difference between structure A and B, and
wA−E−vol as the weight of the energy versus volume of structure A. We start with a simple
fitting database that contains two energy differences, and a testing set with the same entries.
3.4.2 Two-structured fitting database
Fig. 3.4 shows the objective function as a function of the weight in two different fitting
database and testing set combinations. Fig. 3.4(a) shows the objective function of a fitting
database with Ebcc−fcc and EA15−fcc. The objective function has a unique minimum with an
optimal relative weight ratio of the two structures. Moreover, if we calculate the derivative
of the objective function with respect to weight at endpoints (where one weight is zero), we
can see that each derivative of the objective function with respect to the weights indicates
that the other structure should be included in the fitting database. Therefore the optimal
weight value for both fitting database structures are positive, and we refer this as a “mixed”
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Figure 3.4: Two-structured fitting databases of Lennard-Jones potential where the testing
set is the same as the fitting database. The plots shows how the objective function value
varies with the weight change. The horizontal axis describes the composition of the fitting
database in terms of relative weight ratio, where the sum of the two relative weights is 1. (a)
shows a mixed fitting database with positive optimal weight values, wEbcc−fcc = 0.485 and
wEA15−fcc = 0.515. (b) shows an unmixed fitting database with only one non-zero optimal
weight value, which is Efcc−bcc.
fitting database. On the other hand, Fig. 3.4(b) shows the objective function of a fitting
database with Efcc−bcc and Ehcp−bcc. The objective function reaches minima at one of the
endpoints, which means that a fitting database containing both Ehcp−bcc and Efcc−bcc has
higher relative errors for the testing set than a “pathological” fitting databases with only
one structure. This is due to the non-transferability between hcp and fcc structures. We
refer to these pathological cases as “unmixed” fitting databases.
Fig. 3.5 shows the result of optimizing all possible combinations of two-structured fitting
databases with two energy differences sharing a common reference structure. Databases with
physical MLEs with positive Eb and r0 are either mixed or unmixed two-structured fitting
databases. Most mixed fitting databases include fcc, bcc, hex and A15 structures and most
unmixed fitting databases includes hcp or ω energy differences. By exploring a wide phase
space (six crystal structures of Ti) of Lennard-Jones potential fitting, we have shown that
the database optimization algorithm offers an automated, systematic and quantitative way
of analyzing empirical potential model fitting with different fitting databases and testing
sets.
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Figure 3.5: All two-structured fitting databases, tested against the same two-structured test-
ing set, where the energy differences share a common reference structure. The green elements
represent mixed fitting databases, the red elements indicate unmixed fitting databases, the
× elements show databases without a physical MLE, and the empty squares are fitting
databases without a unique reference structure, which are not calculated.
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3.4.3 Three-structured fitting database
Fig. 3.6 is a Gibbs triangle (so that
∑
αwα = 1) contour plot of the objective function
for a three-structured fitting database including Ebcc−fcc, Ehex−fcc, and EA15−fcc. The fit-
ting database includes three energy differences with a unique reference structure, where
the testing set remains the same entries as the fitting database. While all three of the
two-structured fitting databases are mixed fitting databases, the minimum occurs between
Ebcc−fcc and Ehex−fcc. We start with an equal initial weight(center in Gibbs triangle contour)
and the optimal weight values are wEbcc−fcc = 0.46, wEhex−fcc = 0.54 and wEA15−fcc = 0. The
weight of EA15−fcc that changes from positive to zero means that the algorithm automatically
removes EA15−fcc from the fitting database. The gradient of wEA15−fcc from the two-structured
fitting database Ebcc−fcc and Ehex−fcc is positive meaning adding EA15−fcc increases the total
relative errors in the testing set. Although adding EA15−fcc can reduce the prediction error of
EA15−fcc, it will increase the prediction errors for the other two structures and the trade-off
is not worthwhile. Fig. 3.7 shows comparison of the prediction distributions evaluated at the
initial weights and the optimal weights. The prediction distribution shows the prediction
error trade-off of removing EA15−fcc from the fitting database. We are able to reduce the
prediction error of Ebcc−fcc and Ehex−fcc more than the increase in the prediction error of
EA15−fcc. Moreover, any weight deviation from the optimal weight will lead to an increase
of the total relative error of the three energy differences. It shows that the new database
optimization algorithm is able to automatically provide quantitative information about the
transferability of the potential model.
3.4.4 Energy differences and volume changes
We now apply the algorithm to larger fitting databases and testing sets. The testing set
includes five energy differences using hcp as the reference structure and six energy versus
volume data. For each energy versus volume data, we use four structures with unit-cell vol-
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Figure 3.6: Gibbs triangle contour plot of the objective function of the three-structured
fitting database bcc+hex+A15, with fcc as reference structure and the testing set contains
the same structures. The optimal database, marked by ×, is on the edge of Ebcc−fcc and
Ehex−fcc for a two-structured fitting database with weights wEbcc−fcc = 0.46, wEhex−fcc = 0.54
and wEA15−fcc = 0.
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Figure 3.7: Three-structured fitting database prediction distribution for bcc+hex+A15 with
fcc as reference structure. The first row of distributions are calculated with equal weights and
the second row are calculated with the optimal weight set, wEbcc−fcc = 0.46, wEhex−fcc = 0.54
and wEA15−fcc = 0. We use 10
4 independent samples to generate the distribution.
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umes of 0.95V0, 0.975V0, 1.025V0 and 1.05V0, while V0 is the volume for equilibrium structure.
The weights for each energy in an energy/volume curve are held to a single value. The fitting
database consists of all hcp energy differences and hcp energy versus volume data—but not
the other energy versus volume data. We start with an equal initial weight and the only
positive optimal weights are wEhex−hcp = 0.454 and whcp−E−vol = 0.546 after weight optimiza-
tion. In Fig. 3.8, the predictions for hcp energy versus volume data improve significantly
compared to the initial equal weight guess. Fig. 3.9 shows that the optimal fitting database
offers a close prediction of the shape of fcc energy versus volume curve, which is expected
since the fcc and hcp structures have the same first nearest neighbor atoms. Bayesian errors
of the four bcc energy differences are too large to have good predictions for either lattice
constant or bulk modulus for bcc. Similarly, in Fig. 3.10, sloppy predictions for hex and
ω energy versus volume data are obtained from the optimal fitting database. The optimal
weight set provides the predictions with the least amount of relative error in the testing
set, the best possible prediction for the testing set is still unacceptable indicating that the
optimal Lennard-Jones potential with the given optimal fitting database is not transferable
for testing set including energy versus volume data for bcc, hex, and ω, and cannot be made
so without a different potential functional form.
3.4.5 Structures without DFT calculations in the testing set
Fig. 3.11 present the prediction distributions of the vacancy formation energy before and
after optimization, where no related DFT calculation is in the testing set. We add the
hcp vacancy configuration to the testing set, where the structure property is the vacancy
formation energy. The testing set consists of all hcp energy differences, all six energy versus
volume data and the single hcp vacancy configuration. The fitting database includes five
hcp energy differences and hcp energy versus volume data. The non-zero optimal weight
values are wEhex−hcp = 0.447 and whcp−E−vol = 0.553. The result shows a significant variance
reduction for the vacancy formation energy prediction. It suggests that the prediction will be
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Figure 3.8: Prediction for the hcp energy versus volume curve with fitting database including
five hcp energy differences and hcp energy versus volume data and testing set including all
hcp energy differences and all six energy versus volume data. Ehcp(V/V0) with (a) an equal
weight set and (b) with the optimal weight set: wEhex−hcp = 0.454, whcp−E−vol = 0.546 and
all other weights 0. The one order of magnitude scale change in (b) shows that the testing
error reduction from the equal weight set to the optimal weight set.
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Figure 3.9: Prediction for the bcc and fcc energy versus volume curve with fitting database
including five hcp energy differences and hcp energy versus volume data, and testing set
including five hcp energy differences and all six energy versus volume data. (a) Ebcc(V/V0)
and (b) Efcc(V/V0) with the optimal weight set from Fig. 3.8.
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Figure 3.10: Prediction for the hex and ω energy versus volume curve with fitting database
including five hcp energy differences and hcp energy versus volume data, and testing set
including five hcp energy differences and all six energy versus volume data. (a) Ehex(V/V0)
and (b) Eω(V/V0) with the optimal weight set from Fig. 3.8.
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Figure 3.11: Prediction for the hcp vacancy formation energy with a fitting database that
includes five hcp energy differences and hcp energy versus volume data, and a testing set
that includes all hcp energy differences, all six energy versus volume data and a hcp vacancy
configuration. The top figure shows the prediction distribution calculated at equal weights
in the fitting database. The bottom figure shows the prediction distribution calculated at
optimal weights in the fitting database.
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accurate if the DFT calculation locates within the high likelihood parameter neighborhood
of the empirical potential prediction.
3.5 Conclusion
We combine conventional potential parameter optimization methods and the Bayesian sam-
pling technique to propose a new database optimization algorithm to build transferable
empirical potential models. We choose an objective function as a function of prediction
errors in the testing set and minimize the objective function to obtain optimal weights in
the fitting database. We can mathematically determine adding and removing of structures
to the fitting database, and automate the potential fitting process. Moreover, we are able
to include structures without DFT calculation in the testing set and optimize the Bayesian
errors of these structures. The algorithm is demonstrated by a simple empirical potential
model, Lennard-Jones potential fitting for Ti. We go through all possible combinations
of two-structured and three-structured fitting databases and analyze the behavior of the
objective function with respect to weight change. More complicated fitting databases and
testing sets are taken into account. The new algorithm leads to the best possible empirical
interatomic potential model based on the related fitting database and testing set.
The database optimization algorithm is applicable for more complicated potential models.
The mathematical definition is general for any potential functional form. One can easily
calculate the Bayesian errors for more complicated potentials such as EAM or MEAM. The
computational effort of the algorithm scales with the Monte Carlo steps required, which
has the advantages dealing with high dimensional parameter space. We suggest that our
algorithm could be used to build new EAM/MEAM potentials with designed transferability.
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CHAPTER 4
TI-O MEAM POTENTIAL FOR O
IN THE DILUTE LIMIT
The database optimization algorithm discussed in the last chapter is applied to develop cu-
bic spline-based binary MEAM potentials for oxygen interacting with Ti where O is in the
dilute limit. The fitting data consists of the energies and forces of O interstitials in HCP
Ti and the transition state between the three stable O interstitial sites. The testing set
includes all the entries in the fitting database along with O in prismatic stacking fault and
interstitial structures with O atom random displaced. All the data in the fitting database
and the testing set are computed using DFT plane-wave code vasp. We use the existing
Ti-Ti MEAM potential for the Ti-Ti interaction, while fitting the five Ti-O functions. The
empirical potential parameters are the spline knots values in the fitted spline functions. For
the objective function proposed in the last chapter, we use gradient descent algorithm to find
an optimal potential which accurately describe the O interstitial in HCP Ti, the prismatic
stacking fault, and O interaction with the screw dislocation. A parallelized genetic algorithm
are developed for with the large computational demands of the objective function calcula-
tions. Another objective function taking advantage of the logistic function in classification
regression is proposed to mimic the assessment of the predictions of the empirical potential
models. Preliminary results show the efficiency of the GA algorithm with promising results.
4.1 DFT calculations for O interacting with Ti
Fig. 4.1 shows the HCP Ti unit cell and the three stable interstitial sites for O found by
Wu and Trinkle using DFT[37]. The octahedral (o) site is the ground state for O. This site
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Figure 4.1: Three stable interstitial sites of O in HCP Ti. The octahedral sites form a
hexagonal lattice with c-axis that is half of the Ti lattice. The hexahedral sites form another
HCP lattice as α-Ti. The crowdion sites form a kagome´ lattice[111]. Figure is from Ref.
[37].
also has the largest interstitial volume with six nearest neighbor Ti atoms 2.09 A˚ away. The
hexahedral (h) site is stable instead of the commonly understood tetrahedral (t) site, and
is 1.19 eV higher than the o-site. The three basal Ti neighbors have a distance of 1.92 A˚
and the two c-axis above and below have a distance of 2.22 A˚. A third stable non-basal
crowdion site was discovered, while the basal crowdion is unstable. The crowdion (c) site
has lower symmetry and energy 1.88 eV higher than the o-site. Among the six neighboring
Ti atoms, two of them have a distance of 2.00 A˚ and the other four have a distance of 2.19
A˚. The c-site sits directly between two nearest neighbor Ti atoms in different basal planes.
The three sites and the transition states between these sites form a diffusion network of
O diffusion in HCP Ti, which contains the necessary atomic environments to study the O
diffusion near Ti defects. Therefore these DFT data form our fitting database to build the
Ti-O empirical potential for O in the dilute limit.
Modified embedded-atom method (MEAM) potentials have been widely used to predict
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Figure 4.2: The five cubic spline functions for the Ti MEAM potential[16]. The radial
functions have zero derivatives at the outer cutoff at 5.5 A˚ and 4.41 A˚, respectively. The
pair interaction function is repulsive at shorter distance and weakly attractive at longer
distance. The embedding function is similar to a quadratic function with an unnormalized
range of the density.
structural properties of transition metals. As we discuss in Sect. 2.2.3, Baskes[12, 24] ex-
tended the embedded atom method[1, 11] to include the angular dependent three-body term
in the electron density. Joost et al. recently developed an analytical MEAM potential to
model Ti oxides, that also computed O interstitial sites and transition state energies, with
the relaxed energy of the three sites and o-o transition state in the fitting database[78].
However, the analytical Ti-O MEAM potential is not built for modeling O interaction with
defects in Ti, and the Ti-O interaction fitting data comes from different titanium oxides,
which is not the perfect representation for modeling O in Ti in the dilute limit. Spline-based
MEAM potentials offer enhanced flexibility and efficiency over the analytical functional form.
Hennig et al. developed a spline-based Ti MEAM potential to study the martensitic phase
transition between α, β and ω Ti phases[16].
Fig. 4.3(a) presents the prismatic stacking fault calculations using the spline-based Ti
MEAM potential in Fig. 4.2. The generalized stacking fault (GSF) curve for the prism
plane is calculated by displacing the [1010] prismatic plane by a linear combination of [0001]
and [12¯10]. The faulted geometry is allowed to relax only in the [12¯10] direction. The GSF
surface in Fig. 4.3(a) is generated by relaxing the faulted geometry for a grid of displacement
vector in the prismatic surface. Fig. 4.3(b) shows the low energy prismatic stacking fault
energy curve, which a shallow local minimum of energy 0.278 J/m2 compared to DFT value
of 0.220 J/m2[39]. For relaxing O in the Ti prismatic stacking fault, the titanium atoms
53
are displaced the same way as the pure Ti stacking fault while no constraints are applied
on the oxygen atom. DFT shows that the calculations have strong finite size effect and
the presence of O increases the stacking fault energy while maintaining the stability of the
prismatic stacking fault[40]. The correct stability prediction of the Ti prismatic stacking fault
predictions indicates the Ti-Ti potential could be transferable to the Ti screw dislocation as
well.
Fig. 4.4 shows that the Ti-Ti MEAM potential in Fig. 4.2 describe accurate atomic
environments in a Ti screw dislocation. DFT calculations predicts two stable dislocation
core geometries which the mirrored core shown in the figure is the lower energy one and
the unmirrored core structure transforms to the mirrored core under strain[39]. The spline-
based Ti MEAM potential predicts both similar differential displacement (DD) map and Nye
tensor distribution as DFT showing the similarity in dislocation core structures predicting
by the two methods. Therefore, we only need to fit the Ti-O interactions to study the O
interacting with Ti near the screw dislocation core.
4.2 Computational Detail
4.2.1 DFT calculations
We build our fitting database and testing set based on the DFT calculations of the three O
interstitial sites in HCP Ti. The fitting database structures include the o-site, h-site, c-site,
and the transition state configurations of oh, oc, hc and oo. The fitting database entries are
then the energy differences of six structures reference to the ground state structure octahedral
site, and seven force entries. No relaxation or nudged elastic band (NEB) calculations are
performed for the classical potential comparison to entries in the fitting database. The
testing set includes the desired properties that the new Ti-O potential to be transferable.
We first include the relaxed energy differences of h-site and c-site with respect to the o-site.
Several configurations with O displaced from interstitial sites by a fixed amount of distance
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Figure 4.3: (a)Prismatic stacking fault in HCP Ti. The MEAM potential predicts both
stable “easy” stacking fault along [12¯10] direction and “hard” stacking fault along [0001]
direction. The minimum of the GSF energy is at a/2 for the “easy” fault and c/2 for
the “hard” fault. The prismatic stacking fault along [12¯10] direction appears in the screw
dislocation. (b) The detail of “easy” fault along [12¯10] direction.
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Figure 4.4: Mirrored core structure of the screw dislocation in HCP Ti using DFT and spline-
based Ti MEAM potential[39]. The elastic solution for the core position of dislocation is
denoted as the red square, which is at the mirror plane of the screw dislocation. The mirrored
core structure has lower energy than the unmirrored core dislocation. The three components
of the Nye tensor and the partial differential displacement (DD) maps are plotted. Partial
dislocation center can be identified by the extreme of the Nye tensor component or the closed
circuit of the DD map. The screw component of the Nye tensor is an order of magnitude
higher than the other two components. The MEAM potential has very similar core spread
as the DFT.
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(0.1 A˚ and 0.05 A˚) but random directions are added to test the prediction of the potential
for the stability of the interstitial sites. Prismatic stacking fault configurations with O in
octahedral site of Ti fault plane (101¯0) presents as the surrogate for the atomic environment
of O near Ti screw dislocation. Due to difficulties in efficiently implementing NEB, all the
transition state related entries are the same for the fitting database and the testing set.
We perform DFT calculations using the plane-wave basis code vasp[106, 107] for various
Ti-O configurations in the fitting database and the testing set for the potential fitting process.
We treat Ti and O using Vanderbilt type ultrasoft pseudopotential[108, 112] and generalized
gradient approximation of Perdew and Wang[113], with electronic configurations [Ar]3d34s1
and [He]2s22p4, respectively. The supercells for O interstitial sites contain one O atom and
96 Ti atoms (4×4×3). A k-point mesh of 2×2×2 with Methfessel-Paxton smearing of 0.2
eV and plane-wave cutoff of 400 eV is chosen so that the energies are converged to less than
1 meV/atom[110]. The stacking fault configuration contains one O atom and 80 Ti atoms
(10× 2× 2). The same k-point density is used in the stacking fault calculations to achieve
the same order of magnitude of accuracy.
4.2.2 Multicomponent MEAM potential functional form
We reiterate the binary MEAM potential functional form discussed in Sect. 2.2.3 for Ti-O.
The MEAM potential functional form is
E =
∑
i<j
φij(rij) +
∑
i
Ui(ni), (4.1)
where φij(r) is the pair interaction between atoms i and j, Ui(ni) is the embedding energy,
and the density ni at atom i is,
ni =
∑
j 6=i
ρj(rij) +
∑
j<k,
j,k 6=i
fj(rij)fk(rik)gjk(cos θjik), (4.2)
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where ρij(r) is the electron density functions, and fi(r) and gjk(cos θ) are the three-body
related functions. The indices i and j range over all atoms in the system. The angle θjik
is the bond angle between atoms j, i, and k, centered on i. We use the existing Ti MEAM
potential[16] for Ti-Ti interactions and neglect O-O interactions due to the dilute limit
assumption. We fit the cubic spline functions for the Ti-O pair interaction φTiO(r), the
O density function ρO(r), the O embedding function UO(n), and the functions fO(r) and
gTiO(cos θ) which comprise the three-body contributions to the density ni.
The specific index choice and the employment of the splined-based Ti MEAM potential
constrain our Ti-O potential model at a certain flexibility for O interacting with Ti in the
dilute limit. The density of an oxygen interstitial site depends on ρTi, fTi and gTiTi. With
the fixed Ti density function, we cannot use the common domain rescaling method doing
the fitting. The oxygen atom densities for all seven structures, o-site, h-site, c-site, o-h,
o-c, h-c and o-o range from –23.9928 (oh) to 8.28193 (o), which is shown in Fig. 4.5. The
spread of the O density gives the model enough flexibility for a reasonable domain of the
density. The densities of the Ti atoms are examined to fall into the domain of Ti embedding
function as well. The MEAM potential calculations are done using the molecular dynamics
code LAMMPS[114].
We develop an interface between LAMMPS and C++ to perform the weighted least
square fitting. This interface can also connect LAMMPS to the statistical language, R
[94]. The weighted least square minimization of the errors used both gradient-descent and
quadratic optimization algorithms. We find that the parameters in the pair potential func-
tions and embedding functions are linear with the likelihood function as long as splines are
used to interpolate the functions. The non-linearity of the empirical potentials are solely in
the three functions that determines the density input for the embedding function: ρTiO(r),
fO(r) and gTiO(cos θ). We employ a two-step optimization scheme to accelerate the weighted
least square. We first fix the linear parameters (φTiO(r) and U(n)) and perform weighted
least square for the parameters of ρTiO(r), fO(r) and gTiO(cos θ). With the partial optimized
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Figure 4.5: The density of the oxygen atom in seven fitting database structures. The struc-
tures are ordered from low energy to high energy.
parameters, we fix the parameters determining the density and use linear least square al-
gorithm to determine the parameters of φ(r) and U(n). The θMLE is obtained after several
iterations of alternation of linear and non-linear weighted least square fitting. Since linear
least square is merely one small matrix inversion calculation, we reduce the parameter di-
mensionality of the non-linear least square and achieve a speedup for the overall non-linear
weighted least square fitting process.
Our database optimization algorithm[115] uses Bayesian technique to generate an en-
semble of parameter sets and find the optimal weights. A set of initial weights are selected
for the fitting database: Equal weights for gradient-descent objective function optimization,
and random weight sets for the genetic algorithm optimization. For each fitting database, we
find the MLE using weighted least square optimization. An ensemble of parameters using
Bayesian sampling near the current best set of parameters are sampled using MCMC to
calculate the mean squared errors for testing set entries. The potential ensemble has 5× 103
independent parameter sets with a total of 1× 106 MCMC attempts. The acceptance ratios
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for the Monte Carlo simulations range from 0.2 to 0.6 and the autocorrelation length is
about 200 steps, with the burn out to be the first 500 Monte Carlo steps. The weights (fit-
ting databases) for the next step is then calculated by gradient-descent or genetic algorithm
operations. We choose the converged optimal weight set and find the parameter set that
provides the best structural property predictions.
4.2.3 Optimal potential when minimizing the relative errors in
the testing set
The objective function that we proposed in Sect. 3.2 is the sum of the logarithm mean
squared errors in the testing set,
O(F |T ) =
∑
β∈T
ln t(〈2β(θ)〉F , β0), (4.3)
where F denotes the fitting database, T denotes the testing set, β is an entry in the testing
set. This definition of the objective function compares the relative errors between the fitting
databases and the optimal weight set gives the least amount of relative errors in the testing
set. The threshold function t(x, 0) is shown in Fig. 4.6,
t(x, 0) =
 x : x ≥ 2
2
0
x2/420 + 
2
0 : x < 2
2
0
, (4.4)
where 0 is the threshold error for the corresponding entry. We choose 0.05 eV for the energy
entries and 0.5 eV/A˚ for the force entries, which presents the pre-determined transferability
of the potential model.
Fig. 4.7 and Tab. 4.1 present the fitted cubic spline functions and the optimal potential
parameters for the optimal weight set using weighted least square regression. We denote this
potential MEAM1. We choose 5.5 A˚ as the cutoff for all radial functions, φ(r), ρ(r) and f(r).
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Figure 4.6: Threshold function for the objective function. The threshold function becomes
linear when the errors are twice the threshold values.
The domain for the O embedding function is the same as the O density range mentioned
above. For the g(cos θ), we check the distribution of all the bond angles involving the O
atom, and use the full domain [−1, 1]. Each function has five knot points. Unlike the Ti-Ti
MEAM potential, we use natural boundary condition (the second derivatives of the function
is zero) on the inner cutoff for the radial functions, the embedding function and the angular
dependent function. We then have overall 23 parameters to determine. The pair potential
φ(r) show repulsive interaction when Ti-O distance is small and attractive interaction from
3 A˚ to the cutoff distance 5.5 A˚. The energy landscape of the seven structures agrees with
the embedding function energy contribution of the O atom. This indicates that our potential
is able to capture the local energy landscape change caused by the O atom and therefore
could accurately predict the interstitial energy levels and the transition barriers between the
interstitial sites.
Tab. 4.2 lists the fitting database entries and their corresponding optimal weights calcu-
lated using the database optimization algorithm[115]. We evaluate the energy difference of
the DFT relaxed configurations using LAMMPS without employing relaxation calculations
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Figure 4.7: The five cubic spline functions for the O functions in the Ti-O MEAM potential.
The points are the spline knots and the lines show the cubic polynomial interpolations
between the spline knots. The radial functions φTiO(r), ρO(r) and fO(r) have fixed boundary
conditions at the cutoff of 5.5 A˚, where the spline knot values and first derivatives are zero.
The rest of the boundary conditions are all natural boundary conditions, where the second
derivatives of the spline functions are zero.
Table 4.1: Potential parameters of five cubic spline functions. The table lists the equally
spaced knot positions and the the corresponding knot values. The top table presents the
radial spline functions, φTiO(r), ρO(r) and fO(r), and the bottom table gives the embedding
function, UO(n) and angular dependent function, gTiO(cos θ).
i ri(A˚) φTiO(r)(eV) ρO(r) fO(r)
0 1.500 3.7221019018200892 7.4846614083265681 2.2892999411943165
1 2.500 0.52210184897467593 1.7893035709167562 6.4787871678377345
2 3.500 –0.75261117038959635 –8.6687268078362063 3.3649544226885313
3 4.500 –0.78583224240759042 –1.8567388080835994 –3.4439796003422396
4 5.500 0 0 0
i ni UO(ρ)(eV) cos θ gTiO(cos θ)
0 –35.000 0.70847609016437929 –1.000 0.25707786116253484
1 –21.250 0.65471106498226417 –0.500 0.25183296571761704
2 –7.500 0.29528797597213996 0.000 –0.16782083810352261
3 –6.250 –0.22811549796370834 0.500 –0.62229328706096343
4 20.000 –1.4729812669741102 1.000 –2.3198535402997291
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Table 4.2: Optimal weight values for the fitting database entries. The optimal weight
set is obtained by minimizing the objective function using our database optimization
algorithm[115]. The energy entry error is the energy difference between two structures.
The force entry error is the square root of the sum of squared force errors on each atom of
the configuration. The fitting errors for the force entries are scaled to 1/
√
10 so that they
have the same order of magnitude as the errors for the energy entries. No relaxation or
NEB calculations have been done for the fitting database entries. Since only relative weights
matter, the presented optimal weight values sum to one. The octahedral force entry has the
largest weight.
Energy entry weights Force entry weights
Eh − Eo 0.0855 Fo 0.103
Ec − Eo 0.0720 Fh 0.0679
Eoh − Eo 0.0851 Fc 0.0605
Eoc − Eo 0.0859 Foh 0.0716
Ehc − Eh 0.0886 Foc 0.0643
Eoo − Eh 0.0673 Fhc 0.0702
Foo 0.0778
on fitting database entries. We scale of the force error to 1/
√
10 so that the energy entry
weights have similar magnitude as the force entry weights. The scaling improves the robust-
ness of the gradient minimization. All the optimal weights are non-zero indicating that all
the structures in the fitting database should contribute to the fit.
Fig. 4.8 shows that the force errors for nearest neighbor (NN) Ti atoms of the O atom
in the octahedral site are smaller than those of hexahedral and crowdion sites. Since the
DFT forces on the atoms of the three relaxed interstitial geometries are zero, the force errors
equal the forces from the potential. The optimal weight value in Tab. 4.2 for the o-site is
larger than the other two, which leads to the smallest force error among the three. The
force error distribution of the first NN of all three site has noticeable bias along the Ti-O
directions, which shows the limitation of the potential when the distance between O and
Ti are small. The amount of force errors aligns as h > c > o, which agrees with the first
NN neighbor distance for the three sites. The long second NN distance of o-site gives much
smaller errors than the other two sites. The second NN distance for the h-site and the c-site
are 2.18 A˚ and 2.22 A˚, respectively. However, the h-site has much larger force errors on
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the second NN atom compared to the c-site, indicating the potential describes the c-site
atomic environment more accurately than the h-site. The third NN distances for the three
structures are 3.89 A˚, 3.42 A˚ and 3.44 A˚, respectively. The o-site and c-site have small bias
along the Ti-O direction for the third NN Ti atom, whereas the errors of the h-site not only
has the largest amount but also is distributed along the Ti-O direction. Hence, the h-site
has the least accurate atomic environment description among the three, and the octahedral
site has the least amount of errors.
Tab. 4.2.3 demonstrates the potential is transferable for the interstitial site energy levels
and the transition barriers, which are not in the fitting database. The potential relaxed in-
terstitial energy levels are in the testing set. The testing set also includes the configurations
with O displaced from interstitial site, which provide additional atomic environments infor-
mation about the relaxed interstitial sites. Both our MEAM potential and the analytical
Ti-O potential[78] have accurate estimates for DFT the interstitial energy levels. We take
advantages of the potential ensemble generation and report the error estimates for these
entries, showing that our parameter set is robust in the neighboring domain of the best
set of parameters. The transition barriers are not in the testing set. The analytical Ti-O
potential[78] underestimates all the transition barriers but has large discrepancies regarding
the transition barriers out of the crowdion site. We underestimate the transition barriers
corresponding to the transition pathway from octahedral to hexahedral and octahedral to
octahedral. However, the octahedral to octahedral transition barrier is significantly larger
than all the other barriers, which contributes to O diffusion in HCP Ti only at very high
temperatures. The underestimation of the octahedral to octahedral barrier will not strongly
effect the diffusion of O in HCP Ti. On the other hand, we enormously improve the transi-
tion barriers out of the crowdion site compared to the analytical Ti-O potential[78], which
shows that our Ti-O potential is able to capture the correct contribution of the crowdion
sites for O diffusion. With the accurate crowdion transition barrier predictions, our potential
provides a more accurate description of the diffusion behavior for O diffusion in HCP Ti.
64
●●
[0001]
[12¯10] [101¯0]
●
●
[12¯10]
[101¯1]
[21¯11]
●
[12¯10]
[101¯1][21¯11]
[0001]
[12¯10]
[101¯0]
●●
●
●
●
[0001][0001]
[12¯10] [101¯0] [12¯10] [101¯0]
[0001]
[12¯10] [101¯0]
[0001]
[12¯10]
[101¯0]
●
●
●
●
●
●
[0001]
[12¯10] [101¯0]
[0001]
[12¯10] [101¯0]
[0001]
[12¯10] [101¯0]
[0001]
[12¯10]
[101¯0]
octahedral
hexahedral
crowdion
1NN 2NN 3NN
Figure 4.8: Force error distributions for the first three nearest neighbor atoms for octahedral
(the first row), hexahedral (the second row) and crowdion (the third row) sites. The O
atom is red and the grey atoms are Ti atoms. The first column of geometries show the
positions of the first three nearest neighbor atoms of the three interstitial sites. The three
following configurations of each row present the force error distributions on first NN, second
NN and third NN, respectively. The forces are oriented such that the force error component
perpendicular to the plane of the page is close to zero due to symmetry. The blue clouds
are the spatial histogram of the force error vectors starting from the corresponding atoms.
The force errors span along the Ti-O direction except for the second and the third nearest
neighbor ones of octahedral site. The magnitude of the force errors decreases as the Ti-O
distance increases for the same interstitial geometry. The octahedral force errors are the
smallest among the three.
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Table 4.3: Comparison of potential predictions for O interstitial site energies and transition
barriers to DFT calculations[37] and analytical MEAM predictions[78]. The initial geome-
tries for interstitial site relaxations are the DFT relaxed geometries. The NEB calculations
for the transition barriers use the potential relaxed geometries as the initial and final con-
figurations. The DFT data is from Wu and Trinkle[37]. The analytical MEAM predictions
are from Joost et al. [78]. The potential predictions are calculated using the set of param-
eter listed in Tab. 4.1 with LAMMPS. The mean and standard deviation of the interstitial
energy levels predictions are in the parentheses, which are computed using the potential
ensemble. The spline-based MEAM predicts accurate interstitial energy levels and crowdion
energy barriers compared to DFT, but underestimate the transition barriers of octahedral
to octahedral and octahedral to hexahedral. All the energy values are in eV.
DFT[37] MEAM1 MEAM[78]
Erelax h − Erelax o 1.19 1.126(1.086±0.05) 1.14
Erelax c − Erelax o 1.88 1.838(1.775±0.11) 1.97
Eoh − Eo 2.04 1.760 1.98
Eoc − Eo 2.16 2.107 2.04
Eoh − Eh 0.85 0.634 0.84
Ehc − Eh 0.94 0.950 0.85
Eoc − Ec 0.28 0.269 0.07
Ehc − Ec 0.24 0.237 0.02
Eoo − Eo 3.25 2.668 2.94
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Figure 4.9: Generalized stacking fault energy of pure Ti and an O in the stacking fault at
octahedral site along [12¯10] direction. Both generalized stacking fault energy curves have a
minimum at slip distance of a/2 along [12¯10] direction. The increase in the stacking fault
energy due to O is 0.026J ·m−2.
Fig. 4.9 shows that oxygen presence in the Ti (101¯0) prismatic plane maintains the
stability of the stacking fault along the [12¯10] direction and increase the generalized stacking
fault (GSF) energy. The presence of “easy” and“hard” type of prismatic stacking fault in
the dislocation core makes the study on O interacting with the stacking fault a surrogate for
O interaction with the dislocations[39]. We include DFT relaxed stacking fault configuration
in the testing set to train the potential with similar atomic environment as a dislocation.
However, we do not apply stacking fault relaxation calculations in the testing set. The
Ti-MEAM potential predicts a stable prismatic stacking fault in pure Ti with a GSF of
0.293J · m−2. The O atom is in the octahedral site in the stacking fault configuration and
increase the metastable GSF to 0.319J·m−2. The DFT GSF energy[40] increase is 0.042J·m−2
whereas our MEAM potential estimates an increase of 0.026J · m−2 per oxygen atom. We
next use our potential with a Ti screw dislocation to predict the behavior of O near Ti
dislocation core.
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Fig. 4.10 shows the histogram of the interaction energies of 127 different O interstitial
configurations with a mirrored core Ti screw dislocation. Ghazisaeidi and Trinkle show that
the Ti screw dislocation can have two stable core structures, a mirrored core structure and
an unmirrored core structure[39]. We choose to study the O interaction with the mirrored
core because the mirrored core is a low energy state and the unmirrored core transforms to
mirrored core under strain[39]. The potential predicts that O relaxes to either octahedral or
tetrahedral sites near the dislocation core, whereas the tetrahedral site is not stable in the
bulk geometry. The interaction energy reference is an O at an octahedral site very far from
the dislocation core. The majority of the octahedral site interaction energy are in the range
of ±0.1eV. The tetrahedral sites have much larger interaction energies comparing to the
octahedral sites. The stable tetrahedral sites distribute more near the dislocation core. We
look into the difference displacement (DD) of several typical octahedral sites to understand
how O affects the local environment of the Ti screw dislocation core.
Fig. 4.11 shows the change of the Ti screw dislocation core structure for O atom in
five octahedral sites near the dislocation core. The DD maps in the second row show that
the presence of oxygen change the mirrored core to an unmirrored core. The oxygen atom
changes the local environment drastically which cause the screw dislocation transform to
a higher energy state. We choose the O atoms at octahedral sites which are close to the
dislocation cores. The top right figure, which the O atom is at the dislocation center, shows
no significant change in the DD map due to the symmetry of the configuration, but still
maintains a strong interaction of O and the dislocation core. The O atoms in the mid
row figure configurations are further away from the dislocation center. These configurations
show different the core structures of the dislocation compared to the pure Ti DD map, which
transforms from mirror cores to unmirrored cores. More interestingly, the unmirrored core
has a higher energy for pure Ti dislocation whereas the O presence in the dislocation core
shows a negative interaction energy indicating that the configurations are more energetically
favorable than the mirrored core. As the O atoms moves further away in the bottom row, the
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Figure 4.10: Interaction of O with a Ti screw dislocation. The dislocation core is marked
by an ×. We insert O atoms at octahedral, hexahedral and crowdion sites and relax the full
geometry. The supercell is of a thickness of three lattice vector of HCP Ti. We employ fixed
boundary condition in the slip plane and periodic boundary condition along the threading
direction. (a) Relaxed positions of O atoms near the Ti screw dislocation core. The majority
of the octahedral site remain at octahedral site (the red atoms), while all hexahedral and
crowdion sites stabilize as a tetrahedral site near the dislocation core (the blue atoms). The
tetrahedral site is not stable in bulk HCP Ti (far away from the dislocation core). (b)
Histogram of O interaction energies with Ti screw dislocation. The corresponding colors
represent the energy distributions of the two final interstitial site types. The most stable
sites are near the dislocation core, and have an interaction energy of less than 0.5 eV relative
to a octahedral site far away from the dislocation core.
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interaction energy is much smaller, indicating that the range of the interaction of O with the
dislocation core is relatively short( 5 A˚). The dislocation DD maps remain symmetric with
only local changes near the O atoms. Therefore, our potential predicts that the interaction
between O and the Ti screw dislocation is weak and short-ranged.
The logarithm objective function prioritizes the energy entry errors minimization. The
minimization of the Eqn. (4.4) leads to pathological optimal fitting database where all the
force entry weights in the fitting database are zero while only a few energy entry has non-zero
weights. Those fitting databases turn out to have smaller objective function values than the
potential we proposed in Sect. 4.2.3, but with bad NEB testing result because of the absence
of the force data. The pathological “optimal” fitting databases occur because the potential
tends to optimize energy entries and the logarithm function enhances the contributions of
small energy errors. The energy entry is merely one value to fit, whereas the force entry
is a selection of all the force components in the cutoff radius. Therefore, the potential
model can match the energy value to a certain error level while constraining the potential
parameters less than the force entry errors. On the other hand, the logarithm function causes
the optimization process to prioritize single smaller error entries. This requires manual
intervention to tune the optimization so that the force entries always have non-zero weights.
Such manual tuning suggests the need for a new objective function which can more accurately
represent the potential transferability assessment.
Moreover, the objective function is not smooth everywhere for gradient-descent optimiza-
tion. Since we are only sampling near the θMLE, evaluating averages using the parameter
ensemble is not accurate when the MLE shifts due to weights change. Although analytical
gradient is feasible for the objective function in Eqn. (3.26), the gradients are not smooth
when the MLE shifts. Unfortunately, the gradient descent algorithm is not able to handle
such discontinuity and the algorithm will proceed along the wrong direction even if the MLE
has shifted. We constrain the gradient descent algorithm to stop and resample whenever
the MLE shifts. Hence, a derivative-free global optimization algorithm which can apply to
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Figure 4.11: Differential displacement (DD) maps of pure Ti screw dislocation and O near
Ti screw dislocation. The grey circles are Ti atoms and the red circle is the O atom. The
dislocation is at (0,0), and the Burgers vector in coming out of the plane. The top right
figure has an O atom in the dislocation core and the DD map looks similar to the pure Ti
one. Figures in the mid row show a significant change in the DD map due to the presence
of oxygen, which also have a stronger interactions between the O atom and the dislocation.
The dislocation core geometry transforms from a mirrored one to an unmirrored one. The
bottom row configurations show local changes near the O atom in the DD map compared
to the pure Ti DD map.
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non-smooth functions is necessary for the “true” automation of the potential optimization
process.
4.2.4 Logistic objective function
We propose an alternative objective function by categorizing the prediction errors using the
logistic function[95]. The new objective function is,
O(F |T ) =
∑
β∈T
C(〈2β(θ)〉F , β0), (4.5)
where the logistic function C(x, 0) is
C(x, 0) =
1
1 + exp(−m((x/0)− 1)) , (4.6)
and m determines the stiffness of the logistic function. If m → ∞, the logistic function
becomes the step function. Unlike the threshold function definition, 0 now determines the
“acceptable” errors for each entry. We define 0 as the decision boundary in classification
regression analysis. Fig. 4.12 shows the shape of the logistic function with respect to x/0.
The logistic function mimic potential predictability evaluation better than the objective
function defined in Eqn. (3.26). The decision boundary for the energy entries and force
entries are 0.2 eV and 0.5 eV/A˚, respectively.
Tab. 4.4 shows the logistic objective function values for the optimal potential we show
in the last section and the pathological optimal fitting database for the logarithm objective
function. The pathological optimal potential has smaller logarithm objective function value
than the other potential. However, the logistic values of each individual entries show that
the pathological fitting database is worse on every prediction except for the three energy
entry which the weights are non-zero. The logistic objective function shows that the poten-
tial we considered in the previous section is better, despite the larger logarithm objective
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Figure 4.12: Logistic function with stiffness factor m = 2.
function. Therefore, the logistic function mimics the empirical potential evaluation process
more accurately than the logarithm objective function.
4.2.5 Genetic algorithm optimization
We use a genetic algorithm[116] (GA) to optimize the objective function. The genetic
algorithm is a heuristic search algorithm that mimics the process of natural selection. The
term chromosome normally refers to a possible solution (parameter set) to the problem,
which is the set of weights corresponding to a fitting database in our potential fitting problem.
The “genes” are the particular weights in the fitting database. New databases are made
through a evolution process. The GA assumes that good solutions are more likely to be
made up of combinations of smaller objective function value solutions[117]. Therefore, the
more successful chromosomes will produce more offsprings than those ones that have low
objective function values. Two good chromosomes may produce a child that are better than
either parent. GA exploits historical information to guide the search into the parameter
phase space with possibly better performance.
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Table 4.4: The Logistic objective function values for two fitting databases. The columns
show the weights and the logistic values for the corresponding entries. The MEAM1 potential
is the one we present in the previous section. The Log potential is a pathological “optimal”
fitting database if we do not constrain the gradient descent algorithm. The Log potential
fitting database only has three energy entries with non-zero weights. The logistic values show
the Log potential is much worse than the MEAM1 except for those three energy entries.
Entry
MEAM1 min log-objective
weight
√〈2〉 Logistic weight √〈2〉 Logistic
Eh − Eo 0.0855 0.180 eV 0.451 0.000 0.660 eV 0.99
Ec − Eo 0.0720 0.238 eV 0.593 0.000 1.380 eV 1.00
Eoh − Eo 0.0851 0.072 eV 0.218 0.431 1× 10−5 eV 0.000
Eoc − Eo 0.0859 0.041 eV 0.170 0.392 4× 10−6 eV 0.000
Ehc − Eh 0.0886 0.086 eV 0.242 0.168 0.0009 eV 0.000
Eoo − Eh 0.0673 0.594 eV 0.981 0.009 0.421 eV 0.901
Fo 0.103 0.276 eV/A˚ 0.29 0.000 0.572 eV/A˚ 0.571
Fh 0.0679 0.879 eV/A˚ 0.82 0.000 0.840 eV/A˚ 0.796
Fc 0.0605 0.530 eV/A˚ 0.53 0.000 0.751 eV/A˚ 0.732
Foh 0.0716 1.111 eV/A˚ 0.92 0.000 1.236 eV/A˚ 0.950
Foc 0.0643 0.774 eV/A˚ 0.75 0.000 0.851 eV/A˚ 0.803
Fhc 0.0702 0.998 eV/A˚ 0.88 0.000 1.150 eV/A˚ 0.931
Foo 0.0778 0.356 eV/A˚ 0.36 0.000 1.197 eV/A˚ 0.942
Random generated 
initial population  
Selection 
Crossover 
Mutation Evaluate the fitness for the current population 
Satisfy 
stopping 
criterion 
Yes 
Complete 
No 
Figure 4.13: The genetic algorithm optimization of the objective function.
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Fig. 4.13 shows the optimization process of the genetic algorithm along with the three
basic operations of the GA. We initialize the population with random generated sets of
weights in the fitting database. The objective function values for all the chromosomes are
evaluated through weighted least square and MCMC sampling. If the stopping criterion is
not satisfied, three GA operations are employed to produce the next generation:
• Selection: This operator pass chromosomes in the current population onto the next
generation. The lower the objective function value is, the more likely the chromosome
is chosen to reproduce.
• Crossover: This operator exchanges the genetic information between two single chro-
mosome parents to create two offspring. This process mimic biological recombinations
to create better individuals than their parents. Fig. 4.14 shows three crossover al-
gorithms for continuous parameters applied on three objective functions, w21 + w
2
2, a
10-dimensional linear least square fitting and a 4-parameter non-linear least square
model w1 exp(−w2/t) + w3 exp(w4/t). The three crossover algorithms are linear av-
erage, randomized linear combination and BLX[118]. We can see for the objective
functions that are optimized, randomized linear combination shows the best conver-
gence,
wnew = λwA + (1− λ)wB, (4.7)
where A and B are the two parenting chromosomes, and λ is a uniform random number
generated from [0,1). If one only combines selection and crossover operations, the
algorithm tends to converge on a good but local solution[116].
• Mutation: This operator introduces random modifications to a chromosome to pro-
vide variation. Mutation maintains diversity in the population and prevents trivial
convergence. The mutation operation alone is a random walk in the parameter phase
space. We use the non-uniform mutation algorithm in Ref.[119] to generate the new
chromosome. The newly generated chromosome replaces the current one in the next
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Figure 4.14: Comparison of three crossover algorithm on three objective functions. Three
functions are optimized using our GA. The first is a quadratic 2D function, x2 + y2. The
second is a 10 dimensional linear regression. The last one is a non-linear minimization of
the sum of two exponenial decay functions. The linear mixing crossover converges fastest
and finds better minimums for the same amount of steps.
generation. If only mutation and selection operators are allowed, the genetic algorithm
turns out to be a parallel, noise-tolerant, hill-climbing algorithm[116].
After the three basic operations of GA, a new population is generated with possible
better objective function values. We also keep track of a best set of chromosomes, which
includes several chromosomes with the lowest objective function values. The iteration keeps
going on until the stopping criterion is met. The stopping criterion is normally either the
maximum number of GA iterations or the convergence in the best set of chromosomes.
We build a paralleled genetic algorithm to meet the efficiency demand for a large number
of objective function evaluations. Although the flow of genetic algorithm is fairly simple, the
computational task is quite expensive. For one objective function evaluation, the majority
of the computation cost is the Monte Carlo sampling. For 106 sampling steps, each step
requires the energy and force evaluation of seven structures using LAMMPS. Genetic algo-
rithm normally requires about 1000 generations to find good solutions. If each LAMMPS
calculation needs 0.01s CPU time, serial calculations for 1000 generations of 10 chromosomes
needs 109 s, i.e. 3.1688 years. The parallelization of the problem is very demanding. We
develop two embarrassing parallelization scheme. One is parallelization over the LAMMPS
76
ll
l
l l
l
l
1 2 3 4 5 6 7
1
2
3
4
5
6
7
MPI speedup
Number of workers
T s
er
ia
l/T
pa
ra
lle
l
l MCMC time
Relax time
Obj function time
Figure 4.15: Speedup of the parallelization over the LAMMPS job. The MCMC part is
purely embarrassing parallelization, which has almost perfect speedup. The relax time rep-
resents the testing set error calculations, which is constrained by the slow relaxation entry.
The overall speedup is around 4, which gives the calculation time ratio of MCMC versus
relaxation around 2:1.
jobs and the other is parallelization over the MCMC sampling. Fig. 4.15 shows the speedup
of the first parallelization scheme. The speedup for the MCMC sampling part goes up to the
number of structures in the fitting database, but the overall speedup is about 4 due to the
relaxation calculations in the testing set. The speedup for the parallelization over MCMC is
perfect but is limited by the length of the sub MCMC chain. For our fitting database, the
better scheme is the parallelization over the LAMMPS jobs.
Fig. 4.16 shows maximum, minimum and median for each population of 700 GA steps.
Each generation has 11 chromosomes. The rates for selection, crossover and mutation are
0.1,0.6,0.1, respectively. The MCMC parameters are the same as we discussed earlier in
this chapter. The objective function values show common genetic algorithm behavior. We
are able to demonstrate the efficiency of the algorithm by completing 700 GA steps using 4
weeks of 89 CPUs. Due to the lack of available paralleled NEB module for the testing set
evaluation, we still go through the NEB testing scheme as mentioned earlier in this chapter.
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Figure 4.16: Genetic algorithm iteration steps with maximum, minimum and median of each
population.
We find that most of the good chromosomes have low barriers coming out of the crowdion
sites and low o-o barrier. If more modules can be developed for various testing set entries,
the objective function measurement will be more accurate.
4.2.6 Genetic Algorithm potentials
Fig. 4.17 and Tab. 4.5 shows the GA optimal potential so far. We denote this potential as
MEAM2. We choose the same outer cutoff, 5.5 A˚, for all radial functions, φ(r), ρ(r) and
f(r). The inner cutoff is 1.9 A˚, which is the smallest Ti-O distance existing in the seven
structures in the fitting database. The pair potential φ(r) show repulsive interaction for Ti-
O distance from 2.5 A˚ to 4.1 A˚ and attractive interaction from 4.1 A˚ to the cutoff distance
5.5 A˚. The Ti-O interaction for Ti-O close to the inner cutoff knot is attractive, which
might cause possible problems when the Ti-O distance is small. This indicates that the GA
potential is able to reproduce the potential energy space accurately for Ti-O interaction.
Tab. 4.6 represents the optimal weights for the fitting database entries and the corre-
sponding logistic values. The interstitial energy differences have the highest weights among
all the entries. The relatively high weight for the force entry of the h-site leads to better
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Figure 4.17: The five cubic spline functions for the O functions in the GA optimized Ti-
O MEAM potential. The radial functions φTiO(r), ρO(r) and fO(r) have fixed boundary
conditions at the cutoff of 5.5 A˚, where the spline knot values and first derivatives are zero.
The rest of the boundary conditions are all natural boundary conditions, where the second
derivatives of the spline functions are zero. The inner cutoff of the radial spline functions
are modified to match the lowest Ti-O distance present in the fitting database. The domain
of the embedding function is located between the maximum and minimum of the O densities
in the seven fitting database structures.
Table 4.5: Potential parameters of five cubic spline functions for GA optimization. The
table lists the equally spaced knot positions and the the corresponding knot values. The top
table presents the radial spline functions, φTiO(r), ρO(r) and fO(r), and the bottom table
gives the embedding function, UO(n) and angular dependent function, gTiO(cos θ).
i ri(A˚) φTiO(r)(eV) ρO(r) fO(r)
0 1.900 0.533321679606674 11.2293641315584 2.62105440156724
1 2.800 0.456402081843862 –27.9976343076148 10.2850803058354
2 3.700 –0.324281383502201 –8.32979773113248 3.23933763743897
3 4.600 –0.474029826906675 –1.00863195297399 –5.79049355858613
4 5.500 0 0 0
i ni UO(ρ)(eV) cos θ gTiO(cos θ)
0 –23.993 0.297607384684645 –1.000 0.0513843442016519
1 –15.924 0.216691597077105 –0.500 0.0179024412245673
2 –7.855 0.0637598673719069 0.000 –0.260650876879273
3 0.213 –0.00183450621970427 0.500 –0.190163791764901
4 8.282 –0.111277018874367 1.000 –0.763795416646599
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Table 4.6: Genetic algorithm optimal weight values for the fitting database entries. The
sum of the weights is one. The logistic value for the first two entries are the relaxed energy
differences of h site and c site reference to the o site. The energy entries for interstitial
energy differences have the largest weights. The energy entries have lower logistic value
than the forces. The o-o energy entry has the largest errors. The o-site and o-o state have
the smallest force errors.
Entry weights Logistic Entry weights Logistic
Eh − Eo 0.283 0.314 Fo 0.0682 0.297
Ec − Eo 0.152 0.576 Fh 0.0300 0.632
Eoh − Eo 0.0101 0.465 Fc 0.00362 0.546
Eoc − Eo 0.0948 0.172 Foh 0.0460 0.698
Ehc − Eh 0.0898 0.171 Foc 0.07665 0.533
Eoo − Eh 0.0689 0.789 Fhc 0.0372 0.603
Foo 0.0395 0.352
description of the hexahedral atomic environment description. However very low weight for
the c-site force entry reflects in larger errors in the relaxed energy difference between the
c-site and the o-site. For energy barrier entries coming out of the c-site, the large force errors
for the two transition states indicate possible errors for further NEB calculations. On the
other hand, low force errors for the transition state of o-o could compensate the errors for
the o-o energy entry and results in a reasonable NEB barrier estimation.
Tab. 4.2.6 shows the NEB testing for the GA optimal potential and compares the results
with available data from DFT and other empirical potentials. The GA potential predicts
very accurate o-o barrier and o-h barrier. The results is expected from the optimal weight
analysis above with significant force entries weights for the o-site, the h-site, o-h and o-o.
The energy level of the h-site is well described due to large weight contributions in the fitting
database for the corresponding entries. The slight larger energy errors for o-h is compensated
by corresponding force errors and gives the correct barrier values. Similar arguments apply
for o-o barrier as well. The larger errors on the c-site energy level is a result of the low
contribution of the c-site force entry. Although the direct energy different for the transition
states of o-c and h-c have small errors, the force errors reduce the energy barriers leading to
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Table 4.7: Comparison of GA potential predictions for O interstitial site energies and transi-
tion barriers to DFT calculations[37] analytical MEAM predictions[78] and the two MEAM
potentials. The mean and standard deviation of the interstitial energy levels predictions are
in the parentheses, which are computed using the potential ensemble. The GA crowdion
energy level error is the largest. which also leads to lower barriers coming out from the
crowdion site. The GA potential predicts accurate the interstitial energy levels for the o-site
and h-site, and very accurate barriers between o-h and o-o. All the energy values are in eV.
DFT[37] MEAM1 MEAM2 MEAM[78]
Erelax h − Erelax o 1.19 1.126(1.086±0.05) 1.099(1.062±0.147) 1.14
Erelax c − Erelax o 1.88 1.838(1.775±0.11) 1.675(1.695±0.204) 1.97
Eoh − Eo 2.04 1.760 1.921 1.98
Eoc − Eo 2.16 2.107 1.852 2.04
Eoh − Eh 0.85 0.634 0.822 0.84
Ehc − Eh 0.94 0.950 0.766 0.85
Eoc − Ec 0.28 0.269 0.177 0.07
Ehc − Ec 0.24 0.237 0.190 0.02
Eoo − Eo 3.25 2.668 3.047 2.94
underestimation of the c-site relevant barriers. The GA potential models the o-site and h-site
better than the MEAM potential we propose in Sect. 4.2.2 along with lower but acceptable
crowdion barriers and accurate o-o barrier. This potential is better than the analytical
MEAM potential and is very promising even though GA is not converged.
Fig. 4.18 shows that the GA potential predicts that the oxygen in the Ti (101¯0) prismatic
plane makes the stacking fault along the [12¯10] unstable and increases the generalized stack-
ing fault (GSF) energy. The stacking fault relaxation calculations is not in the testing set.
The Ti-MEAM potential predicts a stable prismatic stacking fault in pure Ti with a GSF
of 0.293J ·m−2. The O atom increases the GSF to 0.343J ·m−2. The DFT GSF energy[40]
increase is 0.042J ·m−2 whereas our GA potential gives 0.05J ·m−2, a much better estimate
than the MEAM1’s 0.26J ·m−2. However, the GA potential predicts the prismatic stacking
fault to be unstable, which contradicts the DFT results.
Fig. 4.19 shows the stable octahedral sites and hexahedral sites near Ti screw dislocation
predicted by the GA potential with the interaction energy histogram for all the sites. The
dislocation geometry is the low energy mirrored core. The GA potential predicts that O
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Figure 4.18: Generalized stacking fault energy of pure Ti and an O in the stacking fault at
octahedral site along [12¯10] direction using the GA potential. The increase in the stacking
fault energy due to O is 0.050J ·m−2.
relaxes to either octahedral or hexahedral sites near the dislocation core, where the tetrahe-
dral sites are unstable. The interaction energy reference is an oxygen atom at an octahedral
site far from the dislocation core. The majority of the octahedral site interaction energy
are in the range of ±0.1eV, which has a smaller spread the the distribution of the MEAM1
potential. The hexhedral sites have larger interaction energies comparing to the octahedral
sites, with a few exceptions. The stable hexahedral sites distribute further away from the
dislocation core. We look into the difference displacement (DD) of several typical octahedral
sites to understand how O affects the local environment of the Ti screw dislocation core.
Fig. 4.20 presents the GA potential predictions of the Ti screw dislocation core structure
change from the O atoms at three octahedral sites. The dislocation core structure does
not have significant changes in the left DD map. Although a repulsive interaction energy
is obtained, the interaction maintains the dislocation core structure due to symmetry. The
O atom in the midddle DD map is further away from the dislocation core than the other
two, and has the weakest interaction among the three. The change in the dislocation core
structure happens near the O atom, and the dislocation remains a mirrored core. The GA
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Figure 4.19: GA potential predictions for O interacting with a 1/3[12¯10] screw dislocation
in Ti. The dislocation core is marked by an ×. (a) Relaxed positions of O atoms near
the Ti screw dislocation core. The majority of the octahedral site remain at octahedral
sites (the red atoms), while all hexahedral and crowdion sites stabilize as hexahedral site
near the dislocation core (the blue atoms). (b) Histogram of O interaction energies with Ti
screw dislocation. The corresponding colors represent the energy distributions of the two
final interstitial site types. The most stable sites are near the dislocation core, and have
an interaction energy of less than 0.2 eV relative to a octahedral site far away from the
dislocation core.
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Figure 4.20: DD maps for three O atoms at octahedral sites near Ti screw dislocation. The
grey circles are Ti atoms and the red circle is the O atom. The dislocation center is marked
by ×, and the Burgers vector in coming out of the plane. The left figure has an O atom in
the dislocation core and the DD map looks similar to the pure Ti one. The middle figure
shows a significant change in the DD map in the neighborhood of the oxygen atom, while
the dislocation core remains mirrored like with only local changes near the O atom. The
right configurations show that the dislocation core geometry transforms from a mirrored one
to an unmirrored one.
potential suggests the same results as the potential in Sect. 4.2.2 that the interaction between
O and the dislocation core is short-ranged. Moreover, we also find sites that transform the
mirrored core into unmirrored core as the right DD map shows. Therefore, both our optimal
potential predicts that the interaction between O and the Ti screw dislocation is short-
ranged.
4.3 Conclusion
We develop two empirical potentials that accurately model the Ti-O interaction when O
is in the dilute limit. Each potential has a binary MEAM functional form and employs
the database optimization algorithm[115] to automate the potential fitting process. The
Bayesian sampling technique provides an estimate of the errors of the predictions of the
potential. We test the potential’s transferability against a variety of properties such as O
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interstitial energy levels, transition barriers between the O interstitial sites and O in the
Ti prismatic stacking fault. The empirical potential model is able to reproduce the correct
atomic environments of O interacting with Ti for the structures involved. We find weak and
short range O interaction with a Ti screw dislocation using our potential mode. We expect
further DFT studies can verify this result. The potential is also applicable for molecular
dynamics simulations of O diffusion in pure Ti or Ti defects.
A new type of objective function is proposed to mimic the potential assessment process.
We use the logistic function from classification regression analysis to measure the perfor-
mance of the testing set entries. The threshold value in the previous objective function
definition becomes the decision boundary for the structure property function evaluations.
A parallel genetic algorithm based optimization process is employed to minimize the com-
plicated, and non-smooth objective function. The optimization shows the efficiency of the
algorithm with promising results for further application.
85
CHAPTER 5
CONCLUSION
5.1 Summary of results
This study presents an automated and quantitate way of constructing empirical potential
models. We use the Bayesian sampling technique to measure the flexibility of the model and
therefore quantitatively determines how the changes in the fitting database affects the testing
set predictions. Empirical potential fitting no longer requires intuitional modifications in
the fitting database, and the automated algorithm takes advantage of the power of the
supercomputers to accelerate the empirical potential development process.
The proposition of the objective function is the first attempt to measure the transferabil-
ity of the empirical potential model. The definition of the transferability so far is qualitative.
Since different potentials developed by different research groups have their own criterion of
whether the potential model is transferable, one should be careful when applying the em-
pirical potential to new systems that are not tested. With the ensemble of the parameters,
one can quantitatively evaluate the transferability of the empirical potentials. The objective
function which minimize the relative errors are suitable for same type of testing set entries.
The logistic type of objective function is applicable for different type of testing set entries
and more accurately mimic the assessment of the empirical potential models.
The genetic algorithm optimization provides an efficient alternative to the gradient de-
scent algorithm. The genetic algorithm initializes the population with random generated
fitting database weights and performs a guided search in the weights space using the three
GA operations: selection, crossover and mutation. The GA results show promising results
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for purely automated potential fitting without manual interference. With more available
modules such as NEB calculations, elastic constant calculations, stacking fault calculations
and etc., for the testing set entries, the evaluation of the objective function can be more
general and automated.
The Ti-O potential are fitted to a DFT database of O interstitial sites in HCP Ti and
transition states between the sites. The potential gives accurate predictions on the NEB
barriers and prismatic stacking fault energy. The results shows the potential is able to
describe the atomic environments of O interacting with Ti where O is in the dilute limit.
We also apply the potential to predict the Ti screw dislocation core structure change due to
the presence of an O atom.
5.2 Limitation and future work
The Ti-Ti MEAM potential limits the flexibility of the Ti-O potential. Since we are not
fitting the whole set of MEAM functions, the O atom density is solely determined by the
Ti related functions. We cannot use the common fitting scheme, which the domain of the
embedding function are always normalized to –1 to 1 so that no linear interpolation will be
employed when evaluating the embedding energies of the atoms. Fortunately, the density of
the oxygen atoms covers a reasonable domain of density for the O embedding function to
have enough flexibility for the problem. To make the model more general, one would need
to fit the Ti-Ti interaction at the same time when considering the Ti-O interactions.
Structure search algorithms can connect with our database optimization algorithms to
perform on-the-fly empirical potential fitting. One of the remaining issues of the current
database optimization algorithm is that the “whole set” of DFT data are fixed at the be-
ginning of the potential fitting, which also constrains the flexibility of the model. With the
structure search algorithm, one can keep generating the relevant DFT data to add to the
fitting database or expanding the transferability in the testing set during the optimization
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of the potential. The embedding of the structure search algorithm would complete the au-
tomation circle of generating the DFT data and makes the empirical potential fitting process
without any intuitional factor.
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APPENDIX A
CUBIC SPLINE-BASED
EMPIRICAL POTENTIALS
We start from a set of n + 1 points {xi, yi} for i = 0, 1, . . . , n, which makes n intervals
between the points. One wants to use a polynomial function to interpolate the intermediate
points. One common interpolation scheme is to make one n–order polynomial function go
through exactly the n + 1 points, such as fitting the coefficients of the polynomial or using
Lagrangian interpolation polynomials. However, when the degree of the polynomial is high,
the oscillation can be very large between the interval. Requirements placed on one stretch
of such a curve can effect points some distance away. This interpolation scheme does not
offer the correct physical insights for the intermediate points. The alternative approach is
to use piece-wise polynomials in each interval while guaranteeing the global smoothness of
the function up to some of their derivatives. A spline is a polynomial that satisfy these
conditions. Splines tend to be smoother than fitting a polynomial through n+ 1 points and
have less wild oscillations between the tabulated points. Cubic splines are the most popular
spline functions.
The cubic spline is a set of piece-wise continuous functions and maintain the global
smoothness to the second derivatives. We define the polynomials ci(x) interpolates in the
interval (xi, xi+1). There are n cubic polynomials needed to interpolate the function. Thus a
total of 4n coefficients is to be determined. The constraints are that all ci(x) must go through
the tabulated points and the functions are continuous through the second derivatives. A total
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of 4n− 2 constraints are listed below:
ci(xi) = yi,
ci−1(xi) = yi,
ci(xi+1) = ci+1(xi+1),
c′i(xi+1) = c
′
i+1(xi+1),
c′′i (xi+1) = c
′′
i+1(xi+1). (A.1)
The imposed boundary conditions provides the other two equations regarding c1(x) and cn(x)
to solve for all the coefficients. There are two common types of boundary conditions. One is
called natural boundary conditions, where the second derivatives of the first cubic function at
the starting point or the last cubic function at the ending point vanish. The other is called
the clamp boundary conditions, where the first derivatives of the first cubic function at the
starting point or the last cubic function at the ending point are set to fixed values. One
can have the same type of boundary conditions on both ends or alternate the choices of the
boundary conditions. For example, all the radial functions in spline-based MEAM potential
have natural boundary conditions at the inner cutoffs and clamp boundary conditions at the
outer cutoff.
Fig. A.1 shows the Lagrangian interpolation oscillates more rapidly than the cubic spline
interpolation. The set of points for the interpolations is generated from a standard normal
distribution with equal spaced x values. The Lagrangian interpolation shows huge oscil-
lations near the ends of the interpolated points indicating that unphysical behavior might
happen if we apply the Lagrangian interpolation in empirical potential modeling. One can
reduce the oscillation by using lower degrees of Lagrangian polynomials. However, the in-
terpolated function will not go through the tabulated points exactly. Cubic splines provides
a much smoother interpolation which guarantees to go through every tabulated points, and
are lower degrees polynomials as well. The cubic splines is a promising candidate to replace
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Figure A.1: Lagrangian polynomial interpolation and cubic spline interpolation over a set
of points generated from a standard normal distribution. The Lagrangian polynomial is a
9 degree polynomial and goes through each point. The cubic spline functions consist of
nine piece-wise cubic polynomials, with natural boundary conditions imposed on both ends.
The Lagrangian polynomial interpolation has much larger oscillations than the cubic splines
between the interpolated points.
the analytic functions in empirical potential modeling.
Cubic splines offer better flexibility and efficiency compared to analytic functions for
empirical potentials. A common way of developing the spline-based empirical potential is to
set equal-spaced spline knot points for the spline functions, and the value of the tabulated
points are the potential parameters. We take our Ti-O binary MEAM potential as an
example to illustrate the process. For radial functions, φij(r), ρi(r) and fi(r), we first choose
the inner cutoff and outer cutoff off radius, r1 and rn, and make equal-spaced points between
these two. We then employ the natural boundary conditions on the inner cutoff and set the
value and first derivative to be zero at the outer cutoff (clamp boundary condition). The
embedding function Ui(n) and angular dependent function gjk(cos θ) have natural boundary
conditions on both ends. The values of the knot points are determined by fitting to first
principle calculations or experimental results.
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Spline-based empirical potential modeling is more general than the ones with analytical
functions. Although the original development of EAM and MEAM potentials have strong
physical meanings for the parameters and the analytical function choices, the potential fit-
ting later loses its connections with the original physical insights and become an empirical
expression with a set of parameters. Moreover, the different choices of the analytical func-
tions introduce unnecessary bias by the research groups who develop the specific potentials.
When fitting spline-based potentials, the potential parameters as well as the shapes of the
spline functions are determined simultaneously, which remove the possible bias by using
the analytic functions but also provides a huge advantage in the flexibility of the potential.
However, the spline functions are very sensitive to the changes in the spline knot values,
which makes the non-linear minimization process very complicated.
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APPENDIX B
THE MEAM POTENTIAL FORCE
DERIVATION
Total energy of Modified Embedded Atom Method (MEAM) potential[12, 15, 24]
E =
1
2
∑
i,j
φij(rij) +
∑
i
Ui(ni), (B.1)
where
ni =
∑
j 6=i
ρj(rij) +
1
2
∑
j,k 6=i
fj(rij)fk(rik)gjk(cos θjik). (B.2)
Force on atom A is
~FA = − ∂E
∂~rA
, (B.3)
where ~rA denotes the position of atom A. Note that the double count of distinct pairs {ij}
compensates the coefficient 1
2
and only pairs {Aj} has non-zero contribution to the energy
derivative,
∂E
∂~rA
=
∑
j 6=A
φ′Aj(rAj)rˆAj +
∑
i
U ′i(ni)
∂ni
∂~rA
, (B.4)
where rˆAj is the unit vector in direction of ~rAj. The pair density contribution for the
embedding function derivative is
∑
i
U ′i(ni)
∑
j 6=i
∂ρj(rij)
∂~rA
= U ′A(nA)
∑
j 6=A
ρ′j(rAj)rˆAj +
∑
i 6=A
U ′i(ni)ρ
′
A(riA)rˆiA
=
∑
i 6=A
(U ′A(nA)ρ
′
i(rAi)) + U
′
i(ni)ρ
′
A(rAi)) rˆAi. (B.5)
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We combine Eqn. (B.5) and the pair interaction derivative to have the pair contribution of
FA
F pairA = −
∑
i 6=A
(φ′Ai(rAi) + U
′
A(nA)ρ
′
i(rAi) + U
′
i(ni)ρ
′
A(rAi)) rˆAi. (B.6)
The three-body term in the embedding function derivative includes three contributions,
FTriCenterA , when A is the center of a triplet, F
NonCenter1
A and F
NonCenter2
A , when A is not the
center of a triplet
FTriCenter = −U ′A(nA)
1
2
∂
∂~rA
∑
j,k 6=A
fj(rAj)fk(rAk)gjk(cos θjAk),
FNonCenter1 = −
∑
i 6=A
U ′i(ni)
1
2
∂
∂~rA
∑
k 6=i
fA(riA)fk(rik)gAk(cos θAik),
FNonCenter1 = −
∑
i 6=A
U ′i(ni)
1
2
∂
∂~rA
∑
j 6=i
fj(rij)fA(riA)gjA(cos θjiA).
The two non-center contribution are identical by symmetry. We first derive
∂ cos θjik
∂~rA
, where
cos θjik = ~rij/rij · ~rik/rik
∂ cos(θjAk)
∂~rA
=
∂(~rAj · ~rAk)
∂~rA
1
rAjrAk
+ ~rAj · ~rAk(∂(1/rAj)
∂~rA
1
rAk
+
∂(1/rAk)
∂~rA
1
rAj
). (B.7)
Note that
∂(1/rAj)
∂~rA
= − rˆAj
r2Aj
and
∂(~rAj ·~rAk)
∂~rA
= ~rAj + ~rAk, the expression becomes
∂ cos(θjAk)
∂~rA
= (
1
rAk
− cos θjAk
rAj
)rˆAj + (
1
rAj
− cos θjAk
rAk
)rˆAk. (B.8)
Similarly, if only one bond length is change,
∂ cos(θAik)
∂~rA
= (
1
rik
− cos θAik
riA
)rˆAi (B.9)
∂ cos(θjiA)
∂~rA
= (
1
rij
− cos θjiA
riA
)rˆAi. (B.10)
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Here we also define several quantities in advance to provide a simpler expression
DAj = U
′
A(nA)f
′
j(rAj)fk(rAk)gjk(cos θjAk)
DAk = U
′
A(nA)fj(rAj)f
′
k(rAk)gjk(cos θjAk)
Dg = U
′
A(nA)fj(rAj)fk(rAk)g
′
jk(cos θjAk).
The force contribution where A is the center atom of the triplets is
FTriCenterA = −U ′A(nA)
1
2
∂
∂~rA
∑
j,k 6=A
fAj(rAj)fAk(rAk)gA(cos θjAk).
Similarly, we define two quantities for simple expression for FNonCenter
DiA = U
′
i(ni)fj(rij)f
′
A(riA)gjA(cos θjiA)
DgiA = U
′
i(ni)fj(rij)fA(riA)g
′
jA(cos θjiA).
The non-center atom contribution is
FNonCenterA = −
∑
i 6=A
∑
j 6=i
(
DAi +DgiA(
1
rij
− cos θjiA
riA
)
)
rˆAi. (B.11)
The three-body contribution for FA is therefore
F 3-bodyA = F
TriCenter
A + F
NonCenter
A
= −1
2
∑
j,k 6=A
(DAj +Dg(
1
rAk
− cos θjAk
rAj
))rˆAj + (DAk +Dg(
1
rAj
− cos θjAk
rAk
))rˆAk
−
∑
i 6=A
∑
j 6=i
(
DAi +DgiA(
1
rij
− cos θjiA
riA
)
)
rˆAi, (B.12)
where the first term is the contribution when atom A is the center of the triplets and the
second term is the reaction force of the center atom acted on atom A. The total MEAM
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force on atom A is
FA = F
pair
A + F
3-body
A
= −
∑
i 6=A
(φ′Ai(rAi) + U
′
A(nA)ρ
′
i(rAi)) + U
′
i(ni)ρ
′
A(rAi)) rˆAi
− 1
2
∑
j,k 6=A
(DAj +Dg(
1
rAk
− cos θjAk
rAj
))rˆAj + (DAk +Dg(
1
rAj
− cos θjAk
rAk
))rˆAk
−
∑
i 6=A
∑
j 6=i
(
DAi +DgiA(
1
rij
− cos θjiA
riA
)
)
rˆAi. (B.13)
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