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 RÉSUMÉ 
Ce mémoire porte sur l'estimation de paramètres dans des modèles de propagation 
des épidémies dans le temps. On considère le cas d'une population fermée dans laquelle 
chacun des  individus est soit susceptible, soit infecté, soit retiré (S-I-R).  Un  individu 
est dit infecté lorsqu'il est atteint d'une maladie infectieuse et qu'il est contagieux. Un 
individu qui n'a pas encore été infecté est dit susceptible, alors qu'un individu qui  a 
été atteint par la maladie et qui n'est plus infecté est dit retiré (irrmmnisé ou décédé). 
Un paramètre important dans ce  type de modèles est le  taux de reproduction Ra,  qui 
s'interprète comme le nombre moyen d'individus à qui un individu infecté transmet la 
maladie, au début de l'épidémie. Plus la valeur de Ra  > 1 est grande, plus l'épidémie 
est importante. On propose d'abord deux modèles stochastiques pour l'évolution d'une 
épidémie en se basant sur un modèle déterministe classique, le modèle SIR de Kermack 
et McKendrick  (1927).  Les  modèles tiennent compte du type de données disponibles 
en  pratique.  Par la suite,  on étudie une nouvelle  méthode d'estimation de  Ra  et on 
construit un intervalle de confiance asymptotique pour Ra·  Finalement, on présente des 
résultats obtenus en appliquant la méthode d'estimation de Ra sur des données simulées 
à l'aide des modèles proposés. 
Mots clés:  modèle  SIR de  propagation d'une épidémie,  taux de  reproduction  Ra, 
estimation, processus de naissance ct de mort non homogène, processus de Poisson non 
homogène. XlV INTRODUCTION 
Dans ce mémoire, on traite de la modélisation de la propagation des épidémies dans le 
temps et de l'estimation des paramètres de ces  modèles.  Un  des  deux objectifs princi­
paux est de proposer de nouveaux modèles de propagation des épidémies dans le temps, 
modèles qui reflètent bien le  type de données disponibles en pratique. L'autre objectif 
principal est de proposer une nouvelle méthode d'estimation à partir de telles données. 
On considère une population fermée, comme c'est le cas pour le modèle déterministe SIR 
(Kermack et McKendrick,  1927)  et son  équivalent stochastique, présenté entre autres 
par Kendall (1956). Dans ces modèles, à chaque instant t  2:  0,  chacun des individus est 
soit susceptible, soit infecté, soit retiré (S-I-R). Un individu est dit infecté lorsqu'il est 
atteint d'une maladie infectieuse et qu'il est contagielL'<.  Un individu qui n'a pas encore 
été infedé est dit susceptible, alors qu'un individu qui a été  atteint par la  maladie et 
qui n'est plus infecté est dit retiré (immunisé ou décédé). 
Un paramètre d'intérêt de ces modèles est le taux de reproduction Ra,  qui s'interprète 
comme le  nombre moyen d'individus à qui un individu infecté transmet la maladie, au 
début de l'épidémie. Ce paramètre est très important dans l'étude de la propagation des 
épidémies, étant donné qu'il permet de quantifier la virulence d'une maladie infectieuse 
et,  donc,  de prévoir l'évolution de l'épidémie dans le  temps.  De plus, en pratique, on 
s'intéresse souvent à la valeur de Ra  pour juger de l'efficacité de certaines mesures visant 
à ralentir la propagation d'une épidémie, comme la vaccination. En effet, on cherche à 
savoir de quelle façon la valeur de Ra a été modifiée suite à ces mesures. Enfin, mention­
nons qu'une épidémie est importante si  Rû  > 1. La valeur 1 représente donc un seuil 
pour le paramètre Ra· 2 
Les  nouveaux modèles de  propagation des  épidémies dans le  temps proposés dans ce 
mémoire permettent d'estimer Ra  à partir du type de données disponibles en pratique. 
En général,  pour certains temps tl, t2, . .. ,tn ,  on a  des  données sur  le  nombre total 
d'individus qui ont été infectés par la maladie jusqu'au temps ti et sur le  nombre total 
d'individus qui  en sont décédés jusqu'au temps ti, i =  1,2, ... ,n. Par exemple,  pour 
une épidémie de grippe saisonnière, ces  données peuvent être rapportées à chaque se­
maine. Donc, d'une part, on ne  dispose ni du nombre d'individus retirés, ni  du nombre 
d'individus encore infectés au temps ti, i = 1,2, ... ,n. D'autre part, même si,  concep­
tuellement, l'évolution de l'épidémie a lieu  en  temps continu, en pratique: les  données 
sont recueillies à  des  temps discrets.  Un  autre objectif de la modélisation est que les 
espérances du nombre d'individus susceptibles et retirés dans les modèles stochastiques 
proposés soient égales aux solutions du modèle déterministe SIR. Ce modèle déterministe 
décrit de façon simple et adéquate le déroulement moyen de l'épidémie dans une grande 
population.  Notons qu'on y fait encore appel dans des études épidémiologiques sur la 
grippe (voir Cruz-Pacheco et al.,  2009). 
On propose également une  nouvelle  méthode d'estimation de  Ro  qui  se  base  sur les 
données disponibles en pratique. En fait, on estime Ro  à partir du nombre d'individus 
susceptibles et du  nombre d'individus décédés,  en tenant compte de  la discrétisation 
du temps d'observation. On cherche à proposer une méthode d'estimation pour laquelle 
on n'a pas à faire de  suppositions quant aux valeUl's  de certains autres paramètres du 
modèle: tel que rencontré dans certaines études épidémiologiques (voir  Cruz-Pacheco et 
al.,  2009). 
La structure du mémoire est la suivante. Au chapitre 1,  on introduit certaines notions 
de base sur les processus de naissance et de mort qui sont nécessaires au développement 
des modèles. Par la suite, au chapitre 2, on présente sommairement certains des modèles 
de propagation des épidémies dans le temps de la littérature, soit le modèle déterministe 
SIR et deux modèles stochastiques, en plus de présenter de façon plus détaillée les deux 
nouveaux  modèles que l'on propose.  Au  chapitre 3,  on explique la  nouvelle méthode 3 
d'estimation de Ro,  en  plus de développer  certaines propriétés des estimateurs et de 
construire des  intervalles de confiance pour Ro  à partir de ces estimateurs. Enfin, au 
chapitre 4,  on présente et on  commente les résultats obtenus numériquement et en si­
mulation lorsqu'on applique la méthode d'estimation de Ro  à  des données simulées à 
partir des modèles proposés. 4
 CHAPITRE l 
NOTIONS DE BASE SUR LES PROCESSUS DE NAISSANCE ET 
DE MORT 
Dans ce chapitre, on  présente certains concepts de base sur les  processus de  naissance 
et de  mort. Nous suivons l'approche de Parzen (1962)  dans les  chapitres 1,  4,  6 et 7. 
Les notions et les résultats présentés dans ce chapitre sont nécessaires dans les modèles 
introduits au chapitre 2. 
1.1  Processus stochastiques : définitions de base 
Définition 1.1.1  (Processus stochastique).  Un  processus  stochastique {X(t), t  E  T} 
est une coilection de  variables aléatoires,  c'est-à-dire que,  pour tout tE T, X(t)  est une 
variable aléatoire. 
L'indice t  est  souvent  interprété comme étant le  temps,  tandis que  X(t)  est appelé 
l'état du  processus au  temps t.  L'ensemble des  valeurs  que  peut  prendre X(t),  noté 
$, est appelé l'espace des états du processus et l'ensemble 'lI'  est appelé l'ensemble des 
indices du processus.  Lorsque t  représente le  temps et gue 'lI'  est dénombrable, on  dit 
que le processus est à temps discret, alors qu'il est à temps continu si 'lI' est un intervalle 
dans .IR. 
Définition 1.1.2 (Processus de comptage).  Un  processus stochastique à temps continu 
{N(t), t 2: ü}  est un processus de  comptage si N(t)  représente le  nombre total d'événe­
ments s'étant prod'uits fusqu'au temps t. 6 
Un processus de comptage possède donc les propriétés suivantes: 
(i)	  N(t) ~ 0; 
(ii)	 N(t) E lN; 
(iii)  si  0 :S  s < t, alors N(s) :S  N(t); 
(iv)	 pour 0 :S  s < t, l'accroissement N(t) - N(s) correspond au nombre d'événements 
se produisant dans l'intervalle (s, t]. 
Définition 1.1.3 (Accroissements indépendants).  On dit qu'un processus de  comptage 
a  des  accroissements indépendants si  les  variables  aléatoires  qui  comptent le  nombre 
d'événements se produisant dans des  intervalles de  temps disjoints sont indépendantes. 
Définition 1.1.4 (Accroissements stationnaires).  On dit qu'un processus de  comptage 
a  des  accroissements  stationnaires si  la  loi  que  suit la  variable  aléatoire  comptant le 
nombre d'événements se produisant entre les temps t  et t + h  ne dépend que  de  h, pour 
tout t  ~  O. 
Dans la section suivante, on introduit la loi  de Poisson et la loi binomiale. On présente 
également deux propositions sur lesquelles  se basent certains des résultats présentés 
dans la suite du  chapitre 1 et au chapitre 2. 
1.2  Loi de Poisson et loi binomiale 
Définition 1.2.1 (Loi de Poisson).  Une  variable aléatoire discrète est distribuée selon 
une loi de  Poisson de  paramètre À,  notée P(À), si sa fonction de  masse est 
e-ÀÀk 
~,  k=O,l, ... , 
(1.1) 
0,	  sinon. 
On a que IE[X]  =  VarfX]  =  À. 7 
Définition 1.2.2  (Loi binomiale).  Une  variable  aléatoire  discrète  est  distribuée selon 
une loi  binomiale de  paramètres n  et P,  notée B( n, p),  si sa fonction  de  masse est 
n!  k(1  )n-k  k  =  0,1, ... ,n,
P[X = k]  =  k!(n - k)!P  - P ,  (1.2)
{  0,  sinon. 
On a que JE[X]  =  np et  Var(X]  =  np(1 - p). 
Proposition 1.2.1.  Si X  est de  loi binomiale B(n,pd et si la  loi  conditionnelle de  Y 
sachant X  est une loi binomiale B(X,P2), alors Y  est de  loi binomiale B(n,PIP2)· 
Démonstration.  Par hypothèse, pour k =  0,1, ... ,n, on a que 
.,
 
k!(/~  k)!P~(1- P2)j-k,  k:::: j, 
0,  SIllon. 
Alors, pour k  =  0, l, ... ,n, on a que 
P[Y=k] = 
n
2: P [y  =  klX =  j] P [X  =  j] 
j=O 
~  j!  k(  )j-k  ni  ..J(  )n-j
LJ k'( . _  k)I P2  1 - P2  .'(  _  ·)IJlI  1 - Pl 
j=k  .J.  J. n  J. 
n-k 
'"  1  k(  )m  n!  m+k(  )(n-kl-m
LJ k!m!P2  1 - P2  [(n _  k) _ m]!PI  1 - Pl 
m=O  , 
k!(nn~  k)! (PIP2)k(1  - PIP2)n-k 
~ (  (n-k)'  (PI(I- P2 ))m( I-PI  )(n-kl-m)  (1.3) ~o  m![(n - k)  ~ ml!  1 - PIP2  1 - PIP2 
Comme 
1 _  P=-l-,-(1_---"-P2-'-)  1 - PIP2 - Pl +PIP2 
1 - PIP2  1 - PIP2 
1-Pl 
1 - PIP2  ' 8 
on a que 
~ (  (n-k)'  (PI(1- P2 ))m( I-PI  )(n-k)-m)

~O  m![(n - k)  ~  ml!  1 - PIP2  1 - PIP2
 
~  (  (n - k)!  (Pl (1 - P2)) m (  Pl (1 - P2)) (n-k)-m)
~O  m![(n - k)  - ml!  1 - PIP2  1 - 1 - PIP2 
1,  (1.4) 
car c'est la somme de la fonction  de  masse d'une variable aléatoire  de loi  binomiale 
B (n - k, Pi (1  - P2)) sur toutes ses valeurs possibles. À partir des  équations (1.3)  et 
- PIP2 
(1.4), on a donc que 
n!  ()k(  )n-k P [y  = k]= k!(n _ k!)  PIP2  1 - PIP2  , 
k = 0,1, ... ,n. Donc, Y  est de loi binomiale B(n,PIP2).  o 
Proposition 1.2.2.  Si X  est  de  loi  de  Poisson P(>.)  et si  la  loi  conditionnelle  de  Y 
sachant X  est une loi binomiale B(X,p), alors Y  est de  loi  de  Poisson P(p>'). 
- - -.  ­
Démonstration.  Par hypothèse, pour k =  0,1, ... , on a que 
PlY ~ klX ~ il  ~ { 
0,  sinon. 
Alors, pour k =  0,1,... , on a que 
00 
PlY = k]  =  LP[Y = klX =j]P[X =j] 
j=O 
~  j!  k(  )j_ke->.>.j 
L  k'( . _  k)fP  1 - P  -'1­
. k  . .1.  .1. 
J= 
00 
"  _l_pk (l _ p)me->. >.m>.k 
Lk!m! 
m=O 
e->'(p>.)k  [>'(l_p)]m 00 
k!  L  m! 
m=O 
e->' (p>. )k  >'(l-p) 
k!  e 
e-p>'(p>.t 
k! 9 
k =	 0,1, ... , Donc, Y est de loi  de Poisson P(p>").  D 
1.3  Processus de Poisson 
1.3.1  Processus de Poisson homogène 
Définition 1.3.1 (Processus de Poisson homogène).  Un processus de  comptage {N(t), t  ~ 
O}  est un processus  de  Poisson homogène  d'intensité >..,  >..  > 0,  si : 
(i)  N(O)  = 0; 
(ii)	 il a des  accroissements indépendants; 
(iii)	 il a des  accroissements stationnaires; 
(iv)	 si 0::; s < t,  alors N(t) - N(s) est de  loi  de  Poisson  P(>..(t - s)). 
Comme N(t) est de loi  de Poisson P(>..t),  on a que lE[N(t)]  =  Var[N(t)] =  Àt. 
1.3.2  Processus de Poisson non homogène 
Définition  1.3.2  (Processus de  Poisson  non  homogène).  Un  processus  de  comptage 
{N(t), t  ~  O}  est  un processus  de  Poisson  non homogène  d'intensité >..(t),  >..(t)  > 0, 
t  ~  0,  si : 
(i)  N(O)  =  0; 
(ii)	 il a des  accroissements indépendants; 
(iii)	 si  0  ::;  s  < t,  alors  N(t) - N(s)  est  de  loi  de  Poisson  de  P(m(t) - m(s)),  où 
m(t) =  l\(T)dTo 
Cormne  N(t) est de loi  de  Poisson P(m(t)), on a  que lE[N(t)]  =  Var[N(t)]  = m(t). 
On appelle d'ailleurs m(t) la fonction moyenne du processus de Poisson non homogène 
d'intensité >"(t).  Il  est  à  noter que  les  accroissements d'lm processus de  Poisson  non 
homogène ne sont généralement  pas stationnaires et que le  processus de Poisson  ho­
mogène  est  un cas  particulier du  processus de Poisson non homogène  pour lequel  la. 
fonction  >..(t)  =  >..  pour tout t ~  0,  où  >..  > O. ---- -------
10 
Proposition 1.3.1. Soit {N(t), t 2:  O}  un processus  de  Poisson d'intensité >.(t)  et soit 
o:::;  s < t.  Alors,  on  a que 
Cov[N(s),N(t)] =  Var[N(s)]. 
Démonstration.  Soit 0  :::; s < t.  Comme {N(t), t  2:  O}  est un processus de Poisson, on 
a que les variables N(s) - N(O)  et N(t) - N(s) sont indépendantes. Comme N(O)  =  0, 
N(s) et N(t) - N(s) sont indépendantes. On a donc que Cov[N(s), N(t) - N(s)]  =  0, 
d'où 
Cov[N(s), N(t)]  Cov[N(s), {N(t) - N(s)} + N(s)] 




1.3.3  Processus de Poisson composé 
Définition 1.3.3 (Processus de Poisson composé).  Un processus stochastique {M(t), t 2: 
ü}  est un processus de  Poisson composé si M(t) peut être exprimé de la façon suivante: 
~Yj,  N(t) > 0, 
M(t) =  j=1 
{ 
0,  sinon, 
où  {N(t), t  2:  ü}  est  un processus  de  Poisson  et  {Yj,  j  =  1,2, ... }  est  une  collec­
tion de  variables aléatoires indépendantes et identiquement distribuées.  On  suppose que 
{N(t), t 2:  ü}  et {Yj,  j  =  1,2, ... } sont indépendants. 
Habituellement, {N(t). t  2:  ü}  est un processus de Poisson  homogène.  C'est d'ailleurs 
le cas dans Parzen (1962). Dans nos applications, on considère que {N(t), t  2:  ü}  est un 
processus de Poisson non homogène. On prouve le  résultat suivant sur lequel se basent 
certains des calculs et des simulations des chapitres 2,  3 et 4. 11 
Proposition 1.3.2. Soit {M(t), t  ~  a} un processus de  Poisson composé tel que  défini 
précédemment. Supposons que {N(t), t  ~  a}  est un processus  de  Poisson non homogène 
d'intensité À(t).  Si 1)  est de  loi  binomiale B(l,p), alors {M(t), t  ~  ü}  est un processus 
de  Poisson non homogène d'intensité pÀ(t). 
Démonstration.  Afin  de démontrer cette proposition, on  vérifie que  {M(t), t  ~  a}  sa­
tisfait la définition 1.3.2. 
(i)	  Comme {N(t), t  ~  a}  est un processus de Poisson,  N(a)  =  a.  Cela entraîne que 
M(a)  =  a. 
(ii)	  Soit ü ::;  s < t ::; u < v et soit 
Ml = M(t) - M(s) ,
 
M2  = M(v) - M(u) ,
 
NI  =  N(t) - N(s),
 
N2  =  N(v) - N(u).
 
La loi conditionnelle de Ml sachant NI et N2  est la même que la loi conditionnelle 
de Ml sachant NI car 
N(t) 
M(t) - M(s) =  L  1) . 
j=N(s)+1 
De  même,  la loi  conditionnelle de M2  sachant NI  et N2  est la même que la loi 
conditionnelle de  M2  sachant N2  car 
N(v) 
M(v) - M(u) =  2::  1) . 
j=N(u)+l 
De  plus,  comme  NI  et  N2  sont  indépendants  et  comme  les  va.riables  1)  sont 12 
indépendantes, Ml et M2  sont indépendantes conditionnellement à N}  et N2.  Alors 
00  00
L L  P[MI  = k},M2 = ~INI  = n},N2 = n2]P[NI  = nl,N2 = n2] 
nl=kl n2=k2 
00  00
L L  (P[MI  = kllNI = nI, N2 = n2]P[M2 = k21NI  = nI, N2 = n2] 
nI =kj n2=k2
 
P[NI  =  nl]P[N2 =  n2])
 
c~. P[M,  ~ k,IN, ~ nl]P!N,  ~ nll) 
c~, P!M2 ~ "'IN, = n2IP[N, = n2J) 
P[M1 = kl]P[M2  = k2]. 
Cela  entraîne  que  Ml  et  M2  saut  indépendants.  De la  même  façon,  on  pour­
rait prouver que les accroissements sur n  intervalles disjoints sont indépendants. 
{M(t), t 2  a}  a donc des accroissements indépendants. 
(iii)  Soit a:s  s < t.  Comme {N(t), t 2  a}  est un processus de Poisson non homogène 
d'intensité À(t), N(t) - N(s) est de loi  de Poisson P(m(t) - m(s)), où 
De plus,  la loi  conditionnelle de  M(t) - M(s) sachant N(t) - N(s) est  une loi 
binomiale B(N(t) - N(s),p). Par la proposition 1.2.2, on a que M(t) - M(s) est 
de loi  de Poisson P [p(m(t) - m(s))]. Soit 
Alors, M(t) - M(s) est de loi  de Poisson P(m*(t) - m*(s))). 
Donc, {M(t), t 2  a}  est un processus de Poisson non homogène d'intensité pÀ(t).  0 13 
1.4  Processus de naissance et de mort 
1.4.1  Chaînes de Markov à temps continu 
Définition 1.4.1  (Chaîne de Markov à temps continu).  Un  processus  stochastique  à 
temps continu {N(t),t 2: ü}  est une chaîne  de  Markov  à temps  continu si : 
(i)	 pour n'importe quel ensemble  de  n  temps tl < t2  < ... < tn, la  loi  conditionnelle 
de  N (tn) sachant N(  tl ), N(t2), ... ,N(tn- l ) ne dépend que  de  N(tn-l) ,. 
(ii)	 $, l'espace  des  états  du  processus,  est dénombrable. 
Définition 1.4.2 (Fonction de transition). Soit .1  et k deux états de  la chaîne de Markov 
à temps continu {N(t), t 2:  O}  et soit 0  ~  s ~  t. La fonction de  transition de {N(t), t 2: 
ü}  est  donnée par: 
Pj,k(S, t)  =  P[X(t) =  kIX(s) =  .1].	  (1.5) 
Une chaîne de Markov à temps continu est dite homogène si  sa fonction de transition 
dépend uniquement de la différence  (t  - s).  Dans ce  cas, sa  fonction de transition est 
notée 
pj,k(t) =  P[X(t + u)  =  kIX(u) = .1]  ,	  (1.6) 
pour tout u  2:  O.  Une chaîne de Markov à temps continu dont la fonction de transition 
ne dépend pas uniquement de la différence (t - s)  est dite non homogène. 
Définition 1.4.3  (Taux  de transition instantané).  Soit {N(t), t  2:  ü}  une  chaîne de 
Markov à temps continu. Si {N(t), t 2:  ü}  est homogène, le  taux de  transition instantané 
à partir de  l'état k  est  donné par 
.	  1 - Pk,k(U) qk  = Jlm ---'--­
u--.>O  U 
et le  taux de  transition instantané de  l'état .1  vers l'état k  est  donné par 14 
Si {N(t), t  2:  ü}  est non homogène,  le  taux de  transition instantané à partir de  l'état k 
au  temps t  est  donné par 
.  I-Pk,k(t,t+u) qk () t  = llm ----'-----'------­
u-tO  U 
et le  taux de  transition instantané de  l'état j à l'état k  au  temps t est  donné par 
l'  pj,k(t,t+U) qj,k () t  -
_ 
lm  . 
u->O  U 
Pour alléger le  texte,  on  utilisera l'expression taux de  transition pour  désigner le  taux 
de  transition instantané. 
1.4.2  Processus de naissance et de mort homogène 
Définition 1.4.4 (Processus de naissance et de mort homogène).  Une  chaîne de  Markov 
homogène à temps continu {N(t), t 2:  O}  dont l'espace des états est lN  est un processus de 
naissance et de mort homogène si,  pour tous les  couples d'états (j,k) tels que Ij-kl > 1, 
_ on  a que  __ 
qj,k = O. 
Pour le processus de naissance et de mort homogène, on introduit la notation suivante: 
Pj,j+l (u)  0 l· 
Àj  =  qj,j+l  =  lm  ,  j  =  ,1, _.. ,




Mj  =  qj,j-l = lm  ,  j  = 1,2, ... ,
U-tÛ  U 
et  MO  =  O.  Il  est à  noter que les limites sont uniformes en j. On appelle  Àj  le  taux de 
naissance à l'état j  et J-Lj  le taux de mort à l'état j. On a que 
Àj + Ilj  =  qj  ) 
j  =  0,1, .... Soit {N(t), t 2:  O}  un processus de naissance et de mort homogène. Dans un 
intervalle de temps très petit, la valem de N(t) peut soit augmenter de 1, soit diminuer 
de 1, soit rester la même. Si  J-Lj  =  0 pom tout j  E lN,  alors on dit que {N(t), t 2:  O}  est 
un processus de naissance pm homogène. On peut montrer qu'un processus de naissance 15 
pur homogène pour lequel  Àj  =  À pour tout j  E  lN  est équivalent à  un processus de 
Poisson homogène. Si  Àj  = 0 pour tout j  E  lN,  alors  on dit que {N(t), t  2:  O} est un 
processus de mort pur homogène. 
1.4.3  Processus de naissance et de mort non homogène 
Définition 1.4.5  (Processus de naissance et de mort non homogène).  Une  chaîne  de 
Markov non homogène  à temps continu {N(t), t 2:  D}  dont l'espace  des  états est lN  est 
un  processus  de  naissance  et  de  mort non homogène  si,  pour  tous  les  couples  d'états 
(j,k) tels  que Ij - kl  > 1,  on  a que 
pOUT  tout t 2:  O. 
Pour le  processus de  naissance  et  de  mort  non  homogène,  on introduit  la  notation 
suivante: 
\.(t)- ..  (·t)-l·  pj,j+l(t,t+U)
/1)  - q),)+l  - lm  ,  j  = 0, 1, ... , 
V->O  U 
_  l'  Pj,j-l(t,t+U) f..Lj () t  =  qj,j-l t  () - lm  ,  j=I,2, ... , 
v.--+o  U 
et f.1o(t)  = 0,  t 2:  O.  Il  est à noter que les limites sont  uniformes en j. On appelle Àj(t) 
le  taux de naissance à l'état j  au temps t et f..Lj(t)  le  taux de mort à l'état j  au temps 
t. On a que 
j  =  0,1, ...  et t  2:  O.  Soit {N(t), t  2:  O}  un processus  de  naissance et de mort  non 
homogène. Si f.1j(t)  =  0 pour tout j  E lN et pour tout t 2:  0, alors on dit que {N(t), t  2:  O} 
est un processus de naissance pur non homogène. On peut montrer qu'un processus de 
naissance pur non  homogène pour lequel  Àj(t)  =  >'(t)  pour tout j  E  lN  est équivalent 
à un processus de Poisson non homogène. Si  Àj(t)  =  0 pour tout j  E  lN  et pour tout 
t 2:  0, alors on dit que {N(t), t 2:  O}  est un proces3us de mort pur non homogène. Dans 
les modèles présentés au chapitre 2,  on s'intéresse à un cas particulier de processus de 16 
mort purs, c'est-à-dire le  cas où  fJ,j(t)  =  jfJ,(t) , pour tout j  E  JN.  Afin  de déterminer 
la fonction de transition d'un processus de mort pur non homogène avec  /1j (t)  = j fJ,(t) 
pour tout j  E JN, on doit introduire la notion de fonction génératrice des probabilités de 
transition et énoncer deux théorèmes. La preuve de ces théorèmes n'est pas présentée, 
étant donné qu'elle dépasse le niveau de cc mémoire. 
Définition  1.4.6  (Fonction  génératrice des  probabilités de  transition).  La  fonction 
génératrice  des  probabilités  de  transition d'une  chaîne  de  Markov  à temps continu est 
donnée par 
1/;j,s(z, t)  = L
00 
zkpj,k(S, t).  (1.7) 
k=O 
Cette définition est tirée de  Parzen (1962),  chapitre 7. 
Théorème  1.4.1  (Théorème  5A,  chapitre  7,  Parzen  1962).  Soit  {N(t), t  ;::::  O}  un 
processus  de  naissance  et  de  mort non homogène  avec  .Àj(t)  =  j.À(t)  et  fJ,j(t)  =  jfJ,(t), 
pour tout j  E JN  et pour tout t  ;::::  O.  Soit 0 ::; s < t  et Izi < 1.  Alors, 
(1.8)  _ 
avec  la  condition limite suivante : 
1/;j,s(z,s) =  zj si P[N(s) =  j] =  1;  (1.9) 
jE JN. 
Théorème 1.4.2 (Théorème 5B, chapitre 7,  Parzen 1962).  Supposons  que  la  fonction 
génératrice  des  probabilités  de  transition satisfait 
(1.10) 
avec la condition limite donnée par l'équation (1.9). Soit uC') une fonction qui  est telle 
que  la  solution z(t)  de  l'équation 
dz  - + a(z, t)  =  0  (1.11)
dt 
satisfait 
u(z, t) =  c,  (1.12) 17 
où c est une constante.  Soit 
gt (z)  =  u(z, t) . 
Alors 
(1.13) 
En se basant sur le théorème 1.4.1 et le théorème 1.4.2, Parzen (1962) présente le calcul 
de la fonction de transition pour un processus de naissance et de mort non homogène 
avec Àj(t) = jÀ(t) et j.tj(t) = jj.t(t). D'une façon  analogue à celle de Parzen, on présente 
le calcul de la fonction de transition pour un processus de mort pur non homogène avec 
Proposition 1.4.1.  Soit {N(t), t  ~  ü}  un processus  de  mort pur non homogène  avec 
j.tj(t)  =  jJL(t),  pour tout j  E  JN  et  pour tout  t  ~  0,  et  soit 0  :S  s  < t.  Alors,  la  loi 
conditionnelle  de  N(t)  sachant N(s)  est une  loi  binomiale B(N(s),exp{ry(s) -ry(t)}), 
t 
où ry(t)  =  j.t(T)dT. l
Démonstration.  De l'équation (1.8), on a 
En identifiant les termes dans l'équation (1.10),  on a que 
cx(z, t) =  -(z - l)j.t(t) . 
L'équation (1.11)  peut donc s'écrire comme suit: 
dz  dz  1 
dt  - (z - l)j.t(t) =  0  Ç:}  dt z _  1 - j.t(t)dt = 0 
Ç:}  log(z - 1) -l
l 
j.t(T)dT  =  O. 
Soit 
ry(t)  = l  j.t(T)dT, 
u(z, t)  = log(z - 1) -ry(t) 18 
et  gt(z)  =  u(z, t).  Pour appliquer  le  théorème  1.4.2,  on  doit  trouver  l'expression de 
g;l(-). Soit x = u(z,05).  On a que 
x =  log(z - 1) -1](05)	  {::}  Z  - 1 =  exp{x + 1](o5)} 
{::}  z =  exp{x + 1](o5)} + 1.  (1.14) 
En posant 
et 
x = u(z, t) =  log(z - 1) -1](t) 
dans l'équation (1.14), on obtient 
1 + exp{log(z - 1) - 7J(t) + TJ(S)} 
1 + (z -l)exp{1](o5) -1](t)}.  (1.15) 
On obtient ensuite la  fonction  génératrice des  probabilités de transition à  partir des 
équations (1.13)  et (1.15)  : 
- 1j.Jj,.;{z,t)  -'=  [g:-l(u(z',t))f 
[1 + (z -1)exp{1](o5) -1](t)}f 
[1  - exp{1](o5) -1](t)} + zexp{1](o5) -1](t)}f, 
qui  est la fonction génératrice des probabilités d'une variable aléatoire de loi  binomiale 
BU, exp{1](05) -1](t)}). On a donc que la loi conditionnelle de N(t) sachant N(s) est une 
t 
loi binomiale B(N(05),exp{1](o5)  -1](t)}), où  1](t)  =  p,(T)dT-	 0 l
En particulier, on a que la loi  conditionnelle de N(t) - N(O)  sachant N(O)  est une loi 
binomiale B(N(O), exp{7)(t)} ).  Comme la loi  conditionnelle de N(t) sachant N(s) est 
une loi  binomiale B(N(s), exp{''1(o5)  - 1](t)}),  on a que la loi  conditionnelle de N(t) ­
N(s) sachant N(s) est une loi  binomiale B(N(s), 1 - exp{1](s)  -1](t)}). Le nombre de 
morts dans l'intervalle (s, t]  correspond donc au nombre de succès parmi N(05)  essais de 
Bernoulli indépendants, pour lesquels la probabilité de succès est égale à 1 - exp{1J(s)­
1](t)}. CHAPITRE II
 




Dans ce chapitre, on introduit d'abord la terminologie relative à l'étude des épidémies. 
Par la suite,  on  présente trois modèles de propagation d'une épidémie dans le  temps, 
dont deux classiques, soit un modèle déterministe et deux modèles stochastiques. Enfin, 
on propose deux modèles stochastiques qui sont utilisés dans les chapitres 3 et 4 
2.1  Terminologie 
Dans cette section, on définit  certains termes reliés  à l'étude des épidémies.  Une  ma­
ladie  infectieuse est  une  maladie  due  à  un  agent  infectieux,  comme  une  bactérie, 
un virus ou un parasite, qui s'introduit dans le corps par l'alimentation, la respiration 
ou  les  fluides  corporels  (sang, sueur, etc.).  Il  s'y reproduit en grand nombre, puis va 
infecter d'autres individus, ce  qu'on appelle la contagion. Une épidémie est la pro­
pagation rapide d'une maladie infectieuse à un grand nombre d'individus par contagion. 
Dans ce  travail,  un  individu est dit infecté lorsqu'il est  atteint d'une maladie infec­
tieuse. On fait la supposition que l'individu infecté est contagieux, c'est-à-dire qu'il peut 
transmettre la maladie à d'autres individus, pendant toute la durée des symptômes de 
la maladie. Un individu qui n'a pas encore été infecté est dit  susceptible, alors qu'un 
individu qui a été atteint par la maladie et qui n'est plus infecté est dit retiré. Ce retrait 
peut correspondre à une guérison ou à un décès.  On considère seulement les  maladies 20
 
infectieuses pour lesquelles un individu retiré qui n'est pas décédé est inununisé contre 
la maladie, c'est-à-dire qu'il ne peut être infecté à nouveau. 
2.2  Modèles de la littérature 
Dans cette section,  on  présente trois modèles de  propagation d'une épidémie dans le 
temps, dont deux classiques, soit un modèle déterministe et deux modèles stochastiques. 
Ces modèles sont directement reliés  aux modèles proposés dans ce  mémoire,  qui  sont 
présentés à la section 2.3. 
2.2.1  Modèle déterministe: modèle SIR 
Dans le  modèle déterministe SIR (Kermack et McKendrick, 1927),  une population de 
taille N  est divisée en trois catégories, les individus étant soit susceptibles, soit infectés, 
soit  retirés.  Soit  x(t)  le  nombre  d'individus susceptibles,  y(t)  le  nombre  d'individus 
infectés et z(t) le nombre d'individus retirés, chacun au temps t 2:  0, Soit x'(t) =  :tx(t), 
--- d d  - --­
y'(t) =  dty(t)  et z'(t) =  dtz(t).  Les  valeurs  de x(t), y(t)  et z(t) correspondent aux 
solutions du système de trois équations différentielles suivant: 
x'(t)  =  -(Jx(t)y(t) , 
y'(t)  =  (Jx(t)y(t) - Îy(t),  (2.1) 
{ 
z'(t)  Îy(t) , 
de  conditions initiales  z(O)  =  0,  :1;(0)  >  0 et y(O)  >  0,  avec  x(ü) + y(O)  =  N.  Les 
paramètres (J  et Î  prennent des valeurs strictement positives. En faisant  la somme des 
trois équations de (2.1), on obtient: 
~[x(t)+y(t)+z(t)]=0, 
ce  qui signifie que la taille de  la population est supposée constante dans le  temps. On 
note par p le  rapport de Î  sur {J,  c'est-à-dire 
Î  p= ­
{J' 21 
Soit Xo  le nombre initial d'individus susceptibles. On note par Ro  le rapport du nombre 
initial d'individus susceptibles sur p, c'est-à-dire 
o Ro = x . 
p 
Les  solutions  du système  (2.1)  sont  représentées graphiquement à  la figure  2.1,  avec
 
N  =  1000,  Xo  =  990,  ,8  0,0004 et  Î =  0,2.  Le  paramètre  f3  représente le  taux
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Figure 2.1 Solutions du modèle déterministe SIR 
d'infection. Dans la première équation de (2.1),  on remarque que plus la  valeur de f3 
est grande,  plus la décroissance  du nombre  d'individus susceptibles est rapide,  pour 
des valeurs fixes  de x(t) et y(t). Le paramètre f3  représente en quelque sorte la facilité 
avec  laquelle la maladie se transmet d'un individu infecté à  un individu susceptible. 
Plus la valeur de f3  est grande, plus la maladie se transmet facilement.  Le  paramètre 
Î  représente quant à lui le  taux de retrait. L'inverse du paramètre Î  est la période de 
temps moyenne pendant laquelle un individu est infecté. Dans la troisième équation de 
(2.1),  on remarque que plus la valeur de "1  est grande, plus la croissance du nombre 
d'individus retirés est rapide, pour une valeur fixe  de y(t),  étant donné que le temps 22 
moyen d'infection est petit. Enfin, le paramètre Ra représente en quelque sorte le nombre 
moyen d'individus susceptibles à qui un individu infecté transmet la maladie au début 
de  l'épidémie.  Pour mieux comprendre l'effet  de  Ra  sur l'évolution  de  l'épidémie, on 
réécrit la deuxième équation de (2.1)  en  fonction de Ra  : 
y'(t) = (3x(t)y(t) - 'Yy(t)  {::}  y'(t) =  ((3X(t)  - 'Y)y(t) 
{::}  y'(t) =  (%X(t) - 1) 'Yy(t) 
{::}  y(t) =  (X~t)  - 1) 'Yy(t) 
{::}  y'(t) ~  (xi:) -1) -yy(t) 
Ra 
{::}  y'(t) =  (Ra ·'1:;2  - 1) 'Yy(t) .  (2.2) 
En posant t  =  0 dans l'équation (2.2),  on obtient 
li (0) =  ( Ra :~  =- 1) 'YY(O)  {::}  _y' (0)  ~  (Ra -)hy(ot  (2.:~J 
Conune y(O)  et 'Y  sont supérieurs à 0,  si  RD  est supérieur à  1,  alors y(O)  est supérieur 
à  O.  Cela signifie  que  le  nombre  d'individus infectés  croît  dès  le  début et donc que 
l'épidémie sera importante. Par contre, si Ra  est inférieur à 1,  y'(O)  est inférieur à O. Le 
nombre d'individus infectés décroît donc dès le début jusqu'à ce qu'il atteigne 0,  ce qui 
correspond à  une épidémie de faible importance. La valeur 1 représente donc un seuil 
pour le paramètre Ra.  De plus, la valeur de Ra,  lorsqu'elle est supérieure à  1,  permet 
de quantifier le  niveau de sévérité d'une épidémie. La paramètre Ra  est très important 
dans l'étude de la propagation des épidémies. 
Pour certaines valeurs de t, il  est possible d'exprimer p et Ra  en fonction de x(t), y(t) 
et z(t). La première valeur d'intérêt est celle pour laquelle y(t) atteint son maximum. 
Par la troisième équation de  (2.1),  on a  que  la valeur de t  pour laquelle y(t)  atteint 
son maximum est également celle pour laquelle z'(t) atteint son maximum. Étant donné 
que le  nombre d'individus infectés à  un moment précis n'est pas observé en pratique, 23 
on s'intéresse davantage à z'(t) qu'à y(t). On note par tz  la valeur de t à laquelle z'(t) 
atteint son maximum. On cherche à exprimer p en fonction de x(tz),  y(tz) et z(tz).  À 
partir de la troisième équation de (2.1), on obtient: 
:tz'(t)ltz = 0 Ç:}  ~y(t)ltz = O. 
Ensuite, à partir de la deuxième équation de (2.1), on obtient: 
d
dty(t)ltz =  0  Ç:}  (3x(t z)y(tz ) - ,y(tz) =  0 
Ç:}  (3x(t z )y(tz ) =  ,y(tz )  ,
 
Ç:}  ~  =  x(tz) Ç:} p = x(tz ) ;  (2.4) 
car y(tz) > O.  La valeur du nombre d'individus susceptibles au moment où z'(t) atteint 
son maximum est donc égale à  p.  L'équation (2.4)  est  il.  la  base de la méthode d'es­
timation du paramètre p présentée au chapitre 3.  De même,  on  pellt exprimer  RD  en 
fonction de x(tz) de la façon suivante: 
La deuxième valeur d'intérêt est celle pour laquelle -x'(t) atteint son maximum. Soit 
lx la valeur de t  à laquelle -x'(t) atteint son maximum. On  chp.rch(~  à  exprimer p en 
fonction  de x(tx), y(tx) et z(tx ).  À partir des deux premières équations de  (2.1),  on 
obtient: 
~x'(t)ltx = 0  Ç:}  ~ [(3x(t)y(t)] Itx  = 0 
Ç:}  x(tx)y'(tx ) +x!(tx)y(tx ) =  0 
Ç:}  x(tx)y'(tx) = -x'(tx)y(tx ) 
Ç:}  x(tx)[,ex(tx)y(tx )-Iy(tx )]  =  [,ex(tx)y(tx)]y(tx ) 
Ç:}  (3x2(tx )y(tx ) - ,x(tx)y(tx ) =  (3x(tx)y2(tx ) . 24 
Comme x(tx ) > 0 et y(tx) > 0,  on peut simplifier et on obtient 
(3x2(tx )y(tX  )  - "(x(lx)y(tx ) =  (3X(t x )y2(tx)  <=>  (3x(t x ) -1  =  (3y(t x ) 
<=>	  (3[X(tx )-y(tx )]  ="( 
"(
<=>  73  =  x(tx) - y(tx ) 
<=>  p =  x(tx ) - y(tx ).  (2.5) 
La différence entre Ir,  nombre d'individus susceptibles et le  nombre d'individus infectés 
au moment où -x'(t) atteint son maximum est donc égale à p.  Il serait également pos­
sible de proposer une méthode d'estimation à partir de l'équation (2.5),  comme ce  qui 
est fait  au chapitre 3 à partir de l'équation (2.4). 
Intuitivement, on s'attend à ce que lx < t z . En effet, c'est à l'instant t x  que la variation 
du nombre d'individus susceptibles est maximale en valeur absolue. Cela entraîne qu'à 
l'insta.nt tx, un grand nombre d'individus deviennent infectés. Après un certain temps, 
ces individus deviennent retirés. Il y a donc un grand nombre d'individus qui deviennent 
retirés à ce moment, ce qui entraîne que la variation du nombre d'individus retirés y est 
maximale. Comme ce  maximum est atteint à l'instant tz , on a que tx < t z . Ce résultat 
est démont.ré formellement dans la  proposition suivante. 
Proposition 2.2.1.  Soit le  système d'équations  (2.1).  Alors,  on  a que tx  < tz . 
Démonstration.  À partir des équations (2.4)  et (2.5), on a que 
Comme y(tx ) > 0,  on a que x(tx ) > x(tz ).  Cela implique que tx < tz , car x(t) est une 
fonction strictement décroissante.  o 
Au chapitre 3, pour l'estima.tion du paramètre p,  on dispose de données observées à des 
valeurs entières de  temps.  Il  serait donc convenable que tz  prenne une valeur entière. 
Or, tz  n'est pas nécessairement  un nombre entier. Par contre, on  peut montrer qu'à 25 
travers une reparamétrisation qui n'affecte pas les valeurs de p et Ro,  on peut supposer 
que t z  est un entier. On a, en effet, la propriété suivante. 
Proposition  2.2.2.  Soit le  système d}équations  (2.1),  tz  la  valev.r de  t  pour laquelle 
t z z'(t)  atteint son maximum et ,\  > 0  tel que  ~  est un nombre entier.  Alors,  on peut 
trov.ver une reparamétrisation de  (2.1) qui fait en sorte qv.e 
(i)	 la  valeur de  t  pour laquelle  la.  dérivée  du  nombre d'individus retirés est maximale 
est un nombre entier,. 
(ii)	 le  paramètre p est le  même que  celui du système avec la paramétrisation d'origine,. 
(iii)	 les  valeurs initiales du  nombre d'individus susceptibles,  infectés et retirés sont les 
mêmes que  celles  d'Il.  système avec la  paramétrisation d'origine. 
Démonstration.  (i)  Soit 
u(t) =  x('\t) , 
v(t) =  y('\t), 
w(t)	  =  z('\t) . 
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(Àl')W(t) .  (2.8)
 
Les  valeurs de v,(t), v(t)  et w(t)  correspondent donc aux solutions de  (2.1)  avec 
les  paramètres  À(3  et  À-y.  Soit  t~  la  valeur  de  t  pour laquelle w'(t)  atteint son 
maximum. Étant donné que t z  est  la valeur de t  pour laquelle z'(t)  atteint son 
maximum, on a que: 
<=?	  Àt;=tz 
*	  t z 
<=?	  tz  =  ~. 
tz Comme À est tel que ~  est un nombre entier, t; est un nombre entier. 
(ü).	 Par les équations (2.6), (2.7) et (2.8), on a que les valeurs de v,(t) , v(t) et w(t) sont 
les solutions du système d'équations différentielles suivant: 
v,'(t*)  =  -(À(3)v,(t)v(t) , 
v'(t*)  =  (À(3)v,(t)v(t)  - (À-y)v(t) ,  (2.9) 
{ 
w'(t*)  =  (À-y)v(t)  , 
Soit p* la valeur du paramètre p pour le système (2.9). On a que 
*  À-y  -y -----p P  - À(3  - (3 - . 
La reparamétrisation n'a donc aucun effet sur la valeur de p. 
(iii)	 Les  valeurs initiales de (2.9) sont: 
-u(0)  = x(À ·0) = x(O) ; 
v(O)  =  Y(À .0)  = y(O)  ; 
w(O)  =  z(À . 0)  =  z(O) . 27 
Les  valeurs  initiales de  (2.9)  sont donc  les  mêmes que  celles  de  (2.1).  La repa­
ramétrisation n'a donc pas d'effet sur la valeur de Re,  étant donné qu'elle n'en a 
ni  sur p,  ni  sur XQ. 
o 
2.2.2	  Modèle stochastique à  partir d'une chaîne de Markov à  temps 
continu à trois dimensions 
Le  modèle stochastique présenté dans cette section a d'abord été proposé par McKen­
drick  (1926).  Certaines propriétés de  ce  modèle ont par la suite été développées  par 
Bartlett (1949,19.55) et Kendall (1956). Kendall qualifie ce modèle d'équivalent stochas­
tique naturel du modèle déterministe SIR, que l'on a présenté à la section 2.2.1. 
Soit  X(t)  le  nombre  d'individus susceptibles,  Y(t)  le  nombre  d'individus  infectés  et 
Z(t) le  nombre d'individus retirés, chacun au temps t  2:  O.  Soit N  la taille de la popu­
lation. Dans ce  modèle,  {(X(t), Y(t), Z(t)), t  2:  O}  est une chaîne de Markov à  temps 
continu de dimension 3 telle que : 
(i)  l'espace des états est IN
3
; 
(ii)	 (X(O), Y(O), 2(0)) = (xo, N - xo, 0); 
(iii)  le taux de transition de l'état (X(t), Y(t), Z(t)) à l'état (X(t) - 1, Y(t) + 1, Z(t)) 
est ,sX(t)Y(t) (une infection); 
(iv)	 le  ta.ux  d(~  transition de  !'<~tat  (X(t), Y(t), Z(t)) à l'<:tat.  (X(t), Y(t) - 1, Z(t) + 1) 
est ,Y(t) (un retrait) ; 
(v)	 le  taux de transition de l'état (X(t), Y(t), Z(t)) à l'état (X(t), Y(t), Z(t)) est 
1 -	 [,sX(t) +,]  Y(t) 
(pas  de	 changement) ; 
(vi)	 le taux de transition de l'état (X(t), Y(t), Z(t)) vers n'importe quel autre état est 
égal à O. 28 
On voit  que,  dans ce  modèle,  les  valeurs de X(t), Y(t) et Z(t) sont telles que X(t) + 
Y(t) + Z(t) = N, pour tout t  ;:::  0,  comme dans le modèle déterministe SIR. 
2.2.3	  Modèle stochastique à  partir de processus de naissance ou de 
mort purs non homogènes 
Van  Den Broek et Heesterbeek (2007)  présentent deux modèles stochastiques, soit un 
modèle pom le nombre d'individus susceptibles et un modèle pour le nombre d'individus 
infectés. Ces modèles se basent sur la première équation du système (2.1), dans laquelle 
f3  est remplacé par f3(t)  > 0,  t  ;:::  O.  Dans ce cas, la première équation de (2.1)  devient: 
x/Ct)  =	 -f3(t)x(t)y(t).  (2.10) 
On permet donc au taux d'infection de changer dans le  temps. Il est à noter que ces 
auteurs définissent x(t), y(t) et z(t) comme la proportion des individus qui sont sus­
ceptibles,  infectés  et retirés dans la population. Étant donné qu'on a  défini  ces fonc­
tions comme étant le  nombre d'individus susceptibles, infectés et retirés, les  modèles 
-
présentés par ces auteurs ont été adaptés en conséquence. 
On  présente tout d'abord le  modèle pour le  nombre d'individus susceptibles proposé 
par Van Den Broek et Heesterbeek. En notant 
J.L(t)  =  f3(t)y(t) , 
on peut réécrire l'équation (2.10)  de la façon suivante: 
x/Ct)  = -J.L(t)x(t).	  (2.11) 
Soit X (t)  le  nombre d'individus susceptibles au  temps t.  En se basant sur l'équation 
(2.11), il  est proposé que {X(t), t  ;:::  O}  soit un processus de mort pur non homogène tel 
que 
(i)  l'espace des  (~tats  est lN ; 
(ii)  X(O)  =  xo; 29 
(iii)  le taux de mort à l'état X(t) et au temps t est égal à p(t)X(t). 
Dans ce  modèle, on a que lE[X(t)]  =  x(t). 
On présente ensuite le modèle pour le nombre d'individus infectés proposé par Van  Den 
Broek et Heesterbeek. Dans ce modèle, on suppose qu'on est au début de l'épidémie et 
que, par conséquent, le nombre d'individus retirés est égal à  O.  On a donc 
x(t) + y(t) = N,	  (2.12) 
pour les  valeurs  de  t  :::::  0  à  l'étude.  À  partir de  l'équation  (2.12),  on  peut réécrire 
l'équation (2.10)  comme suit: 
:tx(t) = -fJ(t)x(t)y(t)	  {=}  :t [N - y(t)]  = -fJ(t) [N - y(t)]y(t) 
{=}  y'(t) = À(t)y(t) ,  (2.13) 
où 
À(t)  =  ,6(t) [N - y(t)]  . 
Soit Y(t) le nombre d'individus infectés au temps t. En se basant sur l'équation (2.13), 
il est proposé que {Y (t), t  :::::  D}  soit un processus de naissance pur non homogène tel 
que 
(i)  l'espace des états est JN ; 
(ii)  Y(D)=yo; 
(iii)  le taux de naissance à l'état Y(t) et au temps t est égal à À(t)Y(t). 
Dans ce moùèle,  on  a  que lE[Y(t)]  =  y(t).  On peut montrer que les  fonctions p.(t)  et 
À(t) sont reliées de la façon suivante: 
p(t) =  y(t)  À(t).
N  - y(t) 
On remarque que  dans le  modèle pour le  nombre d'individus infectés, Y(t) peut être 
supérieur à N, car {Y(t), t  :::::  D}  est un processus de naissance pur. Contrairement au 
modèle présenté à la section 2.2.2, on n'a donc pas que X(t) + Y(t) + Z(t) = N. Cela 
ne pose toutefois pas de problème à ces auteurs, étant donné qu'ils n'utilisent pas cette 
forme générale de leur modèle pour l'estimation des paramètres. 30 
2.3  Modèles stochastiques proposés 
Les deux modèles proposés dans ce mémoire tiennent compte du fait qu'en pratique, on 
a des données sur le nombre d'individus susceptibles et décédés, mais pas sur le nombre 
d'individus infectés à  des instants précis.  Le  nombre d'individus infectés ne peut donc 
pas être utilisé pour l'estimation des  paramètres. Un autre but de cette modélisation 
est d'obtenir des processus dont l'espérance est égale à  une des  solutions du modèle 
déterministe SIR,  qui  sont données par (2.1).  Ainsi,  soit  X(t)  le  nombre d'individus 
susceptibles, Z(t) le  nombre d'individus retirés et D(t) le nombre d'individus décédés, 
chacun au temps t  2':  O.  Les modèles proposés s'expriment en  fonction de X(t), Z(t) et 
D(t). 
2.3.1  Premier modèle proposé 
Le premier modèle proposé s'inspire du modèle de Kendall (1956), présenté à la section 
2.2.2.  On le réduit cependant à deux processus stochastiques, car Y(t) n'apparaît pas 
explicitement.  L'idée est la suivante: chaque fois  que X(t)  décroît d'une unité,  Y(t) 
croît  d'une unité,  et,  de  façon  similaire,  chaque fois  que Z(t)  croît d'une unité,  Y(t) 
décroît  d'une unité.  En vertu de  ces relations,  on  propose le  modèle suivant pour le 
processus {(X(t), Z(t)), t  2':  O}  : 
Modèle 2.3.1.  {(X(t), Z(t)), t  2':  O}  est une chaîne  de  Markov  à temps  continu non 
homogène de  dimension 2 telle  que 
(i)  l'espace  des  états est lN
2 
,. 
(ii)	 (X(O),Z(O)) =  (xQ,O),. 
(iü)	 le  ta"l.LX  de  transit'ion  de  l'état (X(t), Z(t))  à l'état (X(t) - 1, Z(t))  est (3y(t)X(t) 
(une infection) ,. 
(iv)	 le  taux  de  transition  de  l'état (X(t), Z(t))  à l'état (X(t), Z(t) + 1)  est ,y(t) (un 
retrait) ,. 31 
(v)  le  taux  de  transition de  l'état (X(t), Z(t))  à l'état (X(t), Z(t))  est 
1-	[,BX(t) + 'Y]y(t) 
(pas	 de  changement); 
(vi)	 le  taux de  transition de  l'état (X(t), Z(t)) vers n'imporie quel  autre  état est égal  à 
0; 
(vii)	 les  limites pour le  calcul  des  taux  de  transition  à partir  de  l'état (j, k)  sont uni­
formes  en (j, k). 
Dans ce  modèle,  on voit  que  les  taux  de  transition  du  processus  {X(t), t  ~  a}  ne 
dépendent pas de Z (t)  et ceux de {Z  (t), t ;::  a}  ne dépendent pas de X (t). Les proce::i::iU::i 
{X(t), t ;:: a}  et {Z(t), t ;::  a}  sont décrits en détail dans ce  qui suit. 
Proposition 2.3.1. Soit le modèle 2.3.1. Alors, {X(t), t  ~ a}  est un processus de  mort 
pur de  taux f.Lx(t)  =  ,By(t)X(t). 
Démonstration.  Soit k E lN  tel que a< k :S  XQ.  Afin de montrer que {X(t), t  ~  a}  e::it 
un processus de mort pur de taux f.Lx(t)  =  ,By(t)X(t), on doit montrer que 
·  P[X(t + h) = k - lIX(t) = k]  fJ  ( )k 1 lm	  =  y t 
h~Q  h	 
e 
' 
·  P[X(t + h)  =  kIX(t) = k]  (3  ( )  1 lm	  =  1- Y t k 
h~Q  h 
et 
lim P[X(t + h) = jIX(t) = k]  =0. 
h~Q  h	 . 
où j	 (j. {k - 1,k}. On évalue d'abord 32 
P[X(t + h) = k _ lIX(t) = k]  = P[X(t + h) = k - 1, X(t) =  k]  (2.14) 
P[X(t) =  k] 
Étant donné que  le  taux de  transition de  l'état (X(t), Z(t))  à  l'état  (X(t) - 1, Z(t)) 
est égal à (3y(t)X(t) et que le  taux de transition de l'état (X(t), Z(t))  à l'état (X(t) ­
1, Z(t) +m) est nul pour tout m::p 0,  on écrit le numérateur de l'équation (2.14) comme 
suit: 
P[X(t + h)  =  k -1,X(t) =  k] 
:L P[X(t + h) = k - 1, X(t) = k, Z(t + h) = j', Z(t) = .i] 
jElN 
l=j 





:L P[X(t + h)  =  k - 1, Z(t + h)  = .iIX(t) = k, Z(t) = j] . 
jEIN 
P[X(t) =  k, Z(t) =  j] 
- +:L P[X(t +··h) = k - 1, Z(t +h) = /ïX(t) -=  k, Z(t) = jj . 
jElN 
j'#j 
P[X(t) =  k, Z(t) =  j]. 
On pose 
P[X(t + h) = k - 1, Z(t + h)  =  jIX(t) = k, Z(t) = j] 
~  P[X(t + h) = k - 1, Z(t + h) = lIX(t) = k, Z(t) = 1] ,  (2.15) 
pour tout j  E  lN,  car lorsque  h  tend vers  0,  les  deux  membres  de  l'équation  (2.15) 
tendent vers (3y(t)k et les  limites sont uniformes en j. De même, on pose 
P[X(t + h)  =  k - 1, Z(t + h) = .i'IX(t) = k, Z(t) =  j] 
~  P[X(t + h) = k - 1, Z(t + h) = 2IX(t) =  k, Z(t) =  1] . -- - --------------
33 
pour tout j  E lN,  j' -1- j. On a donc que 
P[X(t + h)  =  k - 1, X(t) = k] 
~  P[X(t + h) = k - 1, Z(t + h) = lIX(t) = k, Z(t) = 1]  . 
L P[X(t) =  k, Z(t) =  j] 
jElN 
+ P[X(t + h) = k - 1, Z(t + h) = 2IX(i) = k, Z(t) = 1]  . 
L P[X(t) =  k, Z(t) =  j] 
jElN 
=  P[X(t + h) = k - 1, Z(t + h) = lIX(t) = k, Z(t) = I]P[X(t) = k] 
+ P[X(t + h) = k - 1, Z(t + h) = 2IX(t) = k, Z(t) = I]P[X(t) =  k] . (2.16) 
À partir de l'équation (2.lfj), on peut réécrire l'équation (2.14)  comme suit: 
P[X(t + h) =  k - lIX(t) =  k]
 
P[X(t + h) = k - 1, X(t) = k]
 
= 
P[X(t) =  kJ 
=  P[X(t + h) = k - 1, Z(t + h) = lIX(t) = k, Z(t) = 1] 
+ P[X(t + h)  =  k - 1, Z(t + h)  =  2IX(t) =  k, Z(t) =  IJ , 
ce qui implique que 
lim P[X(t + h) = k - lIX(t) =  k] 
h---*O  h 
=  lim P[X(t + h)  =  k - 1, Z(t + h) = lIX(t) = k, Z(t) = 1] 
h---*O  h 
,  P[X(t + h) = k - 1, Z(t + h) = 2IX(t) =  k, Z(t) = 1] +  llm -----'---...:...--~---'------''----------'--~'--------'------'-'---------'-
h---*O  h 
{3y(t)k + 0 
(3y(t)k. 
Ensuite, on éva.lue 
P[X(  h)  =  klX( ) = kJ =  P[X(t + h) = k, X(t) = k]  (2.17) t +  t  P[X(t) =  kJ 
Étant donné que le taux de transition de l'état (X(t), Z(t)) à  l'état (X(t), Z(t) + 1) 
est égal à ,y(t), que le taux de transition de l'état (X(t), Z(t)) à l'état (X(t), Z(t)) est 34 
égal à  1 - (3y(t)X(t) - ry(t) et que le  taux de transition de l'état (X(t), Z(t)) à l'état 
(X(t), Z(t) + m) est nul  pour tout m  '1- {a, Il, on  écrit  le  numérateur de  l'équation 
(2.16)  comme suit: 
P[X(t + h) = k, X(t) = k]
 




+	 L  P[X(t + h) = k, X(t) = k, Z(t + h) = j', Z(t) = j] 
jEIN 
j'=j+! 





L	  P[X(t + h) = k, Z(t + h) = jIX(t) = k, Z(t) = jj. 
jEIN 
P[X(t) = k, Z(t) = j] 
+	 L  P[X(t + h)  = k, Z(t + h) = j + lIX(t) = k, Z(t) = j] . 
JEIN- - --­
j'=j+! 
P[X(t) =  k, Z(t) =  j] 





P[X(t) = k, Z(t) = j]_ 
Comme précédemment, on isole 
L	  P[X(t) =  k, Z(t) =.i] 
jEIN 
qui est égal à 
P[X(t) = k] 35 
et on obtient 
P[X(t + h) = kIX(t) = k]
 
P[X(t + h) = k, X(t) = k]
 
P[X(t) =  k]
 
~  P[X(t + h)  =  k, Z(t + h) = lIX(t) =  k, Z(t) =  1] 
+ P[X(t + h)  =  k, Z(t + h)  =  2IX(t) =  k, Z(t) =  1] 
+ P[X(t + h)  =  k, Z(t + h) = 3IX(t) = k, Z(t) =  1]  .  (2.18) 
L'équation (2.18) implique que 
"  P[X(t + h)  =  kIX(t) =  k]
Jlm -'------'-----'------'-------'--------'--------'­
h-tO  h 
"  P[X(t + h) = k, Z(t + h) = lIX(t) = k, Z(t) =  1]
Jlm -'------'-----'----'-------'----------'-----'------'---------'--------'­
h-tO  h 
"  P[X(i + h) = k, Z(t + h) = 2IX(t) = k, Z(t) =  1] +  Jlm -'-----'----'------------'---------'-------'---'-'--------'--'------'­
h->O  h 
"  P[X(t + h)  =  k, Z(t + h)  =  3IX(t) =  k, Z(t) =  1] + Jlm ---'------'----'----------'------'------'-------'----'--'------'------=---------'­
h-tO  h 
[1 - l3y(t)k - Îy(t)] + Îy(t) +0 
1 -l3y(t)k" 
Enfin, étant donné que 
XQ
2::  P[X(t + h)  =  m, X(t) = k] 
m=l 
m(t{k-l,k} 
=  1 - P[X(t + h)  =  k - 1, X(t) =  k] - P[X(t + h) = k, X(t) = k], 
on a que 
XQ  P[X(t + h)  =  mIX(t) =  k]
Jim  2:: 
h->O  h 
m=l 
m(t{k-l,k} 
1 _  Jim  P[X(t + h)  =  k - lIX(t) =  k]  _  hm P[X(t + h)  = kIX(t) =  k] 
h->O  h  h->O  h 
1-l3ky(t) - (l-[3ky(t)) 
0" 
CeJa donne 
"  P[X(t + h)  =  mIX(t) = k]
hm  =0" 
h-tO  h . 36 
pour m  ~  {k - l, k} .
 




Dans ce qui suit, on étudie le processus {X(t), t 2:  ü} et on prouve, entre autres, que son
 
espérance est égale à x(t). Les propriétés du processus présentées à la proposition 2.3.2
 
sont utilisées pour l'estimation des paramètres.
 
Proposition 2.3.2. Soit {X(t), t  2:  ü} un processus de mort pur avec f-lx(t)  =  (3y(t)X(t), 
X(O)  =  Xo  et soit 0:::; s < t. Alors 
(i)  la  loi  conditionnelle de  X(t) sachant X(s) est une loi  binomiale B ( X(s), :t~)) ; 
(ii)  X(t)  est de  loi  binomiale B (xo, xi~))  ; 
(iii)  :E[X(t)] =  x(t); 
(iv)	 Var[X(t)] =  xi;) (xo-x(t));
 
(vL X(s) - X (tLest de  loi  bin9...miale B (xo, ~(s);;;; x(t)) ; _
 
(vi)  Cov[X(s), X(t)]  =  ~Var[X(s)]. x\s) 
Démonstration.  (i)  De la proposition 1.4.1, la loi conditionnelle de X(t) sachant X(s) 
t 
est  une  loi  binomiale  B(X(s),exp{1](s) - 1](t)}),  où  1](t)  =  (3Y(T)dT.  De  la  l
première équation de  (2.1), on a que 






<=}  (3Y(T)dT  =  log{xo} -log{x(t)}.
 
On a donc que 
exp{1](s) -1](t)}  exp{log{xo} -log{x(s)} -log{xo} + log{x(t)}} 
exp [log (;~~D ] 
x(t) 
x(s) . 37 
Donc, la loi conditionnelle de X (t) sachant X (s) est une loi binomiale B (X (s), :g)). 
(ii)  Comme X(O)	 =  xa  avec probabilité l, on a que 
XD
P[X(t) = k]	  'L P[X(t) = kIX(O) = m]P[X(O) = m] 
m=a 
P[X(t) =  kIX(O)  = xa] 
xa!  (X(t))k (  x(t))Xa - k 
k!(xa - k!)  Xa  1 - Xa 
Donc, X(t) est de loi binomiale B ( Xa,  x~~)). 
(iii)  Comme X(t)	  est de loi  binomiale B (xa , x~~)),  on a que 
x(t)
lE[X(t)]  =  xa- = x(t) . 
Xa 
(iv)  Comme X(t)	  est de loi binomiale B (xa ,X~~)),  on a que 
xa x(t)  (1 _x(t)) Var[X(t)] 
Xa  Xa 
x(t) (  ( )) - Xa -x t	  . 
Xa 
(v)  Comme la loi  conditionnelle de X(t) sachant X(s) est binomiale B ( X(s), :t:1), 
on a que la loi  conditionnelle de X(s) - X(t) sachant X(s) est une loi binomiale 
B (X(s), 1 - :~~~).  De plus, X(s) est de loi binomiale B (xa, x~~)).  Par la pro­
position 1.2.1, on a que X(s) ­
p 
X(t) est de loi  binomiale B(xa,p) où 
x(s)) (1 _x(t))
(  Xa  x(s)
 
x(s)) (x(s) - x(t))







x(s) - x(t)) Donc X(s) - X(t) est de loi binomiale B  Xa,  Xa  . ( 38 
(vi)	 Si  0  ::::;  s  <  t,  la loi  conditionnelle de  X(t) sachant  X(s)  est une  loi  binomiale 
B ( X(s), :(~~).  On a donc que 
Cov[X(s), X(t)]	  E[X(s)X(t)] - E[X(s)]E[X(t)] 
E(E[X(s)X(t)IX(S)]) -E[X(s)]E(E[X(t)IX(S)]) 
E(X(s)E[X(t)IX(S)]) -E[X(s)]E ( X(s) :i:~) 
E (x(t) X2(s)) _ x(t)	 (E[X(s)]) 2 
x(s)  x(s) 
:~:~  [E[X2




Pour le modèle 2.3.1, on peut montrer que {Z(t), t  2:  ü}  est un processus de Poisson 
non-homogène d'intensité l'y(t). Étant donné que la preuve est semblable à celle de la 
- - ..- _. 
proposition 2.3.1, on ne la présente pas. Soit p la probabilité qu'un individu retiré soit 
en fait décédé et soit Vj  une variable aléatoire qui prend la valeur 1 si le jième individu 
retiré est décédé et qui prend la valeur 0 sinon. Vj  est donc de loi binomiale B( 1, p).  On 
suppose que les Vj  sont des variables indépendanteB. On propose que {D(t), t 2:  ü}  soit 
un processus de Poisson composé tel que 
D(t) =  Z(L)  > 0 {~v;,
 
0,	  sinon. 
Par la proposition  1.3.2,  {D(t), t  >  ü}  est  un  proceSS\lS  de  Poisson  non  homogène 
d'intensité Ply(t). 
Proposition 2.3.3.  Soit {D(t), t  2:  ü}  un  processus  de  Poisson  non  homogène  d'in­
tensité Pl'Y(t)  et soit 0  ::::;  s < t  ::::;  u < v.  Alors 
(i)	 D(t) - D(s)  et D(v) - D(u)  sont indépendants; 39 
(ii)	 D(t) - D(s)  est  de  loi  de  Poisson P(p{z(t) - z(s)}); 
(iii)	 D(t)  est  de  loi  de  Poisson P(pz(t)) ; 
(iv)	 JE[D(t)]  = Var[D(t)]  = pz(t) ; 
(v)	 Cov[D(s), D(t)]  =  Var[D(s)]. 
Démonstration.  (1)  Comme {D(t), t  2'  O}  est un processus de Poisson, D(t) - D(s) 
et D(v) - D(1l)  sont indépendants; 
(ii)	 Comme {D(t), t 2'  O}  est un processus de Poisson non homogène d'intensité PTy(t), 
D(t) - D(s) est de loi de Poisson P(m(t) -m(s)), où m(t) = .{PTY(T)dT. À partir 
de la troisième équation de (2.1), on a que 





p(z(t) - z(O)) 
pz(t) , 
car z(O)  =  O.  Donc, D(t) - D(s) est de loi de Poisson P(p{z(t) - z(s)}). 
(iii)	 Comme {D(t), t  2'  O}  est un processus de Poisson non homogène d'intensité PTy(t), 
D(t)  est de loi  de Poisson P(m(t)), où m(t)  =  pz(t).  Donc,  D(t)  est de loi  de 
Poisson P(pz(t)). 
(iv)	 Comme D(t) est de loi de Poisson P(pz(t)), on a que JE[D(t)]  = Var[D(t)]  = pz(t) ; 
(v)	 Comme {D(t), t  2'  O}  est un processus de Poisson, par la proposition 1.3.1, on  a 
que 
Cov[D(s), D(t)]  =  Var[D(s)] . 
o 
Pour l'estimation du paramètre p et pour les simulations, on a plutôt considéré qu'on 
disposait  de deux processus indépendants,  {X(t), t  2'  O}  et  {Z(t), t  2'  O},  tels que 40 
décrits plus haut. Ainsi:  on  permettrait qu'il  y ait simultanément une infection et un 
retrait  avec  une  probabilité  non  nulle.  Comme  les  taux de transition  ne  dépendent 
plus du nombre d'individus infectés au temps t,  noté Y(t), mais seulement du nombre 
moyen d'individus infectés, y(t), cette supposition pourrait être raisonnable dans notre 
cas. De plus,  il  est assez  réaliste de permettre la simultanéité de  ces événements.  Par 
contre, avec ce  modèle, si  on définit Y(t) = N - X(t) - Z(t), alors il  n'est pas exclu 
que Y(t) <  O.  Cependant, il  est raisonnable de  croire que cela se  produit à  la fin  de 
l'épidémie, c'est-à-dire pour de grandes valeurs de t. 
2.3.2  Deuxième modèle proposé 
Le  deuxième modèle proposé est une version simplifiée du modèle présenté à la section 
2.3.1.  En fait,  on se réduit à deux processus de Poisson non homogènes, que l'on sup­
pose indépendants pour la simplicité.  On considère  toujours les couples  (X(t), Z(t)), 
où  {Z(t), t  2  O}  est un  processus de Poisson  non  homogène d'intensité 'Yy(t),  comme 
pour le  modèle  2.3.1.  De  la même façon  que  pour le  modèle  2.3.1,  on considère que 
[D(t), t 2  O}  est un processüs de Poisson non  ho~ogène-d'inten-sité  P'Yy(t). 
Pour modéliser le nombre d'individus susceptibles, on considère d'abord {Nx(t), t 2 O}, 
un processus de Poisson non homogène d'intensité (3x(t)y(t) qui compte le nombre total 
d'individus infectés par la maladie jusqu'au temps t. On a donc que le nombre d'indivi­
dus susceptibles au temps t  est donné par 
X(t) =  Xo  - Nx(t) ,  (2.19) 
t 2  o.  Dans ce qui suit, on présente certaines propriétés du processus {X(t), t 2 O}.  Les 
propriétés du processus présentées à la proposition 2.3.4 sont utilisées pour l'estimation 
des paramètres. 
Proposition 2.3.4.  Soit {Nx(t): t 2  O}  un  processus  de  Poisson non homogène  d'in­
tensité (3x(t)y(t),  soit X(t) =  XQ  - Nx(t) et soit 0 ~  s < t  ~ u < v.  Alors 
(i)  X(s) - X(t)  et X(u) - X(v)  sont indépendants; 41 
(ii)  X(s) - X(t) est	 de  loi  de  Poisson P(x(s) - x(t)),­
(iii)  lE[X(t)]  =  x(t),­
(iv)  Var[X(t)]  =  Xo  -	 x(t) ; 
(v)  Cov[X(s),X(t)]	  =  Var[X(s)]. 
Démonstration.  (i)	 Étant donné que X(t) =  Xo  - Nx(t), on  a que 
Nx(t) - Nx(s)	  Xo  - X (t) - [xo- X (s) ] 
X(s) - X(t). 
De même, on a que 
Nx(v) - Nx(u) = X(u) - X(v). 
Comme {Nx(t), t ?:  O}  est un processus de Poisson non homogène, Nx(t) - Nx(s) 
et Nx(v) - Nx(u) sont indépendants. On a donc que X(s) - X(t) et X(u) - X(v) 
sont indépendants. 
(ii)  Comme {Nx(t),	  t  ?:  O}  est  un processus  de  Poisson  non  homogène  d'intensité 
;3x(t)y(t),	 Nx(t) - Nx(s)  est  de  loi  de  Poisson  P(m(t)  - m(s)),  où  m(t) 
t ;3x(r)y(r)dT À partir de la première équation de (2.1),  on a que  Jo	 
l
t 
m(t)  ;3x(r)y(r)dT 
_ jot x'(r)dr 
.0 
-x(t) . 
Donc, Nx(t) - Nx(s) est de loi de Poisson P(x(s) - x(t)). Comme 
X(s) - X(t) =  Nx(t) - Nx(s) , 
on a que X(s) - X(t)	  est de loi de Poisson P(x(s) - x(t)). 
(iii)	 Comme X(O)  - X(t) est de  loi  de Poisson P(x(ü) - x(t)) et comme X(Ü)  =  Xo 
avec probabilité 1,  on a que 
lE[X(O)  - X(t)] = x(Ü)  - x(t)	  {::}  Xo  - E[X(t)] =  Xo  - x(t) 
{::}  lE[X(t)]  =x(t). 42 
(iv)	 Comme X(O)  - X(t) est de loi  de Poisson P(x(O) - x(t)) et comme X(O)  =  xo 
avec probabilité 1,  on a que 
Var[X(O) - X(t)] =  Xo  - x(t)	  q  Var[xo - X(t)] =  Xo  - x(t) 
q  Var[X(t)] =  Xo  - x(t) , 
(v)  On sait que X(O)  - X(8) et X(s) - X(t) sont indépendants. Cela entraîne que 
COV[X(8), X(t)]	  Cov[X(s), X(s) + {X(t) - X(s)}] 
Cov(X(s), X(s)] 
+Cov[X(O) - (X(O) - X(s)),-(X(s) - X(t))] 
Cov[X(s), X(s)] - Cov[X(O), X(8) - X(t)] 
+Cov[X(O) - X(s), X(s) - X(t)] 
Var[X(s)] , 
car X(O)  = Xo  avec probabilité 1. 
o 
À la proposition 2.3.4, on a montré que l'espérance de X(t) dans le deuxième modèle pro­
posé est égale à x(t), comme dans le premier modèle proposé. Il reste que, cette fois-ci, 
la probabilité que X(t) < 0 est non nulle. Par contre, cette probabilité est plutôt faible 
lorsque x(t) est suffisamment granù, c'est-à-dire avant d'arriver vers la fin de l'épidémie. 
L'avantage de cette approche vient du fait  que les  deux processus, {Nx(t), t  ;:::  O}  et 
{Z(t), t  ;:::  A},  sont du même type, c'est-à-dire des processus de Poisson. 
À la proposition 2.3.2, on a montré que sur un intervalle de temps, la variable comptant 
le nombre de nouveaux individus infectés est de loi  binomiale dans le  premier modèle 
proposé, alors qu'à la proposition 2.3.4, on a montré qu'elle est de loi de Poisson dans le 
second modèle. Dans la suite, on désigne par modèle avec la loi binomiale le premier 
modèle proposé, alors qu'on désigne par modèle avec la loi de Poisson le deuxième 43 
modèle proposé. Rappelons que pour les deux modèles, la variable comptant le nombre 
de nouveaux individus décédés dans un intervalle de temps est de loi de Poisson. 44
 CHAPITRE III 
ESTIMATION DE Ra 
Ce  chapitre traite de l'estimation du paramètre Ra·  On commence par présenter les 
suppositions sur les données observées. Dans un second temps, on introduit la procédure 
d'estimation de Ra  qui se base sur l'estimation du paramètre p. Par la ~;uite, on propose 
une méthode d'estimation de p.  Enfin, à partir des estimateurs de p et Ra,  on construit 
des intervalles de confiance asymptotiques pour p et Ra. 
3.1  Suppositions au niveau des observations 
On suppose tout d'abord que l'on a des observations pour k épidémies, où k > l, et que 
les données de deux épidémies différentes sont indépendantes. Par exemple, chacune des 
k épidémies peut correspondre à une épidémie de grippe pour une année donnée. Pour 
chacune de ces épidémies, on  suppose que l'on a des observations à n + 1 instants, les 
n  intervalles de temps entre les observations étant de même longueur.  Pour simplifier 
la notation, l'unité de temps utilisée est la longueur de l'intervalle de temps entre deux 
observations.  On a  donc des  observations aux instants 0, l, ... ,n. Par exemple,  x(l) 
représente le  nombre d'individus susceptibles dans le modèle déterministe au deuxième 
instant pour lequel on a des observations, alors que x(l, 5)  représente le  nombre d'indi­
vidus susceptibles dans le  modèle déterministe au milieu de l'intervalle de temps entre 
le deuxième et le troisième instant pour lequel on a des observations. 
Soit  Xi(t)  le  nombre d'individus susceptibles et Di(t)  le  nombre d'individus décédés 46 
pour la  iième  épidémie au temps t >  0,  i  =  1,2, ... , k.  Pour chacune des  épidémies, 
on suppose  que  l'on connaît le  nombre  initial d'individus susceptibles, soit  Xi(O),  et 
que Xi(O)  =  Xa,  i =  1,2, ... , k. De plus, on suppose que le  nombre initial d'individus 
décédés est nul pour chacune des épidémies, c'est-à-dire que Di(O)  = 0,  i = 1,2, ... ,k. 
Enfin, pour les instants 1 à n, on suppose que l'on connaît le  nombre total d'individus 
infectés jusqu'à l'instant T,  soit Xi(O) - Xi(T), et le nombre d'individus décédés jusqu'à 
l'instant T,  soit  Di(T),  T = 1,2, ... , n, i  =  1,2, ... , k.  Ces suppositions correspondent 
aux données disponibles en pratique. 
3.2  Procédure d'estimation de Ra 
La procédure d'estimation de  Ra  proposée comporte trois  étapes.  Tout d'abord, un 
estimateur de p est obtenu pour chacune des  k épidémies.  Ces  estimateurs sont notés 
Ih,  P2,  ... , Pk·  Ensuite, un nouvel estimateur de  p,  noté p,  est obtenu en calculant la 
moyenne  des k  estimateurs obtenus précédemment. Enfin,  on obtient l'estimateur de 
Ra,  noté Ra,  de la façon suivante: 
- Xa Ra=-· (3.1) p 
3.3  Méthode d'estimation de p proposée 
La méthode d'estimation de p proposée se base sur l'équation (2.4), présentée à la section 
2.2.1.  Rappelons que t z  représente l'instant auquel z'(t)  atteint son  maximum et que 
l'on avait obtenu la relation suivante: 
p=x(tz ). 
L'idée de cette méthode d'estimation de p est d'estimer p par le  nombre d'individus 
susceptibles à l'instant t z . On propose trois estimateurs de p basés sur cette idée. 
Soit X(t) le  nombre d'individus susceptibles au temps t  dans le  modèle stochastique. 
Rappelons  que  deux  modèles  stochastiques ont  été proposés  à  la section 2.3,  soit  le 47 
modèle avec la loi binomiale et le modèle avec la loi de Poisson. L'espérance de X (t)  est 
la même dans les deux modèles, alors que la variance de X(t) est différente. Comme l'ex­
pression des estimateurs de p proposés dépend du nombre d'individus susceptibles, on 
a une seule expression pour l'espérance de l'estimateur, alors que l'on a une expression 
différente pour la variance des estimateurs pour chaque modèle. Il  est à noter que pour 
chacun des  estimateurs de p présentés dans cette section, le développement menant à 
l'expression de la variance de l'estimateur de p est présenté uniquement pour le modèle 
avec  la loi  de Poisson, étant donné que le  développement pour le  modèle avec  la loi 
binomiale est similaire, mais un peu plus long. 
Tel  que  mentionné  à  la section 3.1,  les  seuls  instants pour lesquels  on  a  des  obser­
vations sont les nombres entiers de 0 à n  inclusivement.  À  la proposition  2.2.2,  on a 
montré qu'on peut choisir une paramétrisation en  f3  et 1  qui  est telle que t z  soit un 
nombre entier. À partir d'ici, on suppose que l'on a une telle paramétrisation et, donc, 
que t z  prend une valeur entière. 
3.3.1  Estimation de p avec tz  connu 
Supposons  d'abord que l'on connaIsse  tz. Soit  Pi(t Z)  l'estimateur de  p pour la iième 
épidémie basé sur tz, i  =  1,2, ... ,k. On estime p pour la iième  épidémie en  prenant la 
valeur du nombre d'individus susceptibles observés à l'instant tz , c'est-à-dire 
(3.2) 
i = 1,2, ... ,k. 
Proposition 3.3.1.  On  a les  propTiétés suivantes pour Pi(t Z),  i =  1,2, ... , k : 
(i)  Pour les  deux modèles,  l'espémnce de  Pi(tZ)  est donnée paT 
(3.3) 
(ii)  POUT  le  modèle avec  la  loi  de  Poisson,  la  variance de  Pi(t Z) est donnée paT 
(3.4) 48 
(iii)	 Pour le  modèle avec  la  loi  binomiale,  la  variance  de  Pi(tZ)  est donnée par 
(3.5) 
Démonstration.  (i)  Étant donné que 
lE[Xi(t)]  =  x(t), 
on a que 
p. 
(ii)	 Étant donné que 
Var[X(t)] =  Xo  - x(t)
 
dans le modèle avec la loi de Poisson, on a que
 
Xo  - x(tz) 
Xo  - p. 
(iii)	 La preuve de (3.5) étant similaire à celle de (3.4), on ne la présente pas. Rappelons 
toutefois que 
Var[X(t)] =  'X;2 (xo-x(t))
 
dans le modèle avec la loi binomiale.
 
o 
Comme l'espérance de Pi(tZ) est égale à p,  Pi(tZ)  est un estimateur sans biais pour p. 
Soit 15(tz ) l'estimateur de p obtenu en prenant la moyenne des Pi(tz), c'est-à-dire 
(3.6) 49 
Proposition 3.3.2.  On a les  propriétés suivantes pour p(t z ) : 
(i)  Pour les  deux modèles, l'espérance de  p(tz) est donnée par 
lE[p(tz)]  =  p;  (3.7) 
(ii)  Pour le  modèle  avec  la  loi  de  Poisson,  la  variance de  p(tz ) est donnée par 
Var[p(tz)]  =  ~ (.ro- p) ;  (3.8) 
(iii)  Pour le  modèle avec la  loi  binomiale, la  variance de  p(t z )  est donnée par 
Var[p(tz)]  =  ~ (xo- p) . 
kxo 
(3.9) 
Démonstration.  (i)  De l'équation (3.3), on a que 
(ii)  De l'équation (3.4), on a que 
Vac[ji(tz)] 
E [I::~,:(t,)] 
lE[Pl(t  Z )] 
p. 
Vac  [I::~':i(t')] 
A k
1 
Var[Pl (t z )] 
~ (xo- p) , = 
car les variables aléatoires pdtz ) sont indépendantes. 
(iii)  La preuve de (3.9)  étant similaire à celle de (3.8), on ne la présente pas. 
D 
Comme Pi(tz),  p(tz ) est  un  estimateur san:::;  biais pour p.  Donc,  :::;i  t:;;  était connu, la 
méthode d'estimation proposée permettrait d'obtenir un estimateur non biaisé pour p. 50 
3.3.2  Estimation de p avec tz  inconnu 
En pratique, on ne connaît pas t z et on doit l'estimer. Rappelons que l'on a supposé à la 
section 3.1  que l'on possède des données sur k  épidémies. On propose detLx estimateurs 
de t z . Le premier est obtenu à partir des données d'une seule des épidémies à la fois, alors 
que le second est obtenu à partir des données de toutes les épidémies. Chacun des deux 
estimateurs de t z permet de construire un estimateur de p pour chacune des k épidémies. 
Tel que mentionné à la section 3.2, un nouvel estimateur de p, noté 15,  est ensuite obtenu 
en  calculant la moyenne des  k estimateurs de p obtenus au préalable. Pour le  moment, 
on présente une justification intuitive des estimateurs de t z  et p proposés. Au chapitre 
4,  on verra que les suppositions faites dans cette section sont vérifiées lorsqu'on obtient 
les solutions numéliques du  système (2.1)  pour un ensemble de paramètres donné. 
Estimation de t z  à partir de chaque épidémie séparément 
Comme t z est l'instant auquel z' (t)  atteint sa valeur maximale, il  serait intéressant de 
pouvoiF-l'estimer à  partir -des  accroissements Jiu nombre d'indivi.d_us  retirés entre  le~L 
instants auxquels on a des  observations.  Cependant, on n'observe pas le  nombre d'in­
dividus retirés, mais bien le  nombre d'individus décédés. Rappelons que l'on a supposé 
que la probabilité qu'un individu retiré soit en fait décédé, notée p, est constante dans le 
temps pour les deux modèles stochastiques proposés à la section 2.3.  Cette supposition 
permet d'estimer tz  à partir des accroissements du nombre d'individus décédés entre les 
instants auxquels on a des observations, plutôt qu'à partir du nombre d'individus retirés. 
Supposons que la proportion des individus retirés qui sont en fait décédés dans le modèle 
déterministe est constante dans le temps et est égale à p. Soit d(t) le nombre d'individus 
décédés dans le  modèle déterministe au temps t, c'est-à-dire 
d(t) =pz(t) , 
t 2:  O.  Il est clair que tz est également l'instant auquel d' (t)  atteint son maximum. Soit 
RD (T)  le nombre d'individus décédés dans le modèle déterministe entre les instants T - 1 51 
et T, c'est-à-dire 
et soit LD(T) le nombre d'individus décédés dans le modèle stochastique entre les instants 
T  - 1 et T, c'est-à-dire 
T = 1,2, ... ,n. Étant donné que LD (l), LD (2), ... , Lo(n) sont des variables aléatoires, la 
valeur maximale des LO(T)  peut correspondre à plus d'une valeur de T.  Par com/:qucnt, 
l'estimateur de tz, noté Tz , est obtenu en calculant la moyenne des valeurs de T  pour 
lesquelles  Lo(T)  est  maximal, T =  1,2, ... ,n. Si  la  valeur  obtenue n'est pas entière, 
alors on l'arrondit afin  que Tz  soit un nombre entier entre 1 et n  inclusivement. Il  est 
nécessaire que Tz  prenne une valeur entière, étant donné qu'on utilisera entre autres 
le  nombre d'individus susceptibles observés à l'instant Tz  pour estimer p et que l'on a 
seulement des observations aux instants 0,  1, ... , n. Pour ce faire, on peut soit arrondir 
la valeur obtenue à  l'entier le  plus près, soit prendre sa partie entière, soit prendre sa 
partie entière à  laquelle on  ajoute  1.  On propose de  choisir  la façon  d'arrondir pour 
laquelle  le  biais  de  Tz  est  le  plus petit. Plus de  détails à  ce  sujet sont présentés au 
chapitre 4. 
Afin  de  construire  un  estimateur  de  p  à  partir de Tz ,  on  propose de se  baser  sur 
l'espérance de Tz .  Étant donné que {D(t),  t  2  O}  a  été  modélisé  par un  processus 
de Poisson non homogène d'intensité pz'(t) dans les deux modèles proposés à la section 
2.3  et que LO(T)  est l'accroissement de ce  processus entre les  instants T - 1 et T,  les 
variables aléatoires LO(T)  sont indépendantes et distribuées selon une loi de Poisson. Le 
paramètre de chacune des ces  variables est donné par 
.l~l pz'(t)dt  .l~l d'(t)dt 
d(T) - d(T  ~  1) 
fO(T)  ,  (3.10) 52 
T =  1,2, ... ,n.  On a  donc que LO(T)  est de loi  de  Poisson P(Ro(T)), T =  1,2, ... ,n. 
L'équation (3.10)  met en évidence le  fait que fo(T)  correspond à l'aire sous la courbe 
d' (t) entre t = T-1 et t = T.  À la figure 3.1, on remarque que les deux plus grandes aires 
sont situées de part et d'autre de tz· Ces valeurs correspondent à Ro(tz ) et Ro(tz + 1). 








e.o(tz)  é"z,(tz + 1) 
1;,,(lz -1)  ",,(Iz +2) 
",,(tz + 3) I;,,(/z - 2) 
t z - 1 
Figure 3.1 Graphique de d'(t) 
Par conséquent, les variables aléatoires Lo(tz) et Lo(t  z + 1)  ont une probabilité plus 
grande que les  autres de correspondre au maximum des  L o (T),  T  =  1,2, ... ,n.  On 
s'attend donc à ce que 
P[Tz = tz] > P[Tz = Tl,  T (j.  {tz  > tz + 1} 
et 
P[Tz = tz + 1]  > P[Tz = Tl,  T (j.  {tz,t z + 1}. 
Supposons que la valeur maximale des LD(T)  ne puisse être atteinte que pour T =  tz et 
T = tz + 1.  Avec cette supposition, les seules valeurs possibles de Tz sont tz et tz + 1. 
Étant donné  que  d'(t)  est  à  peu  près  symétrique par rapport  à  tz  dans  l'intervalle 
(t z - 1, tz + 1), les valeurs de fD(tz) et Ro(tz + 1)  sont à peu près égales. Cela implique 53 
que 
P[Tz  =  t z] ::::: P[Tz  = t z + 1]. 
Intuitivement, on s'attend donc à avoir que 
tz  < 1E[Tz] < tz + 1.  (3.11) 
En supposant que l'équation (3.11) est vérifiée, on va maintenant construire un estima­
teur de p à partir de Tz . Pour ce faire, réécrivons (3.11) de la façon suivante: 
tz  < 1E[Tz ] < tz + 1  Ç?  0 < 1E[Tz ] - tz  < 1 
Ç?  -1E[Tz ] < -tz  < -1E[Tz] + 1 
Ç?  1E[Tz] - 1 < tz  < 1E[Tz ]. 
Soit Ti
i
)  l'estimateur de t z  pour la iièrne épidémie et soit Pi(Ti
i »)  l'estimateur de p basé 
sur Ti
i 
)  pour la iième  épidémie, i  =  1,2, ... , k.  Comme t z  est inclus dam;  l'intervalle 
(1E[Ti
i 
)]  - 1: lE[Ti
i 
)]), on propose d'estimer p en calculant la moyenne du nombre d'indi­
vidus susceptibles observés aux instants Ti
i 
)  - 1 et Ti;), c'est-à-dire: 
(3.12) 
On va maintenant développer les propriétés de Ti
i
)  et Pi(Ti'»),  i =  1,2, ... , k.  Afin de 
calculer l'espérance et la variance de Ti;),  on doit connaître sa fonction  de masse.  Le 
calcul de la fonction de masse de Ti
i 
)  est présenté à la section 3.51 et son approximation 
numérique est présentée à la section 4.5.  À partir de la fonction de masse de Ti
i 
),  on 




)]  = L Tp[Ti
i




)] = t (T - 1E[Ti
i
)])  2 p[Ti
i 
)  =  T] . 
T=l 
Comme on s'attend à ce  que l'espérance de Ti
i
)  soit dans l'intervalle (tz, t z + 1), Ti
i 
) 
semble être un estimateur biaisé pour tz . 54 
Proposition 3.3.3.  On  a les  propriétés suivantes pour Pi(Tli») , i = 1,2,... , k : 
(i)	 Pour les  deux modèles,  l'espérance  de  Pi(Tli»)  est  donnée par
 
(D  0)
 lE[ '_(TU))]  = lE[x(Tz  - 1)] + lE[x(Tz  )]  _  (3.13) Pt  z	  2 ' 
(ii)	 Pour le  modèle  avec  la  loi  de  Poisson,  la  variance  de  Pi(Tli))  est  donnée  par
 
Var[f\(Tl
i »)]  =  - ~lE[x(Tli)  - 1)] - ~lE[x(Tli»)l + ~Var[x(Tii)  - 1)]
 XQ 
+~ Var[x(Tii))] + tcov[x(Tii) - 1), x(Tli))] ;  (3.14) 
(iii)  Pour le  modèle  avec  la  loi  binomiale,	 la  variance  de  Pi(Tli»)  est donnée  par 
~lE[x(Tii)  - 1)] - _1_ lE[x2(Tii) - 1)] - _l_  lE[x(Tli) - l)x(Tl
i »)]

4  4xQ  2xQ
 
+~lE[x(Tii))]  - 4~Q lE[x
2(Tli»)] + ~Var[x(Tr)  - 1)]
 
+~var[x(Tii»)] + ~Cov[x(Tli)  - 1), x(Tli))].  (3.15)
 
Démonstration.  (1)  Étant donné que, pour t-fixe, 
lE[X(t)]  = x(t), 
on a que 
lE[pi (Tli))]  lE(lE[pi (Tii)) 1Tl')]) 
(i)  (i) 
=	  lE (lE [Xi(Tz  - 1~ + Xi(Tz  ) ITii)]) 
lE (lE[Xi(Tli) - l)ITl 
i)l + lE[Xi(Tli))I Tli)]) 
lE (X(Tl
i





)  - 1)] + lE[x(Tln)] 
2 
(ii)	 Pour le  modèle avec la loi de Poisson, par la proposition 2.3.4, on a que 55 
De plus, on a que, pour t  fixe, 
Var[X(t)] =  xa - x(t) 
dans le modèle avec la loi de Poisson. Donc, on a 
Var[pi (Tl
i »)] 
18(Var[Pi(Tli»)ITli)]) + Var(18[Pi(Tii»)ITiil ])
i i 
18 (var [Xi(Ti ) -11 + X (Ti ») ITii)]) 
+ Var (lE [Xi(Ti
i





)  -1)ITli)l + Var[Xi(T1i»)ITii)]) 
i +18 (COV[Xi(Ti ) - ~),Xi(Tii»)ITii)]) 
i i +Var (18[Xi(Tl
i




)  - 1)ITi
i 
)] +  Var[Xi(~i»)ITii)]  + 2V81'[Xi(1ii)  - 1)ITli)])
 
X(T(i)  - 1) + X(TS i»)) +Var  z  2 z ( 
i 18 (3var[Xi(Tl
i
)  - 1) ITzl + var[Xi(Tl
i »)ITl )]) 
i i 
+Var  ( X(Tl ) - 1 ~  + X(Ti ))) 
i  i  i i 
18  (4XO - 3x(Tl  ) 4- 1)  - x(Ti »)) + Var (X(Tl )  - 1~ + x(Ti »)) 
18[4xo - 3x(Tl
i
)  - 1) - x(Tii»)]  Var[x(Tl
i 
)  - 1) + x(Ti
i »)] 
4  +  4 
4:1:0  - 318[x(Ti
i 




.)  - 1)] + Var[x (Tii»)]  + 2Cov[x(Tli) - 1), x(Tli»)] 
4 
Xo  - ~18[X(Tii)  - 1)] - ~18[:1:(Ti;»)]  + ~Var[x(Tii)  - 1)] + ~Var[x(Tii»)] 
+~Cov[x(Tii)  - 1), x(Tii»)]  . 56 
(iii)  La preuve de (3.15) étant similaire à celle de (3.14), on ne la présente pas. R.appe­
Ions toutefois que,  dans le  modèle avec la loi  binomiale, par la proposition 2.3.2, 
on a que 
.  (i) 
Cov[X(T(i) - 1)  X(T(i»)IT(i)] =  x(Tz )  Var[X(T(i) - l)IT(i)] . 
• z ,. z  z  x(Ti;) _ 1)  •  z z 
o 
Les valeurs de 18[x(Ti
i
) -1)], 18[x(Ti
i»)], 18[x2 (Tli)-1)], 18[x2 (Ti
i»)], 18[x(Tii)-l)x(Tii»)], 
Var[x(Tii)-1)], Var[x(Ti;»)]  et Cov[x(Ti
i 
) -1), x(Tii»)]  dans les équations (3.13), (3.14) 
et (3.15) sont calculées à partir de la fonction de masse de Ti
i
)  comme suit: 
JE[x(Tii) -1)] =  L 
n 
X(T  - l)P[Ti
i






)  = T], 
T=l 
n 





i»)] = L X
2 (T)P[Ti
i
)  = T]  , 
T=l 
18[x(Tii) - l):r;(Tn] =  L 
n 
X(T  - l)x(T)P[Ti
i






)  -1)] = L 
n 




)  = T] , 
T=l 
n  2 
Var[x(Tr»)]  = L(X(T) -18[x(Ti
i »)])  p[Ti
i





)  - 1), x(Ti
i»)]  = L  (X(T - 1) -lE[x(Tii) - 1)]) (x(T)  - JE[x(Ti
i »)]) 
T=l 
Étant donné que p =  x(tz) et qu'il est raisonnable de croire que 
()  () JE[x(Tz'  - 1)] + lE[x(Tz ' )] i- ( ) 
2 x  t z , 57 
on s'attend à ce  que p.;(Ti
i »)  soit un estimateur biaisé pour P,  i =  1,2, ... , k. 
Soit T z  =  (T~I),Ti2),.,.,T~nJ)  et soit p(Tz )  l'estimateur de p  obtenu  en  prenant la 
moyenne des  Pi(T~i»),  c'est-à-dire 
,\,k  (T(i») A 
p(Tz)  =  6i=] Pi  z  .  (3.16)
k 
Proposition 3.3.4.  On a les  propriétés suivantes pour ,o(Tz)  : 
(i)  Pour les  deux modèles,  l'espérance de  p(Tz )  est donnée  par: 
(3.17) 
(ii)  Pour le  modèle avec  la  loi  de  Poisson, la  variance de  p(Tz)  est donnée par: 
1 [  3lE[ (1)  )]  (1)  1  (1) Var[ (  p T z)]  =  k  XQ  - 4:  x Tz  - 1  - 4: l lE[x(Tz  )] + "4Var[x(Tz  - 1)) 
+~ Var[x(Ti
l »)] + ~cov[x(TiL)  - 1), X(T~I»)]]  ;  (3.18) 
(iii)  Pour le  modèle avec la loi binomiale, la  variance de  p(Tz)  est donnée par: 
Var[p(Tz)]  =  ~  [~lE[X(Tr)  - 1)] - _1_lE[x2(T~1)  - 1)]
k  4  4xQ
 
__ I_  lE [x(Tll) - l)x(TiIJ )] + ~lE[x(Til»)]  - _1_lE[x2(T~I»)]
 










+~CoV[X(T~l)  - 1), X(T~I»)]]  .  (3.19) 
Démonstration.  (i)  De l'équation (3.13), on a que 
,\,k  '.  (T(i»)] lE  6,=1 p,  z lE[p(Tz)] 
[  k 
lE[i3J(TY»)] 
lE[X(T~l)  - 1)] + lE[x(Ti' »)] 
2 58 
(ii)  De l'équation (3.14), on  a que 
v'" [I:.':' ~(T1")] 
~ Var[Pl (T~J))]
 
1 [  3lE[ ((1)  ]  IlE  (1)]  1  [  (1)
 k XQ  - 4:  x Tz  - 1) - 4:  [x(Tz  ) + 4:Var x(Tz  - 1)] 
+~Var[x(T2))]  + ~Cov[x(T~I)  - l),X(T~I))]]  , 
car les variables aléatoires Pi(T1
i 
)) sont indépendantes. 
(iii)  La preuve de (3.19)  étant similaire à celle de (3.18), on ne la présente pas. 
o 
Comme l'espérance de p(Tz )  est égale à  l'espérance de Pi(Ti
i 
)), on s'attend à  ce  que 
p(Tz) soit lui aussi un estimateur biaisé pom p.  De pIns, son biais ne décroît pas lorsque 
k  augmente, car la fonction  de masse de Ti
i 
)  ne fait  pas intervenir k.  Cependant, la 
variance de p(Tz) décroît lorsque k  augmente. 
Estimation de tz  à  partir de toutes les épidémies 
On a vu que les estimateurs T1
i 
), i =  1,2, ... , k et p(Tz) sont biaisés. De plus, la valeur 
de leur biais ne décroît pas lorsque k, le nombre d'épidémies considérées pour calculer 
p(Tz), augmente. Il serait intéressant d'avoir des estimateurs de tz et p qui soient asymp­
totiquement non biaisés, c'est-à-dire que leurs biais respectifs tendent vers 0 lorsque k 
tend vers l'infini. C'est la raison pour laquelle un deuxième estimateur de t z  est proposé. 
Rappelons que les données pour deux épidémies différentes sont supposées indépendantes. 
Rappelons également que T~i)  est l'estimateur de t z  obtenu à partir des données de la 
'iième épidémie, i =  1,2, ... , k. Soit T z la moyenne des  T~i),  c'est-à-dire 
",k  T(i) T  - L..ti=l  Z  (3.20) z- k 59 
Soit Tz  la partie entière de Tz . On peut montrer que Tz  est un estimateur fortement 
convergent pour t z· La preuve est présentée à la section 3.5.3. Étant donné que Tz est 
un estimateur fortement convergent pour tz , on propose d'estimer p à partir de Tz pour 
la iième épidémie de la façon suivante: 
(3.21) 
i =  1,2, ... ,k. On estime ensuite p à partir des Pi(Tz ) de la façon  suivante: 
k  ~ A 
p(T ) =  Li=! Pi(Tz) .  z  (3.22)
k 
On peut montrer que p(Tz) est un estimateur fortement convergent pour p.  La preuve 
est présentée à la section 3.5.4. 
On  va  maintenant développer les  propriétés de Tz, iJi(Tz) et  p(Tz) pour k fixe.  Afin 
de calculer l'espérance et la variance de T z , on  doit connaître sa fonction de masse. Le 
calcul de la fonction de masse de Tz  est présenté à la section 3.5.2 et son approximation 
numérique est présentée à la section 4.6. À partir de la fonction de masse de Tz , on peut 
calculer son espérance et sa variance comme suit: 
n 
E[Tzl  = LTP[Tz = Tl, 
r=l 
Var[Tz] = t (T - E[Tz ]) 2 P[Tz  =  T] . 
r=! 
Proposition 3.3.5.  On a les propriétés suivantes pour Pi(Tz ),  i = 1,2, ... , k : 
(i)  Pour les deux modèles, l'espérance de Pi(Tz )  est donnée par 
(3.23) 
(ii)  Pour le  modèle avec la  loi  de  Poisson,  la  variance de  Pi(Tz )  est donnée par 
(3.24) 
(iii)  Pour le  modèle avec la  loi binomiale, la  variance de Pi (Tz )  est donnée par 
(3.25) 60 
Démonstration.  (i)  Étant donné que, pour t fixe, 
lE[X(t)]  = x(t), 




(ii)  Étant donné que, pour t fixe, 
Var[X(t)] =  XQ  - x(t) 
pour le modèle avec la loi  de Poisson, on a que 
lE(VarlPi(Tz)ITz]) +Var(lE[Pi(Tz)ITz]) 
lE(Var[Xi(Tz)ITz]) +Var(lE[Xi(Tz)ITz]) 
lE[xQ - x(Tz)] +Var[x(Tz)] 
XQ  - lE[x(Tz)] +Var[x(Tz)]  . 
(iii)  La preuve de (3.25)  étant similaire à celle de (3.24), on ne la présente pas. 
o 
Les valeurs de lE[x(Tz )],  lE[x
2 (Tz)]  et Var[x(Tz)]  dans les  équations  (3.23),  (3.24)  et 
(3.25)  sont calculées à partir de la fonction de masse de Tz  comme suit: 
n 
lE[x(Tz)]  = LX(T)P[Tz = Tl, 
7=1 
n 
2~  "'2  ~ lE[J';  (Tz)]  = L..tx (T)P[Tz = T]. 
T=1 
Var[x(Tz)] = t(X(T) -lE[X(Tz)]rp[Tz = T]. 
T=1 61 
Proposition 3.3.6.  On a les  propriétés suivantes pour p(Tz )  : 
(i)	 Pour les  deux modèles,  l'espérance de p(Tz )  est donnée par 
(3.26) 
(ii)	 Pour le  modèle avec  la  loi de  Poisson,  la  variance de p(Tz ) est donnée par 
(3.27) 
(iii)	 Pour le  modèle avec la  loi binomiale, la  variance de p(rz)  est donnée par 
(3.28) 
Démonstration.  (i)  De l'équation (3.23), on  a que 




(ii)	 Tout d'abord, étant donné que les  Pi(Tz )  sont des fonctions  de Tz ,  ce  sont des 
variables aléatoires dépendantes. Par conséquent, on a que 
Var [2:~1 %,(1\)] 
:2 [kVar[PI(Tz)] + k(k - l)CoV[Pl(Tz), P2(Tz)]] 
Var[pdTz)]  + k - [' (T)  ,  (T )]
k k 
1COV Pl  z,  P2  z .  (3.29) 
Soit 1 :::;  i < j  :::;  k.  La covariance entre les estimateurs Pi (Tz ) et Pj (Tz ) est donnée 62 
par 
JE [Pi(Tz)Pj (Tz)]  - JE[Pi(Tz)]  . JE[,ôj(Tz)]
 
JE[Xi(Tz)Xj(Tz)]  - JE[Xi(Tz)]  .1E[Xj(Tz)]
 




JE(lE[Xi(Tz)ITz] . JE[Xj(Tz)ITzl) - JE[X(TZ)]2
 
JE[x 2(Tz)]  - JE[.X(TZ )]2
 
(3.30) 
car Xi(Tz ) et Xj(Tz ) sont indépendantes, conditionnellement à Tz, lorsque i i- j. 
À partir des équations (3.24)  et (3.30),  on peut exprimer l'équation (3.29)  de la 
façon suivante: 
Var[Pl (Tz )]  + k-l  c  [A  (T)  A (T)I
k k  ov Pl  z,  P2  z 
- ~  [xo-lE[x(Tz)f+ Var[x(Tz)]]  + k k I Var [i(Tz )] 
~  [xo - JE[.x(Tz )]]  + Var[x(Tz )]. 
o 
Étant donné que Tz  est  un estimateur fortement  convergent  pour tz ,  la  variance de 
x(Tz) tend vers 0 lorsque k tend vers l'infini. Donc, on a bien que la variance de p(Tz ) 
tend vers 0 lorsque k  tend vers l'infini. 
3.4  Intervalles de confiance asymptotiques pour p et Ra 
Dans cette section,  on  présente des  intervalles  de  confiance  asymptotiques  pour les 
paramètres P et Rn.  Ces intervalles de confiance sont obtenus à partir des estimateurs 
de P présentés à la section 3.3. 63 
3.4.1  Intervalles de confiance asymptotiques pour p 
À  la section 3.3,  trois estimateurs de P ont été proposés,  soit  p(tz),  p(Tz) et  p(Tz ). 
À  partir de chacun  de  ces  estimateurs, on  peut construire un  intervalle de  confiance 
asymptotique pour p. 
Tout d'abord,  on  construit un intervalle  de  confiance  asymptotique pour p  à  partir 
de p(tz ).  Rappelons que 
-(t  ) =  2:7=1 iJi(tz)
P z  k' 
où  fJi(t z )  est  l'estimateur de  p  pour la  iième  épidémie  lorsqu'on  considère tz  connu, 
i = 1,2, ... , k.  À la section 3.3.1, on a montré que IE[p(t z )]  = p.  Comme les /Ji(t z ) sont 
indépendants, on a que p(tz ) est un moyenne de variables indépendantes et identique­
ment distribuées. Par le théorème de limite centrale, on a que 
converge en loi vers une loi  normale 
N(O, Var[Pl (t z )]) , 
où  Var[pdt  z )]  est  donnée par les  équations  (3.4)  ou  (3.5)  selon  le  modèle  considéré. 
L'intervalle de confiance asymptotique de niveau (1-0:) ·100% pour p construit à partir 
de p(tz ) est donc donné par: 
où Zo:/2 est tel que 
si  Z est de loi normale N(O, 1). 
On construit ensuite un intervalle de confiance asymptotique pour p à partir de p(Tz). 
Rappelons que 
",k  "(TlLl)
-(T ) =  L..ri=1 Pt  z  . 
P  Z  k' 64 
OÙ  Pi(T~i»)  est l'estimateur de p pour la iième épidéntie lorsqu'on considère tz  inconnu 
et qu'on l'estime à  partir des données de la iième épidémie,  i  =  1,2, ... , k.  Comme les 
Pi (T~i»)  sont indépendants, on a que ,o(Tz)  est une moyenne de variables indépendantes 
et identiquement distribuées. Par le théorème de limite centrale, on a que la loi  asymp­
totique de 
est une loi normale 
où lE [,o(Tz)] est donnée par l'équation (3.17) et Var[h  (T~l»)] est donnée par les équations 
(3.14)  ou  (3.15)  selon  le  modèle considéré.  L'intervalle de  confiance asymptotique de 
niveau (1  - a) . 100% pour p construit à partir de ,o(Tz ) est donc donné par: 
Var[Pl (T~l»)] 
k 
Pour  d~gr_andes valeurs de  k,  la  probabilité que cet  intervalle de confiance  reco~vre 
la valeur de lE[p(Tz)]  devrait être environ égale à 1 - IX.  Cependant, on s'attend à  ce 
que l'espérance de ,o(Tz) soit différente de  p.  Par conséquent, on s'attend à ce  que la 
probabilité que l'intervalle de confiance recouvre la valeur de  p soit inférieure à  1 - IX 
pour de grande::; valeurs de k. 
Enfin, on construit un intervalle de confiance asymptotique pour p à partir de ,o(Tz ). 
Rappelons que 
-(T ) =  L7=1 Pi(Tz ) 
p  z  k' 
où Pi(Tz ) est l'estimateur de p pour la 'iième  épidémie lorsqu'on considère tz inconnu et 
qu'on l'estime à partir des données de toutes les épidémies, i =  1,2, ... , k.  Étant donné 
que chacun des Pi CTz ) dépend de Tz , les Pi (fz ) sont dépendants. Contrairement à ,o(t z ) 
et ,o(Tz ), ,o(Tz ) n'est donc pas une moyenne de variables indépendantes, mais bien une 
moyenne  de  variables  dépendantes et identiquement distribuées.  Cependant,  on peut 
montrer que le  théorème de limite centrale s'applique quand même à ,o(Tz ).  La preuve 65 
détaillée est présentée à la section 3.5.5. L'idée est qu'au-delà d'une certaine valeur de 
k,  notée ko,  Tz  = t z  avec probabilité 1.  On a alors que p(Tz) = p(tz ) avec  probabilité 
1.  On a donc que 
converge en loi  vers une loi  normale 
N(O, Var[,ô 1(t z )]) , 
où  Var[,ôl(tZ )]  est donnée par les  équations  (3.4)  ou  (3.5)  selon  le  modèle  considéré. 
L'intervalle de confiance asymptotique de niveau (1 - ex) ·100% pour p construit à partir 
de p(Tz ) est donc donné par: 
(P -(TZ) - z'"/2  Var[,ôl(tZ)]  -(T) + 
~  /;;'  P  z  za/2 
3.4.2  Intervalles de confiance asymptotiques pour Ho 
Les intervalles de confiance asymptotiques pour Ro  sont cODstrwts en se basant sur les 




~  Xo 
Ho  =  --=- ,
P 
où Ro et 15  sont les  estimateurs de Ro et P respectivement. 
On démontre d'abord  le  théorème  qu'on va utiliser pOllf construire les  intervalles de 
confiance asymptotiques pour Ho.  Pour ce  faire,  on a besoin du  théorème de Slutsky, 
qui est énoncé sans démonstration. 
Lemme 3.4.1 (Bickel et Doksum, 2001,  Appendice A).  Si X n  converge  en  probabilité 
vers c  et si Yn  converge en loi  vers Y, alors X n Yn  converge en  loi vers cY. 
Théorème 3.4.1.  Soit Tn  une statistique qui  converge en probabilité vers Pt  et qui  est 
telle que  l'on a la  convergence 66 
Soit hC) une fonction telle que hIC)  est continue et h'(J..Lt)  =1  O.  Alors, on a la convergence 
Démonstration.  Soit T~  tel que 
(3.31) 
où  J..Lt  < T;  < Tn  ou  Tn  <  T~  <  J..Lt·  Comme Tn  converge en probabilité vers  J..Lt,  on 
a que  T~  converge en probabilité vers  J..Lt.  Comme hIC)  est continue, on a  que h'(T;) 
converge en probabilité vers h'(J..Ld.  Par le lemme 3.4.1, étant donné que  h'(T~)  converge 
en probabilité vers h'(J..Lt)  et que l'on a la convergence 
on a la convergence 
Or, de l'équation (3.31), on a que 
ce qui entraîne que l'on a la convergence 
o 
Soit 67 
les estimateurs de Ra  obtenus à partir des différents estimateurs de p.  Afin d'appliquer 
le théorème 3.4.1 pour construire les intervalles de confiance asymptotiques pour Ra, on 
définit la fonction hO de la façon suivante: 
h(u) =  Xa  , 
u 
u  >  O.  La fonction hO  est  telle que Ra  = h(p)  et  Ra  = h(p),  où  Ra  et p sont  les 
estimateurs de Ra  et p respectivement. On a que 
u> O. 
Tout d'abord, on  construit un intervalle de confiance asymptotique pour .Ho  à  partir 
de R{)(t z ). Étant donné que IE[p(tz )]  =  p et que Var[p(tz)]  tend vers 0 lorsque k  tend 
vers l'infini, on a que p(tz ) converge en probabilité vers p.  De plus, on a vu à la section 
3.4.1 que l'on a la convergence 
Par le théorème 3.4.1, on a la convergence 
L'intervalle de confiance asymptotique de niveau  (1  - a) . 100%  pour  RD  construit à 
partir de Ro(tz) est donc donné par: 
On  construit  ensuite  un  intervalle  de  confiance  asymptotique  pour  Ra  à  partir  de 
Ra(Tz).  Rappelons que l'espérance ùe  p(Tz)  n'est pas égale  à p et que son  expres­
sion ne dépend pas de k.  Comme la variance de p(Tz)  tend vers 0 lorsque k tend vers 
l'infini, on a  que p(Tz) converge en probabilité vers 18[P(Tz)]  i=  p.  De plus, on a vu à 
la section 3.4.1 que l'on a la convergence 68 
Par le théorème 3.4.1, on a la convergence 
Au chapitre 4, on verra empiriquement que lE[p(Tz)]  ~  p. En supposant que lE[p(Tz)]  = 
p,  on a la convergence 
L'intervalle de  confiance asymptotique de niveau  (1  - a) . 100%  pour Ra  construit à 
partir de Ra (Tz)  est donc donné par: 
1J Var[h(Tl )]  Ra~ (T )  XO 
k  ' z  + zO'./2 p2 
Comme pour l'intervalle de confiance pour p construit à partir de p(Tz), on s'attend à 
ce que la probabilité que l'intervalle de confiance pour Ro  construit à partir de Ra(Tz) 
contienne la valeur de Ra  soit différente de 1 - a. 
Enfin, on construit un intervalle de confiance asymptotique pour Ra  à partir de Ro(Tz ). 
On a mentionné à Ja section 3.3.2 que p(Tz ) converge presque sûrement vers p. La preuve 
est d'ailleurs présentée à Ja section 3.5.3. De plus, on  a mentionné à la section 3.4.1 que 
J'on a la convergence 
La preuve est présentée à la section 3.5.5. Par le  théorème 3.4.1, on  a la convergence 
L'intervalle de  confiance asymptotique de  niveau  (1  - a) . 100%  pour Ra  construit à 
partir de Ra(Tz ) est donc donné par: 69 
3.4.3  Estimation de la variance des estimateurs de p 
En pratique, on ne connaît pas les variances de Pl (t z ) et pl(Tl
1
)). On doit donc les esti­
mer afin de construire les intervalles de confiance asymptotiques pour P et Ro présentés 
aux sections 3.4.1 et 3.4.2. 
On utilise la  variance de Pl (tz)  dans les  intervalles de confiance asymptotiques pour 
P construits à  partir de p(t z)  et dans ceux construits à  partir de p(rz ).  On propose 
d'estimer la variance de ih(tz )  à partir des pi(tZ) de la façon suivante: 
S(t  ) =  ~ [,t:Îi(tz)  - p(tz)F 
z	  ~  k-1  ' 
i=l 
alors  qu'on propose d'estimer la variance  de  pl(tZ )  à  partir des  pi(r Z )  de la façon 
suivante: 
Par contre, on utilise la variance de Pl (Tl
l »)  dans l'intervalle de confiance asymptotique 
pour Pconstruit à partir de p(Tz ). On propose d'estimer la variance de pl(Tl
J
)) à partir 
des pi(Tli))  de la façon suivante: 
S(Tz ) = t  [j)i(Tli)~ = ~(Tz)F 
i=l 
Il est  clair  que  les  estimateurs  S(t  z )  et  S(Tz )  sont  sans  biais  pour  Var[Pl (t z )]  et 
Var[pl(Tl
1
))] respectivement. L'espérance de S(Tz) est, quant à elle, donnée par : 
18(18[S(Tz)ITz]) 
lE (lE [t,  [,i;(Tz~ = ~(Tz)]2If']) 
18(Var[Pl(Tz)ITz]) , 
car 
18  [~  [Pi(Tz)- p(TzW IT]
~  k  _  1  z  =  V  [~(T  )IT ] ar Pl  Z  Z· 
i=l 70 
Au chapitre 4, on verra empiriquement que lE(Var[Pl(Tz)ITz])  ~ Var[Pl(tZ )]' On a donc 
que S(Tz ) est approximativement sans biais pOW"  Var[Pi(tz)]. 
On a donc les intervalles de confiance asymptotiques de niveau  (1 - a) . 100% suivants 
pour p construits à partir des différents estimateurs de p et avec la variance estimée: 
Pour les intervalles de confiance asymptotiques pour Ra,  en plus d'estimer la variance 
de  l'estimateur de  p,  on doit également estimer p,  car il  apparaît dans la formule  de 
ces intervalles de confiance. Naturellement, on propose de l'estimer par l'estimateur de 
p à partir duquel l'intervalle de confiance a été construit. On a donc les intervalles de 
confiance asymptoti.ques suivants pouT-Ro construits à partir des différentS--eStimateurs 
de Ra  et avec la variance estimée: 
3.5  Calculs supplémentaires et démonstrations 
3.5.1  Calcul de la fonction de masse de Tz 
Rappelons d'abord que Tz  est l'estimateur de tz obtenu à partir des données d'une seule 
épidémie. Ces données sont LD(l), LD(2),  ... , LD(n). Soit 
L o  = {LD(T),T = 1,2, ... , n}. 71 
À  la section  2.3.1,  on  a  montré  que  L D  est  un  ensemble  de  n  variables  aléatoires 
indépendantes de loi de Poisson. Rappelons ensuite que Tz est calculé en arrondissant 
la moyenne des valeurs de T  pour lesquelles 
(3.32) 
Tz  peut don" prendre des valeurs entières entre 1 et n  inclusivement.  Supposons que 
['on arrondisse en prenant la partie entière. Soit M  le  nombre de valeurs de T  qui satis­
font l'équation (3.32). M  peut prendre des valeurs entières entre 1 et n  inclusivement. 
Toutefois, on verra empiriquement au chapitre 4 que la probabilité que le maximum soit 
atteint pour plus de 5 valeurs de T  est très faible. 
Soit  k  E  IN  tel  que  1  :S  k  :S  n.  Afin  de calculer la probabilité que Tz  prenne la va­
leur  k, on doit considérer tous les événements qui  font  en  sorte que Tz  soit égal à  k 
et que la variable aléatoire NI  soit égale à m, pour m  = 1,2,... , n. Tout d'abord, on 
considère le cas où il n'y a qu'une seule valeur de T  pour laquelle le maximum est atteint 
et qui satisfait donc l'équation (3.32).  Cela correspond au cas où M  = 1.  Dans ce cas, 
le seul événement pour lequel Tz  est égal à k est celui pour lequel Lo(k) est supérieure 
à toutes les autres variables aléatoires de l'ensemble L D .  La probabilité que Tz  soit égal 
à k et que la variable aléatoire M  soit égale à 1 se calcule donc comme suit: 
P[Tz = k, M  = 1] = Il
TI. 
P[LD(k) > Lo(.j)]. 
j=l 
j# 
Ensuite, on considère les cas où Tz  prend la valeur k et M  prend la valeur 2.  En général, 
plusieurs événements correspondent à ce cas. En voici d'ailleurs quelques exemplC'.s. Pour 
chacun, on donne les  valeurs de T pour lesquelles L D(T)  est  maximale, ainsi que leur 
moyenne: 
(i)  pour T  = k - l et T  = k + 1,  la moyenne est k; 




k 2 - + 2' 
dont la partie entière est k; 72 
(iii)  pour T = k - 2 et T = k + 2,  la moyenne est k; 
(iv)  pour T  = k - 1 et T  = k + 2,  la moyenne est 
k-1+k+2=k+~ 
2  2' 
dont la partie entière est k. 
On peut faire la liste de tous les événements pour lesquels Tz  =  k et !VI  =  2 et calculer 
leur probabilité respective. Par exemple, considérons un de ces  événements, qui est le 
cas où  les  valeurs de  LD(k - 1)  et LD(k + 1)  sont égales et où  les  valeurs de  LD(T) 
pour toutes les  autres valeurs de T  leur sont inférieures. En notant cet événement par 
A(k - 1, k + 1), on peut calculer sa probabilité comme suit: 
P[A(k - 1, k + 1)] =  ~(P[LD(k - 1) = iIP[LD(k + 1) = i]  D P[LD(j) < il) . 
j(l{k-l,k+l} 
On calcule P[Tz  =  k, !VI =  2J  en faisant la somme des probabilités de tous les événements 
pour lesquels Tz  prend la valeur k  et M  prend la valeur 2.  Par la suite, on considère 
successivement  les cas où M  = 3,  !VI  = 4,  jusqu'à !VI  = n. À partir des probabilités 
calculées pour chaque valeur de M, la fonction de masse de Tz  se calcule comme suit: 
P[Tz  =  kJ  = L
n 
P[Tz = k,!VI = m] ,  (3.33) 
m=l 
k =  1,2, ... , n. 
Afin  d'illustrer le  calcul de la fonction  de masse de Tz , le  cas  où  n  =  3 est présenté 
au  complet.  Dans cet exemple,  lorsque  la  moyenne  des  valeurs  de  T  pour lesquelles 
LD(T)  est maximale n'est pas égale à un nombre entier, on prend sa partie entière. Soit 
LD(1),  LD(2)  et LD(3)  les trois observations du nombre de nouveaux individus décédés. 
On veut calculer la fonction de masse de Tz  dans ce cas.  On commence par calculer la 73 
probabilité que Tz  soit égal à 1 : 
3 
PITz =  1]  L  PITz = 1,M = m] 
m=l 
P[Tz = 1, M  = 1] + P[Tz = 1, M  = 2] + PITz = 1, M  =  3] 
P [(L o(1)  > Lo(2)), (L  o(1)  > Lo(3))] 
+P [(Lo(1)  =  Lo(2)), (L  o(1)  > Lo(3)) ] 
+0, 
car la moyenne de 1 et 2 est égale à  1,5 et la partie entière de 1,5 est  1.  Emmite, on 
calcule la probabilité que Tz  soit égal  à 2 : 
3 
P[Tz = 2]  L  PITz = 2, M  = ml 
m=l 
PITz = 2, M  =  1] + PITz = 2, M = 2] + PITz = 2, M  = 3]
 
p[ (Lo(2)  > Lo(I)), (Lv(2)  > Lo(3))]
 
+p[(Lo(2)
 = Lo(3)), (Lo(2)  > Lo(1))] 
+P [Lo(1) = Lo(2), Lo(2)  =  Lo(3)]  , 
car la moyenne de 2 et 3 est égale à 2,5 et la partie entière de 2,5 est 2.  Enfin, on calcule 
la probabilité que Tz  soit égal à 3 : 
3 
P[Tz =  3]  LP[Tz =3,M=m] 
m=l 
P[Tz = 3, M = 1] + PITz = 3, M = 2] + P[Tz = 3, M =  3]
 




3.5.2  Calcul de la fonction de masse de Tz 
Rappelons d'abord que Tz  est  l'estimateur de  t z  obtenu  à partir des  données  de  k 
épidémies. Tz  est calculé en prenant la partie entière de la moyenne de T}/), Ti
2 
),  .•• , 74 
TYJ,  où Tl
i 
)  est l'estimateur de t z  obtenu à partir des données de la iième épidémie. Tz 
peut donc prendre des valeurs entières entre 1 et n  inclusivement. Afin  de calculer la 
probabilité que Tz  soit égal à k, on fait la somme des probabilités de tous les événements 
qui font en sorte que Tz  soit égal à k. 
Au chapitre 4,  on explique la  façon  de calculer numériquement la fonction  de masse 
de Tz  et de Tz . 
3.5.3  Démonstration de la convergence presque sûre de Tz  vers tz 
Pour la présentation de la preuve que Tz  est un estimateur fortement convergent pour 
tz , c'est-à-dire que l'on a la convergence presque sûre de Tz  vers t z , on introduit une 
notation quelque peu différente de celle  utilisée à  la section 3.3.2.  Rappelons que Ti
i 
) 
est l'estimateur de t z  obtenu à partir des données de la iième épidémie. On  note par T* 
l'espérance de Ti;),  i =  1,2, .... Soit 
et soit T: la partie entière de T~. Formellement, la convergence presque sûre de T~ vers 
t z  signifie que 
.  ~k  ] P  hm Tz  =  tz  =  1.  (3.34) [ k->oo 
Dans notre cas, on a ce résultat plus fort  : pour tout (j  > 0,  il  existe k*  tel que, pour 
k  ~  k*, on a 
(3.35) 
On  va montrer (3.35) sous la supposition que 
t z  < T*  < t7, + 1 .  (3.36) 
Comme les variables Ti
i 
) ,  i = 1,2, ... , sont indépendantes, identiquement distribuées et 
de moyenne T*, on a la convergence presque sûre de T~  vers T*, c'est-à-dire 
P [ lim ~ =  T*]  =  1.  (3.37)
k->oo 75 
Une définition équivalente à  (3.37) est: pour tout f > 0,  on a que 
lim p[lT; - T*I  < f,Vm ~  k]  = 1. 
k  >CXl 
Soit f > 0 fixé.  Alors, pour tout (j  > 0,  il  existe k**  tel que, pour k ~  k**,  on a.  que 
Fixons 
.  (T* - tz  tz + 1 - T*)
fo  =  min 2'  2 
et soit (j > O.  Alors, il  existe ko tel que, pour k  ~  ko, on a.  que 
P[Ir; - T* 1 < fa, "lm ~  k]  > 1 - (j 
<=>  P[T*  - fa < T; < T* + fo, "lm ~  k]  > 1 - (j 
<=>  P [t z  < T*  - fa  < T; < T* + fa  < tz + 1, "lm ~ k]  > 1 - (j.  (3.38) 
Forcément, en prenant en  (3.38)  la partie entière de T;,  il  ne reste qu'un choix pour 
T;", c'est-à-dire t z . Donc, pour k  ~  ka,  on a que 
P[T;- =  tz,Vm ~  k]  > 1- (j  (3.39) 
car 
En répétant pour tout (j,  l'inégalité (3.39) donne que 
.  ~k  ] P [  hm Tz  = t z  = 1. 
k->CXl 
T z est donc un estimateur fortement convergent pour t z. En fait, on a même l'équa~jolJ 
(3.35). 
3.5.4  Démonstration de la convergence presque sûre de p(Tz ) vers p 
Pour la présentation de la preuve que 15(7'z)  est un estimateur fortement  convergent 
pour p,  c'est-à-dire que l'on a la convergence presque sûre de 15(7'z)  vers p,  on introduit 76 
une notation quelque peu différente de celle utilisée à la section 3.3.2.  Rappelons qu'à 
la section 3.5.3,  on  a  noté par T;  l'estimateur de t z  obtenu à partir des  données des 
épidémies 1 à k.  Soit 
et 
1;  ,  -k 
-(T-k)  _  Li=l Pi(Tz ) 
P z  - k  1 
où Pi(tz ) et Pi(T;) sont les estimateurs de pobtenus à partir de tz et T; respectivement 
pour la iième épidémie. Formellement, la convergence presque sûre de p(T;) vers p signifie 
que 
p[  lim  p(T;) =  p]  =  1.  (3.40) 
k---'too 
On va montrer (3.40) sous la supposition que T; satisfait l'équation (3.35). Soit  f  > 0 
et 8 > O.  Alors, il existe k*  tel que, pour k  ~  k*, on a que 
(3.41) 
Comme les variables aléatoires Pi(tZ), i =  1,2, ... , k, sont indépendantes., identiquement 
distribuées et de moyenne x (t z)  = p,  il  existe k**  tel que pour k  :::::  k**, on a que 
(3.42) 
Considérons l'intersection des  événements en  (3.41)  et  (3.42)  pour k  :::::  max(k*, k**). 
Étant donné que sur l'intersection, T;'  est égal  à tz , l'intersection de  ces  événements 
est équivalente à l'événement suivant: 
Ip(T;) - pl < f, \:lm  :::::  k. 
En utilisant l'inégalité 
prA n E]  :::::  P[A.] + P[B] - 1 ,  (3.43) 
pour les  événements en (3.41) et (3.42), on a que, pour k:::::  max(k*,k**), 
p[(f;  = t z,\:lm::::: k) , (IPm(tz) - pl < f, \:lm::::: k)] 
::::: p[f; = t z,\:lm:::::  k]  + P[IPm(iz) - pl < f, \:lm::::: k] - 1, 77 
ce qui donne, en vertu de (3.41)  et (3.42), 
p[lp(T;) - pl < E, \/m 2 k]  > (1- ~) + (1- ~)  - 1 
{:}  p [lp(T;) - pl < E,\/m 2 k]  > 1 - 6.  (3.44) 
En répétant pour tout 6,  l'inégalité (3.44) donne que 
Jim  p[INT;) - pl < E, \/m 2 k]  = 1.	  (3.45)
k-too 
Enfin, comme (3.45)  est vraie pour tout E > 0,  on a que 
p[  lim p(f;)=p] =1. 
k-too 
p(T:) est donc un estimateur fortement convergent pour p. 
3.5.5	  Démonstration de la convergence en  loi  de p(Tz )  vers  une  loi 
normale 
Dans cette section, on montre que l'on a la convergence 
Rappelons qu'à la section 3.5.3, on a noté par T:  l'estimateur de t z  obtenu à partir des 
données des épidémies 1 à k.  À la section 3.5.4, on a défini 
et 
"k  ~  (Tk ) -(Tk) =  L...-i=l Pi  z 
P  z  k' 
où  fJi(t z ) et iJi(T:) sont les estimateurs de p obtenus à partir de t z et T: respectivement 
pour la iième épidémie, i  = 1,2, ... , k. 78 
On définit, pour k =  1,2, ... et u E IR fixé: 
_  Jk[p(f~)  - p] 
Uk  =  ------:-è==;==;==#_
JVar[ih(tz )]  1 
~  Jk[Pk(tz ) - p] 
Vk  =  ------;~~=;==Ff­
JVar(Pl(t  Z ))  , 
Ak={Uk:SU}, 
Bk  =  {V k  :S u}, 
Ck  =  {f;n =  tz,Vm:::: k}. 
À la section 3.5.3, on a montré que, 5i  k  ---7  00, 
d'où 
où. Ck  .est  I.e  complément  de  Ck.  De  plus,  comme  Pk(t Z )  est  une  moyenne  de  k  va­
riables  aléatoires  indépendantes et identiquement distribu·ées  cl'espéranée  p et de  va-­
riance Var[Pl(tZ )], un  a que, si  k  ---7  00, 
où  <I>(u)  est la function de répartition de la loi N(O, 1). On veut montrer que, si k ---700, 
De l'équation (3.43), on  a que 
Cela implique que, si  k  ---7  00, 
(3.46) 
D'autre part, pour tout k, 79 
ce qui implique que 
Donc, si  k  ---7  00, 
(3.47) 
Finalement, comme 
on a que 
lim  P[A  k n Ckl + lim  P[Ak n Ck]
k-Joco  k->co 
0+ <I>(u) 
<I>(u) , 
tel que désiré. 80
 CHAPITRE IV 
APPLICATIONS NUMÉRIQUES 
Dans ce chapitre, on présente les résultats de l'application de la méthode d'estimation de
 
Ho du chapitre 3 sur des données simulées à partir des modèles présentés à la section 2.3.
 
Rappelons que la procédure d'estimation de  Ho  proposée passe par l'estimation de p.
 
La méthode d'estimation de p se base sur l'équation (2.4), présentée à la section 2.2.1
 
p=x(tz), 
où t z  représente l'instant auquel Zl(t)  atteint son maximum. Trois estimateurs de pont 
été proposés, chacun étant obtenu à partir des données de k  épidémies. Pour le premier 
estimateur, on suppose que t z  est connu, alors qu'on le suppose inconnu pour les deux 
autres estimateurs. Le premier estimateur est donc obtenu à partir de tz et est noté par 
p(tz). Le second estimateur de p est obtenu à partir de T z =  (Til), Ti
2
), ...  , Ti
k 
)) ,  où Ti
i 
) 
est l'estimateur de tz  obtenu à partir des données de la iièrne épidémie. Cet estimateur 
est noté par p(Tz).  Enfin, le  troisième estimateur de p est obtenu à partir de Tz , l'es­
timateur de t z obtenu à partir des données de toutes les épidémies et est noté par p(7'z). 
Dans ce chapitre, on explique d'abord le choix des valeurs des paramètres utilisées pour 
faire les calculs et les simulations, puis on fait une reparamétrisation en (3 et 1 qui fait en 
sorte que tz  prenne une valeur entière. Dans un second temps, on présente les solutions 
du modèle déterministe correspondant aux paramètres obtenus. Par la suite, on explique 
la façon dont les valeurs du nombre d'individus susceptibles et décédés ont été générées 82 
à  partir des deux modèles et on  fait quelques commentaires sur les données générées. 
On présente ensuite l'approximation de la fonction  de masse de Tz  et de Tz . Par la 
suite, on présente les propriétés des trois estimateurs de p obtenues numériquement, les 
propriétés des trois estimateurs de Ro obtenues en simulation et les  résultats obtenus 
en simulation pour la proportion des intervalles de confiance asymptotiques pour p et 
Ro  qui contiennent p et Ra  respectivement. On termine avec  une synthèse de tous les 
résultats. 
4.1  Valeurs de départ des paramètres 
On considère une population de 100 000 individus, dont la sont initialement infectés par 
la maladie. Le choix de cette taille de population est justifiée par le fait que les données 
sont souvent présentées comme le nombre de cas parmi 100 000 habitants. On suppose 
qu'on observe des données sur la grippe saisonnière dans cette population. La valeur du 
paramètre Ra  pour l'épidémie considérée est 1,5 et la probabilité qu'un individu retiré 
soit en fait décédé, notée P, est égale à a, 001. C-es deux valeurs sont raisonnablëspour la 
grippe saisonnière. On observe des données pour une année à raison d'une observation 
par semaine.  On a  donc que n  =  52.  On considère que,  en moyenne,  un individu est 
infecté pendant 5 jours. Étant donné que l'inverse du paramètre "1  représente la période 
de temps moyenne  pendant laquelle  un individu  est  infecté et que l'unité de temps 
7 
considérée est la semaine, on a que "1  = "5.  En résumé, les valeurs des paramètres sont: 
N  =  100000; 
Yo  =	  la; 
Ro  =  1,5; 
p = 0,001; 
n  =	 52; 
7 
"1=­ 5· 83 
À partir de ces valeurs, on peut déduire celles des autres paramètres importants. Tout 
d'abord, comme 
Xo  =  N  - Yo, 




on a que p =  66660. Enfin, comme 
"'1 /3  =  -, 
p 
7 
on  a  que  /3 = 333300'  Pour les  calculs et les  simulations,  certaines des  valeurs  des 
paramètres ont été légèrement modifiées afin  que la méthode d'estimation puisse être 
appliquée. Les détails à ce sujet sont d'ailleurs présentés à la section suivante. 
4.2  Reparamétrisation en j3  et r 
Tel que mentionné à la secLion  3.3, on doit avoir une paramétrisation en fJ  et ,  qui est 
telle que t z prenne une valeur entière afin d'appliquer la première méthode d'estimation. 
Avec les valeurs initiales de /3  et ,  données à la section 4.1, c'est-à-dire 
7 
/3  =  333300 ; 
7 
'="5 ' 
on a que t z =  11,47. La paramétrisation initiale en /3 et, n'est donc pas telle que t z 
prenne une valeur entière. On cherche une paramétrisation qui fait en sorte que tz  =  12. 
À la proposition 2.2.2, on a montré qu'en multipliant /3  et ,  par 
11,47
À = ~ = 0,956, 
on obtient une telle paramétrisation. Les valeurs de /3  et ,  correspondantes sont 
/3  =  2,007 X  10-5 , 
,= 1,338. 
Ces valeurs sont légèrement différentes de celles de départ, mais leur interprétation reste 
essentiellement la même. - - - - - - - -
84 
4.3  Solutions du modèle déterministe 
Une fois  qu'on a obtenu une paramétrisation en /3  et 1  qui est telle que t z  prenne une 
valeur entière, on résout (2.1)  afin  d'obtenir les solutions x(t), y(t) et z(t).  Rappelons 
que x(t), y(t) et z(t)  représentent respectivement le  nombre d'individus susceptibles, 
infectés et retirés, chacun au temps t  2:  O.  Ces solutions sont utilisées pour générer des 
réalisations des modèles stochastiques, pour calculer la fonction de masse de Tz  et de 
Tz  et pour obtenir les propriétés des estimateurs de p. 
Le  système d'équations différentielles  (2.1)  ne possède pas de solution explicite.  Pour 
approximer numériquement les  solutions de  (2.1),  on utilise la fonction  «  ode45 »  du 
programme MATLAB. Pour ce  faire,  il  faut spécifier un  int.~rvalle de temps sur lequel 
les solutions sont calculées. L'intervalle de temps choisi est [0, n], car on veut générer des 
réalisations des modèles stochastiques jusqu'au temps n. Rappelons qu'on a fixé n  =  52. 
Les fonctions x(t), y(t), z(t) sont représentées graphiquement à la figure 4.1.  Les fonc­
tions -x'(t) et z'(t) sont quant à elles représentées graphiquement à la figure  4.2.  On 
présente les fonctions jusqu'à t =  25, étant donné qu'elles sont pratiquement constantes 
pour des valeurs de t supérieures à 25. 
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Figure 4.2 Solutions du modèle SIR: -x'(t) et z'(t) 
4.4	  Simulation des données à  partir des modèles stochastiques pro­
posés 
Dans cette section, on présente la façon de simuler des données à partir des deux modèles 
stochastiques proposés à la section 2.3.  Rappelons  qU(~  dans ces  mod(~lcs,  on modélise 
le  nombre d'individus susceptibles, retirés et décédés,  notés respectivement par X(t), 
Z(t) et D(t), où t  :::::  O.  De plus, ces modèles font  intervenir certaines des solutions de 
(2.1), le système d'équations différentielles permettant d'obtenir le  nombre d'individus 
susceptibles, infectés et retirés dans le modèle déterministe SIR. 
4.4.1  Modèle avec la loi binomiale 
À la section 3.1, on a supposé qu'on a des observations du nombre d'individus suscep­
tibles et décédés aux instants T  =  0,1, ... ,n. On a  également supposé que le  nombre 
initial d'individus susceptibles est  égal  à xo,  tandis que le  nombre initial  d'individus 
décédés est égal à O.  Par conséquent, on doit générer des valeurs du nombre d'individus 
susceptibles et décédés aux instants T  =  1,2, ... ,n. 
Rappelons que  pour le  modèle avec la loi  binomiale,  {X(t), t  :::::  O}  est modélisé par 86 
un processus de mort pur avec /Lx(t)  =  f3y(t)X(t). À la proposition 2.3.2: on a montré 
que la loi  conditionnelle de X (t)  sachant X (s)  est une loi  binomiale 
x(t))
B ( X(s), x(s)  . 
On propose l'algorithme suivant pour générer des réalisations du  nombre d'individus 
susceptibles aux instants T  =  1,2, ... ,n : 
(i)  on pose T  =  1 ; 




B ( X(T - 1), X(T  _  1)  ; 
(iii)  on pose T =  T + 1 et on retourne à l'étape (ii) si T ::; n. 
Pour ce qui est du nombre d'individus retirés et décédés, rappelons que pour le  modèle 
avec  la loi  binomiale,  {Z(t), t  :::::  O}  est modélisé  par  un  processus  de  Poisson  non 
homogène d'intensité ,y(t) et que 
LVj,  Z(t) > 0 D(t)~  { 
Z(t) 
j=1 
0,  sinon, 
où les Vj  sont des variables aléatoires indépendantes de loi  binomiale B(l, p)  et t  :::::  o. 
On a donc que pour 0 ::;  s < t .s: u < v,  Z(t) - Z(s) et Z(v) - Z(u) sont indépendants 
et Z(t) - Z(s) est de loi  de Poisson 
Soit Lz(T) le  nombre de nouveaux individus retirés entre les instants T - 1 et T,  c'est­
à-dire 
LZ(T) =  Z(T) - Z(T - 1), 
T =  1,2, ... ,n. On a que les Lz(T) sont indépendants. Soit LD(T) le nombre de nouveaux 
individus décédés entre les instants T  - 1 et T, c'est-à-dire 
LD(T)  =  D(T) - D(T - 1), 87 
T  =  1,2, ... ,n. Étant donné que 
D(T) - D(T - 1) 
Z(7)  Z(T-1) 
L1tj- L  1tj 
j=l  j=l 
Z(7)
L  Vj, 
j=Z(7-1)+1 
LD(T)  est la somme de Lz (T)  variables aléatoires indépendantes de loi binomiale B(l,p). 
On a donc que la loi conditionnelle de LD(T)  sachant Lz(T) est une loi  binomiale 
On propose l'algorithme suivant pour générer des réalisations du nombre d'individus 
retirés et décédés aux instants T  =  1,2, ... ,n  : 
(i)  on pose T  = 1;
 
(ü)  on génère Lz(T), qui est de loi de Poisson
 
et qui est indépendant de Z(T  - 1) ; 
(iii)  on pose Z(T)  =  Z(T -1) + Lz(T); 
(iv)  on génère LD(T), qui, conditionnellement à Lz(T), est de loi  binomiale 
et est indépendant de D(T  - 1) ; 
(v)  on pose D(T) = D(T - 1) + LD(T) ; 
(vi)  on pose T =  T + 1 et on retourne à l'étape (ii)  si  T :::;  n. 
Mentionnons que  pour chaque valeur de T entre 1 et  n, les  valeurs  de  X(T)  et  Z(T) 
sont générées de façon  indépendante, alors qu'il existe une dépendance entre ces deux 
variables dans le  modèle avec la loi  binomiale.  Cette dépendance vient du fait qu'une 
infection et un  retrait ne  puissent pas se  produire simultanément. Étant donné qu'on 
génère le  nombre de nouveaux individus infectés et retirés sur un intervalle de temps, 
on s'est permis de les générer de façon indépendante. 88 
4.4.2  Modèle avec la loi de Poisson 
Soit Nx (t) le nombre total d'individus infectés au temps t. Rappelons que pour le modèle 
avec  la loi  de Poisson, {Nx (t), t  2:  O}  est modélisé par un processus de Poisson  non 
homogène d'intensité (3x(t)y(t) et qu'on a posé X(t) = xo-Nx(t). À la proposition 2.3.4, 
on a montré que pour 0:$ s < t:$ u < 'U, X(s) -X(t) et X(u) -X(v) sont indépendants 
et X(s) - X(t) est de loi  de Poisson 
p[x(s) - x(t)] . 
Soit Lx(T) le nombre de nouveaux individus infectés entre les instants T - 1et T,  c'est­
à-dire 
T = 1,2, ... , n.  On a que les  Lx(T) sont indépendants.  On  propose donc l'algorithme 
suivant pour générer des  réalisations du  nombre d'individus susceptibles aux  instants 
T  =  1, 2, . '-'-, n  : 
(i)  on pose T  =  1; 
(ii)  on génère Lx(T),  qui est de loi  de Poisson 
et qui est indépendant de X (T - 1) ; 
(iii)  on pose X(T) = X(T - 1) - Lx(T) ; 
(iv)  on pose T =  T + 1 et on retourne à l'dape (ii)  si T :$ n. 
Pour ce  qui est du nombre d'individus retirés et décédés, on en génère des réalisations 
à l'aide de l'algorithme présenté à la section 4.4.1  pour le  nombre d'individus retirés et 
décédés, étant donné qu'ils sont modélisés de la même façon dans les deux modèles. Pour 
chaque valeur de T entre 1 et n, les valeurs de X (T)  et Z (T)  ont été générées de façon 
indépendante, étant donné qu'on a supposé l'indépendance entre ces deux variables dans 
le modèle avec la loi  de Poisson. 89 
4.4.3  Résultats obtenus en simulation 
Un  des  objectifs  des  modèles proposés est que  les  espérances de X(t)  et  Z(t)  soient 
respectivement égales à  x(t)  et à  z(t),  les  solutions du modèle  déterministe. Pour les 
deux modèles, on a simulé 5000 fois  les  valeurs de  X(T)  et.  Z(T)  pour T =  1,2, ... ,n  à 
l'aide des algorithmes présentés aux sections 4.4.1 et 4.4.2. Dans les deux cas, on obtient 
que la moyenne des valeurs générées est pratiquement égale  aux solutions du système 
déterministe SIR obtenues numériquement, tel que désiré. 
Soit Y(t) le  nombre d'individus infectés au temps t. À la section 2.3,  on  a mentionné 
que si  on posait Y(t)  =  N - X(t) - Z(t), il  se  pourrait que  Y(t)  < a pour les  deux 
modèles.  De  plus,  il  se pourrait que X(t)  < 0 pour le  modèle  avec  la loi  de  Poisson. 
En simulation, pour les  deux modèles,  ces  problèmes surviennent à  partir de t = 20. 
Cela s'explique par le fait que pour des valeurs de t supérieures ou égales à 20, y( t)  ~  0 
dans le système déterministe. Cependant, pour l'estimation de  R{J,  on  s'intéresse il.  des 
valeurs de T  autour de tz =  12.  Les  cas où  X(t) < 0 ou Y(t) < 0 n'influencent donc pas 
les résultats obtenus en simulation pour l'estimation de Ro. 
4.5  Approximation de la fonction de masse de Tz 
L'étape suivante consiste à calculer la fonction de masse ùe Tz, l'estimateur de t z obtenu 
à partir des données d'une seule épidémie. À la section 3.3, on  a défini Eo(T)  comme le 
nombre d'individus décédés dans le  modèle déterministe entre les  instants T  - 1 et T, 
c'est-à-dire 
et Lo(T)  comme le  nombre d'individus décédés dans le  modèle stochastique entre les 
instants T  - 1 et T, c'est-à-dire 90 
T =  1,2, ... , n.  À la section 2.3.1, on a montré que LD(T) est de loi  de  Poisson 
T =  1,2, ... , n. Les valeurs de eD(T)  sont représentées graphiquement il. la figure 4.3. On 
présente les valeurs de f D(T) jusqu'à T =  25, étant donné que f D(T)  ~ 0 pour des valeurs 
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Figure 4.3 Graphique de fD(T) 
la moyenne des  valeurs de  T pour lesquelles  LD(T)  est maximal, r  =  1,2, ... , n.  Les 
valeurs de fD(T)  sont donc les paramètres des n variables aléatoires de loi  de Poisson à 
partir desquelles on calcule Tz . Si la valeur obtenue n'est pas entière, alors on l'arrondit 
afin que Tz soit un nombre entier entre 1 et n inclusivement. Pour ce  faire, on arrondit 
en prenant la partie entièrc, car c'est la méthode qui fait en sorte que le biais cmpirique 
de Tz est le plus petit. À la section 3.5.1, on a présenté le calcul de la fonction de masse 
de Tz, qui peut se calculer comme suit: 
n 
PITz = k]  =  L PITz = k, M  = m] ;  (4.1) 
m=l 91 
où M est le nombre de valeurs de T pour lesquelles LD(T) est maximal. Il n'est cependant 
pas possible d'obtenir la fonction d€  masse exacte de Tz  à partir de l'équation (4.1)  et 
des valeurs de eD(T)  obtenues numériquement. Premièrement, étant donné que 
P[LD(l) > LD(2)] = L
00 
P[LD(l) =  i]P[LD(2)  < i] 
i=l 
et qu'on doit arrêter la somme a un€ valeur finie en pratique, on ne peut qu'obtenir une 
approximation de la probabilité que LD(l) soit supérieur à Lo (2).  On note cette valeur 
par a.  De plus, étant donné que la valeur de n  est grande et que M  peut prendre des 
valeurs entières entre 1 et n, le  temps de calcul de la fonction de masse de Tz  à partir 
de l'équation (4.1)  est extrêmement long.  On fixe  donc une valeur maximale pour M, 
le  nombre de valeurs de T pour lesquelles  LD(T)  est maximal, que l'on note par b.  On 
choisit une valeur de b qui fait en sOTte que P[M > b]  soit très petite. Le choix d'une va­
leur de b inférieure à n fait également en sorte que la fonction de masse est approximée. 
Comme on approxime la fonction de  masse de Tz, la somme des probabilités n'est pas 
égale à 1. On propose de normaliser la fonction de masse en divisant chacune des valeurs 
par la somme des probabilités de la fonction  de masse approximée. De cette façon,  la 
somme des probabilités de la fonction de masse normalisée est égale à 1. 
Soit 
c = max( {eD(T), T = 1,2, ... ,n} ) . 
Pour le calcul de la fonction de masse de Tz, on a utilisé 
a=c+3JC, 
car la probabilité qu'une variable aléatoire de  loi  normale N(c,c)  prenne une valeur 
supérieure à c+3JC est très petite et qu'une variable aléatoire de loi de Poisson P(c) est 
approximativement de loi normale .A!(c, c)  lorsque c est relativement grand. De même, la 
probabilité qu'une variable aléatoire de loi  de Poisson P(À)  pour laquelle À < c prenne 
une valeur supérieure à c + 3-JC  est très petite. Pour ce  qui est de  la valeur maximale 
du nombre de valeurs de T pour lesquelles LD(T)  est maximal, on a considéré le cas où 92 
b = 5.  Après normalisation, on  obtient la fonction  de masse approximée de Tz  qui est 
présentée à la figure 4.4. On présente les valeurs de la fonction de masse jusqu'à T  =  24, 
étant donné qu'elles sont pratiquement égales à  0 pour des valeurs de T  supérieures à 
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Figure 4.4 Approximation de la fonction de masse de Tz 
Comme cette valeur est presqu'égale à 1, on en conclut que les événements qui n'ont pas 
été considérés dans le calcul de la fonction de masse de Tz  ont une très faible probabilité 
de se produire, ce qui est conforme à qu'on avait prévu. À partir de l'approximation de 
la fonction de masse de Tz , on peut obtenir une approximation de l'espérance et de la 
variance de Tz . Les valeurs obtenues sont: 
lE[Tz] = 12,521 ; 
Var[Tz] = 1,305. 93 
On peut ensuite calculer le biais, le  biais relatif et l'erreur quadratique moyenne de Tz , 
notés respectivement par B[Tz],  BR[Tzl  et EQM[Tz],  de la façon suivante: 
B[TzJ  =  lE[Tz]- t z , 
BR[T J =  B[Tzl 
z  t '  z 
EQM[Tz] = Var[Tzl + (B[TzJr ' 
Les valeurs obtenues sont: 




EQM[TzJ  =  1,576.
 
Étant donné que tz  =  12 et que lE[Tz ] =  12,521, on a que 
lE[TzJ  - 1 < tz  < lE[Tz 1  (4.2) 
et que Tz  est un estimateur biaisé pour Tz , ce  à quoi on s'attendait intuitivement. À 
la section 3.3.2, on s'était basé sur l'équation  (4.2)  pour justifier la formule de  jJ(Tz ), 
l'estimateur de  p  obtenu  à  partir de Tz  et  des  données d'une seule  épidémie.  Cette 
justification est donc correcte avec les valeurs des paramètres utilisées dans ce chapitre. 
4.6  Approximation de la fonction de masse de Tz 
À  partir de la fonction de masse de Tz , on peut calculer la fonction  de  masse de Tz , 
l'estimateur de tz  obtenu à partir des données de toutes les  épidémies. Rappelons que 
Tz  est calculé en prenant la partie entière de la moyenne de Til), T~2),  ... , T~k),  où Tl') 
est l'estimateur de tz  obtenu à  partir des  données de  la iième épidémie. Tz  peut donc 
prendre des valeurs entières entre 1 et n  inclusivement. Afin  de calculer la probabilité 
que Tz  soit égal à k,  on fait la somme des probabilités de tous les  événements qui font 
en sorte que Tz  soit égal  à  k.  Comme dans le  cas du calcul de la fonction de masse de 
Tz, on ne peut obtenir qu'une approximation de la fonction de masse de Tz , car elle est 94 
obtenue à partir de l'approximation de la fonction de masse de Tz. De plus, le fait que 
n  soit grand implique que le temps de calcul de la fonction de masse est énorme si  on 
considère tous les événements possibles. POUl" réduire le temps de calcul, on ne considère 
que les valeurs de Tz dont la probabilité est supérieure à 0, 001 pour calculer la fonction 
de masse de Tz ,  étant donné que la probabilité des événements faisant  intervenir les 
autres valeurs possibles de Tz  est très faible.  Comme à  la section 4.5,  on  propose de 
normaliser la fonction de masse en divisant chacune des valeurs par la somme des pro­
babilités de la fonction de masse apprmumée. De cette façon, la somme des probabilités 
de la fonction de masse normalisée est égale à 1. 
Soit k  le nombre d'épidémies considérées. POUl" k  =  la, on obtient la fonction de masse 
approximée de Tz  qui est présentée à la figure 4.5. On présente les valeurs de la fonction 
de masse jusqu'à T  =  24,  étant donné qu'elles sont pratiquement égales à apour des 
valeurs de T  supérieures à 24. 
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Figure 4.5 Approximation de la fonction de masse de Tz  avec k = la 
Il  est  à  noter que  la somme des  probabilités ava.nt  normalisation  est égale  à  0,994. 95 
Comme cette valeur est presqu'égale à  l, on en  conclut que  les  événements qui  n'ont 
pas été considérés dans le calcul de la fonction de masse de Tz  ont une très faible pro­
babilité de se produire, ce  qui est conforme à qu'on avait prévu. 
À partir de l'approximation de la fonction de masse de Tz , on peut obtenir une approxi­
mation de l'espérance, de la variance, du biais, du biais relatif et de l'erreur quadratique 
moyenne de Tz, de la même façon que pour Tz . Les valeurs obtenues sont: 
E[Tz] =  12, 060; 
Var[Tz ] =  0,167; 
B[Tz] =  0,060 ; 
BR[Tz] =  0, 005; 
EQM[Tz ] = 0,171 . 
Tel qu'attendu, le  biais et la variance de Tz sont inférieurs à ceux de Tz . Au-delà de la 
épidémies, l'approximation de la fonction  de masse est très longue à calculer de cette 
façon. On peut cependant obtenir la distributioIl de Tz  en simulation, qui constitue UIle 
autre approximation de la fonction de masse de Tz . Pour ce faire, on génère 5000 fois  k 
réalisations de LD (l), LD (2), ... ,LD(n).  Pour chacune des 5000 simulations, on calcule 
Tz  à partir des valeurs générées. Par la suite, on calcule la proportion des simulations 
qui ont mené à Tz = T, T  = 1,2, ... ,n. Ces proportions constituent l'approximation de 
la fonction de masse de Tz . 
Cette deuxième  procédure d'approximation de  la fonction  de  masse de Tz  a  été ap­
pliquée pour différentes valeurs de k.  On a  représenté graphiquement  le  biais relatif, 
la variance et l'erreur quadratique moyenne de Tz  en fonction de k  à la figure 4.6.  On 
remarque que le biais relatif, la variance et l'erreur quadratique moyenne de Tz  se rap­
prochent de alorsque k augmente. Ce comportement est conforme à ce qui était attendu, 
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Figure 4.6 Biais relatif, variance et erreur quadratique moyenne approximés de Tz  en 
fonction de k 
4.7  Propriétés des estimateurs de p 
On  présente maintenant les  résultats obtenus numériquement  pour  les  propriétés Je 
p(tz), p(Tz) et p(Tz),  les  trois estimateurs de  p proposés au  chapitre 3.  Mentionnons 
tout d'abord que la plus petite valeur de k,  le  nombre d'épidémies, qui a été considérée 
est  2,  étant donné que si  k  =  1,  on  ne peut pas estimer la variance des  estimateurs. 
Les  expressions permettant de calculer  l'espérance et la  variance de  p(tz ),  p(Tz)  et 97 
15(7'z) sont données à la proposition 3.3.1, à la proposition 3.3.3 et à la proposition 3.3.5 
respectivement. Rappelons qu'à ces  propositions, on  n'a qu'une seule expression  pour 
l'espérance de l'estima.teur, alors qu'on a deux expressions pour sa variance, soit une 
pour chaque modèle. 
Cependant, les  résultats obtenus numériquement  et  en  simulation sont pratiquement 
les mêmes pour les deux modèles.  Pour cette raison, on présente et on commente uni­
quement les résultats obtenus à partir du modèle avec la loi binomiale dans cette section, 
ainsi qu'aux sections 4.8 et 4.9. Les résultats obtenus à partir du modèle avec la loi  de 
Poisson sont présentés à l'appendice A. 
Tout d'abord, on  a  représenté gTaphiquement  le  biais  relatif des  trois estimateurs de 
p en  fonction  de k, le  nombre d'épidémies, à  la figure 4.7.  Au chapitre 3,  on a montré 
que le  biais relatif de  15(tz) est égal à O.  Pour ce  qui est de  15(Tz),  on s'attendait à ce 
qu'il soit biaisé et que son biais ne change pas avec k. On remarque en effet que le biais 
relatif de  15(Tz)  est égal  à  0,78%,  ce  qui est toutefois très faible.  Enfin,  on  a  montré 
au chapitre 3 que 15(7'z)  est un estimateur convergent pour p.  Graphiquement, on  voit 
bien que le  biais relatif de 15(7'z)  se rapproche de 0 lorsque  k  augmente. Cependant, il 
est plutôt élevé en valeur absolue pour de petites valeurs de  k. 
Afin de pouvoir comparer plus facilement h~ biais relatif de 15(Tz) et 15(7'z) pour différentes 
valeurs de k:  on a représenté graphiquement la valeur absolue de ces  biais relatifs à la 
figure 4.8.  On remarque que le  biais relatif de 15(Tz)  est inférieur en valeur absolue à 
celui de 15(7'z)  pour des valeurs de k::; 10, alors qu'il lui est supérieur pour des valeurs 
de k 2 Il. 
On a représenté graphiquement la variance des trois estimateurs de p en fonction de k 
pour le modèle avec la loi  binomiale à la figure 4.9.  Il faut noter que le paramètre pest 
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Figure 4.9 Variance  de  p(tz ),  p(Tz )  ct p(Tz )  en  fonction  de  k,  rnodèk  avec  la loi 
binomiale 
On  remarque  que  la  variance  de  p(tz )  est  beaucoup plus petite que  celle  des  deux 
autres estimateurs de  p.  Le  fait  d'estimer tz ,  que ce  soit par Tz  ou Tz , entraîne une 
augmentation considérable de la  variance de  l'estimateur de  p obtenu à  partir de cet 
estimateur de tz . Au chapitre 3, on a calculé la variance de IJl(T1
1»)  à partir de j'équation 
suivante: 
et la variance de p(Tz)  à partir de l'équation suivante: 
Environ 99,9% de la variabilité de p(Tz) est due à la variabilité des Ti'), c'est-à-dire au 
terme 
Cette proportion e:;t  la même peu importe la valeur de k.  Pour ce  qui est de p(Tz ), on 100 
a calculé sa variance à partir de l'équation suivante: 
Pour k  =  10,  environ  10%  de  la variabilité de p(Tz )  est due à  la  variabilité de Tz, 
c'est-à-dire au terme 
La plus grande partie de sa variabilité, soit environ 89,9%, est due à  la dépendance 
entre les  Pi (rz ), c'est-à-dire au terme 
Le  reste de  la variabilité de p(Tz)  et p(Tz ),  qui  est inférieure à  0, 1% de leur  varia­
bilité totale, est duc à  la variabilité du nombre d'individus susceptibles aux instants 
T  =  1,2, ... ,n. Cette source de variabilité est d'ailleurs la seule qui contribue à la va­
riance de p(tz ), d'où la petite variance de p(tz ). 
Malgré le  fait  que leur  variance soit  beaucoup plus élevée  que celle  de  p(tz ),  les es­
timateurs p(Tz ) et p(Tz ) sont plus réalistes, car en pratique, on  ne connaît pas tz et 
on doit l'estimer. On peut comparer la variance de p(Tz ) et p(Tz ) en fonction de k. On 
remarque que la variance de p(Tz ) est inférieure à la variance de p(Tz ) pour des valeurs 
de k  ~  17, alors qu'elle lui est supérieure pour des valeurs de k ~  18. 
Étant donné que la valeur de  p est égale à  66660 et que,  par conséquent, la variance 
de p(Tz )  et P(Tz )  est très grande, il  peut être intéressant de calculer le  coefficient de 
variation de ces  estimateurs. En effet,  le  coefficient  de variation mesure la dispersion 
relative  des  estimateurs par rapport  à  leur  moyenne.  Rappelons que  la moyenne  de 
p(tz) est égale à P,  alors que la moyenne de p(Tz) et p(Tz) est presqu'égale à p.  De 
façon générale, le coefficient de variation d'une varjable aléatoire X de moyenne f.L  et de 
va.riance (J2  est donné pa.r  : 
CV(X) =  ~. 
f.L 101 
On a représenté graphiquement le coefficient de variation des  trois estimateurs de p en 
fonction de k pour le modèle avec la loi  binomiale à la figure  4.10. 
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Figure 4.10 Coefficicnt de variation de p(tz),  p(Tz) ct p(Tz) en fonction de k,  mo&lc 
avec la loi  binomiale 
On  remarque que le coefficient de variation de p(Tz) et p(i'z) n'est pas trop élevé.  En 
effet,  il  est inférieur à 10%,  même pour de petites valeurs de  k. 
Finalement, on a représenté graphiquement l'erreur quadratique moyenne des trois esti­
mateurs de p en fonction de k pour le modèle avec la loi  binomiale à la figure 4.11. Les 
observations sur l'erreur quadratique moyenne des estimateurs de p sont pratiquement 
les mêmes que celles sur leur variance, étant donné qu'une grande partie de l'erreur qua­
dratique moyenne des estimateurs est due à leur varia.nce.  On  rema.rque en  effet  que, 
comme dans le  cas de la variance, l'erreur quadratique moyenne de p(Tz) est inférieure 
à l'erreur quadratique moyenne de  15(7'z)  pour des  valeurs de  k  :S  17,  alors qu'elle lui 
est supérieure pour des valeurs de  k  ;:::  lS. 102 
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Figure 4.11 Erreur quadratique moyenne de p(tz), p(Tz) et p(Tz) en  fonction de  k, 
modèle avec la loi binomiale 
4.8  Propriétés des estimateurs de Ro 
On présente maintenant les  résultats obtenus pour les propriétés des  trois estimateurs 
de Ro  obtenus à partir des trois estimateurs de p, soit Ro(tz),  R{)(Tz) et Ro(Tz ).  Étant 
donné qu'on n'a pas d'expression permettant de calculer l'espérance et la variance de 
Ro(tz),  Ro(Tz) et Ro(Tz ),  on présente les espérances et les variances obtenues en simu­
lation. Pour obtenir ces valeurs, on génère d'abord des données du nombre d'individus 
susceptibles et décédés aux instants T  =  1,2, ... ,n pour k épidérilles.  Ces données sont 
générées avec  cha.cun  des  deux modèles proposés en  suivant la procédure décrite à la 
section 4.4.  Par la  snite, on  calcule les  estimatems 15(t z ),  15(Tz)  et  15(Tz )  à partir des 
données générées. On calcule ensuite les estimateurs Ro(tz), Ro(Tz) et Ro(Tz ) à partir 
de la formule suivante : 
- Xo 
Ro=~·  p 103 
On  fait  5000  simulations  et  on  calcule  la  valeur  moyenne  et  la  variance des  5000 
réalisations de chacun des estimateurs de  ~.  À partir de ces valeurs, on peut calculer 
le  biais l'clatif et l'erreur quadratique moyenne des estimateurs de  ~.  Cette procédure 
est répétée pour différentes valeurs de k, le  nombre d'épidémies. La plus petite valeur 
de k  qui  a  été considérée est  2,  étant donné que si  k  =  1,  on ne peut pas estimer la 
variance des estimateurs. 
Comme à  la sections 4.7;  on  ne  présente que les  résultats pour le  modèle avec  la  loi 
binomiale  dans  cette section.  Les  résultats  pour  le  modèle  avec  la  loi  Poisson  sont 
présentés à l'appendice A. 
On a  représenté gTaphiquement  le  biais  relatif des  trois estimateurs de  Ra  en  fonc­
tion de k à la figure 4.12.  On remarque d'abord que le biais relatif de Ro(tz ) obtenu en 
simulation est approximativement égal à 0 et ce, peu importe la valeur de k. Ce résultat 
est similaire à celui  obtenu pour 15(t z ),  qui est un estimateur sans biais de p.  Pour ce 
qui est de Ro(Tz ), on remarque d'abord que son biais relatif obtenu en simulation est 
pratiquement nul pour 2 et 3 épidémies. Pour des valeurs de k  > 3,  le  biai~  relatif de 
Ro(Tz)  varle entre -0,3% et -0,7% environ, selon la valeur de k.  Rappelons qu'il est 
calculé à partir de 15(Tz), qui est un estimateur biaisé pour p.  Enfin, on remarque que le 
biais relatif de Ro(Tz ) se rapproche de 0 lorsque k  augmente. Ce résultat est similaire à 
celui obtenu pour 15(1\), qui est un estimateur fortement convergent pour p. Cependant, 
il  est plutôt élevé en  valeur absolue pour de petites valeurs de k,  comme c'est  le  cas 
pour le biais relatif de 15(Tz ). 
Comme on l'a fait pour 15(Tz) et 15(Tz ); on a représenté graphiquement la valeur absolue 
du biais relatif de Ro(Tz) et Ro(Tz ) en fonction de k  à la figure  4.1~  afin de pouvoir les 
comparer plus facilement.  On remarque que le  biais relatif de Ro(Tz ) est inférieur en 
valeur absolue à celui de Ro(Tz ) pour des valeurs de k  :::::  13, alors qu'il lui est  supérieur 
pour des  valeurs de  k  ~  14.  Ce résultat est semblable à  celui obtenu pour 15(Tz)  et 
15(Tz ).  Rappelons que la valeur de k  à partir de laquelle le biais relatif de 15(Tz) devient 104 
inférieur à celui de p(Tz) etit 11. 
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Figure 4.12 Biaiti relatif de R{J(tz),  Ro(Tz ) et Ro(Tz ) en fonction de k 
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Figure 4.13 Valeur absolue du biais relatif de R.()(Tz) et Ro(Tz ) en fonction de k 105 
On a représenté graphiquement la variance des trois estimateurs de Ra  en fonction de 
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Figure 4.14 Variance de Î&J(t z ), Ra(Tz ) et R{JeTz )  en fonction  de k,  modèle avec la 
loi binomiale 
Tel  qu'on l'avait observé pour les  estimateurs de p,  la variance de l'estimateur de Ra 
obtenu à partir de tz , R{J(t z ), est beaucoup plus petite que celle de Ra(Tz ) et R{J(Tz ). 
Cette différence entre les  variances s'explique d'ailleurs par la différence entre les  va­
riances des estimateurs de p. 
On remarque que la variance de Ra(Tz )  est inférieure à celle de Î&J(Tz ) pour des va­
leurs de k :::;  21, alors qu'elle lui est supérieure pour des valeurs de k 2:  22.  Ces résultats 
sont semblables à ceux obtenus pour les estimateurs de p.  Rappelons que la variance de 
p(Tz) est inférieure à la variance de p(Tz ) pour des valeurs de k  :::;  17,  alors qu'elle lui 
est supérieure pour des valeurs de  k  2:  18.  Mentionnons également que la variance des 
trois estimateurs de Ra  décroît lorsque la valeur de k augmente. 106 
On a  représenté graphiquement l'erreur quadratique moyenne des trois estimatems de 
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Figure 4.15 Erreur quadratique moyenne de R{)(tz ), Ro(Tz ) et R{)(Tz ) en fonction de 
k, modèle avec la loi binomiale 
On remarque que  l'errem quadratique  moyenne  de  Ro(Tz)  est  inférieure  à  celle  de 
R{)(Tz ) pour des valeurs de k  ~  21, alors qu'elle lui est supérieure pour des valems de k  2: 
22.  Ces résultats sont semblables à ceux obtenus pom les estimatems de  p.  Rappelons 
que l'erreur quadratique moyenne de p(Tz) est inférieure à l'erreur quadratique moyenne 
de p(Tz ) pour des valeurs de k ~  17, alors qu'elle lill  est supérieure pom des valems de 
k  2:  18. 
4.9  Intervalles de confiance asymptotiques pour p et Ra 
À la section 3.4, on a présenté des formules pom construire des intervalles de confiance 
asymptotiques de niveau  (1  - 0')  . 100% pour les paramètres p et Ra  à partir de p(t z ), 107 
p(Tz), p(rz ), Rn(t z ), Rn(Tz) et Ro(Tz ). Les formules sont les suivantes: 
-( )  Var[Pl (tz)]  -(T)  Var[Pdtz)])
p t z  - Zo./2  k  ,p  z  + Zo/2  k '  ( 
-(T ) _  Var[Pl (T~l»)]  -(T)  Var[Pl (Til»)]) 
p  z  zO/2  k  ,P  z  + zo/2  k '  ( 
-(T )  Var[pdtz)]  -(T)  Var[Pl (t z )]) 
p z  - Zo./2  k  ,P  z  + Zo/2  k '  ( 
lorsqu'on utilise la variance théorique pour construire les intervalles de confiance pour 
p.  Pour les intervalles de confiance pour Ro, on a les formules suivantes: 
- Xo  Var[pdtz)]  R- ()  Xa  Var[Pl(tz)])
Ra(tz ) - zo./2 p2  k  ,() tz  + Zo:/2 p2  k  '  ( 
- Xo  Var[Pl (T~l»)]  - Xa  Var[Pl (T~»)]) 
Ra(Tz ) - Zo./2 p2  k  ' Ra(Tz) + zo./2 p2  k  '  ( 
- - Xo  Var[pdtz)]  Ra- (T- )  Xo  Var[Pl (tz)])  . 
Ra(TZ)-ZQ:/2p2  k  '  z  +Zo./2  2  k (  p
En pratique, on doit estimer Var[Pl (tz)]  et Var [Pl  (T~l»)l  pour construire les  intervalles 
de confiance pour p et Ra. À la section 3.4.3, on a proposé un estimateur sans biais pour 
Var[pdtz)] obtenu à  partir des Pi(tz),  que l'on a noté S(tz).  De même,  on  a  proposé 
un estimateur sans biais pour Var[Pl(T~l»)] obtenu à partir des  Pi(T~i)),  que l'on a noté 
S(Tz). Pour ce qui est de l'estimateur proposé pour V[Pi(t  Z )] obtenu à partir des Pi(Tz), 
que l'on a noté S(Tz ), son espérance n'est pas égale à Var[,ôJ(tz)]. Elle est en fait égale 
à lE(Var[Pl (Tz )ITz ]).  Cette valeur dépend de k, étant donné que la fonction de masse de 
Tz  dépend de k. Afin de voir l'ordre de grandeur du biais de S(Tz ) et son comportement 
en fonction de k,  on l'a représenté graphiquement en fonction  de k à la figure 4.16.  On 
remarque que le  biais relatif de S(Tz ) est infériem à 0,5% pour de petites valeurs de k 
et qu'il diminue lorsque k augmente. Les intervalles de confiance construits à partir de 
S(Tz )  devraient donc bien sc comporter, étant donné que le  biais relatif de S(Tz )  est 
très petit. 
En théorie, la proportion des intervalles de confiance à  (1  - 0:)  . 100%  obtenus en  si­
mulation  qui  contiennent  le  paramètre pour lequel  les  intervalles  ont  été  construits 108 
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Figure 4.16 Biais relatif de S(Tz ) 
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devrait être approximativement  égale  à  (1 -- a) . 100%-.  Cependant,· étant donné que  .. 
les intervalles de confiance pour p et RD  sont asymptotiques, cette proportion n'est pas 
nécessairement approximativement égale à (1-a) ·100% pour de petites valeurs de k,  le 
nombre d'épidémies considérées pour estimer p. On procède donc à une étude en simula­
tion pour obtenir la proportion des intervalles de confiance pour p et Ro qui contiennent 
p ou Ho,  selon le  cas, pour différentes valeurs de k.  Pour cette étude, on fixe  le  niveau 
de confiance des intervalles de confiance à 95%, ce qui correspond à a  = 0, 05. 
On commence par générer des  données du nombre d'individus susceptibles et décédés 
au..x  instants T  =  1,2, ... , n  pour k  épidémies.  Ces données sont générées avec chacun 
des deux modèles proposés en suivant la procédure décrite à Iii section 4.4. Par la suite, 
on obtient les  estimateurs p(tz ),  ,o(Tz), p(Tz ),  RD(t Z )' Ro(Tz) et Ro(Tz ) à partir des 
données générées. On construit ensuite les intervalles de confiance asymptotiques à 95% 
pour p et Ho à partir des estimateurs de p et de Ho. Les valeurs de pet Ho sont connues, 
étant donné que les données ont été générées à partir des solutions de  (2.1)  obtenues 109 
avec les paramètres présentés à la section 4.1. Rappelons qu'on a p = 66660 et Ra = 1,5. 
On fait 5000 simulations et on compte le  nombre de simulations pour lesquelles les in­
tervalles de confiance asymptotiques pour p et Ra  contiennent la vraie valeur de  p et 
Ra  respectivement. Cette procédure est répétée pour différentes valeurs de  k. 
Pour chacune des simulations, trois intervalles de confiance pour p et Ra  ont été cons­
truits à  partir de  chacun  des  trois estimateurs,  pour un  total  de  neuf intervalles  de 
confiance pour chacun des paramètres. Tout d'abord, un  intervalle de confiance a été 
construit en  utilisant la variance théorique de l'estimateur de p et Zo./2,  le  quantile de 
la loi  normale. Par la  suite, deux  iIlt(~rvalles  ont été construits à  partir de la variance 
estimée. Pour le premier intervalle construit à partir de la variance estimée, on a utilisé 
Zo./2,  alors que pour le  deuxième, étant donné qu'on utilise la  variance estimée et que 
certaines des valeurs de k considérées sont petites, on a utilisé t o./ 2,k-J, le  quantile de 
la loi  de Student à k - 1 degrés de liberté. Rappelons que t o / 2,k-l est tel que 
si Tk-l est de loi  de Student à k - 1 degrés de liberté. 
Pour la présentation des  résultats dans  les  tableaux;  la lettre  V  signifie  que  les  in­
tervalles de confiance ont été construits à partir de la variance théorique, alors que la 
lettre S  signifie qu'ils ont été construits à partir de la variance estimée. Pour ce qui est 
des  quantiles,  la lettre Z  signifie que  ks intcrvalks de confiance ont été,  construits en 
utilisant zo./2, alors que la lettre t signifie qu'ils ont été construits en utilisant to./ 2,k-l' 
Rappelons qu'étant donné que les  intervalles  de  confiance pour  Ra  font  intervenir p, 
on remplace p par la valeur estimée de p lorsqu'on construit l'intervalle de confiance à 
partir de la variance estimée de l'estimateur de p. 
Comme aux sections 4.7  et 4.8,  on  ne  présente que les  résultats pour le  modèle avec 
la loi  binomiale  dans  cette section.  Les  résultats  pour le  modèle  avec  la loi  Poisson 
sont présentés à l'appendice A.  Le tableau 4.1  présente la proportion des intervalles de 110 
confiance asymptotiques à 95% pour p qui contiennent p pour les données générées par 
le modèle avec la loi binomiale. 
Tableau 4.1 Proportion des  intervalles de confiance asymptotiques pour p construits 
à partir de p(tz), p(Tz)  et p(iz ) qui contiennent p, modèle avec la loi  binomiale 
p(tz )  p(Tz)  p(iz ) 
k 
V,z  S,z  S,t  V,z  S,z  S,t  V, z  S,z  S, t 
2  0,951  0, 703  0,948  0,932  0,555  0,762  0,430  0,316  0,425 
5  0,947  0,882  0,952  0,943  0,905  0,943  0,632  0,589  0,634 
10  0,954  0,924  0,951  0,945  0,908  0,937  0,784  0,760  0,782 
15  0,954  0,934  0,950  0,942  0,926  0,944  0,860  0,841  0,857 
20  0,952  0,935  0,951  0,942  0,921  0,940  0,894  0,877  0,892 
25  0,949  0,940  0,952  0,941  0,925  0,938  0,919  0,909  0,920 
30  0,952  0,946  0,953  0,931  0,923  0,935  0,933  0,928  0,934 
35  0,955  0,945  0,951  0,935  0,928  0,936  0,944  0,934  0,941 
40  0,952  0,942  0,950  0,934  0,927  0,936  0,945  0,936  0,944 
45  0,955  0,944  0,949  0,928  0,924  0,931  0,951  0,940  0,944 
50  0,949  0,945  0,949  0,933  0,926  0,934  0,946  0,942  0,946 
100  0,954  0,950  0,952  0,912  0,911  0,913  0,954  0,949  0,952 
Tout d'abord, on commente les résultats obtenus pour les intervalles de confiance asymp­
totiques construits à partir de la variance théorique, c'est-à-dire ceux dans les colonnes 
nommées V, z. Pour les intervalles de confiance construits à partir de p(tz), la proportion 
des intervalles qui contiennent p est approximativement égale à 95%  et ce, peu importe 
la valeur de k.  On en  conclut que la distribution de p(tz) s'approxime bien par une loi 
normale même pour de petites valeurs de k. 
À  la section 3.4,  on  a mentionné qu'étant donné que  p(Tz)  est  un  estimateur biaisé 
pour p,  on s'attend à ce que la probabilité que l'intervalle de confiance pour p construit III 
à partir de p(Tz)  recouvre la valeur de p soit différente de  1 - a. Pour cet intervalle 
de confiance, on remarque en  effet  que la proportion des intervalles qui contiennent p 
diminue au fur et à mesure que k  augmente. Cela s'explique par le  fait que plus k  aug­
mente, plus les intervalles de confiance sont étroits et concentrés autour de l'espérance 
de p(Tz), qui n'est pas égale à p.  Donc, les intervalles de confiance contiennent .I8[p(Tz)] 
environ 95% du temps, mais ils contiennent p moins souvent.. 
Enfin, pour de grandes valeurs de k,  la proportion des intervalles de confiance construits 
à partir de p(1'z ) qui contiennent p est approximativement égale à 95%. Cependant, pour 
de petites valeurs de k,  cette proportion ~)st trbs petite. Cela s'explique par le)  fait qu'on 
utilise Var[,ôl(tZ)]  plutôt que Var[h(1'z)]  pour construire les intervalles de confiance. À 
la figure 4.9,  on remarque que la variance de  p(1'z ) est beaucoup plus grande que celle 
de p(tz )  pour de petites valeurs de k,  ce  qui  est également le  cas pour la variance de 
Pl(1'z )  par rapport à  la variance de ,ôl(tZ)'  Étant donné que p(1'z )  est trop variable 
par rapport à  la largeur des intervalles de confiance pour de  petites valeurs de k,  peu 
d'intervalles de confiance contiennent p. 
Comme on  l'a fait  pour le  biais  relatif de p(Tz)  et p(1'z ), on  s'intéresse à  la valeur 
de k  à partir de laquelle la proportion des intervalles de confiance qui contiennent pest 
plus près de 95% avec p(Tz ) qu'avec p(Tz). On remarque que cette valeur se situe entre 
25  et.  30  épidémies. 
En pratique, on  ne  connaît pas la variance des estimateurs de p  et on  doit l'estimer 
pour construire les  intervalles de confiance pom p.  Les  résultats pour les intervalles de 
confiance construits à  partir de la variance estimée sont ceux  des  colonnes  nommées 
S, z  et S, t.  Les  commentaires relatifs aux intervalles  de  confiance  construits à  partir 
de la variance théorique s'appliquent également pour ceux construits à partir de la va­
riance estimée.  On remarque toutefois que peu  importe l'estimateur de p  utilisé pour 
construire l'intervalle de confiance, la proportion des intervalles de confiance construits 
avec  le  quantile de la  loi  de  Student (colonne  S, t)  qui  contiennent p est plus près de 112 
95% que celle obtenue avec le  quantile de la loi  normale (S, z).  Il est donc préférable 
d'utiliser t o/2,k-l plutôt que Zo/2 pour construire les intervalles de confiance à partir de 
la variance estimée. 
Comme on l'a fait pour les  intervalles de confiance construits à  partir de la variance 
théorique, on s'intéresse à la valeur de k  à partir de laquelle la proportion des intervalles 
de confiance qui contiennent p est plus près de 95% avec p(Tz ) qu'avec p(Tz ), dans le 
cas où on utilise la variance estimée et to/2,k-l' On remarque que cette valeur est entl'e 
30 et 35 épidémies. 
Le tableau 4.2 présente la proportion des intervalles de confiance asymptotiques à 95% 
pour Ra  qui contiennent Ra  pour les données générées par le  modèle avec la loi  bino­
miale.  Les commentaires formulés sur les  intervalles de confiance pour p  s'appliquent 
également dans le cas des intervalles de confiance pour Ra.  Notons que dans ce cas-ci, la 
valeur de k  à partir de laquelle la proportion des intervalles de confiance qui contiennent 
Ra  est plus près de 95% avec R{)(i'z) qu'avec Ro-(Tz ),  est entre 25  et 30 épidémies, lors-
qu'on utilise la variance estimée et to / 2,k-l' 
Pour de petites valeurs de k,  on peut s'attendre à  ce que la précision des estimateurs 
de Ra,  c'est-à-dire la moitié de la largeur de l'intervalle de confiance, soit grande par 
rapport à la valeur de Ra,  étant donné que la variance des estimatems de p est plutôt 
gTande. On a calculé la précision moyenne des estimateurs de Ra en simulation, lorsqu:on 
estime la variance de l'estimateur de p et qu'on utilise to/2,k-l' Le tableau 4.3 présente 
les résultats obtenus pour Ro(tz ),  Ro(Tz ) et Ro(Tz)  avec des valeurs de k  ::;  10. On 
remarque que la précision moyenne de Ro (t z)  et Ro (rz) est toujours inférieure à 0,03, 
ce qui est très petit par rapport à la valeur de Ra  (1,5). Par contre, pour ce qui est de 
la précision moyenne de RD (Tz), elle  est égale à  1, 359  lorsque k  =  2:  ce  qui est très 
élevé, et égale à 0,425 pour k  =  3.  Elle est inférieure à.  0,3 pour des valeurs de k  2: 4. 113 
Tableau 4.2 Proportion des intervalles de confiance asymptotiques pour Ro construits 
à partir de Ro(tz ), Ro(Tz ) et ÎtJ(Tz ) qui contiennent Ra, modèle avec la loi  binomiale 
Ro(tz )  Ro(Tz )  Ro(Tz )
k 
V,Z  S,z  S,t  V,z  S,z  S,t  V,z  S,z  S,t 
2  0,951  0,703  0,948  0,952  0,625  0,761  0,430  0,317  0,425 
5  0,947  0,882  0,952  0,957  0,894  0,946  0,632  0,589  0,634 
10  0,954  0,925  0,951  0,945  0,906  0,937  0,784  0,760  0,782 
15  0,955  0,933  0,950  0,950  0,922  0,942  0,860  0,841  0,857 
20  0,952  0,935  0,951  0,943  0,918  0,934  0,894  0,878  0,892 
25  0,949  0,940  0,951  0,946  0,921  0,932  0,919  0,909  0,920 
30  0,952  0,946  0,953  0,940  0,917  0,927  0,933  0,928  0,934 
35  0,955  0,945  0,951  0,942  0,922  0,930  0,944  0,934  0,941 
40  0,952  0,942  0,950  0,940  0,922  0,930  0,946  0,936  0,944 
45  0,955  0,944  0,949  0,933  0,916  0,924  0,951  0,940  0,944 
50  0,949  0,945  0,949  0,939  0,918  0,924  0,945  0,942  0,946 
100  0,954  0,949  0,952  0,917  0;905  0,908  0,954  0,949  0,952 114 
Tableau 4.3 Précision moyenne de Ro(tz ), Îio(Tz) et Îio(Tz ) avec la variance estimée 
et le quantile de la loi de Student, modèle avec la loi  binomiale 
k  Îio(t z )  Îio(Tz )  Îio(Tz ) 
2  0,024  1,359  0,027 
3  0,007  0,425  0,008 
4  0,005  0,283  0,005 
- -­
5  0,004  0,226  0,004 
6  0,003  0,192  0,004 
7  0,003  0,172  0,003 
8  0,003  0,156  0,003 
9  0,003  0,114  0,003 
10  0,002  0,134  0,003 115 
4.10  Synthèse des résultats 
Rappelons que l'objectif était d'estimer Rn quand on dispose des données de k épidémies. 
Pour ce faire,  trois estimateurs de Ro  ont été proposés, soit Ro(tz),  Ro(Tz) et RoCÎ'z). 
Aux sections 4.7,  4.8 et 4.9,  on a comparé ces estimateurs en se basant sur les critères 
de performance suivants : 
(i)  le  biais relatif de l'estimateur ; 
(ii)  l'erreur quadratique moyenne de l'estimateur ; 
(iii)  la probabilité de  couverture  des  intervalles  de  confiance	 construits à  partir de 
l'estimateur ; 
(iv)  la précision moyenne de l'estimateur. 
Dans ce qui suit, on  fait  une synthèse de ces comparaisons.  L'estimateur de  Ra  pour 
lequel les résultats sont les plus intéressants en simulation pour chacun des critères est 
Ro(tz ).  Cependant, comme on l'a déjà mentionné, cet estimateur n'est pas intéressant 
en pratique, étant donné qu'on ne connaît pas la valeur de tz · 
On  s'attarde  donc  à  la  performance  de  Ro(Tz)  et  Ro(Tz)  en  fonction  du  nombre 
d'épidémies (k).  On a vu à la section 4.8 que le biais relatif de Ro(Tz) est inférieur en 
valeur absolue à celui de R{)(Tz ) pour des valeurs de k  :s;  13, alors qu'il lui est supérieur 
pour des valeurs de k  ~  14.  On a  également vu que l'erreur quadratique moyenne de 
Ro(Tz ) est inférieure à celle de Ro('Î'z)  pour des valeurs de k  :s;  21,  alors qu'elle lui est 
supérieure pour des valeurs de k  ~  22.  Enfin, à la section 4.9, on a vu que la valeur de 
k  à partir de laquelle la proportion des intervalles de confiance qui contiennent Ro  est 
plus près de 95% avec  R{)('Tz) qu'avec Ro(Tz), est entre 25  et 30 épidémies, lorsqu'on 
utilise la variance estimée et to,j2,k-l. 
À la lumière de ces résultats, on suggère d'estimer RD  par Ro(Tz)  si le  nombre d'épi­
démies (k) pour lesquelles des données sont disponibles est inférieur à 20 et par Ro('Î'z) 
si  k  ~  20.  Cette valeur de  k représente en  quelque sorte un compromis entre le  biais 116 
relatif et la probabilité de couverture des intervalles de confiance. En effet, le  biais re­
latif de Ro(Tz) est inférieur à celui  de Ro(T z) pour des  valeurs de  k  2::  14,  alors que 
la proportion des  intervalles  de  confiance  à  95%  qui  contiennent Ro  est  plus grande 
pour les intervalles construits à partir de Ra(Tz ) que pour ceux construits à partir de 
R{)(Tz)  pour des  valeurs de  k  2::  30.  Les  valeurs de k qu'on aurait pu choisir comme 
seuil à pa.rtir duquel il est préférable d'utiliser Ra(Tz ) sont entre 14 et 30 épidémies. On 
a choisi k  =  20,  car pour des valeurs de k > 20,  le  biais rela.tif de Ro(Tz)  est plus du 
double de celui de Ro(Tz ). 
Lorsque le nombre d'épidémies est égal à 2 ou  3,  le  biais relatif de R{)(Tz)  est inférieur 
à 0,2% en valeur absolue, ce  qui est inférieur aux autres biais obtenus avec Ro(Tz)  et 
Ro(Tz )  pour des valeurs de k < 25.  Cependant, la variance de Ro(Tz) est très grande 
pour ces valeurs de k. Cela fait en sorte que la précision des estimateurs est, en moyenne, 
égale à 1,359 pour k = 2 et à 0,425 pour k = 3 en simulation. Comme Ro  = 1,5, ces 
valeurs sont beaucoup trop élevées. De plus, la proportion des intervalles de confiance 
à  95%  qui  contiennent R{J  en simulation est d'environ 75%  pour ces  vaTeurs  de k,  ce 
qui est très faible.  On suggère donc d'utiliser la méthode d'estimation proposée dans ce 
mémoire quand on dispose d'au moins 4 épidémies pour estimer Ro,  étant donné que la 
précision des estimateurs est inférieure à 0,3 si  k 2::  4. CONCLUSION 
Dans ce mémoire, on a proposé deux nouvea.ux modèles pour la propagation des épid{:-­
mies et une nouvelle méthode d'estimation du paramètre Ra,  qui est d'une importance 
cruciale pour évaluer la virulence d'une épidémie. 
Mentionnons qu'en simulation,  les  modèles se comportent bien  pour les  valeurs  de  t 
utiles pom l'estimation. L'espérance du nombre d'individus susceptibles ct retirés est 
bien égale à la solution du système déterministe SIR, tel que désiré. 
Par rapport à d'autres approches, la méthode d'estimation de Ra  proposée a l'avantage 
d'être basée sur des données disponibles en pratique. De plus, on n'a pas à faire de sup­
positions quant aux valeurs de certains autres paramètres des modèles. Un désavantage 
de la méthode est qu'on a besoin de données sur plusieurs épidémies. Dans le cas où on 
considère le nombre d'épidémies (k)  comme étant le nombre d'années pour lesquelles on 
a des données sur la grippe saisonnière, par exemple, la valeur de k  n'est pas très élevée. 
Cependant, si  on considère  k  comme étant le  nombre d'emplacements géographiques 
pour lesquels on a des données sur la grippe saisonnière pour une année, k  peut prendre 
des valeurs plus grandes. 
La procédure d'estimation de  Ra  proposée passe par l'estimation de  p,  un autre pa­
ramètre des  modèles.  On  a  présenté trois  estimateurs pour  p,  chacun  menant à  un 
estimateur de  Ro.  Tout d'abord, Ro(tz) a été présenté pour mettre en  évidence le  fait 
que  l'estimateur de  p  associé,  p(tz ),  est  sans  biais  pour  p,  lorsqu'on suppose qu'on 
connaît la valeur de tz . Étant donné qu'on ne connaît pas cette valeur,  on  a  proposé 
deux estimateurs de Ra  pour lesquels tz  est estimé, c'est-à-dire Ro(Tz) et  ~(Tz), qui 
peuvent être calculés en  pratique. ÎlQ(iz ) a l'avantage d'être obtenu à partir de p(Tz ), 118 
qui  est  un estimateur fortement  convergent  pour p.  Quant à  lui,  Ro(Tz )  est obtenu 
à partir de p(Tz ),  qui est un estimateur biaisé pour p.  Le biais de p(Tz )  ne diminue 
d'ailleurs pas lorsque k augmente. 
On suggère d'utiliser Ro(Tz)  si  k  < 20  et R{)(Tz )  si  k  2  20.  En suivant ces  recom­
mandations, le  biais relatif de l'estimateur de  Ro  est inférieur à 0,7% peu importe la 
valeur de k. Pour des valeurs de k  < 4,  la précision des estimateurs est toutefois moins 
bonne. On suggère donc d'utiliser la méthode d'estimation proposée dans ce  mémoire 
quand on dispose d'au moins 4 épidémies. Ces valeurs de k  ont été obtenues en simula­
tion, à partir des valeurs qu'on a choisies pour les paramètres. Elles peuvent donc varier 
selon  le  choix des  valeurs  des  paramètres.  Un  recommandation générale serait donc 
d'utiliser Ro(Tz ) lorsque le nombre d'épidémies est petit et d'utiliser R{)(Tz ) lorsque le 
nombre d'épidémies est gTand. 
R.appelons que la méthode d'estimation proposée se base sur l'instant auquel le nombre 
de nouveaux individus décédés est maximal. Une autre approche consisterait à se  ha­
sel'  sur l'instant auquel  le  nombre de nouveaux individus infectés est maximal.  Cette 
approche a  d'ailleurs été explorée.  Elle a  l'avantage de produire des estimateurs dont 
la variance est beaucoup plus petite que ceux obtenus avec la méthode présentée dans 
ce mémoire. Cependant, pour calculer ces estimateurs, on doit avoir des données sur le 
nombre d'individus retirés, ce  que l'on  n'a pas en  pratique.  On peut obtenir une ap­
proximation de ces valeurs à partir du nombre d'individus décédés,  mais cela suppose 
qu'on connaît la proportion des individus retirés qui sont en fait  décédés.  On pourrait 
estimer cette proportion, mais à ce moment-là, la variabilité des estimateurs augmen­
terait. En somme, cette façon  de  faire,  bien  que prometteuse à  première vue,  semble 
moins intéressante en pratique que celle qu'on a présentée dans ce  mémoire. APPENDICE A 
RÉSULTATS POUR LE MODÈLE AVEC LA LOI DE POISSON 
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Figure A.2 Coefficient de variation de p(tz ), p(Tz) et p(iz ) en fonction de k,  modèle 
avec la loi  de Poisson 
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Figure A.3 Erreur quadratique moyenne de p(tz ), p(Tz )  et p(iz )  en  fonction  de k, 
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Figure A.4 Variance de Ro(tz), Ro(Tz) et RoCTz) en fonction de k, modèle avec la loi 
de Poisson 
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Figure A.5 Erreur quadratique moyenne de Ro(tz),  Ro(Tz ) et Ro(Tz ) en fonction de 
k,  modèle avec la loi de Poisson 122 
Tableau A.1 Proportion des intervalles de confiance asymptotiques pour p construits 
à partir de p(tz),  p(Tz) et p(Tz ) qui contiennent p,  modèle avec la loi  de Poisson 
p(tz)  p(Tz)  p(Tz) 
k 
v,z  S,z  S,t  V,z  S,z  S, t  V,z  S,z  S, t 
2  0,951  0,685  0,947  0,927  0,552  0,757  0,435  0,313  0,434 
5  0,952  0,875  0,946  0,939  0,898  0,937  0,627  0,578  0,623 
10  0,951  0,919  0,951  0,957  0,923  0,951  0,795  0,768  0, 795 
15  0,952  0,933  0,953  0,948  0,928  0,948  0,858  0,843  0,859 
20  --0,952  0,938  0,951  0,945  0,n8- 0,947  0,898  0,885  0,898 
25  0,952  0,937  0,949  0,943  0,934  0,945  0,925  0,911  0,923 
30  0,951  0,945  0,953  0,936  0,926  0,939  0,935  0,929  0,937 
35  0,952  0,946  0,955  0,933  0,925  0,935  0,941  0,936  0,944 
40  0,948  0,944  0,950  0,934  0,933  0,941  0,942  0,938  0,944 
45  0,951  0,945  0,951  0,930  0,926  0,931  0,946  0,941  0,947 
50  0,947  0,946  0,952  0,928  0,924  0,935  0,945  0,944  0,949 
100  0,950  0,948  0,950  0,906  0,906  0,909  0,950  0,948  0,950 123 
Tableau A.2 Proportion des intervalles de confiance asymptotiques pour Ro construits 
à partir de Ro(t z ), Ro(Tz) et RoCTz ) qui contiennent Ho, modèle avec la loi de Poisson 
R{)(tz)  Ro(Tz )  R{)(Tz) 
k 
v,z  S,z  S, t  V,Z  S,z  S, t  V,Z  S,z  S, t 
2  0,952  0,686  0,947  0,943  0,604  0,758  0,435  0,314  0,434 
5  0,952  0,874  0,946  0,953  0,887  0,938  0,627  0,578  0,623 
10  0,951  0,919  0,950  0,957  0,923  0,949  0,795  0,768  0,795 
15  0,952  0,933  0,953  0,955  0,924  0,947  0,858  0,843  0,860 
20  0,952  0,938  0,951  0,950  0,926  0,939  0,898  0,885  0,897 
25  0,952  0,936  0,949  0,950  0,925  0,940  0,925  0,911  0,923 
30  0,951  0,945  0,952  0,944  0,920  0,932  0,936  0,929  0,936 
35  0,952  0,946  0,955  0,937  0,919  0,932  0,941  0,936  0,944 
40  0,948  0,944  0,950  0,943  0,925  0,934  0,942  0,938  0,944 
45  0,951  0,945  0,951  0,936  0,920  0,927  0,946  0,941  0,947 
50  0,947  0,946  0,952  0,935  0,916  0,925  0,945  0,944  0,949 
100  0,951  0,948  0,950  0,913  0,899  0,904  0,951  0,948  0,950 124 
Tableau A.3 Précision moyenne de Ro(tz), Îlo(Tz) et ÎloCTz) avec la variance estimée 
et le quantile de la loi  de Student, modèle avec la loi  de Poisson 
k  Ro(tz)  Ro(Tz )  Ro(Tz) 
2  0,029  1,354  0,033 
3  0,009  0,427  0,010 
4  0,006  0,285  0,006 
5 _. 0,005  0,228  .D,005 
6  0,004  0,194  0,004 
7  0,004  0,173  0,004 
8  0,003  0,157  0,004 
9  0,003  0,144  0,003 
10  0,003  0,135  0,003 RÉFÉRENCES 
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