Abstract-Recently, the high-speed train has been recognized as a fast and popular public transportation system that brings significant convenience to passengers. How to efficiently provide passengers broadband mobile services, such as voice over IP (VoIP) and multimedia services, is receiving increasing attention. To fulfill passengers' diverse demands, we consider a heterogeneous network (HetNet) structure consisting of trackside access points (TAPs) and base stations (BSs) in a high-speed rail communication system (HRCS). First, we formulate a service-scheduling problem aiming at minimizing the end-to-end delay of VoIP and multimedia services as an infinite-horizon time-average expected delay constraint Markov decision process (CMDP) model. In particular, to provide a suitable scheduling selection scheme, this paper proposes a hybrid scheduling strategy to satisfy various delay requirements. Second, we utilize the martingale theory to obtain the theoretic value of the end-to-end delay bounds under two kinds of scheduling mechanisms: first in first out (FIFO) and earliest deadline first (EDF). In the simulation, we use three kinds of real wireless data traces, namely, VoIP, gaming, and User Datagram Protocol (UDP), to evaluate our algorithms by using the Nakagami-m fading channel. From the results, we verify the optimality of the proposed scheduling algorithm in average end-to-end delay performance over FIFO and EDF and the working principle of the hybrid scheduling strategy. In addition, the martingale end-to-end delay bounds are remarkably tight to the real data trace simulation results.
I. INTRODUCTION

I
N recent years, the high-speed train system has been rapidly developed into one of the fastest public transportation systems to make passengers feel convenient and comfortable [1] on board. Despite the fast travel experience, the highspeed rail communication system (HRCS) is supposed to offer passengers all kinds of travel-related public information and efficient broadband mobile communication, such as voice over IP (VoIP), online gaming, video stream downloading, and advertisement scanning. Under the circumstances, a series of base stations (BSs) [2] , [3] of the cellular networks and equally distributed trackside access points (TAPs) are deployed [4] along the rail lines. TAPs/BSs integrated network constitutes a kind of heterogeneous network (HetNet) [5] , where the TAPs are responsible for providing high data rates with only intermittent contact durations for delay-tolerant network communication [6] services with different QoS requirements. In [15] , the impact of link scheduling on end-to-end delay in large networks is studied, whereas in [16] , the impact of the storage capacity on end-to-end delay in time-varying networks is analyzed. In [17] , the objective is to find a scheduling policy that minimizes the average end-to-end delay through scheduling actions under the service delivery ratio constraints. In [18] , a scheduling policy for end-to-end deadline-constrained traffic with reliability requirements in a multihop scenario is designed. In [19] , the downlink service scheduling to effectively obtain the dynamic link capacity effectively is formulated. In [20] , a scalable method to distribute the network's traffic over available paths to minimize the average delay for all packets is introduced. As far as we know, few literature jointly considers the cooperative impacts of TAPs and BSs on data delivery. They neglect the effect of TAPs, which can provide much higher data rates, and the cooperation of TAPs and BSs by analyzing the servicescheduling problem for different kinds of data services. These lead to inefficient use of the network resources.
Most of the existing literature dealing with scheduling issue only considers how to achieve the optimal end-to-end delay performance but neglect the high computational complexity. For the scenarios with higher delay requirement, priority should be given to the optimal scheduling schemes, whereas for the scenarios with lower delay requirement, low-complexity scheduling schemes, e.g., first in first out (FIFO) and earliest deadline first (EDF), would be more suitable. However, there are few literature that investigates how to flexibly select an appropriate scheduling method based on the network performance requirements, particularly for HRCS. Hybrid scheduling policy is an efficient way to solve these problems. In [21] , a hybridlevel coordination of the scheduling problem, which assigns each user at most a single cloud, is proposed for multicloud radio access networks to benefit from the scheduling-level coordination and the signal-level coordination. In [22] , a novel hybrid virtual machine scheduling method by using the virtual machines and priority according to the scheduling algorithm in cloud computing system is proposed. In [23] , an online realtime scheduling algorithm to manage divisible and indivisible tasks is studied for cluster systems. However, to the best of our knowledge, there is no literature addressing the hybrid scheduling strategy by considering the coordination of the TAPs and the BSs based on real-time delay requirement for the HRCS. Therefore, it is necessary to provide an efficient method to minimize the average end-to-end delay based on the channel state information (CSI) and the queue state information (QSI) for strict end-to-end delay demand scenarios. On the other hand, for relaxed end-to-end delay scenarios, it is necessary to derive the end-to-end delay bounds for the conventional scheduling schemes to judge whether these schemes are suitable to be employed or not. Then, applying these results, a hybrid scheduling strategy for HRCS can be developed.
By considering the importance of end-to-end delay for realtime services, it is significant to evaluate the end-to-end delay to meet the passengers' demand. In particular, probability distribution of the end-to-end delay is introduced as one of the most important QoS metrics in HRCS. Network calculus is a recent theory for queuing analysis. Its main idea is to use a bounding instead of an exact representation of the arrivals and services in the queues. In network calculus, the service process models the routers, schedulers, and links to represent the service offered by the network. Network calculus was first formulated in a deterministic framework, which has strict bounds on the arrival process and the service process. The arrival can be modeled by an upper envelope, whereas the service curve should satisfy the minimum service guarantee. Deterministic network calculus only facilitates to analyze the deterministic queuing system and derives the worst-case delay bounds. In [24] , the effective bandwidth theory is employed to obtain the maximum distance between TAPs, which can stochastically limit the worst case packet delivery delay to a certain bound. Effective bandwidth adopts moment-generating functions by the use of Chernoff's bound to model the queues of Markovian and long-rangedependent data traffic. Although the effective bandwidth theory provides a significant additive property in the network calculus, its asymptotic constant may be very loose to estimate the endto-end delay performance. Moreover, the concept of effective capacity is used as a wireless link model for support of QoS in [25] . The effective capacity adopts Laplace transforms to model the channel capacity in the wireless networks. However, this queuing methodology, which is based on effective capacity, suffers the inaccuracy of the queuing results. In [26] , stochastic network calculus (SNC) is utilized to obtain the probability distribution of the end-to-end delay. To overcome the potential looseness and weakness of the delay performance, the martingale theory, which was first originated from the 18th century, was emerged in probability theory to evaluate the delay bounds under different scheduling methods. The martingale analysis in this paper is inspired by [27] and [28] . In [27] , a queuing system is analyzed by bounding an exponential transform with a martingale structure. It captures the queuing system of bursty arrivals in a unified manner. In [28] , martingale-based techniques are used to improve per-flow bounds by deriving a general sample path bound. From the analysis, the service process is decoupled in the scheduling process. However, the relationship between the arrival process, the service process, and the bound results is still not clear. In addition, for both literature, they do not consider how to combine the arrival supermartingale process and the service supermartingale process to get remarkably accurate delay bounds.
B. Contribution of this Paper
Motivated by the aforementioned studies, we investigate the scheduling strategies for multimedia heterogeneous high-speed train networks by taking into consideration of the cooperation of TAPs and BSs on stochastic data delivery, heavy Doppler effect, and multiple on-demand services in this paper. The endto-end delay is the key to implementing the proposed hybrid scheduling strategy. Unlike some existing literature, which only captures the access delay, the end-to-end delay is defined as the access delay plus the queuing delay subject to different data services in this paper. Specifically, the contribution of this paper is fourfold. The rest of this paper is organized as follows. In Section II, we introduce the system model of this paper. Then, in Section III, the CMDP algorithm is proposed to minimize the time-average expected end-to-end delay, and the hybrid scheduling strategy is investigated. In Section IV, we utilize the martingale theory to derive the delay bounds on condition of the FIFO and EDF scheduling methods. In Section V, simulation results of the real wireless data traces are presented. Finally, we conclude this paper in Section VI.
II. SYSTEM MODEL
This section shows the system model with some necessary assumptions concerning network configuration, train movement trajectory, downlink wireless channel model, and on-demand data arrival process to establish the analytical framework. 
A. Network Configuration
The network topology is depicted in Fig. 1 . Several isolated TAPs are deployed along the rail line, which can only access the train within periodic intermittent contact durations due to its limited transmission power. A series of BSs are also considered to support a seamless coverage over the rail. In the considered system, there exist two kinds of wireless communications in the HetNet, i.e., train-to-TAP communication and train-to-BS communication. BSs and TAPs can be directly connected to the routers of the backbone Internet via wireline links, whereas routers are connected with content servers. For simplicity, we assume that the bandwidth of the wireline link is sufficiently large so that the data packets can be transmitted from the backbone Internet to the BSs and the TAPs without delay.
A role of the central controller is to allocate network resources based on the train trajectory and the real data traffic demands. It can communicate with content servers, cellular networks, and TAPs via the routers. The distributed content server on the backbone Internet can offload data packets from the central controller. When a passenger requests a service from the Internet, the data packets can be obtained from the corresponding content server.
B. Train Movement Trajectory
Since the high-speed train moves along a predetermined rail line, the accuracy of train departure time and arrival time guarantees that the central controller will obtain the train trajectory information in advance. This way, it is able to deliver the ondemand service from the content server to the corresponding TAP or BS with high accuracy. In Fig. 1 , we consider a single trip of a high-speed train from an origin station to a destination station during a lifetime [T s , T e ]. There are I TAPs uniformly deployed along the rail line. Let us take three TAPs in Fig. 1 
C. Uplink Wireless Channel Model
Due to the high-speed movement, the channel distortion is serious in HRCS. Although there already exist several channel models [32] , [33] , they are too complex for delay analysis. In our network service model, we consider that time is partitioned into slots with equal duration of T F for downlink data transmissions. In Fig. 1 , we construct two kinds of communications [34] for the customers in the high-speed train: train-to-TAP communication and train-to-BS communication.
1 As a result, there are two kinds of data links in our system model, as follows.
• TAP wireless link has a high and rapidly dynamic changing data transmission rate. However, the arriving traffic on the TAP wireless link is bursty.
• BS wireless link has a low and relatively smooth data transmission rate in cellular network compared with the TAP wireless link.
For the TAP wireless link, when the high-speed train is moving toward the TAP, the data transmission rate is becoming higher and higher. On the contrary, the data transmission rate decreases when the high-speed train is gradually leaving the transmission range of the TAP. It possesses a similar characteristic for the BS wireless link. For both wireless links, we use an 802.11p MAC frame structure modeled by the Nakagami-m fading channel, which is particularly designed for highly dynamic-to-static scene with heavy Doppler effect. We have two different CSI aiming at TAP communication and BS communication. We set the time-variant channel gains of the trainto-TAP link and the train-to-BS link as H TAP (t) and H BS (t), respectively. It is assumed that, in this time-slotted system, the channel gain remains stable within a time slot but changes with time during different slots in an independent nonidentical distributed manner. For simplicity, we take the train-to-TAP link as an example, where we denote the high-speed train as character A and the TAP as character B.
The received signal at B can be written as
where x A is the unit energy transmit symbol from A to B, n 0 is the additive white Gaussian noise at B with zero mean and variance N 0 , H AB denotes the CSI between A and B, whereas P AB denotes the transmission power of A. The instantaneous signal-to-noise ratio (SNR) at B can be given as
1 The downlink transmission is also an important part in the HRCS. Unlike single buffer formulation for the uplink transmission, there exist several heterogeneous services requested from the passengers. Each type of service is allocated with one buffer. The arriving data packets constitute several queues waiting in the buffers for downlink communication.
We assume that σ
denotes the expectation operator, d AB represents the distance between A and B, and α ∈ [2, 4] is the path loss exponent. Then, the probability density function of |h AB | 2 can be given by [35] 
where Γ(·) is the gamma function [36, eq. 8.310.1], and m A is the Nakagami fading parameter. Accordingly, the data transmission rate of link AB is given by
where W AB and H AB denote the bandwidth and the channel gain of link AB, respectively.
From the aforementioned physical model construction, we can easily obtain the data rate representations of the train-to-TAP link and the train-to-BS link as
Channel capacity is denoted by the maximum data packets during one time slot, that is,
where
Errors in the transmission process should be considered because of the heavy Doppler effect over fading channels in highspeed communication. Signal ACK and NACK are symbols to represent whether the data packet has been detected in correct or erroneous condition. With the use of error detection codes, in [37] , [38] , adaptive resource-allocation schemes are proposed to increase the capacity and the reliability of wireless transmission links. However, in this paper, we do not consider the bit error rate analysis but rather the real-time data transmission rates R(t) to reflect the transmission errors. For simplicity, we assume that the physical layer is good enough by applying the best possible error-correction code for simplicity. This way, our system model can achieve error-free transmission based on Shannon's equation. 
D. On-Demand Data Arrivals
We consider a queuing scenario depicted in Fig. 2 , which can be described as a discrete-time model. In this paper, we assume that two types of service, i.e., VoIP and multimedia services, are supported over the trip. Each of them can obtain multiple homogeneous services. The packet arrival process of each service is assumed to be an independent identically distributed process across time slots. Thus, we can get two data queues into the buffer of the TAP or the BS corresponding to the two types of data services. We denote {A a (t), A b (t)} as the number of packets arriving into the buffer of VoIP and multimedia at slot t. In general, we assume that all data arrivals follow different truncated Poisson distributions under different average data arrival rates
with the average data packets arrival rate λ a for VoIP and the same as f b (x) for multimedia. The truncated Poisson distributions of the two kinds of service can be represented as
In case there are services requested from the Internet, data packets from the high-layer application arrive into the buffers of the corresponding TAP or BS and are queued until they are scheduled. For VoIP, the queue of data packets into the buffer is denoted by Q a . For the multimedia service, the queue of data packets into the buffer is denoted by Q b . Let Q(t) = {Q a (t) × Q b (t)} denote the joint QSI. Specifically, Q a (t) and Q b (t) denote the numbers of data packets at the beginning of time slot t in the buffer of service VoIP and multimedia, respectively.
As the demand of data traffic is not known a priori until the data request is received by the content server, we deal with a kind of on-demand data arrival request. The customers in the train can not only write emails and surf on the Internet but also make mobile telephone calls, play online games, and watch video streaming. These real-time applications have stringent QoS requirement on delay. Here, we use two kinds of applications, i.e., VoIP and multimedia (such as gaming and UDP), to evaluate the delay performance, as follows. 1) VoIP: This is a kind of delay-sensitive application. Traditional cellular network can support high-quality voice service. However, it is hard to guarantee successive voice service in the high-speed train situation by TAPs. 2) Multimedia services: This is a kind of delay-insensitive application. Live video streaming, music, file sharing, advertisements scanning on the Internet, and online games are all multimedia services with different delay requirements.
III. CONSTRAINT MARKOV DECISION PROCESS OF VOICE OVER INTERNET PROTOCOL AND MULTIMEDIA SERVICES
In this paper, the service-scheduling process of the two links in the HetNet is formulated as an infinite-horizon timeaverage expected delay CMDP [39] model, which consists of the following elements.
• State space S = H × Q: State space is a finite set of all the possible global CSI/QSI state levels in each time slot, where H is the global CSI state space, and Q is the global QSI state space. We denote the state of the system in time
Action space is a finite set of all the possible service-scheduling methods decided by the server at the beginning of each time slot. X = {x|x ∈ {0,1}} represents the service-scheduling actions for A a , and Y = {y|y ∈ {0,1}} represents those for A b . The scheduling action is set to be 1 if the corresponding service is scheduled; otherwise, it is set to 0. Moreover, the scheduling actions should satisfy x(t) + y(t) = 1 at any time slot t. We write the action decided by the server in time slot t as A(t) = (X(t), Y (t)) ∈ A ∀ t.
• State transition function π : S → A: State transition function specifies the probability distribution that, starting at state S(t) and action A(t), the state ends in S(t + 1). Given a current state S(t), the scheduling action can be decided according to a stationary policy π, which maps the system state space S to the action space A. Let us now describe how to estimate the state transition function from the statistics of the environment. We assume that the next system state S(t + 1) only depends on the current state and the scheduling policy but not on the previous system states. Therefore, the system state process {S(t)} for a given scheduling policy obeys a Markovian process. Because of the independence of the CSI update process and the QSI update process, the state transition probability function can be represented as
Handover analysis is very important for high-speed communication, which has been widely investigated in many literature. Since the adjacent TAPs are deployed within an equal distance along the rail line in this paper, the constant handover from the TAP to the BS is not a stochastic process but a deterministic process. For simplicity, we do not consider the handover impact in our optimal problem formulation.
The queue state update processes of the two types of data services are given in the following:
From (10) and (11), we can see that the dynamics of the buffers in the TAP or the BS are controlled by the scheduling actions of A a and A b . It is clear that, by giving a feasible policy π, the Markov chain {S(t)} is ergodic and there exists a unique steady-state distribution π s . By Little's law, since the average end-to-end queuing delays that a data packet for a specific service VoIP and multimedia are Q a /λ a and Q b /λ b at the buffer of the TAP or the BS, respectively, we can obtain the corresponding per-slot delay function as
where α is represented as the preference of scheduling decision X . Our goal is to obtain the end-to-end delay of multiple services for high-speed trains. On account of the high data rate and the close range from the TAP or the BS to the train, we neglect the transmission delay in the end-to-end delay. Due to the bursty service requests from the passengers, we believe that queuing delay plays the most important role for high-speed communication. Thus, it is necessary to find the optimal policy π * to minimize the infinite-horizon time-average expected queuing delay subjected to service delivery ratio constraints.
For any policy π, the time-average end-to-end delay can be expressed as
where E π s represents the expectation of the induced steadystate distribution π s . The infinite-horizon time-average expected end-to-end delay means the average time that a data packet of all the services costs when transmitted from the backbone Internet to the passengers. It is known that heterogeneous services have different QoS requirements. For the delaysensitive real services application such as VoIP, if there are too many data packets queued in the buffer, it will induce an inevitable call failure because the passenger may hang up unbearably. The instantaneous numbers of packets of arrival A a (t) and A b (t) in the buffer are given as Q a (t) and Q b (t), respectively. To satisfy the passenger's queuing delay requirements, the queue length constraints can be given bȳ
where Based on the preceding description, we formulate the priority-aware online service-scheduling problem as an infinitehorizon time-average expected end-to-end delay CMDP. The objective is to choose an optimal scheduling policy π * so that the expected end-to-end delay can be minimized subject to the queue length constraints of two types of services. This optimization scheduling problem is given by
whereQ a andQ b denote the average queue lengths for each kind of data application.
We assume that the average number of the data packets of each data application in the buffer is no more than the maximum queue length.
This problem is an infinite-horizon time-average expected end-to-end delay CMDP with system state space S, action space A, the state transition probability function as (9) , and the per-slot delay function as (12) .
First, neglect the constraints for the moment and adopt the aforementioned method. To minimize the long-term delay, the server needs to evaluate both the current and future delays that result from each of its possible actions. We define the value function V (S, A) as the sum of the current and future expected delays when the current state and action are given by S and A, respectively, and V (S, A) can be expressed as
V (S(t), A(t)) = d (S(t), A(t))
where V * (S(t + 1), A(t + 1)) is given by
Therefore, the optimal policy π * is given by
We refer to the solution as Solution L for reference. Now, taking the constraints into consideration, we propose a hybrid strategy to implement the optimal resource-allocation problem to minimize the end-to-end delay, i.e.,
The CMDP algorithm provides the scheduling scheme with better performance by considering CSI and QSI, which is suitable for the network scenario with strict end-to-end delay demand. However, CMDP has certain limitations: It has exponential complexity and may not be acceptable for real-time services due to multiple iterations [17] . Therefore, it is not necessary to adopt CMDP in the case of low requirement for the end-to-end delay. On the contrary, FIFO and EDF can provide real-time and low-complexity scheduling but with a larger endto-end delay. To a certain degree of the delay requirement, how to select an appropriate scheduling scheme is a big issue for data delivery. To satisfy various delay requirements, given the delay requirement D th , we propose a hybrid scheduling strategy, as follows.
• Based on the proposed scheduling strategy, one can flexibly manage the scheduling scheme. However, to implement the proposed scheduling strategy, it is necessary to obtain the endto-end delay performance for the FIFO and EDF scheduling schemes. Therefore, in the following, we utilize the martingale theory to obtain the theoretic values of the end-to-end delay bounds. Note that D FIFO and D EDF are measured by the complementary cumulative distribution function (CCDF) of the end-to-end delay under the FIFO and EDF scheduling mechanisms, respectively.
IV. END-TO-END DELAY BOUND ANALYSIS BY USING THE MARTINGALE THEORY
Here, we simplify the system model depicted in Fig. 2 to provide a theoretical way to measure the end-to-end delay bound. We use a martingale methodology of SNC to analyze the delay performance of different data applications under different scheduling methods in a discrete-time model. In our real network scenario, there are always two kinds of data traffic consisting of two kinds of arrival flows, namely, A a (n) and A b (n). We consider FIFO and EDF scheduling policies in this part to determine the priority of the data from flows A a and A b , which represent VoIP flow and multimedia flow (such as gaming and UDP streams), respectively. In general, A(n) represents the amount of data units that have arrived at the queue until time n. We extend the data arrivals to a bivariate process
We represent A(n) := A(0, n) for cumulative arrivals from the start to time n for brevity. Servers are characterized by two service processes by a bivariate form S a (m, n) and S b (m, n), and the corresponding departure processes are defined as D a (n) and D b (n). In this paper, we mainly study the martingale bounds under the condition that arrival and service processes are independent with each other. SNC provides a uniform network queuing algebra for a broad class of arrivals/ scheduling/services with two main features, as follows.
• "Scheduling abstraction" abstracts away the details of scheduling by a uniform service representation.
• "Convolution form networks" abstracts the network service by a single-node view. In this case, service process is abstractly characterized by
where the (min,+) convolution provides a probabilistic lower bound for departure process and arrival and departure processes are related by the service process. This way, the service process acts like an impulse response in linear and time-invariant system, which is one of the most important notations in SNC analysis.
In this paper, we assume that the flow A a arrives at a server with capacity c a and the flow A b with capacity c b . Two Markovian flows in the queuing system share a server with a total capacity C = c a + c b and an infinite queue length. We are interested in the queuing performance in our system. We denote the backlog process of our system as Q(n), which is the amount of data in the system at time n. Q(n) stands for the queue length of the system at time n. The definition of the backlog process Q(n) is given as
W (n) represents the delay process of our system, which denotes the time a data unit would have stayed in the system if it had departed at time n. We can see that W (n) is the horizontal distance between the curves A(n) and D(n), i.e.,
From (23), we can obtain that
Then, in the case that the distributions of arrival process and service process are known in advance, the CCDF of the delay process can be given as
Before processing the delay analysis of multiple data traffic for the HetNet, we will first introduce the supermartingale by the following definitions. [39] : A basic definition of a discrete-time supermartingale is a discrete-time stochastic process (i.e., a sequence of random variables) X 1 , X 2 , X 3 , . . . that satisfies for any time n ≥ 1, i.e.,
Definition 1-Supermartingale
Definition 2-Martingale Envelope: For monotonically increasing function h a (or h b ): R + → R + and for every θ > 0, it is said that the arrival flows A a (n) (or A b (n)) admit a ((h a (a n ), θ, K a )) (or (h b (b n ), θ, K b ) ) martingale envelope such that the processes
are bounded by supermartingales M a (n) or M b (n).
In a similar form, we will give the service martingale envelope as the following: For a monotonically increasing function h s : R + → R + and for every exponential decay factor θ > 0, it is said that the service process S(n) admits a ((h s (s n ), θ, K s )) martingale envelope such that the process
This way, we obtain the supermartingale arrival envelopes and the supermartingale service envelopes. From Definitions 3 and 4 and Lemma 1 in Appendix B, we absorb some basic characteristics of the martingale theory. The distribution of the delay process with respect to the arrival process and the service process is given as (25) . In the following part, we will compute the distribution of martingale delay bound W (n) for the FIFO and EDF scheduling methods, respectively.
Theorem 1-Martingale Delay Bound for FIFO:
The FIFO server schedules the arrival data units of A a (n) and A b (n) according to their coming times. To obtain the martingale delay bound W (n), we need to know the distinct service process construction for FIFO scheduling. The extended bivariate stochastic service process for the FIFO scheduling algorithm [40] can be presented as
where x ≥ 0 is a parameter freely chosen but fixed, the positive part is denoted by [y] + := max{0, y}, and the indicator function is denoted by 1 E and takes the value of 1 or 0 on the condition that E is true or not. We assume that the arrival processes A a (n) and A b (n) and the service process S(n) admit arrival supermartingale envelopes M a (n), M b (n) and service supermartingale envelope M s (n), respectively. Then, the martingale delay bound for FIFO can be given as
The proof of Theorem 1 is given in Appendix C. From Theorem 1, we can obtain the martingale delay bound for the FIFO scheduling method in (30). In the next part, we derive the martingale delay bound on P (W (n) ≥ k) for the EDF scheduling method.
Theorem 2-Martingale Delay Bound for EDF: An EDF server process is constructed by combining the relative deadlines and the arriving process. In EDF scheduling, all data units are transmitted in the order of their remaining deadlines. Here, we use the definition of the extended bivariate stochastic service process for the EDF scheduling algorithm from [15] , i.e.,
S(m, n)
where x ≥ 0 is also a freely chosen parameter, and y := d a −d b denotes the difference between the two arrivals' deadlines.
With the same situation and assumptions in Theorem 1, we give the martingale delay bound for the EDF scheduling method as follows.
1) For y ≥ 0
2) For y < 0
The proof of Theorem 2 is given in Appendix D.
V. SIMULATION RESULTS AND DISCUSSION
A. Simulation Setup
We consider a railway distance of 60 km from one station to another station. The railway is specially designed for highspeed trains with a constant speed of 360 km/h. This assumption is acceptable on the condition that the high-speed train is moving away from the railway station. For the wireless channel condition, we use a typical setting for HSRC with T F = 50 μs. Along a railway distance of 60 km, we assume that there are a total H = 24 equally spaced TAPs in our system. The duration of the interval that the train is covered by TAP is also an important parameter to impact the performance of the end-toend delay. The equally distributed TAPs along the railway can only provide periodic intermittent contact durations due to its low deployment cost and limited transmission power. From  Fig. 3 , we can observe that the average end-to-end delay is decreasing with the transmission range of TAP and CMDP has an obvious advantage on the end-to-end delay performance over the other scheduling methods FIFO and EDF. For simplicity, We compare the martingale delay bounds under the FIFO and EDF scheduling methods with the CMDP scheduling method by using three kinds of real wireless data traces (VoIP, gaming, and UDP [29]-[31]). These real data traces are measured from the circumstance of several subway lines in Seoul, South Korea, which roughly resemble the HRCS environment. In our simulation, we extract these three kinds of data within 600 s. We use the Nakagami-m channels to simulate the wireless channel between the TAPs and the train where α = 3 and m = 1.5. In addition, we set the bandwidth of Long Term Evolution to 5 MHz with heavy Doppler effects to simulate the wireless channel between the BSs and the train. In Fig. 4 , the data rate versus the location of a train crossing a TAP is plotted over the Nakagami-m fading channel. For better understanding the severe environment of HRCS, the ideal data rate over a large-scale fading channel is also given. From Fig. 4 , we can readily see that the instantaneous data rate of HRCS changes rapidly and is bursty, hence badly affecting the communications between the train and the TAPs or the BSs.
B. Impact of the Proposed Service Scheduling Algorithm CMDP
In our proposed service-scheduling algorithm CMDP, the objective is to obtain the minimum average end-to-end delay. The services are scheduled for transmission, depending on proportional fairness, transmission rate, and data packet utility. From the simulation results, we use the average end-to-end delay as a metric to show the good performance of the optimal algorithm. We utilize the real wireless data traces, including VoIP and multimedia, in our simulations. Fig. 5 compares the delay performance of the three scheduling algorithms against different sizes of arrived services. We extract each time point in case there are data arrived for the two kinds of services, i.e., VoIP and multimedia (gaming and UDP). In addition, the size of each arrived data at each time point is set to be 1.1B to 2B bits, where B = 1680 according to the real data traces. To make each service fair, we set the service preference factor α = 0.5. For EDF, we consider two cases: In case 1 (denoted by EDF1 in the simulations), the deadline of the arrival process A a (VoIP) is set as 50 ms, and the other arrival process A b (multimedia) is set as 500 ms; in case 2 (denoted by EDF2 in the simulations), the situation is to the contrary. We can observe the optimality of our proposed scheduling algorithm in average end-to-end delay over the other schemes, i.e., FIFO and EDF. It shows the advantage of the algorithm to make the scheduling decision based on the system state and action space. Furthermore, it is obvious that as the number of arrived data increases, the average end-to-end delay of the whole services for all scheduling schemes grows. This can be explained as follows. Since the capacity of the wireless link is limited, when the size of the arrived services increases, more and more data need to be transmitted, which results in less scheduling chances. Therefore, the average end-to-end delay is growing with the arriving data packets. Fig. 6 . Average end-to-end delay versus the service preference. Fig. 7 . Average end-to-end delay per service versus the service preference. Fig. 6 presents the average delay performance with respect to the service preference α for the four scheduling algorithms. In Fig. 6 , the service preference is increased from 0.1 to 0.9, and the size of each arrived data is set to be 3B bits. Similarly, we consider two cases for the EDF scheduling method: In case 1 (denoted by EDF1 in the simulations), the deadline of the arrival process A a (VoIP) is set as 50 ms, and the other arrival process A b (multimedia) is set as 500 ms; in case 2 (denoted by EDF2 in the simulations), the situation is to the contrary. From Fig. 6 , we can see that the optimal scheduling algorithm possesses the lowest end-to-end delay compared with the other three mechanisms. Moreover, the delays of CMDP and EDF1 decrease with the increase of α, whereas that of EDF2 increases. Such trends can be readily clarified by the definition of d(S(t), π(S(t))) in (12) .
To clearly illustrate the impact of preference α, we consider two multimedia services as the arrival processes in Fig. 7 , where the size of each arrived data is set to be 4B bits. The service preference is increased from 0.1 to 0.9. As shown in Fig. 7 , the delay of A a is larger than that of A b when α is small; however, the delay of A a decreases whereas that of A b increases with the increase of α. These observations indicate that the delays of A a and A b conflict with each other and there exists a tradeoff between them. The delay of A b is nondecreasing and that of A a is nonincreasing with α, due to the fact that α is the preference of A a . Utilizing these results, one can flexibly make the tradeoff between A a and A b by simply setting the tradeoff factor α. Fig. 8 presents the delay performance with respect to the different service deadlines. For Fig. 8(a) , the deadline of the arrival process A a (VoIP) is set as 50 ms, and the other arrival process A b (multimedia) is set as 500 ms. The situation in Fig. 8(b) is to the contrary. The size of each arrived data is set to be B bits. To make each service fair, we set the service preference factor α = 0.5. As shown in Fig. 7 , the delays of A a and A b under both scheduling schemes satisfy the delay requirements. Moreover, we can observe that the proposed CMDP scheme is able to minimize the total end-to-end delay while satisfying the individual delay requirements. However, the EDF scheme fails to do so, which again indicates the superiority of the proposed CMDP scheme.
C. Examination of Martingale-Theory-Based Analytical Results
The martingale end-to-end delay bounds in our simulation are scaled as in (30) of Theorem 1 for the FIFO scheduling method and in (32) and (33) of Theorem 2 for the EDF scheduling method. From the martingale analysis, we can clearly obtain the end-to-end delay for each service. Fig. 9 shows the delay performance of service VoIP under the condition of FIFO scheduling method. In Fig. 9 , the size of each arrived data is set to be B bits. We can see that the CCDF decreases with the growth of the end-to-end delay and that the real data simulation result is tight to the martingale delay bound.
Figs. 10 and 11 present the delay performance of service VoIP under the condition of EDF scheduling method with respect to different service deadlines. For Fig. 10 , the deadline of the arrival process A a (VoIP) is set as 50 ms, and the other arrival process A b (multimedia) is set as 5 ms. On the other hand, the deadline of the arrival process A a (VoIP) is set as 5 ms and the other arrival process A b (multimedia) is set as 50 ms in Fig. 11 . The size of each arrived data is set to be B bits. Aiming at different deadlines of VoIP, there appears a sudden drop of the CCDF of end-to-end delay for both figures, respectively. However, the martingale delay bounds are also very close to the real data simulation results. In this case, we can select appropriate deadline for the delay-sensitive service to obtain a lower end-to-end delay.
D. Working Principle of the Hybrid Scheduling Strategy
To verify the effectiveness of the hybrid scheduling strategy, Fig. 12 shows the average end-to-end delay of the CMDP, FIFO, and hybrid scheduling methods against the size of each arrived data from 1.1B to 1.5 B bits. Note that we only consider the case of the deadlines in the same priority. For the deadline in the different priority, the working principle is similar as in Fig. 12 . We set D th = 0.5 and D FIFO = P (W (n) ≥ 1500). When the average end-to-end delay is around 1200 ms, the adopted scheduling strategy is switched from FIFO to CMDP. These observations indicate that the hybrid scheduling strategy is able to adaptively select an appropriate scheduling method according to the delay requirement.
VI. CONCLUSION
In this paper, we have investigated the scheduling strategy based on CMDP and the martingale theory for multimedia heterogeneous high-speed train network. First, we formulate the service-scheduling problem aiming at minimizing the end-to-end delay of VoIP and multimedia services as an infinitehorizon time-average expected delay CMDP model. In particular, a hybrid scheduling strategy is proposed to provide an appropriate scheduling method. Finally, we utilize the martingale theory to obtain the theoretic martingale delay bound under the FIFO scheduling method and the EDF scheduling method. In our simulation, we adopt three kinds of real wireless data traces available online to evaluate our algorithms. From the results, we can see that our proposed CMDP scheme is much better than the specific FIFO and EDF scheduling methods. We verify that the martingale delay bound is remarkably tight to the real data sets simulation result. By analyzing the stochastic martingale delay bound, it shows that the martingale theory provides an efficient way to evaluate the end-to-end delay performance in HRCS with various requested data applications and servers. The working principle of the hybrid scheduling strategy shows its capability of selecting a suitable scheduling method based on the network delay requirement.
APPENDIX A SUPERMARTINGALE ENVELOPES FOR
ARRIVALS AND SERVICES First, we illustrate that the process h a (a n )e θ(A a (n)−nK a ) is bounded by a supermartingale M a (n). For the arrival process A a (n), (a n ) is a Markov chain with state space S a = {0,1}. Zero represents that it is not transmitted, and 1 represents that it is transmitted successfully. Let T a (i, j) denote the transition matrix of a n : T a (i, j) = P (a n+1 = j|a n = i). In addition, the exponential transform of T a (i, j) is defined as T θ a (i, j) = P (a n+1 = j|a n = i)e θa n = T a (i, j)e θa n . We use T θ a to represent the exponential transition matrix of the arrival process A a (n). For K a > 0, we can have
where sp(T θ a ) denotes the spectral radius of (T θ a ), and h a (a n ) is the corresponding right eigenvector.
To make the arrival process A a (n) admit a martingale envelope M a (n), it is implying that we can choose K a ≥ log sp(T θ a )/θ. Thus, it is easy to obtain the supermartingale property of the martingale envelope for the arrival processes A a (n) in (27) as
Here, it is shown that h a (a n )e θ(A a (n)−nK a ) for the arrival process A a (n) is bounded by the supermartingale envelope M a (n), which is consistent with (27) in Definition 2.
Second, we illustrate that the process 
Here, it is shown that h b (b n )e θ(A b (n)−nK b ) for the arrival process A b (n) is bounded by the supermartingale envelope M b (n), which is consistent with (27) in Definition 2.
Third, we illustrate that the process h s (s n )e θ(nK s −S(n)) is bounded by a supermartingale M s (n). For the service process S(n), (s n ) is a Markov chain with state space S s = {0,1, 2} since we only consider two types of data applications. State 0 represents that nothing is transmitted by the server, whereas state 1 or state 2 represents that there is one or two data applications being transmitted successfully. Let T s (i, j) denote the transition matrix of s n : T s (i, j) = P (s n+1 = j|s n = i). In addition, the exponential transform of (38) where sp(T θ s ) denotes the spectral radius of T θ s , and h s (s n ) is the corresponding right eigenvector. To make the service process S(n) admit a martingale envelope M s (n), it is implying that we can choose 0 ≤ K s ≤ − log sp(T θ s )/θ. Thus, it is easy to obtain the supermartingale property of the martingale envelope for the service processes S(n) in (28) as
Here, it is shown that h s (s n )e θ(nK s −S(n)) for the service process S(n) is bounded by the supermartingale envelope M s (n), which is consistent with (28) in Definition 2.
APPENDIX B DEFINITIONS AND LEMMAS FOR MARTINGALES
From Appendix A, we can find some necessary definitions and parameters that are used in martingale envelope.
Definition 3-Threshold: For the monotonically increasing functions h a , h b , and h s : R + → R + , which are defined in Definition 2, we denote the threshold H as the smallest value of h a (a n )h b (b n )h s (s n ) under the condition that the instantaneous arrivals a n and b n are larger than the value of the service process s n , i.e., Lemma 1-Optimal Stopping Theorem [39, Th. 2.13] : Under certain conditions, the expected value of a martingale at a stopping time is equal to the expected value of its initial value. A discrete-time version is given in the following.
If X = (X t ) t∈N is a discrete-time supermartingale and τ is a stopping time with values N ∪ {∞}, both with respect to a filtration (F t ) t∈N , then
APPENDIX C PROOF OF THEOREM 1
From the definition of martingale envelopes (27) and (28), we consider two arrival supermartingale envelopes M a (n) and M b (n) and one service supermartingale envelope M s (n) as follows:
Thus, by the assumption of independence for the random processes of the arrivals and the services, the process M k (n) is also a supermartingale in the time domain T := {k, k + 1, . . .}, which can be given as
The backlog process in this scenario can be represented as
Let us define a stopping time N as
which is denoted by the first point in time where the supremum (44) is obtained.
In case that N is unbounded, we need to propose a new bounded stopping times as N ∧ k := min{N, k}. By definition, we can obtain the equation of P (Q ≥ σ) = P (N < ∞). Applying the optional stopping theorem [see (41) of Lemma 1] to this supermartingale [(43) when n = k] yields for every
Then, from (46) and the property that the expectation of a supermartingale is nonincreasing, we have
From (25) and (29), the end-to-end delay bound for FIFO can be given as
Since x is a freely chosen but fixed parameter, let us choose x = k for brevity. Thus, (48) is continued to be
Here, the proof of Theorem 1 is presented. We obtain the martingale delay bound for the FIFO method.
APPENDIX D PROOF OF THEOREM 2
We can see that θ * 1 , H 1 , θ * 2 , and H 2 are suitably defined as in (34) . We can obtain the delay bound for the EDF scheduling algorithm in the similar way as in Theorem 1. We set x = k for brevity.
• For y ≥ 0 ⇔ d a ≥ d b case By applying (25) and (31), we obtain the delay bound as
In a similar way to prove (43) bounded by a supermartingale in Appendix C, based on the definitions of the martingale envelopes and the assumption of independence for the arrival processes and the service process, the key observation is that the process
is bounded by a supermartingale M k (n).
This way, we can easily obtain the delay bound in the case of y ≥ 0 as (kK s −min{k,y}K b ) . (53) • For the y ≤ 0 ⇔ d a ≤ d b case: min{k, y} = y < 0, we can obtain the delay bound as
Let us define a set B as B := {n ≥ k|n < k − y}. Thus, (54) can be transformed as
For {n ≥ k : n ∈ B}, we obtain the partial delay bound for EDF in the case of y < 0 as follows:
Combining (56) and (57), we can obtain the end-to-delay bound for the EDF scheduling method in the case of y ≤ 0 as follows: Here, the proof of Theorem 2 is presented. We obtain the martingale delay bound for the EDF method.
