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Abstract: An anchored ANOVA method is proposed in this paper to decompose statistical mo-
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vantage consists in the considerably reduced number of deterministic solver’s computations, which
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ing methods, covariance decomposition of output variance is used in this paper to take account of
interactions between non-orthogonal components, yielding an exact variance expansion, and thus,
with a suitable numerical integration method, provides a strategy that converges. This conver-
gence is verified by studying academic tests. In particular, sensitivity problem of existing method
to anchor point is analyzed via Ishigami case, and we point out covariance decomposition survives
from it. Covariance-based sensitivity indices (SI) are also used, compared to variance-based SI.
Furthermore, we emphasize covariance decomposition can be generalized in a straightforward way
to decompose high order moments. For academic problems, results show the method converges to
exact solution regarding both skewness and kurtosis. Finally, the proposed method is applied on a
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vehicle during an atmospheric reentry.
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1 Introduction
The Analysis of Variance (ANOVA) expansion is an elegant and very useful way to represent
multivariate functions f(x) in high dimensions, for instance, when estimating the sensitivity
indices via variance-based approaches. For independent random inputs, ANOVA from standard
definition consists in a unique orthogonal decomposition of f(x). Each component function pro-
vides its best approximation to f(x) in a least-square sense. From computational point of view,
standard orthogonal ANOVA can be very expensive when encountering very high dimensional
problems and complicated multivariate functions. Indeed, the drawback of standard ANOVA
consists in the need to compute the high-dimensional integrals (often requiring Monte Carlo
type sampling methods). Even the zeroth-order component function requires a full-dimensional
integration in the stochastic space. Alternatively, anchored ANOVA decomposition [1, 2, 3, 4]
gives a computationally efficient way for the numerical evaluation of component functions in
ANOVA expansion, and therefore the estimation of mean and variance of multivariate functions
often become computationally much cheaper. In particular, [4] presents some adaptive criteria
as dimension reduction techniques, which can be applied to problems with a very high number
of stochastic variables. One main drawback appears in such a decomposition: the accuracy of
approximation is found to be very sensitive to the choice of the “anchor point”. [5, 6] show
that a bad choice of the anchor point can lead to an unacceptable approximation error. This
paper analyzes the reason of this sensitivity to anchor point, and proposes to use the covariance
decomposition capable of evaluating very accurately the output variance of multivariate function
in the framework of anchored ANOVA. We then extend this technique to the general case with
the aim of evaluating statistical moments of arbitrary order. It is found that different (arbitrary)
choices of “anchor point” lead to very close approximations. Numerical results show that the
numerical solution converges very quickly to the exact solution.
The paper is organized as follows: Section 2 recalls some basic notions on the standard ver-
sion of the ANOVA decomposition and on the global sensitivity analysis; we then introduce in
Section 3 the anchored version of ANOVA, and present the numerical way of evaluating the
component functions and the mean/variance of output function; Section 4 is devoted to the ap-
proach proposed in this paper: a covariance decomposition of the output variance. Moreover,
some covariance-based sensitivity indices are introduced. In Section 5, we present the proposed
approach to compute the high order statistics. Section 6 illustrates several numerical results.
Finally, conclusions are drawn and some perspectives are outlined.
2 Some definitions: ANOVA, variance decomposition and
global sensitivity analysis
Let us introduce some notations. The upper-case letters, X and Y, denote the independent
random input variables and random output, respectively; the lower-case letters x and y represent
the realizations. Let us suppose that the response of a given system can be represented by a
N-dimensional integrable function f(x)
y = f(x) = f(x1, x2, · · · , xN ). (1)
We consider it in its functional expansion form as follows






fij(xi, xj) + · · · + f1,2,··· ,N (x1, x2, · · · , xN ),
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or in compact form using a multi index system:
y = fs0 +
2N −1∑
j=1
fsj (xsj ). (2)
The multi indices sj are defined such as
s0 = (0, 0, 0, · · · , 0)
s1 = (1, 0, 0, · · · , 0)
s2 = (0, 1, 0, · · · , 0)
...
sN = (0, 0, 0, · · · , 1)
sN+1 = (1, 1, 0, · · · , 0)
sN+2 = (1, 0, 1, · · · , 0)
...
sN = (1, 1, 1, · · · , 1).
(3)
where
N = 2N − 1.
The representation (2) is called ANOVA (Analysis Of Variance) decomposition [7] of f(x), if
EXi(fsj (Xsj )) = 0 for any element variable Xi in Xsj . (4)
It follows from (4) the orthogonality of ANOVA component terms, namely
E(fsj fsk ) = 0, (5)
if j 6= k. Note that the terms in the ANOVA decomposition can be expressed as integrals of
f(x). Indeed,
E(Y ) = f0, (6)
E(Y |xi) = f0 + fi(xi),
E(Y |xi, xj) = f0 + fi(xi) + fj(xj) + fij(xi, xj),
and so on. We thus observe the ANOVA terms can be computed as follows:




with sk a subset multi-index of sj .
By integrating f2 and exploiting the orthogonality property of component functions, the variance
of f can be written as follows:
V (Y ) =
N∑
j=1




which is in fact the sum of the variances of all the decomposition terms. Here, we have denoted
Vsj = V (fsj (Xsj )).
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2.1 Variance-based global sensitivity estimates
The ANOVA decomposition is closely related to the global sensitivity indices [8, 9] which are










From (8), all the Ssj are non-negative and their sum equals unity:
N∑
j=1
Ssj = 1. (10)
Furthermore, the total effects of the variable Xi is estimated by




which is in fact the sum of all sensitivity indices containing Xi. Note here
N∑
i=1
STi 6= 1. (12)
3 Anchored ANOVA based method
It is noted the constant term from (6) and higher order terms from (7) can be very expensive to
be computed for very high dimensional and complicated f(x). Hence, the so-called “anchored-
ANOVA” method [4, 3, 10, 1, 11] appears as a good candidate to reduce the computational cost.
In this case, the Dirac measure is used instead of Lebesgue measure in integrations as follows:
dµ(x) = δ(x − c) dx. (13)
The point c is called “anchor point”. Hence, the constant term can be expressed in a very succinct
way:
f0 = f(c). (14)
We refer to [3, 10] for issues related to the choices of anchor points. Generally speaking, one can
arbitrarily choose this reference point. We point out that a good approximation to f should be
as less sensitive as possible to this anchor point c.
Inserting (13) into (7) leads to the result of high order terms such that:
fsi(xsi) = f(c|xsi) −
∑
sj⊂si
fsj (xsj ). (15)
Here f(c|xsi) represents the value of f(x) evaluated at anchor point c except for the variables
involved in xsi .
Equation (15) means that only values of deterministic solver f evaluated on sampling points are
needed in order to approximate the component function fsi , while with (7) one needs to evaluate
multi-dimensional integrations.
Inria
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As done in [4], let us take
fs1 = f1(x1),
fsN+1 = f12(x1, x2),
for instance, to explain how to compute the component functions in anchored decomposition.




j , · · · , q
µ
j be the Gauss quadrature points for the dimension xj .







1, c2, c3, · · · , cN ) − fs0 . (16)




j can be generated by Gaussian
































The procedure above can be applied to all first-order component functions f1, · · · , fN for evalu-
ating their mean and variance.
Concerning the second-order term f12 = f12(x1, x2), the computation is similar. Consider f12 at
quadrature point (qi1, q
j



















1, c2, c3, · · · , cN ) − f0, (20)
f2(q
j
2) = f(c1, q
j
2, c3, · · · , cN ) − f0. (21)
Note that the tensor product rule or sparse grid method can be exploited in order to generate
multi-dimensional quadrature points and their corresponding weights. Therefore, the mean and
variance of second-order function f12 can be computed similarly as for first-order terms.
The process we have described can be recursively applied to all second-order terms and higher
order ones, and will be used to compute mean, variance and high order statistics.





which is the sum of the means of all the component functions. Indeed, E(fsi) can be easily
evaluated by Gaussian quadrature method, as described previously for first and second-order
components.
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In [4] (for instance in Section A.3. A simple example, pages 1612-1614), they evaluate the
variance of f by the sum of the variances of all the component functions, similarly as for E(Y ):








with Vsi calculated by Gaussian quadrature rule. (23) is in fact a direct generation of (8) from
the standard version of ANOVA.
4 Covariance decomposition of the variance V (Y ) and
covariance-based sensitivity indices
We emphasize that the way of evaluating variance V (f) in (23) can be efficient and accurate
enough for a good choice of anchor point c [4, 3, 10, 1, 11]. However, for an arbitrary choice of
c, as we will show later in the Section devoted to numerical experiments, (23) generally gives
unacceptable errors.
In this paper, we propose a more flexible way to compute the variance V (f). Let us observe that
the formula (23) comes from (8) which is based on standard (non-anchored) ANOVA decompo-
sition of f . Unfortunately, in anchored ANOVA decomposition, the orthogonality property of
component functions is no longer valid. That is, in general:
E(fsi(Xsi)fsj (Xsj )) 6= 0, for i 6= j. (24)
In other words, for anchored decomposition, (8) should be modified in order to take (24) into
account. Integrating (Y −E(Y ))2, variance V (Y ) can be computed as the sum of the covariances:



























Comparing the covariance decomposition of V (Y ) in (25) and the variance evaluation in (23), we
see the term (a) in (25) is neglected in (23), while its contribution can be significant in general
with an anchored decomposition. Indeed, the key difference of the two approaches lies in the
fact that the covariance term Cov(fsi ,
∑N
j=1 fsj ) in (25) can even be negative. Moreover, it is
observed that the covariance decomposition of the unconditional variance V (Y ) (25) is general.
As a consequence, the result should not be sensitive to the choice of anchor point. In fact, dif-
ferent anchor points can lead to extremely different covariance decompositions. For this reason,
methods become sensitive to anchor points, if taking account only the positive part V (fsi) in
Cov(fsi ,
∑N
j=1 fsj ). As a matter of fact, these methods do not converge to the exact solution.
Inria
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Errors can be huge, as it will be illustrated in the Section 6.1. However, a good choice of the
anchor point can reduce the difference Cov(fsi ,
∑N
j=1 fsj ) − V (fsi), thus providing acceptable
results.




fsj ) = V (fsj ),
(25) degenerates into (8) or (23).
Note that a similar covariance decomposition has been considered previously, e.g. in [12], where
the correlated inputs are studied and covariance decomposition is used to account for correlations
among inputs. We emphasize the use of (25) in this work in the framework of anchored ANOVA
for independent variables is nevertheless new.
In the next Section, we generalize the approach of covariance decomposition (25) of unconditional
variance V (Y ) to the decompositions of higher order statistical moments, namely skewness and
kurtosis. The anchored ANOVA functional decomposition of model output f(x) is reused.
4.1 Covariance-based sensitivity estimates using anchored ANOVA de-
composition
As already mentioned, the covariance decomposition given by (25) is general for any expansion
of y = f(x) with the form (2). The variance decomposition given in (8) is in fact a special case
when all component functions satisfy (4), i.e. when they are mutually orthogonal.





















They are related to structural, correlative and whole contributions of Xsi , respectively. According
to (25), we have
N∑
i=1
Ssi = 1. (29)
It is emphasized that only the structural sensitivity index Sasi is strictly non-negative, which
means one can obtain a negative Ssi . Note also in the special case of orthogonal ANOVA expan-
sion, we have Sbsi = 0.
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i of the variable Xi can be evaluated by adding all the sensi-
tivity indices containing Xi.
As said before, we emphasize again that the covariance-based sensitivity analysis in [12] is per-
formed for correlated input variables. When treating independent variables, their approach
reduces to variance-based method, and only a single index Ssi is needed. Note however the
covariance-based sensitivity analysis performed in this paper is only for independent variables,
which makes our analysis quite different from [12]. Moreover, the sensitivity analysis in [12] is
based on the meta-modeling approach, specifically on the random sampling - high dimensional
model representation (RS-HDMR) expansion, while in this paper the so-called anchored ANOVA
expansion is employed which is in fact an exact decomposition of the model output. Thus, the
covariance-based sensitivity analysis in this work is a new way for the investigation of inputs
importance.
5 High order statistical moments evaluation using anchored
decomposition
In order to formulate innovative optimization methods for obtaining very robust designs by tak-
ing into account a complete description of the output statistics, [13] provides a general method
aiming of computing the decomposition of high order statistics. In particular, an approach
similar to standard ANOVA method but for skewness and kurtosis is formulated. As for vari-
ance computation by standard ANOVA, this approach of decomposition of high order statistics
could be too prohibitive when evaluating the component functions and the products among them.
Note that we shall not repeat here the complete derivation of skewness and kurtosis decomposi-
tion for standard ANOVA functional decomposition; the final results in [13] will directly be used
in this work to compute high order statistics within the anchored ANOVA framework, which
leads to less expensive calculations.
5.1 Multi-indices αNo,ji
For notation convenience, we use the multi-indices αNo,ji , e.g. the one in [14] for multi-dimensional
PC basis, to formulate the decomposition of skewness and kurtosis. The value No in αNo,ji de-
notes the order of statistics. That is, No = 3 for skewness S(Y ); No = 4 for kurtosis K(Y ).
The index i in αNo,ji is related to ANOVA component function fsi . The index j in α
No,j
i is
the numbering of the decomposition term for statistics. For instance, for a function f with two
independent random variables in stochastic space, for which the number of component functions
is three (excluding the zeroth order one), the third order multi-indices α3,ji for skewness are listed
in Table 1.
5.2 Skewness decomposition
The skewness S(Y ), in the framework of anchored decomposition, can be decomposed as follows:
Inria
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j fs1 = f1 fs2 = f2 fs3 = f12
1 3 0 0
2 2 1 0
3 2 0 1
4 1 2 0
5 1 1 1
6 1 0 2
7 0 3 0
8 0 2 1
9 0 1 2
10 0 0 3
Table 1: multi-indices α3,ji for skewness decomposition of function y = f(x1, x2).








































where we have defined
f̃si = fsi − E(fsi).
The quantity M is the number of the decomposition terms involved in skewness computation,















































⊃ {1, 1, 1}.
(31)
The multi-dimensional integrals involved in (30) can be evaluated by either product rule or sparse
grid method.
Considering the simple example in Table 1 with 2 random variables, the skewness can be decom-
posed using (30) with M = 10:
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S(Y ) = EX1 [f̃
3
1 ] + EX2 [f̃
3
2 ] + E[f̃
3
12]





2 ] + 3E[f̃1f̃
2
12]






The kurtosis K(Y ) of multivariate function y = f(x) can be decomposed in the same way as for
skewness:


















































































































⊃ {1, 1, 1, 1}.
(34)
Considering the example with 2 random variables and 4 ANOVA component functions, the
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kurtosis can be computed using (33) with M = 15:
K(Y ) = E[f̃41 ] + E[f̃
4
2 ] + E[f̃
4
12]





2 ] + 4E[f̃1f̃
3
12]





















We emphasize that the implementation of formulae (30) for skewness and (33) for kurtosis be-
comes easy, once the multi-indices αNo,ji have been determined. In fact, one just needs to compute
integrals of component functions’ products.
6 Numerical results
In this section, several results are presented for assessing the efficiency of the proposed approach.
First, two classical functions, well-known in literature, are considered, i.e. the Sobol’ and the
Ishigami functions. Then, a real engineering problem featuring a high-dimension stochastic space,
is taken into account: estimating the chemical reactions uncertainties, in a flow around a space
vehicle during an atmospheric reentry.
6.1 Sobol’ function
As similarly studied in [4], in this section, a simple 4-dimensional Sobol’ function is taken into
account:
y = f(x) =
N∏
k=1










This function is used in order to demonstrate the convergence of the proposed method using
the anchored ANOVA decomposition. Both low and high order statistics of a function are
considered. Considering uniformly distributed variables, the exact statistics of Y = f(X) can be
easily computed as follows:
E(Y ) = 1, (38)
V (Y ) = 1.0271 × 10−1, (39)
S(Y ) = 9.4209 × 10−3, (40)
K(Y ) = 2.4306 × 10−2. (41)
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exact computed abs err rel err
E(Y ) 1.0000E+00 1.0000E+00 1.1102E-16 0.1110E-13 %
V (Y ) 1.0271E-01 1.0271E-01 1.3878E-17 0.1351E-13 %
V (Y )([4]) 1.0271E-01 1.0271E-01 1.3878E-17 0.1351E-13 %
S(Y ) 9.4209E-03 9.4209E-03 1.8562E-16 0.1970E-11 %
K(Y ) 2.4306E-02 2.4306E-02 4.7531E-16 0.1956E-11 %
Table 2: Computed statistics versus exact solution for anchor point 1.
These exact values are used to evaluate the absolute and relative error of numerical solutions.
The Gauss-Legendre quadrature rule is adopted for numerical integration. 6 quadrature points (2
elements) per dimension are chosen for demonstration. As it will be shown, 6 points are sufficient
to achieve a very good accuracy. Tensor product rule is used to generate multi-dimensional
points and their corresponding weights. In order to demonstrate the ability of our approach,
three anchor reference points will be arbitrarily chosen for computing the statistical moments.
• Anchor point 1. First of all, let us set the anchor point c such that
ck = 0.75, for k = 1, 2, 3, 4. (42)
Table 2 presents the numerical results compared to the exact solution for the mean, vari-
ance, skewness and kurtosis. The absolute and relative error are also pointed out. The
variance result of "V ([4])" in Table 2 is obtained using the state-of-the-art method in [4].
It gives the same accuracy as ours. In general, all computed results are almost exact.
The contributions of 120 terms in (25) for the covariance decomposition approach and 15
terms in (23) for the method in [4] are plotted in Fig. 1. It is observed the contribution of
term (a) in (25) is almost zero everywhere. In other words, with this specific anchor point,
the orthogonality of component functions in anchored ANOVA decomposition is verified
and the anchored approach performs as standard ANOVA method.
It is emphasized here, with this good choice of anchor point, [4] provides a more efficient
method than the covariance approach, since a much smaller number of multi-dimensional
integrations are required to be evaluated.
• Anchor point 2. We use a second anchor point c such that
ck = 0.5, for k = 1, 2, 3, 4. (43)
Table 3 shows the numerical results. We see that our approach is almost exact for all
exact computed abs err rel err
E(Y ) 1.0000E+00 1.0000E+00 1.1102E-16 0.1110E-13 %
V (Y ) 1.0271E-01 1.0271E-01 1.3878E-17 0.1351E-13 %
V (Y )([4]) 1.0271E-01 4.8576E-02 5.4131E-02 0.5270E+02 %
S(Y ) 9.4209E-03 9.4209E-03 2.1337E-16 0.2265E-11 %
K(Y ) 2.4306E-02 2.4306E-02 5.4123E-16 0.2227E-11 %
Table 3: Computed statistics versus exact solution for anchor point 2.
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Figure 1: The contributions of 120 terms in (25) for our variance decomposition approach and
15 terms in (23) for the method in [4] using anchor point 1.
results with 6 quadrature points per dimension. The state-of-the-art approach in [4] gives
a large error of 52.7% for variance. This confirms the sensitivity to anchor point of this
approach.
As done previously, the contributions of 120 terms in (25) and 15 terms in (23) are plotted
in Fig. 2. It is observed the 105 terms involved in term (a) in (25) gives non-negligible
positive contributions for the variance. In order to obtain a method which is not sensitive
to the anchor point, one would need to take into account the covariance decomposition.
• Anchor point 3. Finally, let us evaluate our approach using the anchor point c such that
ck = 0.000001, for k = 1, 2, 3, 4. (44)
Table 4 shows the corresponding numerical results. As in the previous cases, our approach
gives almost exact results for all statistics. The state-of-the-art approach gives a very large
error of 130% for variance, thus providing a very inaccurate result.
exact computed abs err rel err
E(Y ) 1.0000E+00 1.0000E+00 1.1102E-16 0.1110E-13 %
V (Y ) 1.0271E-01 1.0271E-01 5.5511E-17 0.5405E-13 %
V (Y )([4]) 1.0271E-01 2.3637E-01 1.3366E-01 0.1301E+03 %
S(Y ) 9.4209E-03 9.4209E-03 1.5613E-16 0.1657E-11 %
K(Y ) 2.4306E-02 2.4306E-02 5.2389E-16 0.2155E-11 %
Table 4: Computed statistics versus exact solution for anchor point 3.
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Figure 2: The contributions of 120 terms in (25) for our variance decomposition approach and












Figure 3: The contributions of 120 terms in (25) for our variance decomposition approach and
15 terms in (23) for the method in [4] using anchor point 3.
The contributions of 120 terms in (25) and 15 terms in (23) are plotted in Fig. 3. We
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observe the 105 terms involved in term (a) in (25) gives significant (positive and negative)
contributions to the total variance.
6.1.1 Covariance-based sensitivity analysis
The covariance-based sensitivity analysis presented in Section 4.1 is carried out for this Sobol’
function. The three cases with different anchor points studied above are considered in this section.
The results are shown in Table 5 - Table 7, respectively for each anchor point: (42), (43) and (44).
Results presented in Table 5 shows that all the correlative contributions of sensitivity indices are
almost zero. We can conclude that, with the anchor point defined in (42), the anchored decom-
position is very close to the unique orthogonal ANOVA expansion. The structural sensitivity
index Sasi (or the whole sensitivity index Ssi) represents the importance of component function
fsi . It is thus pointed out that the importances are of descending order for functions from top
to bottom. The total effects ST,asi , S
T,b
si
and STsi are also found to be of descending order.
Table 6 shows the covariance-based sensitivity indices with the anchor point 2 (43). Since com-
ponent functions are no longer mutually orthogonal, the correlative sensitivity indices Sbsi can
have significant contributions. The importances of component functions with the same number
of variables remain of descending order from top to bottom. However, the higher order interac-
tion functions can have more important contributions than the lower order ones. For instance,
we have the following relations:
SX1,X2 > SX2 ,
SX1,X2,X3 > SX3 .
Finally, we observe the total sensitivity indices ST,asi , S
T,b
si
and STsi all have the same ordering as
in the previous case presented in Table 5.
Table 7 illustrates results obtained with the anchor point (44). One key difference from the pre-
vious two cases is that the correlative sensitivity indices Sbsi can have significant negative values.




superior than unity (e.g. SaX1 = 1.58, SX1 = 1.13). When looking at the magnitude of sensitivity
indices (Sasi , S
b
si
and Ssi), as in the case shown in Table 6, the component functions with the










X1 0.811E+00 -0.183E-16 0.811E+00 0.826E+00 -0.226E-16 0.826E+00
X2 0.130E+00 0.164E-16 0.130E+00 0.141E+00 0.275E-16 0.141E+00
X3 0.325E-01 0.147E-16 0.325E-01 0.357E-01 0.158E-16 0.357E-01
X4 0.112E-01 -0.112E-16 0.112E-01 0.124E-01 -0.897E-17 0.124E-01
X1, X2 0.108E-01 0.334E-18 0.108E-01
X1, X3 0.270E-02 0.154E-16 0.270E-02
X1, X4 0.936E-03 -0.667E-17 0.936E-03
X2, X3 0.433E-03 0.326E-17 0.433E-03
X2, X4 0.150E-03 0.190E-16 0.150E-03
X3, X4 0.374E-04 -0.481E-17 0.374E-04
X1, X2, X3 0.361E-04 -0.105E-16 0.361E-04
X1, X2, X4 0.125E-04 -0.314E-17 0.125E-04
X1, X3, X4 0.312E-05 -0.426E-17 0.312E-05
X2, X3, X4 0.499E-06 -0.241E-17 0.499E-06
X1, X2, X3, X4 0.416E-07 0.444E-17 0.416E-07
Table 5: Covariance-based sensitivity indices for anchor point 1.
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X1 0.373E+00 0.177E+00 0.550E+00 0.443E+00 0.470E+00 0.913E+00
X2 0.233E-01 0.317E-01 0.550E-01 0.801E-01 0.233E+00 0.313E+00
X3 0.460E-02 0.762E-02 0.122E-01 0.173E-01 0.115E+00 0.132E+00
X4 0.146E-02 0.259E-02 0.404E-02 0.557E-02 0.649E-01 0.705E-01
X1, X2 0.543E-01 0.147E+00 0.202E+00
X1, X3 0.107E-01 0.646E-01 0.753E-01
X1, X4 0.340E-02 0.357E-01 0.391E-01
X2, X3 0.671E-03 0.870E-02 0.937E-02
X2, X4 0.212E-03 0.430E-02 0.451E-02
X3, X4 0.419E-04 0.119E-02 0.123E-02
X1, X2, X3 0.118E-02 0.250E-01 0.262E-01
X1, X2, X4 0.374E-03 0.135E-01 0.139E-01
X1, X3, X4 0.739E-04 0.518E-02 0.525E-02
X2, X3, X4 0.462E-05 0.705E-03 0.709E-03
X1, X2, X3, X4 0.728E-05 0.177E-02 0.178E-02










X1 0.158E+01 -0.451E+00 0.113E+01 0.173E+01 -0.993E+00 0.739E+00
X2 0.396E+00 -0.169E+00 0.227E+00 0.512E+00 -0.542E+00 -0.305E-01
X3 0.118E+00 -0.560E-01 0.619E-01 0.159E+00 -0.219E+00 -0.608E-01
X4 0.440E-01 -0.218E-01 0.222E-01 0.599E-01 -0.106E+00 -0.457E-01
X1, X2 0.103E+00 -0.355E+00 -0.252E+00
X1, X3 0.306E-01 -0.151E+00 -0.120E+00
X1, X4 0.114E-01 -0.806E-01 -0.692E-01
X2, X3 0.764E-02 -0.379E-01 -0.302E-01
X2, X4 0.285E-02 -0.189E-01 -0.161E-01
X3, X4 0.849E-03 -0.624E-02 -0.539E-02
X1, X2, X3 0.150E-02 0.241E-01 0.256E-01
X1, X2, X4 0.559E-03 0.144E-01 0.150E-01
X1, X3, X4 0.166E-03 0.706E-02 0.722E-02
X2, X3, X4 0.416E-04 0.194E-02 0.198E-02
X1, X2, X3, X4 0.728E-05 -0.151E-02 -0.151E-02
Table 7: Covariance-based sensitivity indices for anchor point 3.
top to bottom). Moreover, similarly as for the anchor point 2, higher order interaction terms
can be considered more important than some lower order functions. Eventually, both the total
structural and correlative effects remain to be in the same order of importances as in Table 5
and Table 6, while the total effect STi does not.
6.2 Ishigami function
Let us consider the Ishigami function [15] widely used in the literature [12, 16] as a benchmark
problem for uncertainty quantification and sensitivity analysis:
y = sin x1 + a sin
2 x2 + bx
4
3 sin x1, (45)
where the random input variables X = (X1, X2, X3) are uniformly distributed over [−π, π]. The
constants are set to a = 7, b = 0.1, as done in [16, 12].
As already mentioned in Section 4, it is emphasized again that the covariance-based sensitivity
analysis performed in this work for Ishigami function differs from [12]. Indeed, in [12], RS-HDMR
is used to study the Ishigami function with correlated input variables, while we employ anchored
ANOVA for investigation of independent input variables. Note also the covariance-based sensi-
tivity analysis in [12] reduces to a single index Ssi when treating independent variables. That
is, all correlative indices vanish.
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X1, X2, X3 0
V (Y ) 13.845
Table 8: Analytical variance and variance-based sensitivity indices for Ishigami function.
Exploiting (7), the standard orthogonal ANOVA expansion can be derived analytically:





























As presented in [15, 16], the variance and variance decomposition based on (46) can be obtained
analytically:

























, V3 = 0,






Thus, the variance-based sensitivity indices can be gathered in Table 8.
6.2.1 Numerical investigation: Covariance-based sensitivity indices and high order
moments computation
Let us then study the covariance-based sensitivities. We just randomly choose the anchor point
as
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X1 0.777E+00 -0.216E+00 0.561E+00 0.178E+01 -0.106E+01 0.720E+00
X2 0.280E+00 0.688E-17 0.280E+00 0.280E+00 0.485E-16 0.280E+00
X3 0.628E+00 -0.628E+00 -0.666E-15 0.163E+01 -0.147E+01 0.159E+00
X1, X2 0.186E-31 -0.286E-16 -0.286E-16
X1, X3 0.100E+01 -0.844E+00 0.159E+00
X2, X3 0.225E-31 0.347E-16 0.347E-16
X1, X2, X3 0.585E-31 0.355E-16 0.355E-16
V (Y ) 10.741









X1 0.613E+00 -0.170E+00 0.443E+00 0.141E+01 -0.837E+00 0.568E+00
X2 0.432E+00 -0.205E-16 0.432E+00 0.432E+00 -0.342E-16 0.432E+00
X3 0.497E+00 -0.497E+00 0.167E-15 0.129E+01 -0.116E+01 0.125E+00
X1, X2 0.252E-31 -0.830E-16 -0.830E-16
X1, X3 0.792E+00 -0.667E+00 0.125E+00
X2, X3 0.286E-32 -0.134E-16 -0.134E-16
X1, X2, X3 0.339E-31 0.827E-16 0.827E-16
V (Y ) 13.589









X1 0.602E+00 -0.167E+00 0.435E+00 0.138E+01 -0.822E+00 0.558E+00
X2 0.442E+00 0.181E-16 0.442E+00 0.442E+00 0.330E-16 0.442E+00
X3 0.488E+00 -0.488E+00 -0.222E-15 0.127E+01 -0.114E+01 0.123E+00
X1, X2 0.218E-31 -0.319E-16 -0.319E-16
X1, X3 0.778E+00 -0.655E+00 0.123E+00
X2, X3 0.867E-32 0.147E-16 0.147E-16
X1, X2, X3 0.425E-31 0.321E-16 0.321E-16
V (Y ) 13.839









X1 0.602E+00 -0.167E+00 0.435E+00 0.138E+01 -0.822E+00 0.558E+00
X2 0.442E+00 0.112E-16 0.442E+00 0.442E+00 0.156E-16 0.442E+00
X3 0.487E+00 -0.487E+00 0.722E-15 0.126E+01 -0.114E+01 0.123E+00
X1, X2 0.230E-31 -0.390E-16 -0.390E-16
X1, X3 0.777E+00 -0.655E+00 0.123E+00
X2, X3 0.101E-31 0.263E-16 0.263E-16
X1, X2, X3 0.398E-31 0.170E-16 0.170E-16
V (Y ) 13.845
Table 9: Anchored ANOVA method. Computed variance and covariance-based sensitivity indices
for Ishigami function.
In order to demonstrate the convergence of the method, 1D Gauss-Legendre quadrature points
of increasing order (µ = 6, 8, 10, 12) are employed. The tensor product rule is used for generating
multi-dimensional points. Thus, the number of required model output evaluations is given by











In the case of Ishigami function with three input variables, it holds that
Neval = 1 + 3µ + 3µ
2 + µ3.
The resulting sensitivity indices and the variance of output V (Y ) are shown in Table 9. We
observe that it requires about µ ≥ 8 points per dimension (That is ≥ 729 model evaluations) in
order to obtain accurate result of output variance1. Note this is relatively high, since the Ishigami
function is known to be strongly nonlinear and non-monotone; moreover, all input variables are
important. Meanwhile, Table 9 clearly shows the computed variance converges to the analytical
1In [16], it requires about 7-th order polynomial chaos expansion to get accurate results.
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Analytical µ = 6 µ = 10 µ = 12 µ = 14 µ = 16
S(Y ) 0 -3.317 2.299 0.163 4.566E-3 6.306E-5
K(Y ) 672.234 431.203 664.163 662.956 670.590 672.125
Neval 343 1331 2197 3375 4913
Table 10: Anchored ANOVA method. Computed skewness and kurtosis for Ishigami function.
Number of decomposition terms is M = 84 and M = 210 for skewness and kurtosis, respectively.
Neval is the number of model evaluations.
one when increasing the quadrature order. On the other hand, the converged covariance-based
sensitivity indices Ssi and S
T
si
differ from the analytical variance-based ones. We emphasize this
is expected, since anchored ANOVA provides a different expansion from the standard orthogonal
ANOVA. However, the converged Ssi and S
T
si
indicate the same order of importances as by
analytical variance-based indices in Table 8:




> STX3 . (52)
Note, for all the degrees of quadrature, the importance order given by the computed total sen-
sitivity indices STi remains the same. Note also the zero value indices are computed exactly by
Ssi , even at a low order of quadrature integration. Concerning the "structural" and "correlative"
part of converged Ssi , namely S
a
si








|SbX1,X3 | > |S
b
X3
| > |SbX1 |. (54)
Indices not shown in (53) or (54) are found to be of zero value. It is observed that (53) differs
significantly from (51), even for first-order indices. This implies the "whole" indices Ssi provide




icant while SX3 vanishes.
As it has been analyzed in previous example, different choices of anchor point can make high
order component functions more important than low order ones; however, the order of impor-
tances of components with the same order are proved, by numerical experiments, to remain the
same for most cases. Note also the method in [4] is not investigated here for Ishigami function
with the anchor point (49), because it provides unacceptable results.
The skewness and kurtosis of Ishigami function can be obtained analytically:































Still using the anchor point in (49), the results of computed skewness S(Y ) and kurtosis K(Y ) are
reported in Table 10, compared to the analytical solution. We observe first of all that numerical
solutions of the anchored ANOVA method converge to analytical solution when increasing the
quadrature order. It is shown accurate skewness calculation can be obtained from about µ ≥ 12,
and kurtosis from µ ≥ 14. As already mentioned before, this low convergence rate is due to the
strong nonlinearity and non-monotonicity of the Ishigami function.
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6.2.2 Analytical investigation: Sensitivity of component variance on anchor point
The anchored ANOVA expansion can be in fact exactly obtained for the Ishigami function.
Indeed, using the relation (15), we have
y = f0 + f1 + f2 + f3 + f12 + f13 + f23 + f123, (57)
where
f0 = sin c1 + a sin
2 c2 + bc3
4 sin c1,
f1 = (1 + bc3
4)(sin x1 − sin c1),
f2 = a(sin












In the case of the anchor point used in (49), the analytical component functions of anchored
ANOVA are presented in Fig. 4 and Fig. 5, compared to the component functions derived from
standard orthogonal ANOVA. We observe from Fig. 4, for anchored case, that all input vari-
ables give significant variation on their corresponding first-order function. Moreover, none of the
component functions monotonically changes with respect to the input. The function f1(x1) has
a pattern that is similar to the one of the standard case. However, it has a positive average value
of 4.082, while component functions of standard ANOVA always have zero mean value. With
the specific anchor point of (49), the component f2(x2) remains identical for both cases. The
variation of f3(x3) with respect to x3 in anchored case has a profile of 4-th order polynomial,
while f3(x3) in the framework of standard ANOVA approach remains constant and has zero value
(see (48)). Fig. 5 shows, for both anchored and standard ANOVA, a very structured pattern
for the interactions between x1 and x3. Like in the first-order case in Fig. 4, f13 in anchored
ANOVA expansion differs from the one in standard case. Note that the component functions
evaluated by Gauss-Legendre rule in our numerical anchored approach should, by definition, give
the exact values provided by the analytical functions. This is confirmed in Fig. 6 and Fig. 7:
The component function values evaluated on sampling points match perfectly with the exact
functions.
Comparing (47) and (58), we know that if the anchor point c satisfies










the anchored ANOVA expansion becomes identical to the standard orthogonal ANOVA. For real
engineering problems, this best choice of anchor point is not available. The variance methods
available in the literature [4] are reported to be very sensitive to the anchor point c. Results can
be unacceptable for some choices of c, as shown in Sobol’ function test. Let us study here this
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sensitivity phenomenon as far as the Ishigami function is concerned.
The variances of component functions using the anchored expansion with an arbitrary anchor

























32 π8 cos2 c1 − 57 π
8 + 90 c3



























By definition, the "structural" sensitivity indices can be computed by dividing component vari-




















Figure 4: The first-order analytical component functions for Ishigami function. Standard v.s.
anchored ANOVA.
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Figure 5: The significant analytical second-order component function f13 for Ishigami function.
Standard v.s. anchored ANOVA.
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Figure 6: The analytical first-order component functions for Ishigami function using anchored
ANOVA. Numerical approach using Gauss-Legendre sampling points provides sampling values
of analytical fi.

























Figure 7: The analytical second-order component function f13 for Ishigami function using an-
chored ANOVA. Numerical approach using Gauss-Legendre sampling points provides sampling
values of analytical f13.
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SaX1 = 180
1 + 2 bc3
4 + b2c3
8



















32 π8 cos2 c1 − 57 π
8 + 90 c3
4π4 − 225 c3
8
)









stant. The indices SaX1,X2 , S
a
X2,X3
and SaX1,X2,X3 are all zero regardless of the value of a, b or c.
The variations of indices SaX1 (only depending on c3), S
a
X3
(only depending on c1), and S
a
X1,X3
(depending on c1 and c3) are plotted in Fig. 8. The first-order indices S
a
X1
and SaX3 are shown to




around the value of “4” when |c3| is set close to π, while it is known the variance-based index,
with standard ANOVA, can only vary in [0, 1]. The second-order index SaX1,X3 is also shown to




the variation of SaX1,X3 is particularly important when c3 approaches to its domain extremity.
We remind that the variation of "structural" indices Sasi represents the sensitivity of component
variance Vi on the anchor point c. Thus, it can be confirmed that this sensitivity can be tremen-
dous.
The sum of "structural" sensitivity indices, denoted by Sasum =
V a




−900 − 1800 bc34 − 1800 b2c38 − 225 a2 − 356 b2π8 + 256 b2π8 cos2 c1 + 360 b2c34π4
20 b2π8 + 72 bπ4 + 180 + 45 a2
. (63)
Note that the index Sasum can be regarded as a factor evaluating the error of existing approach
(for instance [4]), when computing the output variance. In fact, as already mentioned, V a con-
tains component variances, but excludes all covariances between component functions (the term
(a) in (25)). If Sasum = 1, one obtains the exact result. This can happen when, for instance,
the condition (59) is satisfied. Fig. 9 (top) shows the variation of Sasum over c1 and c3. Fig. 9
(bottom) presents the corresponding variation by fixing c1 or c3 according to (59). It is clearly
shown the value of Sasum is in general very sensitive to both c1 and c3. In particular, S
a
sum can
have an approximated value of "7", when fixing c1 = 0 and c3 = π. That is, one obtains an
output variance which is 700% bigger than the exact solution!
Similar analysis can be realized for other sensitivity indices (e.g. the "correlative" indices Sbsi and
the "whole" indices Ssi). For the sake of conciseness, it will not be provided in this paper.
We conclude, for this section, that existing anchored approach with a bad choice of anchor point
can give unacceptable results when considering strongly nonlinear and non-monotone functions.
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Figure 8: The variation (sensitivity) of "structural" sensitivity indices Sasi over the choice of
anchor point c = (c1, c2, c3).
This problem can be resolved by using the covariance decomposition, i.e. by adding the covari-
ances between all component functions. It is however emphasized here that, when treating real
engineering problems without such nonlinearity, one can still have an accurate approximation,
provided a good anchor point is given.
6.3 Application to the chemical reaction uncertainties during an at-
mospheric reentry
When considering the design of a reentry vehicle, estimating kinetic and radiative processes
variability in the flow is of fundamental importance for yielding an efficient design. During the
reentry phase, the spacecraft is decelerated by converting a large amount of kinetic energy into
thermal energy and by inducing a strong bow shock in front of the vehicle nose. The significant
increase in the gas temperature promotes strong collisions among the gas particles, changes in
the chemical composition of the gas, excitation of its internal energy modes, and emission of
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Figure 9: The variation (sensitivity) of "structural" index Sasum over the choice of anchor point
c = (c1, c2, c3).
radiation.
We focused here on the reaction rate coefficients, that are usually very uncertain, since they are
difficult to measure experimentally or to estimate accurately from ab initio calculations. Detailed
chemical mechanisms are necessary for an accurate heat-flux prediction but these models increase
a lot the dimensionality of the stochastic space (number of uncertain parameters) with respect
to conventional multi-temperature models. For this reason, efficient and low-cost uncertainty
quantification methods are necessary in order to compute the most important uncertainties and
to reduce the model.
One point of the heat flux trajectory is taken into account (flight path angle =-12.5o). The
stand-off distance of the shock wave is taken equal to 0.022 m. A low pressure point is consid-
ered (typically at a free stream pressure of 0.1 Torr) at high altitude and high velocity, where the
ionization rate is important. Flow is taken in radiative non equilibrium (for more details see [17]).
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Reaction ID mini nominali maxi
N(1) + e− ⇋ N(2) + e− 1 1.4476e+15 1.4476e+16 1.4476e+17
N(1) + e− ⇋ N(3) + e− 2 3.8673e+14 3.8673e+15 3.8673e+16
N(2) + e− ⇋ N(3) + e− 3 3.6169e+14 3.6169e+15 3.6169e+16
O(1) + e− ⇋ O(2) + e− 4 8.2744e+11 8.2744e+12 8.2744e+13
O(1) + e− ⇋ O(3) + e− 5 5.6319e+10 5.6319e+11 5.6319e+12
O(2) + e− ⇋ O(3) + e− 6 2.704881e+13 2.704881e+14 2.704881e+15
N(1) + e− ⇋ N+ + e− + e− 7 5.1688e+13 5.1688e+14 5.1688e+15
N(2) + e− ⇋ N+ + e− + e− 8 4.6563e+11 4.6563e+12 4.6563e+13
O(1) + e− ⇋ O+ + e− + e− 9 3.2477e+11 3.2477e+12 3.2477e+13
O(2) + e− ⇋ O+ + e− + e− 10 5.1616e+11 5.1616e+12 5.1616e+13
Table 11: Ten reactions are considered uncertain. The reaction rates are log-uniformly dis-
tributed between the minimum and maximum values.
Using this condition of the trajectory, the uncertainties on the radiative heat-flux is considered.
Then, we study the interactions between the chemical reactions and their influence on the error
of the radiative heat flux. The quantity of interest is the radiative heat flux at a distance corre-
sponding to the stand-off distance for the ERC capsule.
The reaction rate coefficients of ten reactions were considered as unknown, the first six were
excitation reactions and the next four were ionization. Reactions for which the rate coefficients
(Xi) are considered uncertain (log10 Xi ∼ U (log10 mini, log10 maxi)) are reported in Table 11.
For simplicity, we show our results for ANOVA expansion truncated at order 2. Let us simply
choose the nominal values as the anchor point. First of all, the first-order component variances
can be easily computed, once the necessary deterministic sampling outputs are obtained. The
results are presented in Fig. 10. Obviously, since the ten reaction rates are considered as inde-
pendent, covariance product between any two first-order component functions vanishes. Next, we
can employ the variance-based adaptive criterion (see [4] for more details) in order to retain the
active dimensions. Fig. 11 shows the component variances in the descending order by comparing
their contributions. We observe that the first six dimensions
{X1, X4, X2, X5, X8, X7} (64)
represent about 99.9% of the total first-order variance. According to [4], these six dimensions are
selected as active ones, and they are further used to calculate second-order interaction terms.
After computing the 10 first-order component functions and 15 second-order component func-
tions, one can obtain the following statistics using the covariance decomposition:
E(Y ) = 1965.42 kW/m2,
Vcov(Y ) = 6.911 (kW/m
2)2. (65)
On the other hand, with the classical variance decomposition approach, the output variance is
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Figure 10: First-order component variances in the chemical reaction problem.
found to be
Vvar(Y ) = 8.090 (kW/m
2)2. (66)
































Figure 11: First-order component variances in the chemical reaction problem. The reaction ID
is sorted in the descending order regarding the significance of the corresponding variance. The
black line illustrates the percentage of the cumulative variance over the total first-order variance.
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Figure 12: Covariance-based sensitivity indices for the chemical reaction problem. Only first-
and second-order component functions are considered. We emphasize, in this figure, only the six
active dimensions are taken into account, and there is
∑
Ssi = 1. The numbering in the axis of
abscissas follows (67).
position approach combined with truncated anchored ANOVA expansion gives more accurate
results than the classical variance decomposition. As also shown in Appendix A, this still re-
mains true when an adaptivity strategy is applied in order to reduce the number of second-order
component functions.
In order to better understand the difference between (65) and (66), let us focus only on six active











6} = {X1, X4, X2, X5, X8, X7}, (67)
Fig. 12 presents the covariance-based sensitivity indices of six active dimensions (including 6




3) = (X1, X2),
(X ′2, X
′
3) = (X4, X2),
(68)
are shown to be very important compared to first-order indices. The blue line illustrates the
structural indices Sasi leading to the result of (66), while the black line illustrates the whole




red line is in fact related to the difference between (65) and (66). It is observed the difference is
significant for the indices corresponding to the following variables and group:
X ′2 = X4,
X ′3 = X2,
(X ′1, X
′
2) = (X1, X4).
(69)
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For the specific case of anchor point chosen as nominal values, classical variance decomposition
approach that neglects correlative indices for (69) provides output variance quite different from
covariance approach.
Finally, we have checked that the computed output variance (65) is less sensitive to anchor point
than (66). For the sake of conciseness, results with other anchor points are not shown in this
paper.
7 Conclusions and perspectives
In this paper, the standard and anchored versions of ANOVA decomposition have been reviewed.
Both of them are an exact expansion of model output. Anchored ANOVA is computationally
more feasible, since only sampling outputs are needed to evaluate the component functions,
while numerical multi-dimensional integrations must be computed when using standard ANOVA
method.
Concerning the computation of the output variance, the covariance decomposition, though re-
quiring to resolve more integrals, provides a general exact approach which is not sensitive to the
choice of anchor point, compared to the one in [4]. The covariance-based sensitivity indices are
then introduced to estimate the importances of variables. A 4-dimensional Sobol’ function and
the Ishigami function have been exhaustively studied using the covariance decomposition and
the covariance-based sensitivity indices. In particular, the sensitivity of existing approach over
the anchor point for computing output variance has been analyzed via the Ishigami function test.
Also, we have proposed a unique algorithm for an accurate computation of high order statistical
moments. In fact, the formula of covariance decomposition (25) of output variance can also
be rewritten using the multi-indices as for skewness and kurtosis (see Appendix B). Numerical
experiments confirm the numerical solution using the proposed method for decomposition of
statistics converges to the exact solution.
The decomposition of high order statistics is generally very prohibitive. In fact, we need to
compute 680 terms for skewness and 3060 terms for kurtosis in the example studied in Section
6.1. The number of component functions N in ANOVA decomposition (thus also the number
of statistics decomposition terms M ) increases exponentially with respect to the dimension N
of deterministic solver. In order to reduce the computational cost, future work will be directed
towards new adaptive criteria aiming to retain the active dimensions and the effective terms that
give the most significant contributions.
Another perspective consists in proposing moment-independent sensitivity indices (see for in-
stance [18]) within the anchored ANOVA framework.
A Sobol’ function test with truncated expansion and adap-
tivity
The purpose of this section is to show, for academic Sobol’ function, that our covariance de-
composition approach converges more quickly, with respect to the truncation order of anchored
ANOVA expansion, than the classical variance decomposition. Furthermore, we show, when
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Figure 13: 8-dimensional Sobol’ function test. Anchor point c1. Relative error of four statistics
in function of truncation order of anchored ANOVA expansion.
using the adaptivity strategy for instance the variance-based one in [4], that our approach can
still provide more accurate results.
Note that we consider the same case as in Section 6.1, except that the number of stochastic
dimensions is now N = 8. If not otherwise mentioned, 4 quadrature points for 2 elements per







Note that (70) has been used in [4]. With blue line, Fig. 13 illustrates the relative error of
mean, variance, skewness and kurtosis, obtained with our approach, as a function of the trunca-
tion order. We observe that the error is very small from order 2 except for kurtosis. However,
when increasing the number of quadrature points per dimension, we see the error for kurtosis
is also decreasing very fast. The red line is the variance result obtained using classical variance
decomposition approach. It shows that the error does not decrease, and from order 2 it remains
quasi-constant with a value of 6.75%.
Let us now evaluate our numerical approach by using a variance-based adaptivity strategy [4]. It
can be found that the contributions of the first 5 components represent nearly 99% of the total
first-order variance. Thus, we retain them as active dimensions from order 2. Fig. 14 presents
the results for mean and variance. For the covariance decomposition of the output variance, we
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Figure 14: 8-dimensional Sobol’ function test. Anchor point c1. Variance-based adaptive strategy
is used [4]. 5 active dimensions are retained. Relative error of mean and variance in function of






































Figure 15: 8-dimensional Sobol’ function test. Anchor point c2. Variance-based adaptive strategy
is used [4]. 5 active dimensions are retained. Relative error of mean and variance in function of
truncation order of anchored ANOVA expansion.
observe that the error is slightly bigger (constant value of 0.14% from order 2) than in Fig. 13,
while the error of variance decomposition approach is more or less the same as before.
When a second anchor point c2 is chosen as follows
{c2|ck = 0.5}, (71)
results are shown in Fig. 15. In general, mean and variance error of both approaches increases.
The classical variance decomposition gives a constant error of 61.6% from order 2, while our
approach for variance provides a decreasing error from order 2, with a final value of 12.2% at
the 5th order.
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B Variance computation (Anchored ANOVA)
Utilizing the multi-indices introduced in Section 5.1, the variance computation formula (25) in
the anchored ANOVA case can be rewritten as follows:



























Here we have defined
f̃si = fsi − E(fsi).
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