Abstract. Strong-stability-preserving Runge-Kutta (SSPRK) methods are a type of time discretization method that are widely used, especially for the time evolution of hyperbolic partial differential equations (PDEs). Under a suitable stepsize restriction, these methods share a desirable nonlinear stability property with the underlying PDE; e.g., positivity or stability with respect to total variation. This is of particular interest when the solution exhibits shock-like or other nonsmooth behaviour. A variety of optimality results have been proven for simple SSPRK methods. However, the scope of these results has been limited to low-order methods due to the detailed nature of the proofs. In this article, global optimization software, BARON, is applied to an appropriate mathematical formulation to obtain optimality results for general explicit SSPRK methods up to fifth-order and explicit low-storage SSPRK methods up to fourth-order. Throughout, our studies allow for the possibility of negative coefficients which correspond to downwind-biased spatial discretizations. Guarantees of optimality are obtained for a variety of third-and fourth-order schemes. Where optimality is impractical to guarantee (specifically, for fifthorder methods and certain low-storage methods), extensive numerical optimizations are carried out to derive numerically optimal schemes. As a part of these studies, several new schemes arise which have theoretically improved time-stepping restrictions over schemes appearing in the recent literature.
Introduction
Popular time-stepping schemes are typically based on linear stability analysis. Such analysis is often very effective on problems having smooth solutions. However, these schemes often perform poorly on problems having discontinuous or shocklike solutions. This poor performance can manifest itself in the form of spurious oscillations, overshoots, or loss of positivity. On the other hand, strong-stabilitypreserving (SSP) time discretization methods [21, 22, 8, 24] are designed to preserve the nonlinear stability properties that arise when the forward Euler time-stepping scheme is applied to the spatially discretized system. The ability to preserve this underlying nonlinear stability makes SSP time-stepping methods particularly suitable for the simulation of partial differential equations with nonsmooth solutions.
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In this paper, particular attention will be paid to the development of guaranteed optimal 1 explicit SSP Runge-Kutta (SSPRK) time-stepping methods for hyperbolic PDEs; e.g., (1.1) u t + f (u) x = 0, subject to appropriate initial conditions. Solutions to these and other PDEs are often approximated by sequentially discretizing the temporal and spatial derivatives. For example, in the method of lines, a discretization of the spatial derivatives of the PDE is carried out to produce a large set of coupled time-dependent ordinary differential equations (ODEs) (1.2)U = F (U ).
These ODEs can then be treated by suitable time-stepping techniques such as linear multi-step or Runge-Kutta methods.
For hyperbolic conservation laws, papers by Shu [21] , Shu and Osher [22] , and subsequent work [7, 8, 20] have shown that improved nonlinear stability can sometimes be found by appropriately selecting nonlinearly stable upwind-biased (F (U )) and downwind-biased (F (U )) spatial discretizations according to the coefficients of the time-stepping method. Thus, this paper considers optimality over the broad class of explicit SSPRK schemes that includes both upwind-and downwind-biased spatial discretizations. We remark, however, that most of the optimal schemes that we present involve only nonnegative coefficients. Nonnegative coefficient schemes are appropriate to apply to general problems (including dissipative PDEs) since they do not involveF (·) Optimal explicit SSPRK schemes with nonnegative coefficients and where the number of stages s is equal to the order p for s = p = 1, 2, and 3 have been known for some time [21, 22, 7] . Gottlieb and Shu [7] showed that no such method exists with nonnegative coefficients when s = p = 4. In [24, 25] , Spiteri and Ruuth studied the general class of explicit nonnegative coefficient SSPRK methods with s > p. They gave optimal SSPRK schemes with s stages and orders 1 and 2 (see also [21, 7] ), as well as specific schemes for p = 3, s = 4, 5 and p = 4, s = 5, 6, 7, 8. The advantage afforded by these high-stage schemes is that the increase in the CFL coefficient allows for a large enough increase in the stable time step to more than offset the increase in computational cost per step. However, in [19] they showed that it was impossible to have an explicit SSPRK method with order greater than 4 with nonnegative coefficients. Ruuth and Spiteri [20] later gave a unified treatment of explicit SSPRK schemes with unrestricted coefficients and found that many of the optimal explicit nonnegative coefficient SSPRK methods are also optimal in terms of effective CFL coefficient when the sign of the coefficients is not restricted. However, optimality proofs for third-order schemes were limited to the simplest cases (s = 3, 4), and proofs were not attempted for higher orders. Indeed, even finding efficient fifth-order SSPRK schemes proved challenging, and motivated the development of this study.
To date, most of the practical interest in SSPRK schemes has been for explicit schemes, and, unless otherwise stated, all studies appearing in this report are for explicit SSPRK schemes. Implicit SSPRK schemes have been investigated by a number of authors [8, 4, 10, 9] . It is noteworthy that implicit SSPRK schemes with nonnegative coefficients cannot be unconditionally SSP [4, 10, 9] and that diagonally implicit schemes with unrestricted coefficients cannot be unconditionally SSP [8] .
The remainder of the paper is organized as follows. In Section 2 we review some relevant results on SSP schemes and define key concepts such as the effective CFL coefficient. In Section 3 we develop a mathematical formulation of the problem suitable for global optimization and provide details on our optimization procedures. Section 4 uses these techniques to achieve the first guarantees of optimality of several third-and fourth-order SSPRK schemes. New fifth-order methods are also derived which exceed the theoretical efficiency of previously known methods. In Section 5 our approach is used to guarantee the optimality of a variety of low-storage SSPRK schemes appearing in the literature. Some improvements for recently derived lowstorage schemes are also found. Finally Section 6 concludes by summarizing the main findings of the paper.
Background on SSP schemes
In this section we give some theoretical background on SSPRK schemes. We begin by recalling the definition of strong stability:
n } is said to be strongly stable in a given semi-norm
Now assume that upwind-biased spatial discretizations are appropriate and express an s-stage, explicit Runge-Kutta method using an α − β (or Shu-Osher [3] ) representation
where all the α ik ≥ 0 [21] . A given Runge-Kutta scheme will typically have many different representations of this type; see [24] for a discussion and an illustrative example. Throughout this paper, we construct representations that maximize the CFL coefficient, as defined in Theorem 1 or 2 below. We call an optimal representation of this type an optimal α − β representation and note that such representations have been constructed both numerically (e.g., [22, 8, 24] ) and via a contractivitybased approach [3, 9] .
By consistency we must have that 
where C is the CFL coefficient
The CFL coefficient for strong stability has an interesting relationship with the time-stepping restriction associated with the more classical concept of contractivity, where the difference ||Ũ n+1 − U n+1 || between any two sequences is required to be nonincreasing with increasing n (see, e.g., [23, 14, 15] ). It turns out that many of the optimal SSP schemes found in [24] agree with optimal contractive schemes in [15] . In fact, for a given Runge-Kutta method involving only upwindbiased spatial discretrizations (2.1), Ferracina and Spijker [3, 4] have proven that the CFL coefficient C corresponding to an optimal α − β representation equals the related quantity R(A, b) [15] arising in contractivity studies, provided C ≥ 0. (If C < 0 for an optimal α − β representation, then R(A, b) = 0 [3] .) See also the recent work of Higueras [9] for some interesting relationships between contractive and strong-stability-preserving Runge-Kutta methods when both upwind-and downwind-biased operators arise.
SSPRK schemes with negative coefficients β ik are also accommodated by modifying the spatial discretization. Following the procedure first suggested in papers by Shu [21] and Shu and Osher [22] , whenever β ik < 0, the operatorF (·) is used instead of F (·), whereF (·) approximates the same derivatives as F (·) but is assumed to be strongly stable for Euler's method solved backwards in time under a suitable time-step restriction. In practice, this corresponds to differencing in the downwind direction. Remark 1. Suppose that an appropriate spatial discretization has been derived for computing F for the hyperbolic conservation law (1.1). Then −F is normally found by applying this same spatial discretization technique to the backwards-intime variant
To explicitly illustrate, consider discretizing the linear, variable coefficient problem
using a uniform mesh (step size h) and first-order one-sided differencing. Then F can be found by applying first-order upwinding to (2.2) to give
Similarly, first-order upwinding can also be applied to the backwards-in-time version of (2.2) to give
from whichF is trivially obtained. ClearlyF approximates the same quantity as F , however,F is based on first-order downwind differencing instead of firstorder upwinding. See [21] for further discussion on constructing downwind-biased discretizations.
As shown by Shu [21] and Shu and Osher [22] , an interesting generalization of Theorem 1 is obtained by using both upwind-and downwind-biased operators: 
and β ik F (·) is replaced by β ikF (·) whenever β ik is negative.
We note that the assumptions on strong stability of Euler's method applied forward and backward in time restricts the theoretical advantages of this result to non-dissipative equations such as (1.1).
If every coefficient β ik is nonnegative, then the number of stages is trivially equal to the number of function evaluations for an irreducible explicit Runge-Kutta method. However, if both F (U (k) ) andF (U (k) ) are required for some k, the RungeKutta method (2.1) has more function evaluations 2 than stages. As discussed by Ruuth and Spiteri [20] , the first step in deriving optimal schemes is to create a fair comparison of the computational cost of a given Runge-Kutta method by considering general methods that allow precisely one (new) function evaluation per stage. This can be achieved by insisting that the nonzero coefficients β ik for a given k are all of the same sign [20] . For the remainder of the paper, we will tacitly assume that the schemes under consideration are of this form, and we remark that schemes that are written combining nonnegative and negative coefficients β ik within a given level k can be augmented with additional stages to be of this form [20] . Thus, without loss of generality, we have that the total number of evaluations of F (·) and F (·) is identically equal to the number of stages of the method.
We emphasize that with this formulation it is quite natural to search for the optimal scheme for a given order and a given number of stages (function evaluations) by maximizing the CFL coefficient. In earlier formulations the effective CFL coefficient could vary with the number ofF (·) evaluations, complicating the development of optimal schemes.
Another advantage to this formulation is that schemes can be represented in Butcher array form via
Thus the method can be implemented as
Butcher array form may be desirable for a variety of reasons such as to simplify optimality proofs, facilitate optimization (see Section 3), or (in some instances) reduce storage requirements. Note that by construction, if the β ij , j +1 ≤ i ≤ s, are of one particular sign, then the corresponding a i,j+1 , j + 2 ≤ i ≤ s, and b j+1 values must be of that same sign. We further remark that the differences F (U (i) )−F (U (i) ) contribute to artificial dissipation and smearing [20] . For example, this difference is proportional to the discrete Laplacian when first-order upwinding is applied to the linear advection equation. A natural consequence of this formulation is that during optimization these dissipative differences do not arise, leading to schemes with smaller errors and less smearing than would otherwise occur [20] .
In order to make a fair comparison of the relative efficiencies of these methods and to derive optimal schemes, we make the following definition.
Definition 2.
The effective CFL coefficient C eff of a SSPRK method is C/s, where C is the CFL coefficient of the method and s is the number of stages (function evaluations) required for one step of the method.
As conjectured in Shu and Osher [22] and subsequently proven in Gottlieb and Shu [7] , the optimal two-stage, order-two SSPRK scheme with nonnegative coefficients is the modified Euler scheme. It has a CFL restriction ∆t ≤ ∆t F E , which implies a CFL coefficient of 1. Henceforth, we will refer to this scheme as SSP (2, 2) . In general, we adopt the convention of referring to a numerically optimal s-stage, order-p SSPRK scheme as SSP(s,p). This scheme is the first member of a class of s-stage, order-two SSPRK schemes [5, 24] with a CFL coefficient of s − 1. For nonnegative coefficients, the optimality of these schemes was proven in [24] . Optimality for the case of s general function evaluations was shown in [20] .
Shu and Osher [22] also conjectured that the optimal three-stage, order-three SSPRK scheme is
which has a CFL coefficient of 1 as well. This scheme is commonly called the TVD Runge-Kutta scheme, but we will refer to it as SSP (3, 3) . Optimality of this scheme was proved for nonnegative coefficients in [7] and for three general function evaluations in [20] .
In [19] , Ruuth and Spiteri derived a linear bound that is used to prove that the optimal four-stage, order three SSPRK scheme with nonnegative coefficients is
which has a CFL coefficient of 2. Following [24] we will refer to this scheme as SSP(4,3). Optimality in the unrestricted case is shown in [20] . Moving on to nonnegative coefficient SSPRK schemes with five stages and order three gives a numerically optimized scheme, SSP(5,3), with a CFL coefficient of approximately 2.65 [24] . This scheme has a CFL coefficient that agrees with the contractivity bound R(A, b) for linear constant-coefficient problems [14] . Because these restrictions are equivalent [3] and the time-stepping restriction for nonlinear problems cannot exceed that for linear problems, we conclude that SSP (5,3) is also an optimal five-stage, third-order nonnegative coefficient SSPRK scheme. Similarly, it was noted in [20] that third-order schemes with up to nine stages can be constructed that have CFL coefficients that agree with the contractivity bound R(A, b) for linear constant-coefficient problems. Unfortunately, proving optimality for any of these schemes (s ≥ 5) when s general function evaluations are involved is much more complicated than for the three-or four-stage cases. In Section 4.1 we use global optimization to directly guarantee the optimality of SSP(5,3) and SSP(6,3) over this broader class of schemes. We also give third-order schemes with seven and eight function evaluations and guarantee their optimality using global optimization in combination with the linear contractivity bound.
The analysis for orders greater than 3 is more complicated still, since even for the nonnegative coefficient case the linear contractivity bound fails to give a sharp bound for the nonlinear problem. However, by appropriately applying global optimization techniques, we are able to guarantee optimality of the five-stage, fourthorder SSPRK scheme given in [24, 15] in the general setting where downwind-biased spatial discretizations may arise. See Section 4.2. We remark that this scheme is particularly important since it is impossible for a fourth-order SSPRK scheme to use fewer than five (general) function evaluations [7, 20] .
In [19] it is shown that explicit SSPRK schemes with only nonnegative coefficients do not exist with order greater than four. A similar restriction to orders four or less was shown for contractive schemes by Kraaijevanger [15] . This means that the search for schemes of order-five and higher must involve evaluations of the downwind-biased operatorF (·). Fortunately, this still leads to schemes with competitive effective CFL coefficients. In Section 5 we derive a fifth-order scheme with an effective CFL coefficient of 0.3395, exceeding that of the popular SSP(3,3) scheme.
Optimal low-storage SSPRK schemes have also received some attention in the literature [7, 8, 24, 13] . In particular, Gottlieb and Shu [7] find an optimized threestage, third-order scheme of Williamson [32] type and Kennedy, Carpenter and Lewis [13] find several optimized schemes of van der Houwen and Wray type. Using global branch-and-bound optimization techniques, we are able to guarantee the optimality of these schemes and others. In the course of this work, improvements to some recently published low-storage schemes are also found. We remark that until now only nonnegative coefficients have been used to construct low-storage schemes, since it has been assumed that downwind-biased operators destroy the lowstorage property. Section 5 disproves this assumption by exhibiting two examples of low-storage schemes that are more efficient than the corresponding nonnegative coefficient schemes.
The remainder of the paper commences with a discussion on our optimization techniques.
Global optimization of SSPRK schemes
Traditional nonlinear programs are guaranteed to converge to the optimal solution only under certain convexity assumptions [28] . On the other hand, deterministic global optimization algorithms of the branch-and-bound type are available for a variety of problems that are guaranteed to provide global optima under fairly general assumptions [28] .
In this section we give a mathematical formulation appropriate for BARON [28, 29] , and show how to bound the variables and their expressions in the nonlinear programming (NLP) problem. We also effectively break the problem into parallel subproblems to reduce the total number of CPU cycles required.
Subsequent sections use these ideas to determine and to guarantee the optimality of several third-and fourth-order schemes in both the low-storage and general settings.
3.1. Formulation of the optimization problem. We seek to optimize an sstage, order-p SSPRK scheme by maximizing the CFL coefficient defined in Theorem 2. To achieve this goal, we will transform the problem into a smooth version that has additional constraints, but is more amenable to treat using standard numerical optimization techniques. As a first step, we replace the nonsmooth objective function arising in the original formulation with a new variable, z, that is constrained to be a lower bound on all the ratios {α ik /|β ik |}. This well-known technique applied to our problem gives the equivalent formulation [6, p. 96, 97] (3.1a) max
where the Φ j (t) and b j are nonlinear polynomials in α ik , β ik and the optimal zvalue equals the CFL coefficient. The notation b j is used in the usual sense of the Butcher array representation of a Runge-Kutta method, and the symbol T q stands for the set of all rooted trees of order equal to q. The number of constraints corresponding to the order conditions (3.1e) is 1,2,4,8 or 17 for orders p=1,2,3,4 or 5, respectively. We remark that this approach was first used for the optimization of SSPRK schemes with nonnegative coefficients in [24] and was first proposed for the optimization of SSPRK schemes with unrestricted coefficients in [20] .
This formulation is effective for the nonnegative coefficient problem [24] . To study the unrestricted case, we wish to remove the nonsmooth absolute value function from our formulation, since general-purpose software for nonsmooth optimization problems is not expected to be as efficient or robust as general-purpose software designed for smooth problems. In particular, the GAMS User's Guide [1, p. 
70] states
Smooth functions can be used routinely in nonlinear models, but non-smooth ones may cause numerical problems and should be used only if unavoidable, and only in a special mode type called DNLP. However, the use of DNLP model type is strongly discouraged and the use of binary variables is recommended to model non-smooth functions. Following this recommendation, we introduce a sign variable for each level, 3 However, the nonlinear order conditions take a simpler form when written in terms of the Butcher array entries a ik and b k rather than α ik , β ik , so we prefer to solve for the σ(k), α ik and the (unsigned) Butcher array entries directly. Theβ ik are formed, where needed, as a linear combination of α ik and Butcher array entries using (2.4). While this results in more complicated constraints on the bound, z, the overall speed of computation sometimes experiences a noteworthy improvement (e.g., a factor of two or more was observed in some tests), since the complicated nonlinear order conditions are simplified.
3.2. Parallelization. As prescribed above, the optimal SSP scheme is given as the global solution to a MINLP problem. While this is a suitable mathematical formulation for a variety of GAMS optimization software using the GAMS MINLP model type [2] , the total computational effort can be reduced significantly by instead solving 2 s NLP problems, each corresponding to one of the possible sign combinations.
This leads to a total of 2 s cases, which we treat in a parallel fashion using the GAMS NLP model type.
The total time savings was not found to have a predictable dependency on the number of stages. For example, for third order and s = 3, 4, 5, we found that treating separate NLP problems required about 40%, 60% and 40% of the total CPU time of a single MINLP problem, respectively. It is interesting that in the optimization of linear multistep SSP schemes, both approaches take about the same overall CPU time if product disaggregation [27] (or distributing products over their sums) is used in the MINLP problem [18] . Without product disaggregation the MINLP problem is much slower [18] . For many models, product disaggregation leads to overall improved efficiency by making use of tighter linear programming relaxations; see [27] for details. Product disaggregation was not found to improve the efficiency of the MINLP problem for the more complicated Runge-Kutta case considered here. Nonetheless, it is possible that the tightness of linear programming relaxations plays some role in the relative efficiencies of the two approaches.
We remark that the number of cases can be reduced somewhat by using the fact that the number of nonnegative levels must be equal or exceed the CFL coefficient [20] :
We illustrate the usage of this lemma for eight stages and order three in Section 4.1. 
According to the lemma, if we can find any feasible solution with a CFL coefficient of m, we know that each of the Butcher array entries of the optimal solution must be bounded in absolute value by 1/m. Fortunately, finding good feasible solutions in BARON is a relatively inexpensive task which typically takes no more than a few seconds in the preprocessing step for orders four or less.
If a better bound is not known, we may choose zero as a lower bound on the variable z, since the CFL coefficient must be positive to be of any practical value. Note that Lemma 1 may be used to derive an upper bound if such a bound is not immediately clear from the problem or from numerical experience. We remark that, in practice, computational speed was much more critically affected by the bounds on the Butcher array entries than by bounds on z.
3.4. Optimization software. Deterministic global branch-and-bound software is particularly appropriate for this formulation since it can guarantee optimality of a solution to within the given tolerance, provided bounds are supplied on each of the variables.
Briefly, branch-and-bound methods solve an optimization problem by constructing and solving a related (but much easier to solve) relaxed problem over successively refined partitions in the feasible space. In a minimization, the objective of this relaxation bounds the objective of the original problem from below, while local optimization and other bounding heuristics on the original problem give an upper bound on the desired objective. With enough refinement, the difference between the upper and lower bounds becomes sufficiently small, and the procedure terminates with the current upper bounding solution. See [28, 29] for a detailed exposition on deterministic branch-and-bound optimization methods.
As explained in [28, p. 4 ], "convergence of this algorithm (branch-and-bound) is well established as long as the partitioning and bounding schemes obey certain properties (cf. [12] )." In this project we use BARON 5.0 from the GAMS suite of software to solve our reformulated problem. Given sufficient CPU time, BARON will provide the optimal solution within the prescribed tolerances as long as the usersupplied variable bounds (or the ones BARON infers from the problem constraints) are such that all variables and expressions are bounded [28] . If these bounds are missing, BARON reports upon termination: *** User did not provide appropriate variable bounds *** *** Globality is therefore not guaranteed ***
Thus the results in this article will be either guaranteed optimal or numerically optimal. The former means that BARON is able to guarantee that the problem has been solved (globally) to within the given tolerances. Numerically optimal results are not guaranteed to be globally optimal and are instead based on extensive numerical searching. Globality will not be guaranteed if some variable bound is missing (see above) or if BARON is terminated before a guarantee of optimality can be found (e.g., due to practical limitations on CPU time). Because our SSP-based formulation involves polynomial functions which are (typically) defined on bounded sets, it is very naturally treated by global branchand-bound optimization software such as BARON. On the other hand, BARON cannot be directly applied to the contractivity-based formulation proposed in [3] since BARON cannot treat the nonlinear objective function appearing there (see footnote 3).
We recommend the use of BARON over Matlab's Optimization Toolbox (cf. [24] ) for several reasons. Not only does BARON have the potential to guarantee optimality of the solutions found, but it often finds solutions with larger effective CFL coefficients. Furthermore, it is straightforward to satisfy constraints to full double precision accuracy within GAMS by using the result from BARON as a starting point for a local optimization with MINOS [17] .
Throughout this manuscript, all schemes are provided to the full precision of the optimization software (15 decimal digits). We conjecture that schemes satisfying the order conditions to higher precision could be designed by taking our time-stepping schemes as initial guesses for local optimizations in higher precision arithmetic. Alternatively, near-optimal schemes that satisfy the order conditions exactly may be sought among schemes with fractional coefficients. One approach to finding such methods is to rewrite the corresponding class of schemes in terms of its parameters (using, for example, a symbolic computation package such as Maple). Assuming that this step can be achieved, the parameters may be chosen as fractions which give a scheme that closely approximates the optimal scheme, yet satisfies the order conditions exactly. See Gottlieb, Shu and Tadmor [8] for several examples using this technique.
To automate the construction of GAMS models, modifications of Macdonald's Maple scripts [16] for nonnegative coefficient SSPRK schemes were used. All optimizations were carried out on a (shared) cluster of 96 dual 1.2 GHz Athlon processors.
BARON parameters.
In all computations, MINOS was chosen as the NLP solver and CPLEX [2] was chosen as the linear programming (LP) solver.
We terminate a run when the upper and lower bounds on the global maximum differ by 10 −10 or less. This is accomplished by setting epsa ( a ) = 10 −10 and epsr ( r ) = 0. In difficult problems, where a guarantee of optimality is not practical, a CPU time limit is also assumed.
The number of probing problems (pdo) [28] had a strong effect on the speed of computation and on the memory requirements. Larger values led to smaller memory requirements. The effect on computational speed was more difficult to predict. We have found that probing on the unsigned Butcher array variables was usually satisfactory when a guarantee of global optimality was sought. The related parameter pxdo [28] was found to have a weaker influence. Typically we took pxdo=pdo which corresponds to a probing strategy whereby optimization problems were solved over all the probing variables [28] . In difficult problems where CPU time limits the computation, the default value (no probing) worked well.
Optimal schemes
We now give new existence and optimality results in the context of effective CFL coefficient. We allow for the possibility of downwind-biased operations. This contrasts with most previous work which focuses on optimizing CFL coefficients for methods with nonnegative coefficients. Following [22, 21] , we report our schemes in optimal α − β form in this section. Butcher arrays are easily recovered via equation (2.4). 4.1. Third-order schemes. As discussed in the introduction, SSP(3,3) and SSP(4,3) are optimal three-and four-stage third-order schemes.
Moving on to methods with five stages and order-three gives a numerically optimized scheme, SSP(5,3), with a CFL coefficient of approximately 2.65. See Table 1 . BARON guarantees optimality of this scheme in about 90 minutes.
Considering six stages and order-three gives a numerically optimized scheme, SSP(6,3), with a CFL coefficient of approximately 3.52. See Table 1 for the optimal α − β form of this scheme to double precision. BARON guarantees the optimality of this scheme for the general case of unrestricted coefficients in about eight days of CPU time. We remark that the bulk of this computational work is used to verify that there are no nonnegative coefficient schemes that exceed the theoretical efficiency of SSP (6, 3) .
Moving up to seven stages, it is no longer practical to verify the optimality of the nonnegative coefficient case directly. However, seven-stage schemes which have a time-stepping restriction that agrees with the contractivity bound R(A, b) for linear constant-coefficient problems [14] can be found in less than two seconds during preprocessing (see, e.g., Table 2 ). Because the SSP and contractivity restrictions are equivalent [3] and the time-stepping restriction for nonlinear problems cannot exceed that for linear problems, we conclude that SSP(7,3) is an optimal sevenstage, third-order nonnegative coefficient SSPRK scheme. Using BARON, we can verify (in 14 hours) that this scheme exceeds the theoretical efficiency of any scheme involving downwind-biased operators. Thus, SSP(7,3) is an optimal seven-stage, third-order SSPRK scheme.
This approach can also be applied to the eight-stage case to guarantee that the SSP(8,3) scheme shown in Table 2 is an optimal third-order SSPRK scheme. The primarily computational effort comes from verifying that schemes with downwindbiased operators are suboptimal. It takes about five days to check the most computationally intensive case. In this example, Lemma 1 is particularly useful for reducing the number of cases corresponding to the signs of the coefficients. BARON's preprocessing step immediately (i.e., in less than one second) finds a feasible nonnegative coefficient scheme with a CFL coefficient exceeding 5.1, which implies that the CFL coefficient of the optimal scheme must also exceed 5.1. Thus, Lemma 1 indicates that the number of nonnegative levels, , satisfies > 5.1. But the number of nonnegative levels is an integer, so must satisfy 6 ≤ ≤ 8. Over this range we have ( 8 8 ) + ( 8 7 ) + ( 8 6 ) = 37 cases to check, which is a significant reduction over the full 2 8 = 256 cases that correspond to all possibilities.
An optimal fourth-order scheme.
Unfortunately optimality is more difficult to study for fourth-order schemes since the linear contractivity restriction does not provide a sharp bound on the time-stepping restriction for the nonlinear case. This implies that we must resort to applying global optimization software to all cases, including the nonnegative coefficient case. It was practical to treat the class of five-stage, fourth-order schemes (approximately one day was required to verify the nonnegative coefficient case). Here, BARON guarantees that the SSP(5,4) scheme given in [15, 24] is optimal. See Table 3 for this scheme in optimal α − β form (in double precision) or [15] for this scheme in Butcher array form (in quadruple precision).
4.3. Fifth-order schemes. We were unable to guarantee optimality of any fifthorder schemes using our approach. Instead we carry out extensive numerical searches with a limited amount of CPU time for each job.
For a large numbers of stages, it is impractical to check all 2 s possibilities. However, extensive numerical searches for seven-, eight-, nine-and ten-stage schemes using one, two and three negative levels were carried out. In all cases we found that for a fixed number of stages the maximal CFL coefficient was a strictly increasing function of the number of nonnegative levels. This fact encouraged us to limit our searches to schemes with precisely one, two or three negative levels. Results based on this approach follow.
For six stages, the best scheme that was found had a CFL coefficient of 0.19 which is too small to be of practical use. Using seven or more stages, however, reasonable CFL coefficients are observed. The best CFL coefficients using 14 hours per job are reported in Table 4 . We also report the fraction of total CPU time required to find a feasible solution with a CFL coefficient that is within 1% of the best found. Our formulation under BARON finds good solutions quickly, and we suspect that these schemes may be optimal or nearly optimal. Table 2 . The coefficients of the optimal SSPRK (7,3) and SSPRK (8,3) schemes.
Stages s = 7 1.000000000000000 α ik 0.000000000000000 1.000000000000000 0.000000000000000 0.000000000000000 1. Table 3 . The coefficients of the optimal SSPRK (5,4) scheme. Table 4 . The CFL coefficients of some numerically optimal fifthorder SSPRK schemes. We also report the fraction of total CPU time required to find a feasible solution with a CFL coefficient that is within 1% of the best found.
stages CFL coefficient Fraction of CPU time 7
1.1785083484719 0.076 8 1.8756849616413 0.054 9 2.6957882892949 0.00028 10 3.3953368327742 0.00052 Table 5 . Coefficients of SSP(10,5). CFL coefficient is 3.39533683277420. The seven-, eight-and nine-stage schemes obtained using this approach are reported in Ruuth and Spiteri [20] . The ten-stage scheme is reported in Table 5 . Note that the effective CFL coefficient of this scheme is 0.3395, exceeding that of the popular SSPRK scheme SSP (3,3) .
We consider this to be a possible reason for further study of downwind-biased spatial discretizations for hyperbolic conservation laws. As we shall see in the next section, another possible reason to use these schemes arises when storage considerations are paramount.
Low-storage schemes
There are computational problems for which memory management considerations are at least as important as stability considerations when choosing a numerical time discretization method, e.g., direct numerical simulation of Navier-Stokes equations requiring high spatial resolution in three dimensions. In such cases, sstage explicit Runge-Kutta methods that use less than the usual storage are very desirable (see, e.g., [32] ).
It is commonly assumed that two-register low-storage schemes cannot utilize downwind-biased operators without destroying the low-storage property. See, e.g., [8] . However, if we assume that the β's at a level are the same sign, then the lowstorage property is preserved since either F (U (j) ) orF (U (j) ) appears, but not both. As we shall see, downwind-biased operators provide a means to obtain improved theoretical efficiency in certain low-storage SSPRK schemes.
Williamson schemes.
We begin our discussion with SSPRK schemes of Williamson type [32] that require two units of storage per step, 4 although more general methods requiring more storage per step are possible. These schemes take the form
where
, and A 1 ≡ 0. Again, we note that there is a relation between the coefficients A i , B i and the coefficients α ik , β ik or equivalently the usual quantities in the Butcher array. We denote the numerically optimal sstage, order-p low-storage SSPRK scheme by Williamson(s,p), and remark that B i = a i+1,i , 1 ≤ i ≤ s − 1, and B s = b s in the usual Butcher notation, so that the B i are bounded according to Lemma 2. Unfortunately, an analytical bound on the A i is not known for general schemes of this form. For this reason, we do not expect BARON to be able to guarantee optimality except perhaps in specialized cases where it can determine bounds on the A i based on the constraints of the problem (see [28, 29] for further details on the construction of bounds based on problem constraints). Nonetheless, improvements to the schemes reported in [24] are possible via our approach. First, we remark that in the first-order case SSP(s,1) is the optimal scheme since this is the provably optimal first-order, s-stage scheme and it may be written in low-storage form with two registers. Moving on to second order, it is clear that a traditional implementation of any two-stage scheme must be low-storage in the sense we are considering, so the optimal low-storage method with s = p = 2 corresponds to SSP(2,2) [24] . The SSP(2,2) scheme has an effective CFL coefficient of 1/2. Extensive searching with more stages (s = 3, 4, 5, 6) did not find any schemes with improved effective CFL coefficients, and we conjecture that an optimal scheme with an even number of stages is just SSP(2,2) repeated (s/2) times:
We further remark that all our numerical optimizations for low-storage schemes with an odd number of stages lead to schemes with effective CFL coefficients that were strictly less than 1/2. Thus, we conjecture that low-storage schemes of this type and with an odd number of stages have smaller effective CFL coefficients than the simple SSP(2,2) scheme.
The results for the coefficients A i , B i are given in Table 6 for up to five stages and order three. We note that the optimal three-stage, order-three, low-storage method reported in Table 6 agrees with that reported in [7] . In this particular case, BARON is able to use the constraints of the problem to automatically construct bounds on the A i , and subsequently guarantee the optimality of the scheme. In the more complicated four-and five-stage cases, the software was unable to determine such bounds, and a guarantee of optimality was not obtained.
Using four stages, the third-order numerically optimal scheme involved two downwind-biased operators per step and had a CFL coefficient of about 0.634. This represents a 20% improvement over the nonnegative coefficient scheme reported in [24] . For completeness, Table 7 supplies the coefficients of that nonnegative coefficient scheme to 15 digits.
Similar to [24] , we find that the optimal five-stage scheme does not require downwind-biased operators. However, here we find a numerically optimized scheme with a 40% larger CFL coefficient. See Table 6 . [30, 31, 33] . See Kennedy, Carpenter and Lewis [13] for details. Starting with X (j) and F (U (j) ) stored in Registers 1 and 2 respectively, two intermediate stages would proceed according to
where a ij and b j are the usual Butcher array entries [13] . By overwriting, the three vectors U , F , and X never fully coexist [13] . In particular, during the function evaluation, the previous solution vector is overwritten. While this will not be acceptable in all situations, compressible Navier-Stokes equations provide a situation where this may be profitably utilized [13] . Full details on implementing these schemes are given in the comprehensive article of Kennedy, Carpenter and Lewis [13] .
To distinguish these methods from Williamson schemes, we shall refer to them as vdH schemes (cf. [13] ). Note that these schemes are easily generalized to accommodate more than two registers of storage. We shall consider the cases where two or three registers of storage are available, and for simplicity refer to the numerically optimal r-register, s-stage, pth-order scheme as vdHr(s,p), and the corresponding numerically optimal nonnegative coefficient scheme as vdHr+(s,p). 
Because each of the entries is bounded according to Lemma 2, we may directly apply the algorithms of Section 3 to derive optimal schemes. Similar to the case of Williamson low-storage schemes, we know that SSP(s,1) is the optimal first-order, s-stage vdH SSPRK scheme and that SSP(2,2) is the optimal second-order, two-stage vdH SSPRK scheme. For order two, BARON guarantees that three-and five-stage schemes both have effective CFL coefficients that are less than 0.5, and we conjecture that any scheme with an odd number of stages will have a smaller effective CFL coefficient than SSP(2,2). For four-and six-stage schemes and order-two BARON guarantees that an optimal scheme is just SSP(2,2) repeated (s/2) times. We conjecture that this also holds for any even number of stages.
The results for up to five stages and order three are given in Table 8 . The three-stage scheme is guaranteed optimal by BARON and agrees to single precision with the RK3(2)3[2R+]N contractive scheme reported in [13] . We also report new four-and five-stage stage schemes which are also guaranteed to be optimal. It is interesting to note that in each case these schemes have improved CFL coefficients over the corresponding Williamson schemes.
Three registers of storage.
A three-register, s-stage vdH SSPRK scheme is specified by the Butcher array entries a i+1,i ,
Similar to the two-register case, the remaining a ij entries are simply 
which allows us to apply the algorithms of Section 3 to derive optimal schemes. It is clear that the optimal SSP(3,3) and SSP(4,3) schemes fit within this class of schemes, so they must be optimal three-register vdH SSPRK schemes [13] . Moving on to five stages, we find a new five-stage scheme which BARON guarantees to be optimal (see Table 9 ). It is noteworthy that the CFL coefficient for this scheme is only about 3% smaller than the optimal SSP(5,3) scheme.
Moving up to fourth order and five stages proved more computationally intensive. Nonetheless, BARON was able to guarantee that the optimal scheme (see Table 10 ) involved one downwind-biased operator and had a CFL coefficient of 0.935. It took 12 days of CPU time for BARON to verify that schemes involving only nonnegative coefficients must have smaller CFL coefficients. The best nonnegative coefficient scheme (see Table 11 ) had a CFL coefficient of 0.531, an 11% improvement over the scheme found in [13] . The optimality of this scheme was guaranteed by BARON in 21 days of CPU time. Table 10 . The coefficients of the optimal five-stage vdH lowstorage scheme of order four with three registers of storage: vdH3(5,4). BARON guarantees optimality. Table 11 . The coefficients of the optimal five-stage vdH lowstorage scheme of order four with three registers of storage and nonnegative coefficients: vdH3+(5,4). BARON guarantees optimality. 
Conclusions
We have studied explicit high-order strong-stability-preserving Runge-Kutta methods with downwind-biased spatial discretizations. We have developed a practical approach to guarantee the optimality of a variety of schemes of up to order four and have applied the technique to guarantee the optimality of SSP(5,3), SSP(5,4) as well as several new third-order schemes: SSP(6,3), SSP (7, 3) and SSP (8, 3) . We also find an efficient fifth-order scheme that has an effective CFL coefficient that exceeds the popular SSP(3,3) scheme.
Several new results for low-storage schemes were found. Our approach guarantees the optimality of the known Williamson(3,3) and vdH2(3,3) schemes. It also guarantees the optimality of the third-order low-storage schemes vdH2(4,3) and vdH2 (5, 3) . Interestingly, we found that in two instances, Williamson(4,3) and vdH3(5,4), significantly improved schemes arise when downwind-biased operators are utilized, and we find and guarantee the optimality of the corresponding schemes. Our approach also derives two nonnegative coefficient schemes, vdH3+(5,4) and Williamson(5, 3) , which are more efficient than the corresponding schemes that were previously proposed in the literature. These results demonstrate that global branchand-bound software may be applied to our mathematical formulation to achieve a practical, constructive way of guaranteeing the optimality of SSPRK schemes.
This manuscript has considered the optimization of explicit SSPRK schemes. However, we expect that general implicit schemes, e.g., could also be treated using the techniques outlined in this paper. To proceed, assume Euler's method applied forward in time combined with the spatial discretization F (·) is strongly stable under the CFL restriction ∆t ≤ ∆t F E . Also assume Euler's method applied backward in time combined with the spatial discretizationF (·) is strongly stable under the same CFL restriction ∆t ≤ ∆t F E . Then the implicit (or backward) Euler method applied to these problems is unconditionally stable [11] , and it easily seen that the method (6.1) will be SSP provided ∆t ≤ C∆t F E , where C is the CFL coefficient The development of appropriate optimization techniques then follows in a similar manner to the techniques described in this paper. See also [3] for relevant discussions on the underlying theory for general implicit SSPRK schemes with nonnegative coefficients.
Nonlinearly stable explicit multistep methods with guaranteed optimal CFL coefficients have been derived using the ideas described in this article [18] , and we believe the derivation of optimal general linear methods (cf. [21, 8] ) is another natural application area for these techniques. Ultimately, one might consider developing techniques to guarantee optimality over a combination of properties such as error constant, nonlinear stability and linear stability (cf. [13, 16] ). On the other hand, our approach is not suitable to show the nonexistence of a scheme, since as the CFL coefficient tends to zero, we no longer enjoy the property that our intervals are bounded. Similarly, certain schemes such as the Williamson class of low-storage schemes include parameters which are not obviously bounded. This typically prohibits the use of our approach to guarantee optimality.
Nonetheless, as software and hardware advances take place and improved bounds on variables are derived, we expect that the utility of the techniques outlined in this paper for optimal explicit SSPRK schemes will experience a correspondingly rapid growth in applicability and importance.
