Many non-iterative imaging algorithms require a large number of incident directions. Topological derivative-based imaging techniques can alleviate this problem, but lacks a theoretical background and a definite means of selecting the optimal incident directions. In this paper, we rigorously analyze the mathematical structure of a topological derivative imaging function, confirm why a small number of incident directions is sufficient, and explore the optimal configuration of these directions. To this end, we represent the topological derivative based imaging function as an infinite series of Bessel functions of integer order of the first kind. Our analysis is supported by the results of numerical simulations.
Introduction
Inverse scattering problems identify certain characteristics of unknown targets embedded in a medium from the measured boundary data. For this purpose, researchers have developed various identification algorithms, most of which are based on Newton-type iteration schemes. Related works can be found in [1, 2, 3, 4, 5, 6, 7, 8, 9] and references therein. Although these schemes are regarded as promising techniques, they are not extendible to multipletarget identification. Furthermore, a good result requires additional regularization terms that largely depend on the specific problems, computation of the Fréchet derivative, and a priori information of the unknown targets. Moreover, if the initial guess is poorly chosen, the iteration procedure leads to more severe problems such as non-convergence, local (rather than global) minimization, and slow convergence to a solution (which incurs high computational cost). Generally, the success of iteration-based schemes highly depends on a good initial guess.
As an alternative, various non-iterative detection techniques have been investigated. Examples are multiple signal classification (MUSIC), the linear sampling method, Kirchhoff and subspace migrations, and inverse Fourier transform-based algorithms. Unfortunately, these methods yield inaccurate results, and require a large number of directions of the incident and scattered fields [10] . The topological derivative strategy is a non-iterative imaging technique that has been successfully applied to various inverse scattering problems. The topological derivative can accurately replicate the true shape of the unknown target, even with few directions of the incident field data [11, 12, 13] . However, this advantage has mostly been confirmed through numerical simulations. The development of an appropriate mathematical theory remains an interesting and worthwhile task.
The present paper analyzes the mathematical structure of a topological derivative-based imaging function with a small number of directions of the incident fields. The function is applied to an arbitrarily shaped, thin penetrable inhomogeneity. Under thin-inhomogeneity conditions, uniform convergence of the Jacobi-Anger expansion formula and the asymptotic properties of Bessel functions, the far-field pattern can be represented by an asymptotic expansion formula. Therefore, we show that the imaging function can be represented as an infinite series of Bessel functions of integer order of the first kind. From the derived structure of the imaging function, we confirm that to ensure a good result, we require an even number of directions (at least 4); moreover, these directions must be symmetric.
The remainder of this paper is organized as follows. Section 2 briefly introduces the twodimensional direct scattering problem and the topological derivative. Section 3 explores the structures of the single-and multi-frequency topological derivative imaging functions with a small number of incident directions. In Section 4, our investigations are supported by the results of numerical simulations with noisy data. Section 5 presents a short conclusion outlining the current work and suggesting ideas for future work.
Direct scattering problem and topological derivative
This section briefly introduces the two-dimensional direct scattering problem for a thin penetrable inhomogeneity, and presents the normalized topological derivative imaging function. A more detailed description is given in [12, 13] .
Two-dimensional direct scattering problem
Let Ω ⊂ R 2 be a homogeneous domain with a smooth boundary ∂Ω, which is a C 3 curve. This domain contains a thin, curve-like homogeneous electromagnetic inhomogeneity. Let us assume that this thin inhomogeneity (denoted as Γ) resides in the neighborhood of a simple smooth curve σ := σ(x) as
where n(x) is the unit normal to σ at x and h is a positive constant denoting the thickness of Γ (see Figure 1) . Throughout this paper, we assume that the applied frequency of a given wavelength λ is ω = 2π λ , and that the thickness h of Γ is sufficiently smaller than λ (h ≪ λ). We also assume that the inhomogeneity is located at some distance from the boundary ∂Ω, and never touches that boundary. In other words, there is a nonzero positive constant s such that dist(σ, ∂Ω) = s ≫ h. 2 Let every material be classified by its dielectric permittivity and magnetic permeability at a given frequency ω. Let the permittivity and permeability be 0 < ε 0 < +∞ and 0 < µ 0 < +∞ respectively in the domain Ω, and 0 < ε < +∞ and 0 < µ < +∞ respectively in the inhomogeneity Γ. We then define the piecewise constant dielectric permittivity ε(x) and magnetic permeability µ(x) as
respectively. For simplicity, we set ε 0 = µ 0 = 1, ε > ε 0 , and µ > µ 0 . When Γ exists, let u (n) (x; ω) be the time-harmonic total field satisfying the Helmholtz equation at frequency ω. Then we have
with transmission conditions
Here, ν(x) and η(x) represent the unit outward normal to x ∈ ∂Ω and x ∈ ∂Γ, respectively. The subscript ± denotes the limiting values as
for x ∈ ∂Γ, and θ n denotes a two-dimensional vector on the unit circle S 1 for n = 1, 2, · · · , N. Similarly, in the absence of Γ, let u (n) B (x; ω) = e iωθn·x denote a field satisfying (2). This is the background solution. Throughout this paper, we assume that ω 2 is not an eigenvalue of (2). 3
Review of normalized topological derivative based imaging function
In this section, we introduce the basic concept of the topological derivative operated at a fixed single frequency. For detailed discussions, the reader is referred to [11, 14, 15, 16, 17, 18, 12, 13, 7] . Let u (n) (x; ω) and u (n)
B (x; ω) be the total and background solutions of (2), respectively. To find the shape of Γ, we consider the following energy function, which depends on the solution u (n) (x; ω):
(3) Assume that an electromagnetic inhomogeneity Σ of small diameter r is created at a certain position z ∈ Ω\∂Ω. Let Ω|Σ denote the domain of this position. As the inhomogeneity changes the topology of the entire domain, we can consider the corresponding topological derivative d T E(z) on E(Ω) with respect to point z as
where ϕ(r; ω) −→ 0 as r −→ 0+. From (4), we obtain the asymptotic expansion:
The following normalized topological derivative imaging function E SF (z; ω) was introduced in [13] :
In the cases of purely dielectric permittivity contrast (ε = ε 0 and µ = µ 0 ) and magnetic permeability contrast (ε = ε 0 and µ = µ 0 ), the d T E ε (z; ω) and d T E µ (z; ω) satisfying (5) are respectively given by (see [13] )
where
We now analyze the properties of (10) . The following result from [13] plays an important role in our analysis.Lemma 2.1. Let A ∼ B imply the existence of some constant C such that A = BC, and let Re(f ) denote the real part of f . Then, (7) and (8) satisfy
where t(x) and n(x) are unit vectors that are respectively tangent and normal to the supporting curve σ at x.
Recent works [13, 19, 20, 21] have confirmed that multi-frequency applications guarantee better results than single-frequency applications. For this reason, we consider the following normalized multi-frequency based topological derivative imaging function. For several frequencies {ω k : k = 1, 2, · · · , K}, we define
where (7) and (8), respectively, at ω = ω k and k = 1, 2, · · · , K.
Analysis of imaging function with small number of incident directions
In this section, we formalize (10) through Lemma 2.1. Throughout this section, we assume the following form of θ n :
where the total number of incident directions N is small. We then obtain the following main result.
Theorem 3.1. When N is sufficiently small, we have
and
Here, Λ(x; K) is defined as
where J n (x) denotes the Bessel function of order n of the first kind and H n (x) denotes the Struve function of order n (see [22] ).
Proof. First, let us consider the following term:
As N is small, the above formula cannot be expressed in integral form, so we must find an alternative representation. Setting x − z = r[cos(φ z ), sin(φ z )] T , we have θ n · (x − z) = r cos(θ n − φ z ), and the following Jacobi-Anger expansion holds uniformly:
By elementary calculus, we can evaluate
Hence,
Similarly, we can evaluate
Combining (16) and (17), we obtain (12). Equation (13) is then easily obtained from (16), (17) and the following indefinite integration
. This completes the proof.
From the structure identified in Theorem 3.1, we obtain the following result. The proof is very similar to that of [23, Theorem 3.4] .
If M ∈ N is sufficiently large and z is close to x such that 0 < ω k |x − z| ≪ √ M + 1, then
From the results derived in Theorem 3.1, we observe that E SF (z; ω) ≈ 1 and E MF (z; K) ≈ 1 at z ∈ Γ. However, owing to the small oscillation of E MF (z; K) and the term D MF (x, z; K), which disturbs the imaging performance less than D SF (x, z; ω), the multi-frequency application should guarantee better imaging performance than single-frequency application. Now, let us consider the conditions that guarantee good results. Eliminating the disturbance terms
from the identified structures (12) and (13) will improve the imaging result. In the simplest approach, we set ω to +∞. The resulting asymptotic form of the Bessel function
eliminates the disturbance terms. However, this is an ideal condition, and another elimination approach is needed in practice. From the above observation, and the lack of a priori information of Γ?s location, we conclude that we cannot control J 2m (ω|x − z|) for any ω. Therefore, to eliminate the disturbance terms, we focus on the term cos{2m(θ n − φ z )}, where n = 1, 2, · · · , N. The value of φ z is of course unknown, but the following properties cos{2m(θ n − φ z )} = cos(2mθ n ) cos(2mφ z ) + sin(2mθ n ) sin(2mφ z ) and
imply that symmetric incident directions will guarantee superior results. Consequently, the total number of incident directions N must be even, say N = 2L, and θ n in (11) must satisfy θ n = −θ n+L for n = 1, 2, · · · , L.
From the above discussion, we conclude that for each applied incident direction θ 1 , the opposite direction −θ 1 must also be applied. However, as these vectors do not span S 1 , another incident direction θ 2 , which is independent of θ 1 (and its correspondingly −θ 2 ), is required. To guarantee a good result, we need at least 4 incident directions. Moreover, the directions θ n must be distributed uniformly on S 1 . Thus, setting
T should achieve successful imaging performance.
Simulation results
In this section, the derivations of Section 3 are supported by the results of numerical simulations. The simulated homogeneous domain Ω was a unit circle centered at the origin in R 2 , and the supporting curves of the thin inhomogeneities Γ j were described by two σ j s:
The thickness h of the thin inhomogeneity Γ j was set to 0.02, and the parameters ε 0 and µ 0 were set to 1. In this section, we denote the permittivity and permeability of Γ j as ε j and µ j , respectively, where j = 1, 2. The applied frequency was ω k = 2π/λ k at wavelength λ k , k = 1, 2, · · · , K(= 10). We set ω = 2π/0.5 for single-frequency imaging and λ 1 = 0.7 8 and λ K = 0.3 for multi-frequency imaging. To demonstrate the robustness of the proposed algorithm, we added a white Gaussian noise with a signal-to-noise ratio (SNR) of 20dB to the unperturbed boundary data u (l) (x; ω k ). The noise was imposed by the standard MATLAB command 'awgn'. In this section, we consider both permittivity and permeability contrast with ε j = µ j = 5 for j = 1, 2, and 3.
We first consider the imaging of Γ 1 . Maps of E SF (z; ω) for N = 4 and N = 5 are displayed in Figure 2 . Note that when N is small and odd, E SF (z; ω) yields very poor results. Although the results are vastly improved when N is even, the map of E SF (z; ω) cannot identify the shape outline of Γ 1 unless N is increased. Recent work [12] has shown that when N is small and K is sufficiently large, the target shapes can be recognized from the map of E MF (z; K). Figure 3 shows maps of E MF (z; 10) for N = 4 and N = 5. As expected, the results accurately capture the true shape of Γ 1 . Interestingly, when N = 5, the shape of Γ 1 is clearly outlined despite the large number of artifacts.
Maps of E SF (z; ω) and E MF (z; K) on a thin inhomogeneity of Γ 2 are displayed in Figs. 4 and 5, respectively. The imaging exhibits similar phenomena to the imaging on Γ 1 .However, N = 5 cannot sufficiently resolve the shape outline of Γ 2 , even when K is sufficiently large.
The mathematical setting and numerical approach in [12, 13] are directly extendible to multiple inhomogeneities. Figure 6 displays maps of E SF (z; ω) for N = 4 and N = 5 on multiple thin imaging inhomogeneities Γ 1 ∪ Γ 2 with ε 1 = ε 2 = 5 and µ 1 = µ 2 = 5. Unlike the single inhomogeneity cases, the true shapes of the inhomogeneities are difficult to discern when N is small, because they are obscured by ghost replicas and artifacts. However, 9 although N = 5 is a poor choice in this case, the shapes of Γ 1 and Γ 2 are properly outlined in the map of E MF (z; K) when N = 4 (see Figure 7) .
Figures 8 and 9 present maps of E SF (z; ω) and E MF (z; K), respectively, in the same configuration as the previous example but with different material properties (ε 1 = µ 1 = 5 and ε 2 = µ 2 = 10). Note that in the presence of two thin inhomogeneities, (12) and (13) can be re-written as
respectively. Therefore, if z 1 ∈ Γ 1 and z 2 ∈ Γ 2 , then E SF (z 1 ; ω) ≤ E SF (z 2 ; ω) and E(z 1 ; K) ≤ E(z 2 ; K), i.e., the magnitude of Γ 1 will be much smaller than that of Γ 2 in the maps of 10 E SF (z; ω) and E MF (z; K). Hence, the shape of Γ 1 will be difficult to recognize when N is small. Although the shape of Γ 2 is recognizable when N = 4 and N = 5, the shape is deteriorated by various large-magnitude artifacts when N = 5, even when K is sufficiently large (see Figure 9 ).
Conclusion
We applied the single-and multi-frequency topological derivative based on a non-iterative technique to the imaging of two-dimensional, thin penetrable inclusions embedded in a homogeneous domain. For this purpose, we varied the number of incident directions and related the topological derivative-based imaging function to an infinite series of Bessel functions of the first kind. From this relationship, we confirmed that successful imaging requires an even number (at least 4) of incident directions. Moreover, the incident directions must be symmetrically distributed. The study also theoretically explains why small odd numbers of incident directions yield poor results.
Currently, our approach has limited ability in the imaging of multiple inhomogeneities with different permittivities and permeabilities. Improving this deficiency will be the focus of our future work. 
