An investigation is made into the errors in estimated position that are caused by noise and drift effects in stationary accelerometers. An analytical study is made into the effects of biases in the accelerometer data and the effects of changing the cut-off frequency in the anti-aliasing filter. The root mean square errors in position are calculated as a function of time and sampling frequency. A comparison is made between the theoretical results and experimental data taken from two commercial accelerometers. Recommendations are made regarding the calibration of accelerometers prior to their use in practical situations.
Introduction
Accelerometers are widely used in many applications to determine position. These devices can be used either on their own or in combination with other navigation equipment, for example gyroscopes [1, 2] or velocity meters [3] . Application areas are numerous varying from measurement of forces on a car that is turning or accelerating [4] to the 'smart pen' which can store what it writes for the future [5] . Another application is the investigation of structures under impact load [6] . The authors have been looking, in particular, at the application of an accelerometer-only inertial navigation system (INS) to various desktop applications, for example its use as a computer mouse.
The basic principle of the accelerometer as an inertial sensor is very straightforward: the accelerometer measures acceleration and displacement is determined by double integrating the data. The integration could be carried out using analogue methods [7, 8] or it could be performed numerically after the data have been digitized [9] .
However, there is the problem of measurement noise and drift [10] [11] [12] . It is shown in [1] that the standard deviation of the measured position due to acceleration noise, in the absence of drift and initialization errors, increases as t 1.5 where t is the 1 Author to whom any correspondence should be addressed.
integration time. This result is derived by using the continuous Kalman filter. In [13] , it is suggested that the standard deviation of the error in position increases as t. In [14] , it is assumed that if ε represents the accelerometer error, then the measured position would have an error that is proportional to εt 2 . This last assumption would only be true if the error concerned were a bias rather than white noise. What this prior work demonstrates is a lack of consensus regarding how noise affects the rms errors in the estimated displacement.
The accelerometer data has already been filtered by an in-built anti-aliasing filter. It is found that further filtering reduces the absolute value of the error in position, but there is still a tendency for the variation in the positional error to increase with time. Another problem with this additional filtering of the input to the accelerometer is that one would be reducing the bandwidth of measurable accelerations. As examples, acceleration data taken from two commercially available accelerometers are shown in figures 1(a) and (b). The accelerometers are both at rest on an optical bench. The sampling frequency is 3 kHz. For each accelerometer, the data have been filtered using a moving average of 1000 samples so that the effects of drift can be brought out. It can be seen that there is noise and drift in the data, for both accelerometers, which will contribute to errors in the estimated position.
For the ADXL250 [15] accelerometer, figure 1(a), the main contribution to the output from the accelerometer is noise with a relatively small amount of drift. For the Crossbow CXL01F3 accelerometer [16] , figure 1(b), there is less noise than for the ADXL but the contribution from drift effects is more significant. The question to be asked is how the aforementioned increase in positional error depends on the parameters of the accelerometer, the sampling frequency, the filter parameters and the level of noise.
The aim of this paper is to provide a theoretical study of the errors caused in the measurements of position by the noise in the accelerometer. This investigation would be of use in deciding whether to use a particular accelerometer in a particular application. We shall be using as our model a stationary accelerometer so that any errors are due to the noise and not due to any contributions from motion of the accelerometer. In this way, the errors in the estimated displacement arising from the double integration of noise are isolated from the corresponding errors from specific acceleration signals.
Firstly, an expression will be derived for the rms errors as a function of time, for the case of ideal double integration of coloured noise. The specific cases of white noise and filtering using an analogue single-pole filter are discussed subsequently.
In particular, we address the following two questions.
(i) Given a set value of the sampling frequency, how do the root mean square (rms) errors in position vary with integration time? (ii) Given a set value of the integration time and bandwidth, how do the rms errors vary with sampling frequency?
The theoretical work will be assessed by comparison with the analysis of experimental data taken for an accelerometer on an optical bench, where intrinsic vibration amplitude is minimal and well below the noise amplitude of the accelerometer that is used.
Theory

Introduction
A theoretical analysis is now made of the dependence with integration time and sampling frequency of the rms error of the measured displacement from accelerometer measurements. In section 2.2, the case when the measurements are represented by a dc bias is described. In section 2.3, the double integration of coloured noise is first described and the particular cases of white noise and noise filtered by a single-pole filter will be analysed.
Double integration of a dc bias
We first look at the case where a dc signal is being double integrated. If the acceleration is a constant, A, then the estimated displacement assuming zero initial displacement and velocity is given by
As A is constant, then the rms value of A is equal to A and the rms value of displacement is hence given by It can be seen from equation (2) that (i) RMS(s(T )) varies as T 2 and (ii) for a particular time, RMS(s(T )) for a dc signal is independent of the sampling frequency.
Rms error in double integration of coloured noise from a stationary accelerometer
In this section, an expression for the rms errors in position as a function of time, arising from double integration, are derived for the two cases of white noise and coloured noise formed by passing white noise through a single-pole filter. Let the data segment be T seconds long, the number of samples be N and the sampling frequency be f s Hz. Now the time between samples is 1/f s seconds, hence, for N samples,
Let σ d be the standard deviation of noise for each data point. We model the data as coloured noise with no 'signal' component, i.e. an absolutely stationary horizontal accelerometer. Let {a[n]} represent the noisy acceleration measurements, with a[n] signifying the acceleration at sample point n. It is assumed that the data are stationary. In this case, we can define the pth lag of the autocorrelation function as
where E[·] signifies expectation.
Now the dc value of the acceleration at the Nth sample point is given by an average of the noise values over the first N sample points:
This summation approaches zero as the number of samples becomes infinite: lim
However, for a finite number of samples, D N will in general be non-zero.
It is now assumed that the underlying acceleration is a constant over the whole data interval. The average of the acceleration measurements over N samples, equation (5), is taken as the estimate of this constant acceleration. Thus, the displacement at time T can be determined from the following analytical double integration:
where it is assumed that D N is a constant over the time interval T and that the initial velocity and displacement of the accelerometer are zero, consistent with the assumption that the accelerometer is stationary. It should be pointed out that, in practice, the data would be numerically integrated from sample to sample. Hence, equation (7) is a simplified approximation to the estimate of displacement found in practice.
As the accelerometer is stationary, s(T ) in equation (7) can be considered to be an error in the measured displacement. Now D N will depend on the particular sequence of noise values up to time T . Taking rms values of both sides of equation (7),
From equation (5), the expectation value of the square of the mean of the acceleration is given by
Expanding the brackets, using the symmetry condition
and using the stationary property, equation (4), we may rewrite equation (9) as 
where
and
R 1 is the variance of the acceleration in the absence of correlations between samples which would be E[(D N ) 2 ] for white noise. R 2 is the contribution from the correlations between samples of the noise.
In the derivation of equation (16), the effects of bias, for example from the acceleration due to gravity or dc offset, have been ignored.
White noise.
For the white noise model, it is assumed that the noise is uncorrelated from sample value to sample value. In this case R 2 in equation (16) is zero. Hence, from equations (16) and (17),
Let σ d be the standard deviation of the noise, so that
Taking square roots of both sides of equation (19) and substituting for r[0] from equation (20),
Substituting for RMS(D N ) from equation (21) into equation (8), we obtain the following expression for the rms errors in position:
Substituting for N from equation (3) above,
Hence, for a fixed sampling frequency, the rms error in estimated displacement increases as T 1.5 . It is also of interest to investigate the effect of increasing the sampling frequency on RMS(s(T )) keeping the integration time, T , constant. Intuitively, we would expect RMS(s(T )) to go to zero, as we are averaging over more samples N (see equation (21)); note that this is a consideration only for discrete, rather than continuous, processes.
From equation (23),
where C = 0.5σ d T 1.5 is, in this case, a constant. It should be noted that equation (24) is appropriate for the simplified model used in equation (7). This result will be tested later when experimental data are analysed.
Hence, equation (24) predicts that if we keep T constant but change f s then RMS(s(T )) is proportional to the square root of the inverse of the sampling frequency.
To summarize, for the case of white noise, (i) for a particular sampling frequency, RMS(s(T )) varies with integration time as T 1.5 ; (ii) for a particular integration time, RMS(s(T )) varies as the square root of the inverse of the sampling frequency.
Equation (23) is in good agreement with the result in [1] , where it is shown that, in the absence of initialization and drift errors, the rms error in estimated position from an accelerometer is given by
where R v is the variance of continuous noise. This expression has been derived using state-space analysis. In [17] , it is shown that R v is related to the variance, σ 2 d , of discrete noise by
Substituting for R v from equation (26) into equation (25), we find that
Apart from the constant factor pre-multiplying the expressions, equations (23) and (27) are in agreement with each other. Equation (27) can also be derived by considering the double integration of acceleration as an integrated Wiener process [18] . In the approach used in [1] , double integration is carried out continuously up to the time of interest. In the simplified approach used in this paper, the rms acceleration at the time point of interest is found first. Then, an analytical double integration is carried out, assuming that this acceleration is a constant over the interval of integration, to obtain an estimate of the displacement. Unlike the approach in [1] , this latter analysis is retrospective in nature leading to a different constant prefactor in equations (23) and (27).
The advantage of the analysis presented in this section is that it is easier to understand physically the factors that have lead to the dependence of the rms error in displacement on both the sampling frequency, f s , and time, T , in equation (23).
2.3.2.
Noise filtered with a single-pole filter. The accelerometer data will, in practice, be filtered prior to processing. An anti-aliasing filter will have a finite cut-off frequency and, even after conversion to digital form, it may be required to filter the digital signal further prior to double integration.
Equations (16)- (18) apply to the general case where no particular filter is specified. In this discussion, we model the anti-aliasing filter as a single-pole filter, with frequency response
where ω c = 2πf c is the 3 dB cut-off frequency in rad s −1 . This type of filter is built into the two accelerometers under study.
Using Parseval's theorem, if noise with power spectral density 1 
Substituting ω c = 2πf c into equation (30) and taking square roots of both sides of this equation, it can be shown that the rms value, σ f , of the filtered noise is given by
In the appendix, it is shown that the rms error in displacement using the filter model in equation (28) is given by
where N = Tf s is the number of samples processed and
It should be noted that a similar analysis can be made by using the continuous-time version of equations (16)- (18):
where r(t) is given by equation (A.4) and d(T ) is the timeaveraged filtered accelerometer signal, analogous to D N in equation (16) . Further details are contained in [19] . It is of interest to investigate the time dependence of the rms errors for doubly integrated filtered noise for small and large integration times.
Small time approximation.
For small enough α, the following approximations can be made:
These approximations would be valid for f c f s . Let the number of samples N be small enough so that the last two terms in the numerator of equation (32) cannot be neglected.
In addition, we make the approximation valid for small enough α and N : 
Hence, for small enough times, the rms error in measured position is proportional to T 2 which is similar to the case for the rms position error for a double integrated bias, equation (2) . In addition, in this limit, the rms error is independent of the sampling frequency used.
This dependence on T can be explained as follows. For filtered noise, the nth autocorrelation lag, r [n] , is given by equation (A.6) in the appendix:
Now, r[n] decreases to zero as n increases. However, if N in equation (18) is small enough, then most of the correlation lags r[n] will be significant and of comparable magnitude: (16) would approximate the result for a dc bias. Hence, in the limit of small integration time, the time dependence of the rms error in position is the same as for a dc bias. The difference between the cases of coloured noise and dc bias is that the rms error for the latter will be independent of the cut-off frequency, f c . Coloured noise is relatively broadband and the associated rms error will reduce with f c as indicated in equations (31) and (37).
Large time approximation. Now let us look at the limit of large time, where N is large enough that in the numerator of equation (32) the following approximation can be made:
Using this approximation, substituting for α from equation (33) and N from equation (3), and substituting for σ f from equation (31), it can be shown that
The theoretical limit to f c allowed in the context of the sampling theorem is given by
although in practice f c would have to be less than this value. In this case, α in equation (33) is given by π. Making the approximation e −π ≈ 0, equation (40) simplifies to
Comparing this with equation (23) (16): R 1 from the variance of each acceleration data value and R 2 from the cross-correlation between the acceleration values of different sample points. As N increases in equation (18) , then cross-correlations between pairs of samples more distantly positioned in time will contribute to R 2 . According to equation (38), the more distantly related in time are two samples, the less will be the crosscorrelation value. Hence, as N increases, the contributions from strongly correlated sample pairs to R 2 will become less significant and eventually R 2 R 1 which is the case for white noise. Therefore, as N, and hence T , increases, the filtered acceleration data can be approximated as white noise, and the dependence of the rms error in position estimate on T and f s would be as for white noise.
General case. Between the limits of small and large time, the dependence of the rms position error for accelerometers on time will be more complicated than a simple power law, as indicated by equations (37) and (42). However, we may define a 'local power law' as follows.
Define the rms error in s(T ) at time T as RMS(s(T )). We write this as RMS(s(T )) = A(T )T p(T ) (43) where A(T ) is a function of time and p(T ) is a time varying index. For the two cases of uncorrelated white noise and dc bias p(T ) would be a constant at 1.5 and 2 respectively.
The variation of p(T ) with T has been calculated for filter cut-off frequencies of 50, 200 and 500 Hz, and a sampling frequency of 3 kHz. The log to base 10 of RMS(s(T )) in equation (32) is computed as a function of the log to base 10 of integration time and the local slope is computed between adjacent samples; this slope is p(T ) in equation (43) above. The results are shown in figure 2. It can be seen that, for each cut-off frequency, the p-index starts off at a value of 2 and decreases monotonically with time to 1.5 as the effects of correlation become less, and the value for p(T ) approximates that for white noise. As expected, the smaller the cut-off frequency, the more the correlation between adjacent samples, and hence the slower is the decrease with time of p(T ) from 2 to 1.5.
Analysis of experimental data
For the purpose of examining the application of the above theory, we have used two different accelerometers, which are (1) an Analog Devices ADXL250 [15] and (2) a Crossbow CXL01F3 [16] . The ADXL250 has a noise density, σ c , rated at around 500 µg Hz −0.5 . This value is signficantly higher than the corresponding value for the CXL01F3, which is 100 µg Hz −0.5 . It will be of interest to investigate how this difference in noise densities for these two accelerometers is reflected in the differences in the rms position errors, as a function of time and sampling frequency.
The filtered noise model, equation (32), will be used as a comparison with experiment. Any discrepancies between this model and the experimental data will also be discussed. 
Rms errors versus time for accelerometers
Measurements were made with the accelerometer at rest on an optical bench. In order to perform Monte Carlo type estimations of the rms errors as a function of time and sampling frequency, we have recorded 30 min of data at a sampling frequency of 3 kHz, resulting in 5.4 × 10 6 samples of data. Now suppose that we wish to compute the rms error after a time corresponding to N samples. To do this, the data set is divided up into M blocks of N samples. Within each block of data, double integration is carried out using the trapezoidal rule, and the square of the error (taking the actual position as zero) at the N th or last sample in each block is computed.
Suppose that the square of the error in position at the Nth sample in the kth block is given by ε 2 (k, N). The mean square error at the Nth sample point is computed by averaging this value over all blocks as follows:
The rms error in position at sample point N is then estimated as [ε 2 (N)] 0.5 . This figure of merit is computed for block lengths of N = 100 200 300 up to 10 000 samples corresponding to block time increments of 0.0333 s.
The output of the analogue to digital converter has a nominal zero level of 2.5 V. However, it has been found, in practice, that the dc value is not exactly equal to 2.5 V and subtracting this value from the whole data segment could result in a bias that would significantly affect the doubly integrated results. To avoid this, the mean value over each block of N samples is computed and is subtracted off each sample within that block.
The 3 dB frequency for the in-built low pass filter for the Crossbow is set equal to 125 Hz and this parameter is set initially to 50 Hz for the ADXL.
To compare experimental data with the theory, we need to know σ c in equation (32), which is the spectral density for unfiltered continuous noise. The procedure that is adopted is as follows. Let the experimentally estimated rms position in displacement at time T be RMS(s(T )). From equation (32) an estimate of σ c can be found from
(1 − e −2α ) − e −α + e −(N+1)α 0.5 (45) with α = (32) to the data at T = 3 s. The test of the suitability of this model is whether it has a good fit to the experimental data for all integration times.
ADXL accelerometer. In figure 3 , the theoretical rms estimation errors in position are plotted as a full curve and the experimental rms values are plotted as a dashed curve. There is excellent agreement between theory and experiment. The slope of the theoretical log:log plot, computed between integration times 0.033 and 3.333 s, is found to be 1.512 and the corresponding value for the experimental curve is 1.596, which is 5.6% larger. The slopes of the theoretical and experimental curves are slightly above 1.5 because of the effects of correlation between acceleration data points due to the filtering, (section 2.3.2). In addition, drift effects, for example due to temperature, may be another significant factor contributing to the index for the experimental curve being above 1.5.
Crossbow accelerometer. The experimental and theoretical rms errors in position as a function of time are shown in figure 4(a) . The filtered noise model, equation (32), has been used to derive the theoretical curve. Agreement between theory and experiment is much poorer for this accelerometer. When plotted on a log:log scale, the overall slope of the theoretical curve is 1.505 compared with the experimental value of 1.926. The closeness of the slope to 2 for the experimental curve suggests that the filtered noise model, equation (32), is inappropriate to describe the dependence with integration time of the rms errors in position found using the Crossbow accelerometer.
The dc bias model, section 2.2, may be more appropriate. To test this hypothesis, if we take the experimentally found rms values at T = 3 s, we can determine the bias A from equation (2) as
Substituting this value of A into equation (2), the rms errors in position predicted by the bias model can be determined for all integration times. In figure 4(b) , the experimental and theoretical curves are plotted together where it can be seen that there is now better agreement between the two curves than when the filtered noise model was used.
Rms errors at a particular time as a function of sampling frequency
Next we investigate the variation of rms error in position on the sampling frequency for a fixed integration time. The basic sampling frequency used is 3 kHz. The data are divided up into M = 1000 blocks of N = 5040 samples, each block corresponding to a duration of 1.68 s. The rms error after 1.68 s is achieved by double integrating the data over each block and working out the rms error according to equation (44) with N = 5040. Lower sampling frequencies are simulated by decimation of the acceleration data in the double integration process. In this way, rms errors are computed over an integration time of 1.68 s for sampling frequencies of 3, 1.5, 1 kHz, 750, 600, 500, 428.6, 375, 333.3 and 300 Hz.
These results at different sampling frequencies will be compared with the dc bias model equation (2) and the filtered noise model, equation (32).
ADXL accelerometer. For the ADXL accelerometer, data have been taken for the following cut-off frequencies for the accelerometers' built-in low pass filter: 500, 200 and 50 Hz.
The variation of rms error in position at time 1.68 s as a function of sampling frequency is shown in figure 5 for the three cut-off frequencies used. The experimental results are shown as dashed curves; the theoretical predictions as full curves.
Looking at the experimental curves, it can be seen that the smaller the cut-off frequency of the filter, the less the rms errors in position vary with sampling frequency. This can be explained qualitatively, by noting that the lower the cut-off frequency, then the more significant will be the correlations between the samples of noise. In this case, the data segment will behave more like a dc bias where the rms errors are independent of the sampling frequency, and the theoretical slope of the log:log plot of rms error versus sampling frequency will be zero. On the other hand, as one increases the cut-off frequency, then the filtered data segment will behave more like pure white noise and the rms errors will have a variation with sampling frequency as described in equation (24). The corresponding slope of the log:log plot would then be −0.5.
Experimentally, the slopes of the log:log plots are −0.502 for a cut-off frequency (f c ) of 500 Hz, −0.36 for f c = 200 Hz and −0.07 for f c = 50 Hz, illustrating the trend from white noise to bias behaviour as the cut-off frequency is decreased.
The results in figure 5 demonstrate that the model in equation (32) is in good agreement with the experimental data, particularly for sampling frequencies larger than 1 kHz.
In practice only sampling frequencies greater than the Nyquist frequency, taken as 2f c , would be used. In this case, it can be seen that for frequencies greater than the Nyquist frequency, the errors decrease relatively slowly with increasing sampling frequency. Hence, beyond a certain sampling frequency there is little benefit, from the point of view of rms error in noise, in increasing this value further.
Crossbow accelerometer. For the Crossbow accelerometer, data are taken for a cut-off frequency of 125 Hz only, as this value is fixed for this particular device. The comparison between the filtered noise model, equation (32), and experimental data is shown in figure 6(a) . Qualitatively, there is observed to be good agreement between theory and experiment, with the rms error in position starting to increase significantly as the sampling frequency is reduced below 1 kHz. Quantitatively, there is much poorer agreement, with the model giving an overestimate of the rms error by around 25%.
If we use the bias model, equation (2), then using the value of A found in section 3.1 above, the rms error at T = 1.68 s is found to be RMS((1.68)) = Note that this value is independent of sampling frequency. This prediction from the bias model is compared with the experimental results in figure 6(b) .
Quantitatively there is now much better agreement between theory and experiment than when the filtered noise model was used. However, qualitatively, there is a significant discrepancy between the two curves for sampling frequencies less than 1 kHz. In this case, the experimental curve shows that the rms errors in position start to increase with decreasing sampling frequency, whilst theory predicts that no such increase takes place.
Discussion of results
The filtered noise model has been shown to give a good fit to the estimated position data for the ADXL accelerometer. The p-index in equation (43) is found to be slightly larger (5.6%) than the theoretical value, which suggests that drift effects may also be contributing to the rms errors, but the dominant effect is due to the noise. From figure 1(a) , we can see that over short enough time segments, any drift effects are negligible compared to the effects of noise.
The data for the Crossbow accelerometer appear to have a more complicated characteristic than the ADXL device. The rms errors in position as a function of time are best described by the bias model, see figure 4(b) . On the other hand, the rms errors as a function of sampling frequency appear to be best described qualitatively by the filtered noise model, figure 6(a), and quantitatively by the bias model, figure 6(b) . The Crossbow accelerometer has a lower noise rating than the ADXL, hence drift effects are likely to be more significant in the former accelerometer. This is seen in figure 1(b) , where the Crossbow acceleration data consists of a combination of noise and drift. One can envisage that a theoretical model combining the bias and filtered noise may yield a better fit to the position data for the Crossbow device. The bias model may be considered a crude model for the drift effects over a short enough time. Although such modelling presents an interesting theoretical problem, it is unlikely to be of much practical value, as one would need to know beforehand the relative importance of size of drift compared with the standard deviation of the noise.
In relation to the design of the whole system, it is significant that position errors only decrease slowly as the sampling frequency is increased above the Nyquist value.
Concluding remarks
This work has investigated how errors in position sensed by means of accelerometers vary with time and sampling frequency. It has been shown that errors associated with the double integration of the noise inherent in accelerometer devices increase with integration time. Whereas this result is relatively well known in an empirical sense, we have presented a theoretical analysis that provides a quantitative explanation. The detailed nature of the variation with integration time depends not only on the noise level but also on the system sampling frequency, the responses of the anti-aliasing filter and effects such as drift due to temperature fluctuations. In relation to the dependence of errors on sampling frequency, we have shown that there would be little benefit in increasing the sampling frequency much above its Nyquist value. However, there will remain some advantage in the use of higher sampling frequencies in that the accuracy of numerical integration is improved.
This study has been limited to accelerometers at rest in order to separate the effects of sampling frequency and integration time from those of motion. Any development of this work will require some notional model of the expected motion of the accelerometer and this will depend on the operational context in which the device is used. When performing a numerical double integration of acceleration data when the accelerometer is moving, one would expect errors in the estimated position to come from two sources:
(i) numerical integration of the underlying signal and (ii) numerical integration of noise, which is the subject of this paper.
For example, if the underlying acceleration is approximately a constant over the data interval of interest, and if trapezoidal integration is carried out, then one would expect noise errors to dominate. This is because trapezoidal integration is exact when double integrating a constant signal. However, if the underlying signal varies in a more complicated matter, then one would expect errors to come from both the double integration of the signal and the noise; both factors would need to be taken into account in practical situations when estimating positional errors.
It is clear that one formula, such as equations (2) or (32), will not completely determine errors associated with integration time and sampling frequency. However, the experimental results illustrated in figures 3 and 4(b) provide a guide to the limits to integration time below which the position error performance remains acceptable. In addition, the calibration procedure discussed in sections 3.1 and 3.2 could be used to obtain empirical estimates for position errors as a function of integration time and sampling frequency for any particular device.
As a final point, this paper has concentrated on the position errors in doubly integrated accelerometer data. A similar analysis to that presented in this paper could be used to determine the rms error in angular displacement determined from single integration of gyroscope data. This is left as a suggestion for further work.
