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1Abstract—Although spectral analysis of stationary stochastic
processes has solid mathematical foundations, this is not always
so for some non-stationary cases. Here, we establish a rigorous
mathematical extension of the classic Fourier spectrum to the
case in which there are AR roots in the unit circle, ie, the
transfer function of the linear time-invariant filter has poles on
the unit circle. To achieve it we: embed the classical problem in a
wider framework, extend the Discrete Time Fourier Transform
and defined a new Extended Fourier Transform pair pseudo-
covariance function/pseudo-spectrum. Our approach is a proper
extension of the classical spectral analysis, within which the
Fourier Transform pair auto-covariance function/spectrum is a
particular case. Consequently spectrum and pseudo-spectrum
coincide when the first one is defined.
Index Terms—Spectral analysis, time series, non-stationarity,
frequency domain, pseudo-covariance function, linear stochastic
difference equations, partial inner product, Extended Fourier
Transform.
2Mathematical Framework for Pseudo-spectra of
Linear Stochastic Difference Equations
Marcos Bujosa, Andre´s Bujosa, and Antonio Garcı´a-Ferrer
I. INTRODUCTION
WHEREAS the spectrum describes the frequential con-tent of a stationary signal, the pseudo-spectrum de-
scribes the frequential content of a non-stationary one. In
the time series literature, two approaches to non-stationary
stochastic process representations in the frequency domain are
found. The first one deals with the time-dependence of the
frequential content of the signal. The second, with the fre-
quential content of explosive signals. Whereas in the first case,
pseudo-spectra are time dependent functions that generalize
the traditional Fourier analysis, taking into account possible
time variations of spectral characteristics of signals; in the
second approach, spectral characteristics are time independent.
The first approach to pseudo-spectra, known as time-
frequency analysis, has a well established mathematical model.
It can be viewed as a time-dependent extension of classical
Fourier-based methods for finite-energy signals. Some de-
velopments of this approach are time-frequency, time-scale
and wavelet analysis, fractional Fourier and linear canonical
transforms. These generalizations include cyclostationary sig-
nal analysis, multitaper spectral estimation, and evolutionary
spectral analysis (see [1]–[11]). These are conjoint time-
frequency representations that explicitly consider the time-
dependence of the frequential content of the signal. Here we
do do not follow this time-frequency approach.
The second approach to pseudo-spectra deals with models
for signals with infinite energy whose spectral characteristics
(like in the wide-sense stationary case) do not depend on
time. Such models naturally arise when the characteristic
polynomial of the difference equation has roots on the unit
circle and, therefore, the transfer function of the linear time-
invariant filter has poles on the unit circle (but note that, since
there are poles, the transfer function is not well defined in this
case). This constitutes a different paradigm, since models for
signals with infinite energy are outside the realm of Hilbert
space and, therefore, they can not be treated with the classical
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tools. Nevertheless, by abuse of notation and borrowing some
operation rules from the stationary case algebra, this ap-
proach has brought several statistical methodologies to model
non-stationary signals.1 As a result, most national statistical
agencies use these methods to model trends and seasonality
(CENSUS Bureau in United States, Eurostat, United Nations,
European statistical agencies, European Central Bank, UK,
Canada, New Zealand, Japan, etc.). Also, applications in other
areas are widespread, i.e, [12]–[16]. Despite the importance
and spread of these methods, this approach does not seem to
be properly grounded. Given that these methods seem to work,
there should be a reason for that.
Here we provide an algebraic model that partly justifies
most of the usual practices within this second approach. In par-
ticular, it is a common practice to write the pseudo-spectrum
with a function that shares identical structure with the spec-
trum. Our main contribution in this article is a definition of
pseudo-spectrum that makes this calculation rigorous, rather
than intuitive. To do that, we need to extend some definitions
to the non stationary case. Hence, we need a wider framework
that includes the Hilbert space L2(S,B, P ) of scalar random
variables with finite variance defined on the probability space(S,B, P ). The algebraic dual space of L2(S,B, P ) is not
“large enough”2. Our strategy is to consider the algebraic dual
space of an appropriate subspace of L2(S,B, P ).
We organize our paper as follows: Section II briefly re-
views the standard framework of spectral analysis for the
stationary AutoRegressive Moving Average (ARMA) case.
Section III describes the state of the art for pseudo-spectral
theory of Linear Stochastic Difference Equation (LSDE) with
AutoRegressive (AR) unit roots. Section IV outlines how our
algebraic model for pseudo-spectra is developed step by step.
There we use the Random Walk (RW) as a simple illustration.
Sections V to VII show the technical details. In Section VIII
some properties of pseudo-spectra are reviewed. In Section IX
some examples and applications are presented. Finally, we
conclude in Section X.
Notation: Bold symbols denote either sequences of random
variables or sequences of functionals of random variables.
Uppercase Greek letters denote double infinite sequences of
numbers, and RZ denotes the set of all those sequences.
Consequently, l1 (the set of absolutely summable sequences)
and l2 (the set of squared summable sequences) are subsets
of RZ. Lowercase Greek letters denote polynomials. The only
exceptions are the variance (σ2) and the standard deviation (σ).
1see https://www.census.gov/srd/www/x13as/ and references therein.
2although it contains the topological dual space of L2(S,B, P ), a isomor-
phic “copy” of L2(S,B, P ).
3We assume that the set of polynomials, R[X], is contained in
RZ by identifying a0 + a1X + . . . + anXn with the sequence
α ≡ {αt}t∈Z where αt = at if 0 ≤ t ≤ n, and αt = 0 if t < 0 or
t > n; that is
α ≡ . . .0,0, a0 , a1, . . . , an,0,0, . . .
where the coefficient for the zero index (t = 0) is boxed. As it is
usual, if α is a polynomial and C is an element in an algebra3,
α(C) ≡ a0 + a1C + . . . + anCn, consequently α(X) = α. We
use this mathematical convention with α(B) where B is the
backward shift operator and with α(X−1) (where X−1 is the
sequence in RZ that is 1 when t = −1 and 0 otherwise)
X−1 ≡ . . .0,1, 0 ,0,0, . . . .
II. STANDARD FRAMEWORK FOR THE STATIONARY CASE
Here, some well known results are stated for further refer-
ence along the paper, as well as to show the parallelisms or
differences between the new results, definitions or properties,
and those pertaining to the standard framework.
Let (S,B, P ) be a probability space, where S is a nonempty
sample space, B a Borel field of subsets of S, and P (⋅) a
probability measure on B. To generate the relevant Hilbert
space we use zero-mean random variables with finite variance
defined on (S,B, P ), with the inner product ⟨x, y⟩L2(S,B,P ) =
E[x⋅y], corresponding norm ∥x∥ = √E[x2] and metric ∥x−y∥,
where E denotes the expectation operator. If E[(x − y)2] = 0,
we say x and y are equivalent. Being equivalent is indeed
an equivalence relation, and then, the space L2(S,B, P ) is
the corresponding quotient space, i.e., the collection of these
equivalence classes.
Consider a LSDE
p∑
i=0aixt−i =
q∑
j=0 bjwt−j , t ∈ Z, (1)
where a0 = b0 = 1, and {wt}t∈Z is a white noise stochastic
process with E(wt) = 0 and Var(wt) = ∥wt∥2 = σ2 for all t.
The characteristic polynomial is Xp+a1Xp−1+⋯+ap−1X+ap,
and its reciprocal polynomial φ = 1+a1X +a2X2 +⋯+apXp
is known as the AR polynomial. In the right sum in (1), θ =
1+ b1X + b2X2 +⋯+ bqXq is known as the Moving Average
(MA) polynomial.
Using the discrete convolution product “∗”
(f ∗ g)t = ∞∑
m=−∞ fmgt−m, t ∈ Z (2)
we can write (1) as (φ ∗x)t = (θ ∗w)t; where x ≡ {xt}t∈Z
and w ≡ {wt}t∈Z. Sum limits in (1) are finite since coefficients
ai are zero when i > p or i < 0 in AR polynomials,
and coefficients bj are zero when j > q or j < 0 in MA
polynomials. With φ ∗ x and θ ∗ w denoting the whole
sequences {(φ ∗ x)t}t∈Z and {(θ ∗ w)t}t∈Z respectively,
we can use the following compact notation for (1):
φ ∗x = θ ∗w. (3)
3[17, page 229, exercise 5]
When φ has no roots on the unit circle there is a unique
stationary solution —a stationary sequence y ≡ {yt}t∈Z of
random variables in L2(S,B, P ); see [18]. Using the abso-
lutely summable inverse sequence 1
φ
, the stationary solution
can be written as
y = 1
φ
∗ (θ ∗w). (4)
The sequence Θ ≡ 1
φ
∗θ is also absolutely summable and then
y = 1
φ
∗ (θ ∗w) = ( 1
φ
∗ θ) ∗w = Θ ∗w, (5)
where the last expression is known as the infinite moving
average (Wold) representation of y. In this special case, with
no AR roots on the unit circle, the LSDE is often known as
an ARMA(p, q) model, and the stationary solution y is often
known as an ARMA process. It should be noted that, since
Θ is a square summable sequence, the convolution product
Θ ∗w converges in mean square. Hence, y is a well-defined
(second-order) stationary stochastic process with:
cov(yi, yj) = ⟨yi, yj⟩L2(S,B,P ) = ⟨yi+t, yj+t⟩L2(S,B,P ) (6)
for all i, j, t ∈ Z. The sequence of auto-covariances of y,
known as the auto-covariance (generating) function is
Γy ∶ Z Ð→ R
j → ⟨y0, yj⟩L2(S,B,P ) ; (7)
so, cov(yi, yj) = Γy(j − i). Using the infinite moving average
representation, it is easy to show that the auto-covariance
function is Γy(X) = Θ(X) ∗Θ(X−1)σ2 and satisfies
φ(X) ∗ φ(X−1) ∗ Γy = θ(X) ∗ θ(X−1) ⋅ σ2. (8)
Its Discrete Time Fourier Transform (DTFT), Γy(e−iω) =
Θ(e−iω)Θ(eiω)σ2, is the spectrum of y (see Table I).
III. THE INCOMPLETE GENERALIZATION TO THE
NON-STATIONARY CASE
When φ has roots on the unit circle there is no square
summable inverse sequence 1
φ
and the stationary solution (4)
does not exist, neither does the auto-covariance function nor
the spectrum. Nevertheless, in the literature we find references
about spectral representation of non-stationary solutions to (3)
over the infinite time domain.
Within this approach, used since the late seventies, pseudo-
spectra are obtained by two alternative ways. First, the pseudo-
spectrum is described as the limit function of a sequence of
spectra of stationary ARMA models, as the modulus of an AR
root tends to one (e.g. [19]). But in the limit covariance func-
tions diverge and therefore spectra are not defined. Second, an
AutoRegressive Integrated Moving Average (ARIMA) process
acted upon by a filter ϕ(B) that cancels out the AR roots on
the unit circle to make it stationary. Then the spectrum of
the stationary filtered process is divided by ϕ(eiwt)ϕ(e−iwt);
so the spectrum of the filtered process is multiplied by the
inverse of the power transfer function of the filter (e.g., [20]).
However, a power transfer function is not defined for that filter,
since any inverse sequence of φ is not absolutely summable
when the AR polynomial φ has roots on the unit circle. In
4TABLE I
STATE OF THE ART. A MODEL THAT FILLS IN THE GAPS A, B AND C IS NEEDED WHEN THE AR POLYNOMIAL HAS ROOTS ON THE UNIT CIRCLE.
STATIONARY CASE (No AR roots on the unit circle)
Convolution type solution Covariance generating function of the stationary solution y
satisfies
Discrete Time
Fourier Transform
Spectrum
y = 1
φ
∗ θ ∗w
φ ∗ 1
φ
= 1 ( 1
φ
sq. summable) φ(X) ∗ φ(X
−1) ∗ Γy = θ(X) ∗ θ(X−1) ⋅ σ2 Ð→ F Ð→ θ(e−iω)θ(eiω)φ(e−iω)φ(eiω)σ2
NON-STATIONARY CASE (AR roots on the unit circle)
Solutions? Covariance generating function? Fourier
Transform?
Pseudo-Spectrum
Gap A Gap B Gap C θ(e−iω)θ(eiω)
φ(e−iω)φ(eiω)σ2
many cases pseudo-spectra are simply used with no further
explanation (e.g., [21]–[23]).
Within this second approach the pseudo-spectrum seems
to describe “the distribution (over the frequency range) of
the energy (per unit time) or variance (possibly infinite) of
the process” [24], in a similar way as the spectrum does in
the stationary case. Hence, we find that sometimes the term
“spectrum” is, in fact, used to denote this type of pseudo-
spectrum [25]. But there are several major drawbacks in this.
This pseudo-spectrum cannot be the DTFT of a covariance
function, since covariance functions of non-stationary solu-
tions to (3) over the infinite time domain are not defined. Even
worse, pseudo-spectra are functions outside the Hilbert space
L2[−pi, pi], so DTFT is not applicable.
However practitioners and academics use pseudo-spectra
and operate with their algebraic expressions as if they where
spectra and, surprisingly (or not), it seems to work fine! We
also find not well defined expressions like xt = (φ−1∗θ)∗wt,
where φ has roots on the unit circle in seminal papers as
in [21], [26]–[31]. There, (φ−1 ∗ θ) ∗ wt is referred to as
“the (nonconvergent) infinite moving average representation
of xt” [26]. Hence, since the energy (the variance) of x is
infinite (non-convergent), its physical interpretation is unclear.
It should be noted that, even in the stationary case, there is no
clear physical interpretation for solutions of infinite duration in
the past ( . . . infinitely before “The Big Bang”!). We are used
to deal with these mathematical formalisms and, therefore, we
don’t usually pay attention on this. In the non-stationary case
there is, indeed, a second level of abstraction since the variance
of these solutions is also infinite. In spite of that, we often find
in the literature that some properties from these models are
deduced, and statistical methods developed. These methods are
applied to non-stationary finite signals; so there is no infinite
energy in practice. However, many properties of these methods
are deduced from these mathematical formalisms with no
physical interpretation.
IV. A WIDER FRAMEWORK FOR BOTH THE STATIONARY
AND THE NON-STATIONARY CASES
In this paper we generalize the spectral theory to the case
where φ ≠ 0 is an AR polynomial either with or without
roots on the unit circle. We also show that spectrum and
pseudo-spectrum coincide when the former is defined. This
generalization is not straightforward. Several technical steps
are needed because, when no restrictions are imposed on the
roots of the AR polynomial φ, the discussion in Section II
is no longer valid. The symbol “ 1
φ
” is used to denote a very
particular inverse, the unique absolutely summable sequence
such that 1
φ
∗ φ = 1. But that sequence does not exist when φ
has roots on the unit circle. Nevertheless, the inverse sequences
of φ are used to denote solutions to φ ∗ x = θ ∗ w. So,
we must consider other (non-summable) inverse sequences.
Indeed, there are an infinite number of sequences, Ψ, such
that Ψ ∗ φ = 1, that is, there are an infinite number of
inverse sequences for each non null degree polynomial. But
the corresponding solutions are non-convergent. In addition,
when the inverse is not unique, convolution products are
no longer associative4: if Λ ∗ φ = 1 and φ ∗ Υ = 1, then(Λ∗φ)∗Υ ≠ Λ∗(φ∗Υ). Here we show how to deal with these
issues in order to provide a mathematical model for pseudo-
spectra. Below, we describe the steps we take in sections V
to VII along with the illustration of the RW model.
Step 1 Solutions to (3) are non-convergent when φ has roots
on the unit circle. One easy example is the RW
model xt − xt−1 = wt, where several formal solu-
tions can be found. The backward causal solution
is ft = ∑0j=−∞ wt+j , and the forward solution is
gt = −∑∞j=1 wt+j . The problem is that those sums
are non-convergent. So we need to provide a new
framework where the convergence issues are avoided.
To do so, we embed the standard Hilbert Space in
a wider framework. This is done in the first part of
Section V.
Step 2 In RZ, discrete convolution product is not defined for
any pair of sequences and, when it is defined, it is
not always associative. We need to check under which
conditions it is possible to operate as in equation (5),
in order to get convolution type solutions in the new
and wider framework; that is, solutions in the form5
f = (Ψ∗ θ)∗w∗ where φ∗Ψ = 1. This is done in the
second part of Section V.
4Although discrete convolution products are associative in l1, this is not
true when we also consider other inverse sequences outside l1.
5where w∗ is the embedding of w. See Section V.
5TABLE II
PARALLELISM BETWEEN THE STATIONARY AND NON-STATIONARY CASE. WHEN φ HAS NO ROOTS ON THE UNIT CIRCLE, AND THE CO-STATIONARY
PAIR OF STATIONARY SOLUTIONS (y∗,y∗) IS USED (WHEN Ψ = 1
φ
), COVARIANCE AND Pseudo-COVARIANCE GENERATING FUNCTIONS ARE THE SAME
(Γy = Γy∗,y∗ ), AND SO THEY ARE SPECTRUM AND Pseudo-SPECTRUM.
STATIONARY CASE (No AR roots on the unit circle)
Convolution type solution Covariance generating function of the stationary solution y
satisfies
Discrete Time
Fourier Transform
Spectrum
y = 1
φ
∗ θ ∗w
φ ∗ 1
φ
= 1 ( 1
φ
sq. summable) φ(X) ∗ φ(X
−1) ∗ Γy = θ(X) ∗ θ(X−1) ⋅ σ2 Ð→ F Ð→ θ(e−iω)θ(eiω)φ(e−iω)φ(eiω)σ2
BOTH STATIONARY AND NON-STATIONARY CASES
Convolution type solutions Pseudo-covariance generating function of any co-stationary
pair of solutions (f ,g) satisfies Extended FourierTransform Spectrum orPseudo-Spectrum
f = Ψ ∗ θ ∗w∗
φ ∗ Ψ = 1
Proposition V.1
φ(X) ∗ φ(X−1) ∗ Γf,g = θ(X) ∗ θ(X−1) ⋅ σ2
Proposition VI.1 and Theorem VI.3
Ð→ F Ð→
Theorem VII.2
θ(e−iω)θ(eiω)
φ(e−iω)φ(eiω)σ2
After Section V, Gap A in Table I is filled in (see Table II,
column 1). Indeed, for the AR polynomial φ = 1−X in our RW
illustration, we can consider at least two inverse sequences:
Λ = {cj}j∈Z, where cj = 1 for j ≤ 0 and 0 otherwise; and
Υ = {cj}j∈Z, where cj = −1 for j ≥ 1 and 0 otherwise. With
the first inverse we can define the backward causal solution
sequence of functionals f = Λ ∗ w∗, where each functional
ft = (Λ∗w∗)t = ∑0j=−∞ w∗t+j is well defined. Similarly, we can
define the forward solution sequence of functionals g = Υ∗w∗,
where gt = (Υ ∗w∗)t = −∑∞j=1 w∗t+j . (see Section VI-A)
At this point new difficulties arise. Since the considered
solutions sequences f are non-convergent in general, its
elements ft are functionals outside L2(S,B, P ). It follows
that neither the covariance nor the auto-covariance generating
function are defined for any of these non-convergent solutions
f . Fortunately, it is possible to define co-stationarity for
some pairs (f ,g). Then we define the pseudo-covariance
function for co-stationary pairs sequences in a similar way
as in (7). So similar that, when there are no AR roots on the
unit circle and the pair is formed by the stationary solution
and itself6 (y∗,y∗), the covariance and pseudo-covariance
functions coincide.
Step 3 In Section VI we define the co-stationarity of pairs
of sequences and its pseudo-covariance function
(Definitions VI.1 and VI.2).
Two more results are obtained from Section VI:
a) as a consequence of Proposition VI.1, the pseudo-
covariance function, Γf,g, of any pair (f ,g) of co-
stationary solutions to (3) satisfies
φ(X) ∗ φ(X−1) ∗ Γf,g = θ(X) ∗ θ(X−1) ⋅ σ2 (9)
[note the parallelism with (8).
b) The Existence Theorem VI.3 proves that for any
difference equation φ ∗ x = θ ∗w, the backward and
the forward solutions always form a co-stationary pair.
Hence, after Section VI, Gap B in Table I is also filled
in (see Table II, column 2). Following our RW illustration,
6where y∗ is the embedding of y. See Section V.
the pseudo-covariance function for the backward and forward
solutions pair (f ,g) is⎧⎪⎪⎨⎪⎪⎩Γf,g(k) = 0 for k ≥ 0Γf,g(k) = −kσ2 for k < 0 ; (10)
it is easy to check that (1 −X) ∗ (1 −X−1) ∗ Γf,g = σ2.
Two more difficulties remain. First, since pseudo-covariance
functions are not squared summable in general, we need to ex-
tend the DTFT outside the Hilbert space. Second, whereas, for
a given LSDE, the pseudo-spectrum is unique, different pairs
of co-stationary solutions have different pseudo-covariance
functions. For instance, when φ has all its roots outside the
unit circle, the backward solution with itself form a co-
stationary solution pair (y∗,y∗), since the backward solution
is stationary in this case. Hence, the covariance function (Γy)
and the pseudo-covariance function (Γy∗,y∗ ) are the same.
But, for the same LSDE, the backward and forward solutions
form another co-stationary pair (y∗,f) with a completely
different (non-summable) pseudo-covariance function (Γy∗,f ).
Both difficulties are solved though the extension of the DTFT.
Step 4 In Section VII we extend the domain outside the
Hilbert space l2, so it also includes the pseudo-
covariance functions. In addition, the Extended Fourier
Transform F is defined so that for any sequence that
satisfies (24), that is, any sequence Ψ such that
φ(X) ∗ φ(X−1) ∗Ψ = θ(X) ∗ θ(X−1) ⋅ σ2, (11)
the image is
θ(e−iω)θ(eiω)
φ(e−iω)φ(eiω)σ2. (12)
It follows that, given a difference equation φ∗x = θ∗w,
there is a common image for the pseudo-covariance
functions of all co-stationary solution pairs. Hence, the
pseudo-spectrum is unique (Theorem VII.2).
Indeed, with Section VII Gap C in Table I is finally filled in
(see Table II, column 3).
It is important to remember that when a stationary solution
exists, it forms a co-stationary pair with itself. It immediately
follows that spectra and pseudo-spectra are equal when the
6AR polynomial has no roots on the unit circle. Although
the construction of the pseudo-spectrum is different, the final
structure of the function for spectra and pseudo-spectra is, so
to speak, the same. So, given a difference equation, φ ∗x =
θ ∗w, we can write the corresponding (pseudo-)spectrum
regardless of the roots of the AR polynomial (φ ≠ 0).
Following our illustration, the pseudo-spectrum of a RW is:
Γ(e−iω) = σ2(1 − e−iω)(1 − eiω) = σ22 − 2 cosω . (13)
Due to the pole on the frequency zero, the integral of this
function is infinite. So it can be viewed as a representation of
the infinite variance of the solutions to xt − xt−1 = wt; where
an infinite contribution to the variance is concentrated in the
zero frequency7. Consequently, when a filter whose frequency
response has a zero in the zero frequency is applied (for
example by taking first differences), then (as a consequence
of Proposition VI.1) the output becomes stationary. In the
following sections we describe the technical details of this
new model for pseudo-spectra.
V. A WIDER FRAMEWORK
We, first, need to give meaning to expressions like∑t∈Z atwt when {at}t∈Z is not square summable (i.e., when
the sequence is not in l2), so as to be able to write f = Ψ∗w
with φ ∗ Ψ = θ, [in the spirit of (5)] even when Ψ ∉ l2. To
avoid convergence problems we embed the Hilbert space of the
classical framework in a wider space. This wider framework
will be specific for each difference equation, since it is defined
using the white noise process w in (3). The only tools we need
are the standard scalar product ⟨⋅, ⋅⟩ in the Hilbert space, and
the set of finite linear combinations of vectors belonging to
a Hilbert basis that includes standardized random variables in
w.
Let L2(S,B, P ) be the Hilbert space of scalar random
variables with finite variance defined on the probability space(S,B, P ), and consider D a Hilbert basis (a maximal or-
thonormal subset) of L2(S,B, P ) such that {wtσ ∣t ∈ Z} ⊂ D,
where wt
σ
are the standardized random variables. The space
L(D)∗ is the algebraic dual space8 of all finite linear com-
binations of D. The map we use to embed L2(S,B, P ) in
L(D)∗ is given by f ↦ f∗ where f∗(v) = ⟨f, v⟩ for all
v ∈ L(D). Since this map is linear and injective,9 then for
all y ∈ [L2(S,B, P )]Z,
φ ∗ y = θ ∗w if and only if φ ∗ y∗ = θ ∗w∗; (14)
where y∗ and w∗ are the corresponding sequences of embed-
dings of y and w, respectively.
Now, within this framework it is easy to provide a meaning
for ∑t∈Z atw∗t via the following definition:
[∑
t∈Zatw
∗
t ] (v) ≡ ∑
w∗t (v)≠0atw
∗
t (v), (15)
7but this physical interpretation is outside the mathematical framework.
8although here L(D) ⊂ L2(S,B, P ) ⊂ L(D)∗, this should not be
confused with the Gelfand triple or the Rigged Hilbert Space, since no
topology in defined on L(D) (see [32]).
9since D is maximal orthonormal: f∗ = 0, if and only if ∀d ∈ D, ⟨f, d⟩ = 0,
if and only if f = 0.
since for all v ∈ L(D) the set {t ∈ Z∣w∗t (v) ≠ 0} is finite:
indeed, if v ∈ L(D) then v = ∑ni=1 aidi, hence {t ∈ Z ∣w∗t (v) ≠
0} ⊂ ⋃ni=1{t ∈ Z ∣w∗t (di) ≠ 0}, and {t ∈ Z ∣w∗t (di) ≠ 0} either
is empty or it has only one element.
A. Summability in the dual space L(D)∗
The goal of this section is to show that some solutions to
φ∗x = θ ∗w∗ can be expressed via convolution products just
like in (5). To do so, we need a minimal requirement about
summability on functionals to get well defined convolution
products: we say that a sequence of functionals f = {ft}t∈Z
of L(D)∗ is summable if, for all v ∈ L(D), the subset of
indexes {t ∈ Z∣ft(v) ≠ 0} is finite, and its sum is the functional
in L(D)∗ given by the map v ↦ ∑ft(v)≠0 ft(v). Note that
the embedding of the white noise process, w∗ ≡ {w∗t }t∈Z, is
summable.
1) The convolution product on summable sequences: de-
spite the fact that within this framework the convolution
product for any two sequences of functionals is not always
defined, and when it is, it is not always associative, we
enumerate some useful properties of the convolution product
which do hold in some special cases, and which resemble
those of the product in (5). These will allow us to carry out,
in L(D)∗, operations like those involved in (5).
If we let A denote the set of summable sequences of
functionals, and B denotes the backward shift operator,
B ({xt}t∈Z) = {xt−1}t∈Z, then:● A is a subspace of [L(D)∗]Z and B(A) = A. Hence, if
f ∈ A and θ ∈ R[X] then θ(B)(f) = θ ∗ f ∈ A.● If f ∈ A and Ψ ∈ RZ, then Ψ ∗ f ∈ [L(D)∗]Z.● If f ∈ A, θ ∈ R[X] and Ψ ∈ RZ, then Ψ ∗ (θ ∗ f) =(Ψ ∗ θ) ∗ f = θ ∗ (Ψ ∗ f).
(See the appendix for the corresponding proofs and also for the
proofs of all forthcoming propositions, lemmas and theorems).
2) Solutions to φ ∗x = θ ∗w∗ in the form of convolutions:
we are now ready to state the main result of this Section V:
Proposition V.1. If φ ≠ 0 and θ are polynomials and Ψ ∈ RZ
such that φ ∗Ψ = 1 then (Ψ ∗ θ) ∗w∗ is a solution of
φ ∗x = θ ∗w∗. (16)
Note that in general there is more that one sequence Ψ ∈ RZ
such that φ∗Ψ = 1. In particular, if φ has no roots on the unit
circle and Ψ = 1
φ
∈ l1 then (Ψ ∗ θ) ∗ w∗ is the embedded
version of the solution y of (5) in [L(D)∗]Z.
VI. CO-STATIONARITY
By embedding the problem in L(D)∗ we have avoided
convergence issues. But, is there any relation between the
new solutions and stationarity? Our next step is to find an
expression similar to (6) in L(D)∗. In this section we define
co-stationarity for pairs of sequences, and we search for pairs
of co-stationary solutions to (16). To do so, we shall use a so
called [33] partial inner product in L(D)∗: two functionals
f, g ∈ L(D)∗ are said compatible if ∑d∈D ∣f(d)g(d)∣ < ∞,
and in this case ⟨f, g⟩L(D)∗ = ∑d∈D f(d)g(d) is their inner
product. This is a partial inner product since it is only defined
7for compatible functional pairs. Clearly, if f, g ∈ L2(S,B, P )
then f = ∑d∈D add and g = ∑d∈D bdd, and therefore
⟨f, g⟩L2(S,B,P ) = ∑
d∈D adbd = ∑d∈D ⟨f, d⟩ ⟨g, d⟩= ∑
d∈D f
∗(d)g∗(d) = ⟨f∗, g∗⟩L(D)∗ . (17)
It follows that the embedding of L2(S,B, P ) in L(D)∗ is
also an isometry, and ⟨w∗i ,w∗j ⟩L(D)∗ = δij (the Kronecker
delta). From now on, we shall simply write ⟨f, g⟩ instead of⟨f, g⟩L(D)∗ .
Now we can extend the notion of stationarity to pairs of
sequences of functionals in [L(D)∗]Z and define the pseudo-
covariance function for co-stationary pairs:
Definition VI.1 (Co-stationarity). The sequences f ,g ∈[L(D)∗]Z are co-stationary if
1) fi and gj are compatible for all i, j ∈ Z, and
2) ⟨fi, gj⟩ = ⟨fi+t, gj+t⟩ for all i, j, t ∈ Z.
We then say that (f ,g) is a co-stationary pair.
Definition VI.2. If f and g are co-stationary, we define their
pseudo-covariance function as:
Γf,g ∶ Z Ð→ R
j → ⟨f0, gj⟩ , (18)
and therefore ⟨fi, gj⟩ = Γf,g(j − i).
Moreover, a usual stochastic process y ∈ [L2(S,B, P )]Z
is (second-order) stationary if and only if (y∗,y∗) is a co-
stationary pair (where y∗ is the embedding of y in L(D)∗).
Therefore, we can also refer to Γy∗,y∗ = Γy as the usual auto-
covariance function of y [see (7)].
To complete these extensions we give one more statement
pertaining linear filters in the new framework, which we use
in Section VII to find the domain of the Extended Fourier
Transform.
Proposition VI.1. Given two polynomials θ(X), φ(X), if f
and g are co-stationary, then θ ∗ f and φ ∗ g are so, and
Γθ∗f,φ∗g = θ(X−1) ∗ φ(X) ∗ Γf,g. (19)
A. Co-stationary solution pairs
Our results in the previous section clearly show that if the
AR polynomial φ ≠ 0 has no roots on the unit circle, there is
a co-stationary pair of solutions (y∗,y∗). But we need co-
stationary pairs of solutions to any LSDE. Indeed, we are
almost ready to show (Theorem VI.3) that there is at least
one co-stationary pair of solutions for any LSDE: the pair
consisting of what could be interpreted as the backward and
the forward solutions to (16). First we need to remember that
for any φ(X) = φkXk+φk+1Xk+1⋯+φnXn with φk ≠ 0 ≠ φn,
we can find two sequences Λ and Υ such that
φ ∗Λ = 1 = φ ∗Υ. (20)
Those sequences are given by the following formulas:
Λt =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if t < −k
1
φk
if t = −k
−1
φk
n−k∑
i=1 Λt−iφk+i if t > −k
(Backward inverse)
(21)
which is zero for all but finitely many negative indices j (a
formal Laurent series); while the sequence
Υt =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if t > −n
1
φn
if t = −n
−1
φn
n−k∑
i=1 Υt+iφn−i if t < −n
(Forward inverse)
(22)
is zero for all but finitely many positive indices j. From
Proposition V.1 we know that (Λ ∗ θ) ∗w∗ and (Υ ∗ θ) ∗w∗
are solutions to (16), which we name the backward and the
forward solutions, respectively.
Lemma VI.2. If Ψ ∈ RZ is zero for all but finitely many
negative indices j, and Ω ∈ RZ is zero for all but finitely many
positive indices j, then Ψ∗w∗ and Ω∗w∗ are co-stationary.
It follows then that:
Theorem VI.3. For any polynomials φ ≠ 0 and θ at least one
pair of co-stationary solutions of
φ ∗x = θ ∗w∗ (23)
exists in [L(D)∗]Z: the pair consisting of the backward and
the forward solutions.
VII. THE UNIQUENESS OF THE PSEUDO-SPECTRUM
The pseudo-spectrum associated to φ∗x = θ∗w∗ is defined
in the literature as
σ2
θ(e−iω)θ(eiω)
φ(e−iω)φ(eiω) .
Although pseudo-spectrum is unique for each LSDE, we can
find more than one pseudo-covariance function. For example,
backward and forward solutions form a co-stationary pair,
however, when φ has all roots outside the unit circle, the
backward solution with itself is also so (since backward
solution is stationary in this case). It is easy to see that pseudo-
covariance function for the backward-forward solution pair is
zero for all but finitely many positive indices, whereas auto-
covariance function for the backward solution is symmetric.
Therefore, our target in this section is twofold: we want
firstly to extend the DTFT outside the Hilbert space; and
secondly, to do so in such a way that for a given LSDE,
it links the same pseudo-spectrum to all pseudo-covariance
functions of co-stationary solutions. Fortunately those pseudo-
covariance functions have something in common. Indeed,
consider, g and h, two co-stationary solutions to φ∗x = θ∗w∗;
since Γφ∗g,φ∗h = Γθ∗w∗,θ∗w∗ , then, by Proposition VI.1
φ(X−1) ∗ φ(X) ∗ Γg,h = θ(X−1) ∗ θ(X) ⋅ σ2. (24)
[note the similarity between (24) and (8)].
8It follows that for any m
Xm∗φ(X−1)∗φ(X)∗Γg,h =Xm∗θ(X−1)∗θ(X) ⋅σ2, (25)
but Xm ∗ φ(X−1) ∗ φ(X) and Xm ∗ θ(X−1) ∗ θ(X) are
polynomials, provided that we take a large enough m. Thus,
pseudo-covariance functions are sequences such that when
multiplied by a particular polynomial, we get another poly-
nomial.
A. The Extended Fourier Transform, F
Our task is now to extend the DTFT in such a way that,
for any given pair of polynomials ψ ≠ 0 and θ, it assigns
the same image to all Ψ which verify ψ ∗ Ψ = θ. To retain
some of the properties of the DTFT, we should require that
if φ ∗ Ψ = θ then F(φ)F(Ψ) = F(θ) and therefore F(Ψ) =F(θ)F(φ) = F(θ)F(φ) . Hence, to get a meaningful extension we need to
include the set { F(θ)F(φ) ∣where φ ≠ 0 and θ are polynomials}
in the transform co-domain and to prove that if φ′∗Ψ = θ′ thenF(θ)F(φ) = F(θ′)F(φ′) . First, we establish the domain and co-domain
of the Extended Fourier Transform, and then we define the
extension.
a) Extending the domain of the DTFT: consider, in
addition to the Hilbert space l2, the following subspace10 S
of RZ:
S ≡ {Ψ ∈ RZ ∣ there exists a polynomial φ ≠ 0such that φ ∗Ψ is also a polynomial } .
(26)
With the aid of the following statement:
Lemma VII.1. If φ ∗ Ψ = θ and φ′ ∗ Ψ = θ′ with φ,φ′ ∈
R[X] − {0} and θ, θ′ ∈ R[X] then θ ∗ φ′ = θ′ ∗ φ,
we can show that the map with domain S and co-domain Q
(see below) given by
Ψ↦ F(θ)F(φ) , (27)
where Ψ is such that φ ∗ Ψ = θ, (φ ≠ 0) and where F is
the DTFT11, is well defined; since it does not depend on the
election of the pair (φ, θ) (see the appendix for the proof).
Hence, the extension’s domain will be S + l2.
b) Extending the co-domain of the DTFT: the usual
Hilbert space L2[−pi,pi] (the DTFT co-domain) is a quotient
set where two functions belong to the same almost everywhere
(a.e.) equivalence class if they differ only in a set of measure
zero. If we consider the same equivalence relationship over the
set of all complex functions in C[−pi,pi], the a.e. equivalence
class [f] of a function f has a multiplicative inverse if and
only if the set of zeros of f has zero measure. As the DTFT of
a non-zero polynomial only has a finite number of zeros, the
DTFT has a multiplicative inverse in C[−pi,pi]/(a.e). Moreover,
10Note that (φ∗Ψ ∈ R[X] and ψ ∗Ω ∈ R[X])⇒ (φ∗ψ)∗ (aΨ+ bΩ) ∈
R[X], and a, b ∈ R. Note also that, from (25), pseudo-covariance functions
are vectors in this subspace.
11For a sequence Φ ≡ {φt}t∈Z in l2, the DTFT is defined as [F(Φ)] (ω) =∑∞t=−∞ φte−2piiωt, belonging to L2[−pi, pi].
since for any φ ≠ 0 and θ polynomials, F(θ)F(φ) ∈ C[−pi,pi]/(a.e),
we shall choose Q as
Q ≡ { F(θ)F(φ) ∈ C[−pi,pi]/(a.e)∣φ ≠ 0, θ are polynomials } ,
(28)
and then the extension’s co-domain will be Q +L2[−pi,pi].
c) The Extended Fourier Transform, F: both Q and
L2[−pi,pi] are subspaces of C[−pi,pi]/(a.e.) so we define the
Extended Fourier Transform as:F ∶ S + l2 Ð→ Q +L2[−pi,pi]
Ψ +Ω → F(θ)F(φ) +F(Ω) , (29)
where φ∗Ψ = θ, (φ ≠ 0). This extension is well defined since
given Ψ,Ψ′ ∈ S and Ω,Ω′ ∈ l2 such that Ψ+Ω = Ψ′ +Ω′ thenF(θ)F(φ) +F(Ω) = F(θ′)F(φ′) +F(Ω′) (see the appendix).
B. The pseudo-spectrum
We are now ready to state our main result:
Theorem VII.2. Given a pair of polynomials ψ ≠ 0 and θ,
for any pair of co-stationary solutions to φ ∗ x = θ ∗w∗ the
Extended Fourier Transform of its pseudo-covariance function
is
σ2
θ(e−iω) ⋅ θ(eiω)
φ(e−iω) ⋅ φ(eiω) . (30)
This common image for the Extended Fourier Transforms
of any pair of co-stationary solutions to φ ∗x = θ ∗w∗ is the
pseudo-spectrum.
VIII. WHICH OF LOYNES’ DESIRABLE PROPERTIES DOES
THIS PSEUDO-SPECTRUM SATISFY?
In a seminal paper, Loynes proposed a list of eight desirable
properties regarding the pseudo-spectrum [2]. He deals with
representations of continuous-time processes which explicitly
consider the time-dependence of the frequency content of the
signal. But we deal with discrete time processes where the
frequency content has no time dependence. Since, as far as
we know, our paper is the first formal approach to this type
of pseudo-spectrum, we could not find a more appropriate list
of desirable properties within our context.
Let us see which of Loynes’ properties satisfies our pseudo-
spectrum:
A1: The pseudo-spectrum is a real function of time and of
“frequency”, completely determined by the covariance
function. Loynes says this is the minimum that could
be assumed about a spectrum. By Theorem VII.2, our
pseudo-spectrum is a time independent real function
completely determined by any of the pseudo-covariance
functions.
A2: The pseudo-spectrum describes the distribution of energy
over frequency. This physical interpretation holds, but
here each root (or each complex conjugate pair of roots)
on the unit circle produces a pole in the pseudo-spectrum
with an infinite contribution to the variance (energy).
A3: The pseudo-spectrum transforms reasonably, and prefer-
ably simply, when the process {xt}t∈Z is transformed
9linearly. In particular, a knowledge of the spectrum of
x determines the spectrum of the transformed process.
Loynes says that it would seem that one of properties
A2 and A3 is essential if the name spectrum is to be
justifiable; A2 describes what it is, and A3 how it can be
used. Clearly property A3 is stated by Proposition VI.1.
A4: The relationship between pseudo-spectrum and the co-
variance function is one to one. Loynes says that this
is not altogether essential, but one would not wish to
lose too much information in passing from covariance to
spectrum. He speculates that this is probably the simplest
way of ensuring that the second part of A3 is satisfied.
Although our pseudo-spectrum does not satisfy A4 (the
Extended Fourier Transform is not invertible), Proposi-
tion VI.1 holds; and the pseudo-spectrum is unique for
each LSDE (Theorem VII.2).
A5: The pseudo-spectrum reduces to the ordinary spectrum,
or some simple transformation if x is in fact stationary.
Loynes says this is probably essential. In our case, since
for any (second-order) stationary stochastic process y
the pair (y∗,y∗) is co-stationary, the pseudo-covariance
function Γy∗,y∗ = Γy ∈ l2 is the auto-covariance function
of y (see Section VI), and therefore its Extended Fourier
Transform F(Γy) and its DTFT F(Γy) are the same.
A6: If the process is composed of a succession of stationary
parts, say {x1t}t≤0 and {x2t}t>0, then the spectrum is also
composed of the corresponding succession of (stationary)
spectra. This property is conceived in the context of time-
variable parameter models which is not our context (see
[2]).
A7: The pseudo-spectrum is estimable in principle, probably
from (infinite) length of record. In our case, a parametric
estimation is possible following the Box-Jenkins model-
ing approach to identify and estimate the AR, φ, and MA,
θ, polynomials.
A8: The pseudo-spectrum is the Fourier transform, or some
related transform, of some apparently meaningful quantity.
Loynes says that such a property would be welcome,
but it does not seem important. Our pseudo-spectrum is
the Extended Fourier Transform of the pseudo-covariance
function of any co-stationary pair of solutions of LSDE.
In addition, it is the quotient of two positive defined
functions and, hence, it is also positive defined (another
desirable feature).
Hence, our pseudo-spectrum satisfies six out of eighth proper-
ties of Loynes’ list; particularly all those qualified as “essen-
tial”.
IX. EXAMPLES AND APPLICATIONS
A. The simplest example: AR(1) models
Consider the set of models
xt − axt−1 = wt (31)
where a ∈ [0,1]. When a is zero, x is the white noise process
w; when a = 1, it corresponds to the Random Walk model
we have used as illustration in Section IV. For 0 < a < 1,
there are no roots on the unit circle. Following (12), since
ω
Γ(e−iω)
0 pi
σ2w
Fig. 1. Pseudo-spectrum for the white noise, a = 0 (dashed); the AR(1) model
with a = 0.5 (dotted); and for the Random Walk model, a = 1 (continuous).
φ = 1 − aX and θ = 1, these models have a pseudo-spectrum
whose formula is
fx(ω) = σ2w(1 − ae−iω)(1 − aeiω) = σ2w1 − 2a cos(ω) + a2 . (32)
Fig. 1 shows the pseudo-spectrum for models in three partic-
ular cases.
It should be noted that, when 0 ≤ a < 1, pseudo-spectrum
and spectrum of the stationary solution to (31) is the same
function. But, when a = 1 only the pseudo-spectrum is defined.
Hence, pseudo-spectrum generalize the spectrum to the non-
stationary case.
B. Sum of non-stationary signals
Suppose that Z = S+N , where S, and N are unobservable
signal and noise components that follow the models,
φS ∗S =θS ∗ b (33)
φN ∗N =θN ∗ c, (34)
where each of the pairs of polynomials {φS , θS}, and{φN , θN} have their zeros lying on or outside the unit
circle and have no common zeros, and b, and c are mutually
independent white noise processes. The non-stationary signal
extraction problem in this framework has been studied since
the sixties (see [21], [26], [28], [34]–[38]). As Bell pointed
out in [35]: typically, the solution for the stationary case has
been borrowed and used in the nonstationary case. But this
has been done without a proper definition of pseudo-spectra
and pseudo-covariance functions. In this section we justify a
result frequently used in the literature: the “spectrum” of Z is
the sum of the “spectra” of S andN even in the non-stationary
case.
Consider φ, the least common multiple of φS and φN ; and
let ϕS and ϕN be the polynomials such that φ = ϕS ∗ φS =
ϕN ∗ φN . We can multiply (33) and (34) by ϕS and ϕN
respectively to get
φ ∗S =ϕS ∗ θS ∗ b (35)
φ ∗N =ϕN ∗ θN ∗ c. (36)
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Solutions to (33) and (34) are also solutions for (35) and (36)
respectively. Adding the last two equations we get
φ ∗ (S +N) = φ ∗Z =ϑS ∗ b + ϑN ∗ c=θ ∗ a, (37)
where we write each product ϕk ∗ θk as ϑk; and where the
last equality follows from the fact that b and c are independent
white noise processes, so the right hand side is a stationary
process with a finite moving average representation θ ∗ a.
Now, lets consider D a Hilbert basis of L2(S,B, P ) such
that { bt
σ
∣t ∈ Z} ⊂ D and { ct
σ
∣t ∈ Z} ⊂ D, where bt
σ
, ct
σ
are the
standardized random variables of the two mutually indepen-
dent white noise processes b and c. Using the corresponding
sequences of embeddings b∗ and c∗, we can consider the
backward-forward co-stationary solution pairs (S◂,S▹), and(N◂,N▹) to
φS ∗S =θS ∗ b∗ (38)
φN ∗N =θN ∗ c∗. (39)
By Proposition VI.1, the corresponding pseudo-covariance
functions verify
φ(x−1) ∗ φ(x) ∗ ΓS◂,S▹ =ϑS(x−1) ∗ ϑS(x) ⋅ σ2b (40)
φ(x−1) ∗ φ(x) ∗ ΓN◂,N▹ =ϑN(x−1) ∗ ϑN(x) ⋅ σ2c. (41)
Adding these equations we get
φ(x−1) ∗ φ(x) ∗ (ΓS◂,S▹ + ΓN◂,N▹)= ϑS(x−1) ∗ ϑS(x) ⋅ σ2b + ϑN(x−1) ∗ ϑN(x) ⋅ σ2c. (42)
If we choose the solution pair Z◂ = S◂ +N◂ and Z▹ =
S▹+N▹ to the embedding of (37), then
φ(x−1) ∗ φ(x) ∗ ΓS◂+N◂,S▹+N▹ = θ(x−1) ∗ θ(x) ⋅ σ2a. (43)
Since b and c are mutually independent white noise processes,
the backward-forward co-stationary pair (Z◂,Z▹) has a par-
ticular property: the pseudo-covariance generating function of
the “addition” pair (Z◂,Z▹) is the addition of the pseudo-
covariance generating functions of (S◂,S▹), and (N◂,N▹):
ΓS◂+N◂,S▹+N▹ = ΓS◂,S▹ + ΓN◂,N▹; (44)
(see the appendix for the proof) so, the left hand sides of (42)
and (43) are equal (cp. [28, Equation 1.4]).
From (44), it follows a more general result. Since the image
of the Extended Fourier Transform of the pseudo-covariance
function of any pair of co-stationary solutions of a linear
stochastic difference equation is common, then the pseudo-
spectrum associated to (37) is the sum of the pseudo-spectra
associated to (33) and (34)
ΓZ(e−iω) = ΓS(e−iω) + ΓN(e−iω); (45)
or
θ(e−iω) ⋅ θ(eiω)
φ(e−iω) ⋅ φ(eiω)σ2a =
σ2b
θS(e−iω) ⋅ θS(eiω)
φS(e−iω) ⋅ φS(eiω) + σ2c θN(e−iω) ⋅ θN(eiω)φN(e−iω) ⋅ φN(eiω) . (46)
This decomposition of a pseudo-spectrum as a sum of pseudo-
spectra is widely used in the literature of unobserved com-
ponent models, and Seasonal Adjustment of Economic Time
Series (see references in Section I). The above is a formal
justification for this decomposition, that it is used in the next
example.
C. Dynamic Harmonic Regression
The Dynamic Harmonic Regression (DHR) model [20] is
based on a spectral approach, under the hypothesis that the
observed time series z is periodic or quasi-periodic and can
be decomposed into several components whose variances are
concentrated around certain frequencies: e.g. at a fundamental
frequency and its associated sub-harmonics. This is an appro-
priate hypothesis if the observed time series has well defined
spectral peaks, which implies that its variance is concentrated
around narrow frequency bands. By ‘quasi-periodic’ we mean
that the amplitude and the phase of the periodicity may vary
over time. The DHR model is the sum of several Unobserved
Components:
R∑
j=0sj + e (47)
where the irregular component, e, is normally distributed with
zero mean and variance σ2e; and each DHR component s
j has
the form
sjt = ajt cos(ωjt) + bjt sin(ωjt). (48)
Oscillations of each DHR component, sj , are modulated by
the stochastic processes {aj}t∈Z and {bj}t∈Z. Both stochastic
processes, aj and bj , are solutions to the same AR(1) or AR(2)
difference equations with at least one root on the unit circle.
The frequency ωj is associated to the jth component. Usually
j = 0 corresponds to the zero frequency term, that is, the
trend; and the other components (j = 1, ...,R) correspond to
the seasonal frequency and its harmonics. Hence, the complete
DHR model is
∑Rj=0 {ajt cos(ωjt) + bjt sin(ωjt)} + et (49)
This model can be considered a straightforward extension of
the classical harmonic regression model, in which the gain and
phase of the harmonic components can vary randomly due to
the stochastic processes aj and bj .
In [39] it is shown that each sj has an alternative represen-
tation as a solution to
φj ∗ sj = θj ∗wj , j = 0, . . . ,R; (50)
where φj has roots on the unit circle, and wj ∼ N(0, σ2j ).
Hence, the pseudo-spectrum of the DHR model is the sum of
the pseudo-spectra of is components:
fdhr (ω,σ2) = R∑
j=1σ2j
θj(e−iω)θj(eiω)
φj(e−iω)φj(eiω) + σ2e ; (51)
where the variances in vector σ2 = [σ20 , . . . , σ2R, σ2e] are the
unknown hyper-parameters of the model.
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The model is fitted in the frequency domain by seeking the
vector σ2 that minimizes the euclidean distance12
min[σ2]∈RR+1 ∥fz(ω) − fdhr (ω,σ2)∥ , (52)
where fz(ω) is the spectrum of the observed time series. This
strategy has an intuitive appeal but, since DHR components are
non-stationary, the corresponding pseudo-spectra have poles;
and therefore the norm is not defined.
In order to find the Ordinary Least Squares (OLS) solution,
it is needed to eliminate the unit modulus AR roots of
fdhr (ω,σ2). Fortunately, it is possible to exploit the algebraic
structure of the pseudo-spectra model. If (52) is multiplied
by the function Ψ(ω) = ϕ(e−iω)ϕ(eiω), where ϕ is the
minimum order polynomial with all unit modulus AR roots
of the complete DHR model, then we can try the alternative
minimization problem:
min
σ2∈RR+2 ∥Ψ(ω) ⋅ fy(ω) −Ψ(ω) ⋅ fdhr (ω,σ2)∥ . (53)
Since Ψ(ω) ⋅ fy(ω) and Ψ(ω) ⋅ fdhr (ω,σ2) are functions in
L2[−pi,pi], it follows that (53) can be solved by OLS (see
[39]).
X. CONCLUSIONS
If the spectrum is defined within the algebraic framework
provided in this paper, spectrum and pseudo-spectrum are the
same functions. But even when the spectrum is not-defined,
the pseudo-spectrum is well defined for any LSDE.
Contrary to the case of the spectrum, and since the pseudo-
spectrum is the Extended Fourier Transform of the pseudo-
covariance function of any pair of co-stationary solutions of
φ ∗ x = θ ∗ w∗, the pseudo-spectrum is not associated to
any particular solution, neither to any particular pair of co-
stationary solutions. The Extended Fourier Transform is not
invertible as an operator and therefore the pseudo-spectrum is
associated to the difference equation itself.
The convolution type solutions to (23) that we use in
the paper (f = (Ψ ∗ θ) ∗ w∗ where φ ∗ Ψ = 1) closely
resemble the ones used in the literature (see the references
given in Section III). However, we had to define them in a
different framework, the space [L(D)∗]Z, so as to avoid the
convergence issues of convolution expressions. The embedding
of L2(S,B, P ) in L(D)∗ is an isomorphic isometry, and
therefore our algebraic model constitutes a generalization
proper of the spectral theory to the case in which the AR
polynomial φ has roots on the unit circle.
APPENDIX
If f ∈ A, θ ∈ R[X] and Ψ ∈ RZ then Ψ∗(θ∗f) = (Ψ∗θ)∗f .
Proof: Let θ = θ0 + ⋯ + θnXn. We only need to check
that for any i ∈ Z and any v ∈ L(D), [Ψ ∗ (θ ∗ f)]i(v) =
12The algorithm proposed in [20] seeks the vector NVR =[1, NV R0, . . . , NV RR], where NV Rj = σ2j /σ̂2, using the residual
variance σ̂2 from a fitted AR model of the observed series z.
[(Ψ∗θ)∗f]i(v). Since v ∈ L(D) we can choose m,m′ such
that fi(v) ≠ 0⇒m ≤ i ≤m′. Then[Ψ ∗ (θ ∗ f)]i(v)= ∑
r+s=iΨr(θ ∗ f))s(v) = ∑r+s=iΨr ∑p+q=s θpf q(v)
= ∑
r+s=iΨr
m′∑
q=m θs−qf q(v) (making t = s − q)
= ∑
r+(t+q)=iΨr
m′∑
q=m θtf q(v) = n∑t=0Ψi−t−q m
′∑
q=m θtf q(v)
= n∑
t=0
m′∑
q=mΨi−t−qθtf q(v) = m
′∑
q=m
n∑
t=0Ψi−t−qθtf q(v)
= m′∑
q=m( n∑t=0Ψi−t−qθt)f q(v) = m
′∑
q=m (Ψ ∗ θ)i−q f q(v)= ∑
r+s=i (Ψ ∗ θ)r fs(v) = [(Ψ ∗ θ) ∗ f]i(v).
If f ∈ A, Ψ ∈ RZ and φ ∈ R[X] then φ∗(Ψ∗f) = (φ∗Ψ)∗f .
Proof: Let φ = φ0 +⋯+φnXn, as before; we again only
need to check that for any i ∈ Z and any v ∈ L(D), [φ ∗(Ψ ∗ f)]i(v) = [(φ ∗Ψ) ∗ f]i(v). Since v ∈ L(D) we chose
m,m′ such that fi(v) ≠ 0⇒m ≤ i ≤m′. Then
[φ ∗ (Ψ ∗ f)]i(v) = n∑
k=0φk(Ψ ∗ f)i−k(v)
= n∑
k=0φk ∑r+s=i−kΨrfs(v) =
n∑
k=0φk
m′∑
s=mΨi−k−sfs(v)
= m′∑
s=m( n∑k=0φkΨi−k−s)fs(v) =
m′∑
s=m (φ ∗Ψ)i−s fs(v)= ∞∑
s=−∞ (φ ∗Ψ)i−s fs(v) = [(φ ∗Ψ) ∗ f]i(v).
Proof of Proposition V.1: φ∗ (Ψ∗ in Aucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright(θ ∗w∗)) = (φ∗Ψ)∗(θ ∗w∗) = 1 ∗ (θ ∗w∗).
Proof of Proposition VI.1: By definition:
⟨ n∑
k=0 θkfi+t−k,
m∑
l=0φlgj+t−l⟩= n∑
k=0 θk
m∑
l=0φl ⟨fi+t−k, gj+t−l⟩ =
n∑
k=0 θk
m∑
l=0φl ⟨fi−k, gj−l⟩= ⟨ n∑
k=0 θkfi−k,
m∑
l=0φlgj−l⟩ ;
hence θ ∗ f and φ ∗ g are co-stationary, and then
Γθ∗f ,θ∗g(j) = n∑
k=0 θk
m∑
l=0φl ⟨f−k, gj−l⟩= n∑
k=0 θk
m∑
l=0φlΓf,g(j − l + k) =
n∑
k=0 θk[φ(X) ∗ Γf,g](j + k)= n∑
k=0 [θ(X−1)]−k[φ(X) ∗ Γf,g](j + k)= [θ(X−1) ∗ φ(X) ∗ Γf,g](j).
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Proof of Lemma VI.2: We know there are integers m and
m′ such as k <m⇒ Ψk = 0 and k >m′ ⇒ Ωk = 0. Then:
⟨[Ψ ∗w∗]i+t, [Ω ∗w∗]j+t⟩= ∑
d∈D[Ψ ∗w∗]i+t(d)[Ω ∗w∗]j+t(d)= ∑
h∈Z[Ψ ∗w∗]i+t(wh/σ)[Ω ∗w∗]j+t(wh/σ)= σ2 ∑
h∈ZΨi+t−hΩj+t−h = σ2 ∑h′∈ZΨi−h′Ωj−h′= σ2∑h′=i−mh′=j−m′ Ψi−h′Ωj−h′
Proof of Theorem VI.3: Let Λ and Υ be the backward
and forward inverses of φ defined above in the text; from
Proposition V.1 we know that (Λ ∗ θ) ∗w∗ and (Υ ∗ θ) ∗w∗
are solutions to (23). On the other hand, from Lemma VI.2
we know that Λ∗w∗ and Υ∗w∗ are co-stationary, it follows
that θ ∗Λ ∗w∗ and θ ∗Υ ∗w∗ are also co-stationary (Propo-
sition VI.1). Further, from the properties in Section V-A1 we
get θ ∗ (Λ ∗ w∗) = (θ ∗ Λ) ∗ w∗ = (Λ ∗ θ) ∗ w∗, which
it is the backward solution. A similar argument shows that
θ ∗ (Υ ∗w∗) = (Υ ∗ θ) ∗w∗ gives the forward solution.
Proof of Lemma VII.1: Multiplying φ∗Ψ = θ by θ′; and
φ′ ∗Ψ = θ′ by θ we get
θ′ ∗ φ ∗Ψ = θ′ ∗ θ
θ ∗ φ′ ∗Ψ = θ ∗ θ′,
thus (θ′ ∗ φ − θ ∗ φ′) ∗ Ψ = 0. Thus, there are only two
possibilities:
1) If (θ′ ∗ φ − θ ∗ φ′) = 0, from which θ ∗ φ′ = θ′ ∗ φ.
2) If (θ′ ∗ φ − θ ∗ φ′) ≠ 0, since 0 = φ ∗ [(θ′ ∗ φ − θ ∗ φ′) ∗
Ψ] = (θ′ ∗ φ − θ ∗ φ′) ∗ [φ ∗Ψ] = (θ′ ∗ φ − θ ∗ φ′) ∗ θ;
we conclude θ = 0. And for the same reason θ′ = 0.
Consequently we also get θ ∗ φ′ = θ′ ∗ φ.
Proof of “Map (27) is well defined”: By Lemma VII.1,
the fraction F(θ)F(φ) is uniquely determined by the condition φ∗
Ψ = θ: indeed, if we also had φ′ ∗Ψ = θ′, then
θ ∗ φ′ = θ′ ∗ φ ⇒ F(θ ∗ φ′) = F(θ′ ∗ φ)⇒ F(θ) ⋅F(φ′) = F(θ′) ⋅F(φ)⇒ F(θ)F(φ) = F(θ′)F(φ′) .
Proof of “The Extended Fourier Transform is well de-
fined”: Let us assume that Ψ+Ω = Ψ′+Ω′, where ψ∗Ψ = β,
ψ′ ∗Ψ′ = β′ (with ψ,ψ′ ∈ R[X] − {0} and β,β′ ∈ R[X]) and
Ω,Ω′ ∈ l2. Then, since Ψ −Ψ′ = Ω′ −Ω ∈ S ∩ l2, there exists
φ ∈ R[X] − {0} and θ ∈ R[X] such that
φ ∗ (Ψ −Ψ′) = θ = φ ∗ (Ω′ −Ω).
Thus we get on the one hand, F(θ) = F(φ) ⋅F(Ω′ −Ω) and
consequently F(Ω′) −F(Ω) = F(θ)F(φ) . And on the other hand,
since ψ ∗Ψ = β and ψ′ ∗Ψ′ = β′, it follows that
ψ′ ∗ ψ ∗Ψ = ψ′ ∗ β
ψ ∗ ψ′ ∗Ψ′ = ψ ∗ β′;
and therefore ψ′ ∗ψ ∗ (Ψ −Ψ′) = ψ′ ∗ β −ψ ∗ β′. Now, using
Lemma VII.1
ψ′ ∗ ψ ∗ θ = (ψ′ ∗ β − ψ ∗ β′) ∗ φ;
hence F(ψ′) ⋅F(ψ) ⋅F(θ) = (F(ψ′) ⋅F(β)−F(ψ) ⋅F(β′)) ⋅F(φ), and thenF(θ)F(φ) = F(ψ′) ⋅F(β) −F(ψ) ⋅F(β′)F(ψ′) ⋅F(ψ) = F(β)F(ψ) − F(β′)F(ψ′) .
Thus F(Ω′) −F(Ω) = F(θ)F(φ) = F(β)F(ψ) − F(β′)F(ψ′) , and thereforeF(β)F(ψ) +F(Ω) = F(β′)F(ψ′) +F(Ω′).
Proof of Theorem VII.2: From (25) we know Γg,h is
in S. Therefore, since F(Φ ∗ Ω) = F(Φ)F(Ω), the pseudo-
spectrum, F(Γg,h), is
σ2
F(Xm ∗ θ(X−1) ∗ θ(X))F(Xm ∗ φ(X−1) ∗ φ(X)) = σ2 F(θ(X−1)) ⋅F(θ(X))F(φ(X−1)) ⋅F(φ(X))
= σ2 θ(e−iω) ⋅ θ(eiω)
φ(e−iω) ⋅ φ(eiω) .
Proof of Equation (44): Let { bt
σ
∣t ∈ Z} = B, { ct
σ
∣t ∈ Z} =C, then we have B∩C = ∅ and B∪C ⊂ D. Using the backward
and forward recursive formulas (21) and (22); if denote the
backward solution S◂ to (38) as ΨS ∗b∗, where ΨS = ΛS ∗θS ,
and the forward solution S▹ to (38) as ΩS ∗ b∗, where ΩS =
ΥS∗θS ; and if we follow the same notation convention for the
backward and forward solution pair (N◂,N▹) to (39), then
ΓS◂+N◂,S▹+N▹ is⟨[ΨN ∗ b∗ +ΨS ∗ c∗]i+t, [ΩN ∗ b∗ +ΩS ∗ c∗]j+t⟩ =∑
d∈D[ΨN ∗ b∗ +ΨS ∗ c∗]i+t(d) ⋅ [ΩN ∗ b∗ +ΩS ∗ c∗]j+t(d) =∑
d∈B[ΨN ∗ b∗ +ΨS ∗ c∗]i+t(d) ⋅ [ΩN ∗ b∗ +ΩS ∗ c∗]j+t(d) +∑
d∈C[ΨN ∗ b∗ +ΨS ∗ c∗]i+t(d) ⋅ [ΩN ∗ b∗ +ΩS ∗ c∗]j+t(d) +∑
d∈D−(B∪C)[ΨN∗b∗+ΨS∗c∗]i+t(d)⋅[ΩN∗b∗+ΩS∗c∗]j+t(d) =∑
d∈B[ΨN ∗ b∗]i+t(d) ⋅ [ΩN ∗ b∗]j+t(d)+∑
d∈C[ΨS ∗ c∗]i+t(d) ⋅ [ΩS ∗ c∗]j+t(d) + 0 =∑
d∈D[ΨN ∗ b∗]i+t(d) ⋅ [ΩN ∗ b∗]j+t(d)+∑
d∈D[ΨS ∗ c∗]i+t(d) ⋅ [ΩS ∗ c∗]j+t(d) =⟨[ΨN ∗ b∗]i+t, [ΩN ∗ b∗]j+t⟩+ ⟨[ΨS ∗ c∗]i+t, [ΩS ∗ c∗]j+t⟩
So ΓS◂+N◂,S▹+N▹ is equal to ΓS◂,S▹ + ΓN◂,N▹.
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