Given a real function f (X, Y ), a box region B and ε > 0, we want to compute an ε-isotopic polygonal approximation to the curve C : f (X, Y ) = 0 within B. We focus on subdivision algorithms because of their adaptive complexity. Plantinga & Vegter (2004) gave a numerical subdivision algorithm that is exact when the curve C is non-singular. They used a computational model that relies only on function evaluation and interval arithmetic. We generalize their algorithm to any (possibly non-simply connected) region B that does not contain singularities of C. With this generalization as subroutine, we provide a method to detect isolated algebraic singularities and their branching degree. This appears to be the first complete numerical method to treat implicit algebraic curves with isolated singularities.
INTRODUCTION
Given ε > 0, a box region B and a real function f : R 2 → R, we want to compute a polygonal approximation P to the implicit curve C : f = 0 restricted to B. The approximation P must be (1) "topologically correct" and (2) "ε-close" to C ∩ B. We use the standard interpretation of requirement (2) , that d(P, C ∩ B) ≤ ε where d(·, ·) is the Hausdorff distance on compact sets. In recent years, it has become accepted [2] to interpret requirement (1) to mean P is isotopic to C ∩ B, which we denote by P ≈ C ∩ B. This means we not only require that P and C ∩ B to be homeomorphic, but they must be embedded in R 2 "in the same way". E.g., if C ∩ B consists of two ovals, these can be embedded in R 2 as two ovals exterior to each other, or as two nested ovals. Isotopy, but not homeomorphism, requires P to respect this distinction. In this paper, we mainly focus on topological correctness, since achieving ε-closeness is not an issue for our subdivision approach (but cf. [2, pp. 213-4 
])
We may call the preceding the 2-D implicit meshing problem. The term "meshing" comes from the corresponding problem in 3-D: given ε > 0 and an implicit surface S : f (X, Y, Z) = 0, we want to construct a triangular mesh M such that d(M, S) ≤ ε and M ≈ S. It is interesting to identify the 1-D meshing with the well-known problem of real root isolation and refinement for a real function f (X).
Among the approaches to most computational problems on curves and surfaces, the algebraic approaches and geometric/numerical approaches constitute two extremes of a spectrum. Algebraic methods can clearly solve most problems in this area, e.g., by an application of the general theory of cylindrical algebraic decomposition (CAD) [1] . Purely algebraic methods are generally not considered practical, even in the plane (e.g., [13, 21] ). But efficient solutions have been achieved for special cases such as intersecting quadrics in 3-D [20] . At the other end of the spectrum, we have the geometric/numerical approaches that emphasize numerical approximation and iteration. An important class of such algorithms is the class of subdivision algorithms which can be viewed as generalized binary search. Such algorithms are practical in two senses: they are easy to implement and their complexity is more adaptive [26] .Another key feature of subdivision algorithms is "locality", meaning that we can restrict our computation to some region of interest.
Unfortunately, geometric/numerical methods seldom have global correctness guarantees. The most famous example is the Marching Cube algorithm (1987) of Lorensen & Cline. Many authors have tried to improve the correctness of subdivision algorithms (e.g., Stander & Hart [24] ). So far, such efforts have succeeded under one of the following situations:
• (A0) Requiring niceness assumptions such as being non-singular or Morse.
• (A1) Invoking algebraic techniques such as resultant computation or manipulation of algebraic numbers.
It is clear that (A0) should be avoided. Generally, we call a method "complete" if the method is correct without any (A0) type restrictions. But many incomplete algorithms (e.g., Marching cube) are quite useful in practice. We want to avoid (A1) because algebraic manipulations are harder to implement and such techniques are relatively expensive and non-adaptive [26] . For instance, the subdivision meshing algorithm of Plantinga & Vegter [19, 18] requires an (A0) assumption, the non-singularity of surfaces. The subdivision algorithm of Seidel & Wolpert [21] requires 1 an (A1) technique, namely, the computation of resultants. We thus classify [21] as a hybrid approach that combines geometric/numerical with algebraic techniques. Prior to our work, we are not aware of any meshing algorithm that can handle singularities without resorting to resultant computation. In general, hybrid methods offer considerable promise (e.g., Hong [13] ). This is part of a growing trend to employ numerical techniques for speeding up algebraic computation.
The recent collection [2, Chapter 5] reviews the current literature in meshing in 2-and 3-D: the subdivision algorithms of Snyder [23, 22] and also Plantinga & Vegter; the sampling approach of Boissonnat & Oudot [4] and Cheng, Dey, Ramos and Ray [8] ; the Morse Theory approaches of Stander & Hart [24] and Boissonnat, Cohen-Steiner & Vegter [3] ; and an algebraic sweepline approach of Mourrain & Técourt [17] . The subdivision algorithm of Plantinga & Vegter is remarkable in the following sense: even though it is globally isotopic, it does not guarantee isotopy of the curve within each cell of the subdivision. In contrast, Snyder's subdivision approach [23, 22] computes correct topology in each cell (the algorithm is currently incomplete [2, p. 195 ])
The basic idea of sampling approaches is to reduce meshing of a surface S to computing the Delaunay triangulation of a sufficiently dense set of sample points on S [2, p. 201-213] Cheng, Dey, Ramos and Ray [8] need the primitive operation of solving a system of equations involving f and its derivatives. Boissonnat and Oudot [4] need a primitive for intersecting the surface with a Voronoi edge. These primitives yield sample points on the surface. These points are algebraic, so implementing the primitives exactly would require strong algebraic techniques. For restrictions and open problems in sampling approaches, see [2, p. 227-229] . In sharp contrast, the computational primitives needed by the Plantinga & Vegter approach works directly with bigfloats, with modest requirements on f .
The complete removal of (A0) type restrictions is the major open problem faced by purely numerical approaches to meshing. Thus, Boissonnat et al [2, p. 187] states that "meshing in the vicinity of singularities is a difficult open problem and an active area of research". Most of the techniques described in their survey are unable to handle singularities. It should be evident that this open problem has an implicit requirement to avoid the use of (A1) techniques.
The present paper presents a purely numerical subdivision method for meshing algebraic curves with isolated singularities. In a certain sense, this is the most general geometric situation since reduced algebraic curves have only isolated singularities by Proposition 1. Our starting point is the algorithm of Plantinga & Vegter [19, 18] for implicit meshing of curves. It is important to understand the computational model of Plantinga & Vegter which is also used in this paper. Two capabilities are assumed with regards to f (X, Y ):
• (ii) f is C 1 and we can evaluate the interval analogues of f, Note that Marching Cube only requires capability (i). Let the class P V denote the set of all real functions f : R 2 → R for which capabilities (i) and (ii) are available. Many common functions of analysis (e.g., hypergeometric functions [10] ) belong to P V . So the approach of Plantinga & Vegter admits a more general setting than algebraic curves.
Some of our recent work that addresses the above (A0)/(A1) concerns include [26] (Bezier curve intersection), [7] (solving triangular systems), [6] (numerical root isolation for multiple zeros) and [5] (integral analysis of real root isolation). The last two papers study the 1-D analogue of the Plantinga & Vegter Algorithm. The philosophy behind all these papers is the design and analysis of complete numerical methods based on approximations, iteration and adaptive methods. Topological exactness is achieved using suitable algebraic bounds, ranging from classic root separation bounds to evaluation bounds and geometric separation bounds. We emphasize that the worst-case complexity of adaptive algorithms (e.g., as determined by the worst case root bounds) ought not to be the chief criterion for evaluating the usefulness of these algorithms: for the majority of inputs, these algorithms terminate fast. Note that the zero bounds are only used as stopping criteria for iteration in the algorithms, and simple estimates can easily be computed. Such computations does not mean we compute resultants, even though their justification depend on resultant theory. The present paper continues this line of investigation.
Overview of Paper.
• In Section 3, we extend the Plantinga & Vegter algorithm to compute an isotopic approximation of the curve C : f = 0 restricted to a "nice region" that need not be simply connected. C may have singularities outside R and we only need f ∈ P V .
• In Section 4, we provide the algebraic evaluation bounds necessary for meshing singular curves.
• In Section 5, we provide a subdivision method to isolate all the singularities of a square-free integer polynomial f (X, Y ).
• In Section 6, given a box B containing an isolated singularity p, we provide a method to compute the branching degree of p.
• In Section 7, we finally present the overall algorithm to compute the isotopic polygonal approximation.
• We conclude in Section 8.
] = {m2 n : m, n ∈ Z} be the set of dyadic numbers or bigfloats. All our numerical computation are performed in F. For S ∈ R, let S be the set of closed intervals [a, b] with endpoints in S, {a, b} ⊆ S. We write S n for ( S) n . In particular, F is the set of dyadic intervals, and R n is the set of n-boxes. The boundary of a set S ⊆ R is denoted ∂S. If f : R n → R, and S ⊆ R, then f (S) :={f (x) : x ∈ S}. A function f :
We regard the limit of intervals in terms of the limits of their endpoints. We say f ∈ P V if f ∈ C 1 (has continuous derivatives
are computable. The size of a box is the maximum length of one of its sides (all of our boxes will be square). We split a box B by subdividing it into 4 subboxes of equal size. These subboxes are the children of B, of half the size of B. Two boxes are neighbors if one box has an edge that overlaps an edge of the other box (the two boxes may have different sizes). Starting with B0, the child-parent relationships obtained by an arbitrary sequence of splits yields a quadtree rooted at B0. The set of leaves in such a quadtree constitute a partition of B0. We only consider boxes of the form B = I × J where I, J are dyadic intervals. For simplicity, we assume B is square although it is possible to extend our algorithms to boxes with aspect ratio at most 2.
Basic Algebraic Facts. Let D be a UFD and
where X = (X1, . . . , Xn). We say f, g are similar if there exists a, b ∈ D \ {0} such that af = bg, and write f ∼ g. Otherwise, f and g are dissimilar. The square-free part of f is defined as
where ∂X i = ∂i indicates differentiation with respect to Xi. f is said to be square-free if SqFree(f ) = f . From (1) we see that computing SqFree(f ) from f involves only rational operations of D. As the gradient of f is ∇f = (∂1f, . . . , ∂nf ), we may also write GCD(f, ∇f ) for GCD(f, ∂1f, . . . , ∂nf ). See [25, Chap. 2] for standard conventions concerning GCD.
n , then we simply write Zero(S). In 1-dimension, a square-free polynomial f ∈ Z[X] has no singularities (i.e., multiple zeros). We now recall two generalizations of this result that will be necessary in the remainder of the paper. See [12, 9, 11] for similar results.
Proposition 1 ([11, Ex.14.3]). The singular points of any variety form a proper subvariety.
The singular points of Zero(f ) are defined to be the points where ∇SqFree(f ) = 0. The above result is critical in our paper, because it implies that if f ∈ R[X, Y ] is square-free, then the singular points are a proper subvariety of union of curves and hence must be a finite set of points.
Proposition 2 (Sard's Theorem [11, Prop.14.4] ). Let f : X → Y be any surjective map of varieties defined over a field k of characteristic 0. Then there exists a nonempty open subset U ⊆ Y such that for any smooth point p ∈ f −1 (U ) ∩ Xsm in the inverse image of U , the differential dfp is surjective.
Note that Xsm denotes the set of smooth points of variety X. The condition that the differential dfp is surjective is equivalent to insisting that ∇f (p) = 0. The most important example that we consider is f : R 2 → R. Every point in R 2 = X is smooth and R \ U is only a finite set. Hence, there are only a finite number of level sets parameterized by h where Zero(f (X, Y ) − h) has a singular point.
ALGORITHM OF Plantinga & Vegter
First we recall the Plantinga & Vegter algorithm. Given ε > 0, a box B0 ∈ F 2 and f : R 2 → R, we want to compute a polygonal ε-approximation P of the restriction of the curve C : f = 0 to B0: d(P, C ∩ B0) ≤ ε and P ≈ C ∩ B0. For simplicity, we focus on topological correctness: P ≈ C ∩ B0, since it is easy to refine the subdivision to achieve d(P, C ∩B0) ≤ ε. The Plantinga & Vegter algorithm is based on two simple predicates on boxes B:
These predicates are easily implemented if f ∈ P V , using interval arithmetic. Moreover, if C0(B) holds, then the curve C does not intersect B. Note that if B satisfies C1, then any child of B also satisfies C1.
The input box B0 is a dyadic square, and output is an undirected graph G = (V, E) where each vertex v ∈ V is a dyadic point, v ∈ F 2 . G represents a polygonal approximation P of C ∩ B0.
The algorithm has 3 phases, where Phase i (i = 1, 2, 3) is associated with a queue Qi containing boxes. Initially, Q1 = {B0}, and Q2 = Q3 = ∅. When Qi is empty, we proceed to the Phase i + 1.
• PHASE 1: SUBDIVISION. While Q1 is non-empty, remove some B from Q1, and perform the following: If C0(B) holds, B is discarded. If C1(B) holds, insert B into Q2. Otherwise, split B into four subboxes which are inserted into Q1.
• PHASE 2: BALANCING. This phase "balances" the subdivision; a subdivision is balanced the size of two neighboring boxes differ by at most a factor of 2. Queue Q2 is a min-priority queue, where the size of a box serves as its priority. While Q2 is non-empty, remove the min-element B from Q2, and perform the following: For each B-neighbor B ′ with size more than twice the size of B, remove B ′ from Q2 and split
′′ might be a new neighbor of B and B ′′ might be split subsequently. When, finally, every neighbor of B is at most twice the size of B, we insert B into Q3.
• PHASE 3: CONSTRUCTION. This phase constructs the graph G = (V, E). Initially, the boxes in Q3 are unmarked. While Q3 is non-empty, remove any B from Q3 and mark it. Now construct a set V (B) of vertices.
′ is marked, retrieve the vertex v (if any) on the edge B ∩ B ′ , and put v into V (B). It can be shown that |V (B)| ∈ {0, 2, 4}. If |V (B)| = 2, put the edge (p, q) into G to connect the vertices in V (B). If |V (B)| = 4, there is a simple rule to insert two non-crossing edges into G (see [19, 18] ).
The output graph G = (V, E) is a collection P = P (G) of closed polygons or polygonal lines with endpoints in ∂B0. In what sense is P the correct output? Intuitively, P should be isotopic to {f = 0} ∩ B0. We certainly cannot handle the curve C having tangential but non-crossing intersection [26] with ∂B0. Assuming only transversal intersections, we still face two problems: if the curve C (locally) enters and exits ∂B0 by visiting only one box B ⊆ B0, the above algorithm would fail to detect this small component. See Figure 1(a) . Conversely, the curve C might escape undetected from B0 locally at a box B (Figure 1(b) ). If we choose B0 large enough, such errors cannot arise; but this is wasteful if we are only interested in a local region. If C has singularities, this is not even an option.
In this paper, we avoid any "largeness" assumption on B0. We next extend the Plantinga & Vegter algorithm to arbitrary B0 so that a suitable correctness statement can be made about the output polygonal approximation P . In fact, B0 need neither be a box nor be simply-connected.
EXTENSION OF Plantinga & Vegter
A major limitation Plantinga & Vegter that we seek to address is that small incursions and excursions, as displayed in Figure 1 might not be represented. The problem arises because Plantinga & Vegter constructs an isotopy to pull any B-excursion into B, or B-incursion into the neighboring B ′ ; but this can change the desired topology when B is a boundary box. Hence, we could eliminate this problem by ensuring that the curve passes through each boundary edge at most once. A test is for this can be done by ensuring that 0 ∈ fx(H) for horizontal boundary edges H, and similarly 0 ∈ fy(V ) for vertical boundary edges V . This clearly yields a polygonal approximation P that satisfies P ≈ C ∩ B0. This approach requires knowing the exact topology on the boundary of B0 and resembles Snyder's approach [23] ; in higher dimensions, we need to recursively solve the problem in lower dimensions (on ∂B0). This recursive solution can become expensive in higher dimensions.
In the spirit of the Plantinga & Vegter algorithm, we now provide an alternative solution that avoids exact boundary topology. The idea is to slightly enlarge B0 so that incursions/excursions can be removed by isotopy. This leads to a weaker correctness statement (Theorem 3). Compared to the exact (recursive) approach, we may split less often.
The basic idea is that, in addition to subdividing B0 we find a slightly larger region B + 0 which includes a collar of squares around B0. We ensure that at least one of predicates C0, C1 holds on each of these squares. Such a collar rules out excessive excursions. We then do some additional checks to ensure that any incursion is detected.
Call Figure 2 . Intuitively, transient boxes are inconclusive for detecting incursions and need to be split. Eventually the split boxes are discarded or non-transient. • PHASE 1: SUBDIVISION. While Q1 is non-empty, remove some B from Q1, and perform the following: If C0(B) holds B is discarded. If C1(B) holds, and also C1(B ′ ) or C0(B ′ ) holds for every complimentary box B ′ of B, put B into Q2 and place its complimentary boxes B ′ into Q ′ 2 . Otherwise, split B into four subboxes which are inserted into Q1.
We define B • PHASE 2: BALANCING with INCURSION CHECK.
The balancing of boxes in Q2 is done as in Phase 2 of Section 2. Next, we perform an analogous whileloop on Q • PHASE 3: CONSTRUCTION. First, perform the Phase 3 of Section 2 which constructs a graph G = (V, E).
Next we augment this graph by adding a small incursion from each B ′ in QI into B0. More precisely, if B is the partner of B ′ , we insert two points u, v from the interior of the edge B ′ ∩ ∂B0 into the vertex set V . Also insert the edge (u, v) into the edge set E. This edge will be homotopic to a suitably defined incursion component.
Recall B + 0 is B0 augmented by a set of complementary boxes. The graph G = (V, E) constructed by our algorithm represents a polygonal approximation P ⊆ B0 comprising of polygonal paths and closed polygons.
Theorem 3 (Weak Correctness.). Let C = {p ∈ R 2 | f (p) = 0} be non-singular in the (original) box B0. Let P be the polygonal approximation from the Extended Plantinga & Vegter Algorithm. If C only meets ∂B0 transversally, then:
• (1) The above procedure always halts.
• (2) There exists a region B isotopic to B0, which satisfies B0 ⊂ B ⊂ B + 0 , such that P ≈ C ∩ B.
• (3) Every component of P contained in ∂B0 corresponds to at least one incursion.
Under condition (2) of this theorem, we call P a weak isotopic approximation to C within the region B0.
Extension to Nice Regions
It is essential in our applications later to extend the above refinements to non-simply connected regions. For this purpose, we define a nice region R0 (relative to a square B0) is the union of any collection of leaves taken from a quadtree rooted at B0. Thus, R0 ⊆ B0. To extend Theorem 3 to nice regions, we note two simple modifications: 
EVALUATION BOUNDS
For any function f , define its evaluation bound to be
Such bounds were used in [7, 5] . From Proposition 2, we see that {f (p) : p ∈ Zero(f ), ∇f (p) = 0} is a finite set and therefore EV(f ) > 0. However there is no explicit bound readily available. We provide such a bound:
Let fx, fy denote the derivatives of f . We may write
where Ui are 1-dim and Vj are 0-dim irreducible components. On each component Ui or Vj, one can show that the function f is constant. E.g. f = (xy + 1) 2 − 1, fx = 2(xy + 1)y and fy = 2(xy + 1)x. Then U1 = {xy + 1 = 0} and V1 = {(0, 0)}. The function f is equal to 1 on U1 and equal to 0 on V1.
Let g := GCD(fx, fy), and also gx := fx/g, gy := fy/g.
Clearly, we have
Zero(fx, fy) = Zero(g) ∪ Zero(gx, gy).
Since GCD(gx, gy) = 1, we conclude that Zero(gx, gy) has no 1-dimensional component. Conversely, the hyper-surface Zero(g) has no 0-dimensional component. This proves:
Lemma 5.
We now provide some bounds. Let f k will denote the k-norm of f , where we use k = 1, 2, ∞. We just write f for f ∞ , denoting the height of f . As parameters, we use d and L where deg f ≤ d and f < 2 L . We now view the ring 
is the total degree of f while deg(f (X; Y )) is the largest power of Y occurring in f .
We use Mahler's basic inequality ( [25, p. 351 
where (Y ; X) ). This implies:
It suffices to show the bound for g 1: note that g|fx and
The bound then follows from (3).
Let h(X) be the leading coefficient of g(X; Y ). Since h(X) has degree ≤ d − 1, there is an integer x0 ∈ {0, 1, . . . 
It is also easy to see that
Suppose β ∈ Zero(g0) \ Zero(f0). We want a lower bound on |f0(β)|. For this purpose, we use an evaluation bound from [5, Theorem 13(b)]:
be complex polynomials of degrees m and n. Let β1, . . . , βn be all the zeros of η(x). Suppose there exists relatively prime
If the degrees of φ and η are m and n, then
We shall choose the variables in Proposition 6 as follows: , g0) .
Moreover, let φ := 1, η(X) := X − β and η := H/η. Hence
Further,
Finally, an application of Proposition 6 gives
(9) is a lower bound on |f (p)| where p lies in a non-vertical component Ui. By considering g(Y ; X), the same bound applies for |f (p)| when p lies in a vertical component Ui. We obtain a lower bound for f (p) with p ∈ Zero(gx, gy).
The zeros (ξ1, ξ2, ξ3) = (ξ1, y, f (x, y)) ∈ C 3 of Σ satisfy ξ3 = f (ξ1, ξ2). Since Σ is a zero dimensional system, we may apply the multivariate zero bound in [25, p. 350] . This bound says that
where N =`1
Using the bound N < 2d 3 , we obtain
Now Lemma 4 easily follows from (9) and (11).
ISOLATING SINGULAR POINTS
In the rest of this paper, we assume that f ∈ Z[X, Y ], and the curve C : f = 0 intersects ∂B0 tangentially. We would like to use the Extended Plantinga & Vegter algorithm to compute an isotopic approximation to Zero(f ) when f has only isolated singularities. Since the Plantinga & Vegter algorithm does not terminate near singular points, it is necessary to isolate the singular points from the rest of B0.
We use the auxiliary function
Finding the singular points of f = 0 amounts to locating and isolating the zeros of this non-negative function. We use a simple mountain pass theorem [14] adapted to B0 to ensure our algorithm isolates the zeros. This can be proved using path deformation and the compactness of B0, or it can been seen as a simple application of the topological mountain pass theorem presented in [14] . Because of this theorem, distinct zeros of F within B0 are separated by barriers of height ǫ = min(EV(F ), min F (∂B0)). This leads us to the following multistep process to localize these zeros. The goal is to find a small rectangle with diameter less than some δ around each zero. STEP 0: DETERMINING ǫ. Push B0 into a queue of squares Q1. While there is an S in Q1 remove it and evaluate F (S). If F (S) > 0 we push S into the queue Q ∂ . If 0 ∈ F (S), subdivide S and push the children of S which intersect ∂B0 into Q1 and the others into Qint. Once this terminates, Q1 = ∅ and we have a collection of final squares Q ∂ , which contains all of ∂B0. For each of these S we actually can find an ǫS with F (S) > ǫS > 0. We take ǫ to be the minimum of all these ǫS and EV(F ) STEP 1: INITIAL SUBDIVISION. Initialize queue Q2 with the union of Q ∂ and Qint. Initialize Q3 to be empty. Reusing the initial subdivision is only an optimization. While there is an S in Q2 remove it and evaluate F (S). If F (S) > ǫ/3, discard S. Else if F (S) < 2ǫ/3, place S into Q3. Else subdivide S and push its children into Q2.
Once Q2 is empty, group the elements of Q3 into connected regions Ai (i ∈ I). Each Ai contains at most one root, since otherwise, there would be a path connecting the roots within Ai. The value of F along this path would be bounded above by 2ǫ/3 contradicting the mountain pass theorem. For later reference, let C be the region B0 \ ∪iAi. F is greater than ǫ/3 on C and that ∂B0 ⊂ C by Step 0.
STEP 2: REFINEMENT. For each Ai (i ∈ I), initialize queue Q4,i with all squares S ∈ Ai. So long as neither terminating condition 1 nor 2 (below) hold, we perform the following: For each S in Q4,i, if 0 ∈ F (S), subdivide S and push its children into Q4,i. If 0 ∈ F (S), discard S. We terminate when either of the following two conditions are met:
1. Q4,i is empty, in which case there isn't a zero in Ai. (c) The diameter of Ri is less than δ.
A
We claim that each Ri contains exactly one root. In Step 1, we showed that Ai contains at most one root. To see that Ri contains a root, take a point of A ′ i where F < ǫ/3, then follow the path of steepest descent to reach a zero of F . Because F is less that ǫ/3 on this curve, the curve cannot pass through the region C to reach any other Rj or to leave B0. Therefore there must be a zero within Ai. It is in Ri because our conditions ensure that F is positive on Ai \ Ri.
DETERMINING THE DEGREE OF SIN-GULAR POINTS
The following standard result from [15, 16] shows that the global structure of zero sets:
Proposition 8 (Zero Structure). Let f be real analytic. Then Zero(f ) can be decomposed into a finite union of pieces homeomorphic to (0, 1), pieces homeomorphic to S 1 , and singular points.
Viewing Zero(f ) as a multigraph G, the degree of a singular point is its degree as a vertex of G. We now determine such degrees. Let δ3 be a separation bound between singular points, so if p and q are two distinct singular points of Zero(f ), then the distance between p and q is at least δ3. Let δ4 be a separation bound so that if r is a point on Zero(f ) such that ∇f (r) is in the same direction as the line between p and r, then the distance between p and r is at least δ4. If s is on Zero(f ) so that s is closer to the singular point p than either δ3 or δ4, then by following the paths Zero(f ) away from s, one of the paths strictly monotonically approaches p until it reaches p and the other path locally strictly monotonically recedes from p. See [26] for explicit bounds on δ3 as a function of degree and height of f (X, Y ). We can similarly derive explicit bounds on δ4.
To find the degree of a singular point, assume that we have two boxes B1 B2 where the diameter of B1 is less than both δ3 and δ4, B2 contains a singular point of f and there is some radius r > 0 such that a circle of radius r centered at any point p inside B2 must lie entirely within the annulus B1 \ B2. See Figure 4 . Furthermore, to apply our extended Plantinga & Vegter algorithm of Section 4, we can ensure that B1 \ B2 is a nice region. Figure 4 . Let s be a point on any of these components, then traveling along Zero(f ) in one direction must lead to the singular point and the other direction must leave the neighborhood (be further than min{δ3, δ4}) of the singular point.
Lemma 9. The degree of the singular point in B2 is the number of components of type 3.
Any component accumulating on a singular point exits the neighborhood of the singular point and the only way to leave the neighborhood is by way of a type 3 component.
OVERALL ALGORITHM
We now put all the above elements together to find a weak isotopic approximation to the algebraic curve C : f = 0 within a nice region R0 where f (X, Y ) ∈ Z[X, Y ] has only isolated singularities. For simplicity, we assume that ∂R0 intersects the curve C : f = 0 transversally. We first find the singularities of the curve C : f = 0 in R0. Using the technique of Section 5, we can isolate the singularities pi (i = 1, 2, . . .) into pairwise disjoint boxes Bi. We may assume the size of the Bi's is at most min{δ3, δ4}/6. Let B ′ i be the box of size 5 times the size of Bi, and concentric with Bi; we may further assume B ′ i ⊆ R0. Now we proceed to run the extended Plantinga & Vegter algorithm on the nice region R * := R0 \ S i Bi, yielding a polygonal approximation P . We directly incorporate the technique of Section 6 into the following argument. If pi is the singular point in Bi, then the degree of pi is equal to the number of type 3 components in P ∩ (B ′ i \ Bi). We directly connect these components directly to pi, and discard any type 2 components. This produces the desired isotopic approximation.
Remarks: (1) We could avoid the assumption that C and ∂R0 intersect transversally provided R0 is a nice region relative to a box B0 whose corners have integer or algebraic coordinates. Using the geometric separation bounds in [26] we can detect an actual transversal intersection. (2) We have not discussed ε-approximation because this is relatively easy to achieve in the Plantinga & Vegter approach. We only have to make sure that each subdivision box that contains a portion of the polygonal approximation P has size at most ε/4.
CONCLUSION
This paper presents the first complete numerical subdivision algorithm for meshing an implicit algebraic curve that has only isolated singularities. This solves an open problem in the exact numerical approaches to meshing in 2-D [2, p. 187]. We pose three challenges: (a) An worst case complexity bound for our procedure is possible. But this may not the best way to measure adaptive algorithms. We would like to provide are adaptive bounds, similar to the integral analysis in [5] . (b) In 3-D, a square-free integer polynomial f (X, Y, Z) could have a 1-dimensional singularities. We pose the problem of designing a purely numerical subdivision algorithm to handle 1-dimensional singularities. (c) The practical implementation of an adaptive algorithm handling singularities, even based on our outline, must handle many important details. Computational experience is invaluable for future research into singularity computation.
