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The changes in phenotype, due to allelic substitutions, are denoted m i (eq. 27), and are shown as blue arrows. These changes can be ordered in time, starting from the extant population P1, and going back in time to their common ancestor (here arbitrarily placed at z(4)), and then forward again in time to population P2. In haploids, the value of the hybrid index at each point in the chain, is the proportion of P2 alleles that the genotype contains, i.e., h = i/d for phenotype z(i). In real hybrids between P1 and P2, the substituted alleles may appear in random combinations due to segregation and recombination. The expected phenotype of such a hybrid can be found by randomizing the order of the m i , and then locating the point in the chain with the required hybrid index, h. When their order is randomized, the chain of phenotypic changes can approximate a Brownian bridge between the parental phenotypes. Figure S2 : The breakdown associated with haploid hybrid genotypes, under simple models of phenotypic divergence. Each genotype is a hybrid between parental lines P1 and P2, which differ by d substitutions, and so a genotype with hybrid index h, carries d(1 − h) alleles from P1, and dh alleles from P2. Each group of plots represents a single simulation of d = 100 substitutions, for which d + 1 trait values were generated at random. In the larger plots of each group, the black lines show the standardized breakdown score, which depends on the squared deviation of the trait from its optimal value:
The jagged lines show the values when the hd P2 alleles were added in a fixed order, reflecting the chain of substitutions that connects P1 to P2 via their common ancestor (see Fig. S1 ). (This common ancestor carries the ancestral alleles from both lines, and will therefore be characterized by an intermediate value of h.) The smoother, black curves show results when the hd alleles were chosen at random, to simulate the generation of a hybrid by random segregation and recombination (curves show the average of 10,000 such randomizations). These results are very close to expectations for a Brownian bridge (see colored dotted lines). The analytical predictions are compared when we account correctly for the trait values of the parents (red dotted lines, which show eqs. 24-25), and when we use the approximation of eq. 26 with parental maladaptation set at its expected value (blue dotted lines). Smaller subplots show the effects of the d = 100 substitutions (eq. 27; left-hand smaller plots), and the variance in breakdown across the 10,000 randomizations (right-hand smaller plots; see eq. 23). Each group of plots shows a different set of assumptions about the original divergence of P1 and P2. In panel (a), we assumed that the ancestral populations always remained close to the optimum, by drawing the intermediate phenotypes from a normal distribution (see eq. 28). In panel (b) we violated the assumption of normality, by drawing the phenotypes from a Cauchy distribution with an undefined variance. This led to some mutations having very large effects, but made little difference to the accuracy of the Brownian bridge. In panel (c), we assumed that the ancestral population was distant from the optimum, and that the populations adapted in parallel. This was achieved by generating the phenotypes according to an Ornstein-Uhlenbeck process. Lastly, in panel (d) we assumed that populations diverged without any effective natural selection, by drawing the mutational effects from uncorrelated normal distributions. This situation would lead to E( f P ) = 1/2 and might apply to divergence under mutation accumulation, or strong inbreeding. Figure S3 : The breakdown associated with haploid hybrid genotypes, under explicit population genetic simulations of phenotypic divergence. The full simulation methods are described by Fraïsse et al. (2016b) , but in each case, we assumed haploid genomics, and tracked the appearance, fixation or loss of mutations one at a time. Panel (a) shows results for a core parameter set. In subsequent panels, we varied the curvature of fitness function (α; panel b; eq. 1); the size of each of the parental populations (N; panel c), the number of phenotypic traits (n; panel d; eq. 4); the shape of the distribution of mutational effects (exponential versus multivariate normal; panel e), and the model of environmental change (panel f). In particular, we moved the phenotypic optima for one of the n traits, according to a smooth sin wave function, which returned to its starting point 100 times over the course of a simulation. The optima tracked by the two populations sometimes differed, with the optimum tracked by P1 moving between 0 and opt1, and the optimum tracked by P2 between 0 and opt2. Each simulation comprised an expected 10 7 new mutations. We assumed that selection on all traits was isotropic (all λ i = 1; eq. 4); the width of the mutational distribution was set such that the mean selection coefficient of a mutation appearing in an optimal genotype was -0.01, and the constant of proportionality in eq. 1 was set at 0.5. The number of mutations that fixed in each simulation (d) is indicated in parentheses in the legends. All other details match Figure S2 . Figure S4 : The breakdown associated with haploid hybrid genotypes, under explicit population genetic simulations of phenotypic divergence, in scenarios involving discrete jumps in the optimal value for one of n = 2 traits. This allows us to distinguish between intrinsic isolation (involving the maladaptation of traits whose optimum never moves), and extrinsic isolation (involving traits whose optimal value can vary between environments). Left-hand panels represent the fitness landscapes experienced by P1 and P2, with the initial optima found at the origin, and the concentric circles showing its final position, to which the parental populations adapt. Arrows show the phenotypic effects of each mutation that fixed during the divergence (red for P1 and black for P2). The central column shows the breakdown due to maladaptation in both traits, measured in the environment experienced by P1. The right-hand column shows breakdown due to maladaptation in one of the two traits. This is equivalent to measuring a single component of fitness, or to measuring total fitness in an environment where selection does not act on one of the traits. Row (a) corresponds to drift around a common fixed optimum for the two populations. Row (b) shows a scenario in which the optimum moves in the same way for both diverging populations. Row (c) shows a scenario in which the two populations adapt to different shifted optima, such that f P2 ≃ 3. Cases (a) and (b) correspond to mutation order speciation by drift or adaptation respectively. Case (c) represent an example of ecological speciation. We arbitrarily chose parameters so that the ancestral population suffered an approximately 12% drop in fitness after the environmental shift. All other simulation methods and details are as in Figure S3 . Figure S5 : The effects of an incompatibility on hybrid breakdown score, s ijk (eq. 41), when the incompatibility appears in a genotype comprising i loci that are homozygous for alleles from one parental species, j loci that are homozygous for alleles from the other parental species, and k loci that are heterozygous. The four panels show values for incompatibilities involving ℓ = 2, 3, 4 and 5 loci. Values are compared when incompatible combinations have multiplicative effects (green points; eq. 42 with δ = 0), when incompatibilities are wholly recessive (red points; eq. 42 with δ → ∞), and when they show partial recessivity at a level sufficient to generate Haldane's Rule (eq. 42 with δ = 2; and treating hemizygous loci as equivalent to homozygous loci). Also shown are values assigned according to eq. 53 (blue points), which exactly reproduce the dependencies predicted by Fisher's geometric model with well adapted parents (eq. 9). Shown on the horizontal axis are the ijk values, and below, are example diploid genotypes, with upper and lower case letters used to distinguish alleles from the two parental lines, P1 and P2. Vertical dotted lines group genotypes with the same level of heterozygosity (i.e., the same value of k). Figure S7 : Plots of the Drosophila male backcross data reanalyzed here (see Table 1 and Moehring 2011). For all species pairs F1♂ had low fertility, consistent with Haldane's Rule, and so male hybrids were derived from the backcross F1♀ × P1♂. Each point represents an individual hybrid, and is plotted as a function of its interspecies heterozygosity on the autosomes (p 12,A ), and its hybrid index on the X (h X ), as estimated from a variable number of markers. Each row contains data from a reciprocal backcross, with the left-hand panel showing the backcross to the maternal species from the F1. Each individual was also scored for "sterility" on an ordinal scale, and red points show individuals with the highest possible sterility score (Panels a, b, e, and f), or falling within one of the two highest classes (Panels c-d). In parentheses, each axis also contains the results of correlating p 12,A or h X with sterility scores, replicating results of Moehring (2011) . Shown are the Pearson's correlation coefficients, ρ, and a measure of significance of a Spearman's rank correlation (* p < 0.05; ** p < 0.01; *** p < 0.001). In all cases, there was a strong tendency for h X to correlate positively with sterility scores, while the correlations with p 12,A show no consistent pattern. These findings are consistent with predictions from Fisher's geometric model (see Fig. S8 ). Panels (e) and (f) show that h X was estimated from two markers in this study, providing a natural division of the data into high-h X and low-h X individuals see Table 3 . Figure S8 : Predictions of Fisher's geometric model for heterogametic male hybrids. For simplicity, the predictions neglect any contributions from uniparentally-inherited loci other than the X, and assume that the parental types are well adapted. For concreteness, we assume XO sex determination, so that hybrids differ in their autosomal heterozygosity, p 12,A and hybrid index of the X, h X (i.e., for a backcross to P1, the proportion of divergent alleles on the X that come from P2). Panel (a) shows the fitness surface as a function of these two quantities. The dashed lines delimit the region that would apply to a species pair with g X = 0.17 (as we have estimated for Drosophila simulans/sechellia and D. santomea/yakuba), and the dotted lines delimit the region that would apply to a species pair with g X = 0.37 (as we have estimated for Drosophila persimilis/pseudoobscura). This region matches the parallelogram of (2011), and generate a new supported prediction (Table 3 ). Figure S9 : Estimation of the fitness surface for interspecific hybrids from plants (Table 1) , namely wild hybrids of the genus Populus (row (a); Christe et al. 2016) , and an F2 cross of the genus Senecio (row (b); Chapman et al. 2016) . The left-hand panels show the data. Each point represents an individual hybrid, plotted as a function of their hybrid index, h and inter-species heterozygosity, p 12 . Hybrid breakdown was scored as a binary scale for both data sets (Table 1) , and the points are colored as low breakdown (blue) or high breakdown (yellow). The central panels show the fitness surfaces estimated from these data, using binary logistic regression, with predictors h, h 2 and p 12 (see eq. 17, and Tables S5  and S6 ). These estimated surfaces resemble theoretical predictions with intermediate levels of parental maladaptation (compare Fig. 2a-b) , which is consistent with evidence of F1 hybrid vigor in these taxa (Populus: Caseys et al. 2015; Senecio: Abbott and Brennan 2014) . The right-hand panels show the fitted values of the predictor, for the high-and low-breakdown categories. Points and confidence intervals show the median and 90% quantiles. Figure S10 : Estimation of the fitness surface for subspecific hybrids from Mus musculus ( Table 1, White et al. 2011; Turner and Harr 2014) . Because these males are heterogametic, to calculate the hybrid index, hemizygous alleles were treated as equivalent to homozygous alleles. Row (a) shows wild hybrids, with testes size as a proxy for fertility (Turner and Harr 2014) , while row (b) shows an F2 cross, using the proportion of abnormal sperm (White et al. 2011) . Since breakdown was scored on a continuous scale, the left-hand panels colors each point with the color scheme of the fitness surfaces. The fitness surfaces were fit by standard least-squares regression, as shown in the right-hand panels. All other details match Supplementary Figure S9 . Figure S11 : Estimation of the fitness surface for backcross male hybrids from Drosophila species pairs (Table 1, Macdonald and Goldstein 1999; Moehring et al. 2006a,b) . For these data, the proxy for breakdown, male sterility, was scored on an ordinal scale, and so the models were fit with proportional odds logistic regression. The right-hand panels group the fitted values of the linear model by sterility category, and do so separately for the two backcross directions (black lines showing results for backcrosses to the maternal species from the F1, and gray lines show the backcross to the paternal species). This shows that the same patterns appear in both halves of the data. All other details match Supplementary Figures S9 and S10. Notes: * p < 0.05; ** p < 0.01;*** p < 0.001. p 0 is the proportion of markers with missing data for each individual. For the data of White et al. (2011) this was calculated for autosomal markers only, while for the data of Xu and He (2011) it was defined as the proportion of loci scored as heterozygous, because for these haploid spores, heterozygotes must represent sequencing error, or aneuploidy. ρ and p-val are from Spearman's rank correlation tests. ρ w,p 0 is the correlation between fitness and the proportion of missing data; ρ p 12 ,p 0 is the correlation between the proportion of sites with missing data, and the proportion scored as heterozygous. § this correlation is attributable to two outlying points. All other details match Table 1 . .899*** -57.551*** -11.461*** 0.254 -Notes: * p < 0.05; ** p < 0.01;*** p < 0.001. r 2 is the proportion of the variance explained by the regression, or McFadden's pseudo-r 2 for binary or ordinal regressions. AIC: Akaike Information Criterion, used for comparing the fit of different sized models to the same data. † Results reproduced from Christe et al. (2016) , including "family" as a factor. 
