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Abstract
Let X be a locally compact Polish space. A random measure on X is a probability
measure on the space of all (nonnegative) Radon measures on X. Denote by K(X) the cone
of all Radon measures η on X which are of the form η =
∑
i siδxi , where, for each i, si > 0
and δxi is the Dirac measure at xi ∈ X. A random discrete measure on X is a probability
measure on K(X). The main result of the paper states a necessary and sufficient condition
(conditional upon a mild a priori bound) when a random measure µ is also a random discrete
measure. This condition is formulated solely in terms of moments of the random measure
µ. Classical examples of random discrete measures are completely random measures and
additive subordinators, however, the main result holds independently of any independence
property. As a corollary, a characterisation via a moments is given when a random measure
is a point process.
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1 Introduction
Let X be a locally compact Polish space, and let B(X) denote the associated Borel σ-
algebra. For example, X can be the Euclidean space Rd, d ∈ N. Let M(X) denote the
space of all (nonnegative) Radon measures on (X,B(X)). The spaceM(X) is equipped
with the vague topology. Let B(M(X)) denote the Borel σ-algebra on M(X).
Let us define the cone of (nonnegative) discrete Radon measures on X by
K(X) :=
{
η =
∑
i
siδxi ∈M(X)
∣∣∣ si > 0, xi ∈ X} .
Here δxi denotes the Dirac measure with mass at xi. In the above representation, the
atoms xi are assumed to be distinct, i.e., xi 6= xj for i 6= j, and their total number
is at most countable. By convention, the cone K(X) contains the null mass η = 0,
which is represented by the sum over an empty set of indices i. As shown in [9],
K(X) ∈ B(M(X)).
A random measure on X is a measurable mapping ξ : Ω→M(X), where (Ω,F , P )
is a probability space, see e.g. [6,7,10]. A random measure which takes values in K(X)
with probability one will be called a random discrete measure. We will give results
which characterize when a random measure is a random discrete measure in terms of
its moments.
Let us recall the classical characterization of a completely random measure by King-
man [7,12]. A random measure ξ is called completely random if, for any mutually dis-
joint sets A1, . . . , An ∈ B(X), the random variables ξ(A1), . . . , ξ(An) are independent.
Kingman’s theorem states that every completely random measure ξ can be represented
as ξ = ξd + ξf + ξr. Here ξd, ξf , ξr are independent completely random measures
such that: ξd is a deterministic measure on X without atoms; ξf is a random measure
with fixed (non-random) atoms, that is there exists a deterministic countable collec-
tion of points {xi} in X and non-negative independent random numbers {ai} with
ξf =
∑
i aiδxi ; finally the most essential part ξr is an extended marked Poisson process
which has no fixed atoms, in particular with probability one ξr is of the form
∑
j bjδyj ,
where {bj} are non-negative random numbers and {yj} are random points in X.
Thus, by Kingman’s result a completely random measure is a random discrete
measure up to a non-random component. If one drops the assumption that the random
measure is completely random, one cannot expect anymore to concretely characterize
the distribution of ξ. Thus, a natural appropriate question is to ask when a random
measure is a random discrete measure. One may be tempted to replace the assumption
of complete randomness by a property of a sufficiently strong decay of correlation.
However, the result of this paper shows that such an assumption cannot be sufficient.
Note that, in most interesting examples of completely random measures, the set of
atoms of the random discrete measure is almost surely dense in X. A study of countable
dense random subsets of X leads to “situations in which probabilistic statements about
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such sets can be uninformative” [11], see also [2]. It is the presence of the weights si
in the definition of a random discrete measure that makes a real difference.
An important characteristic of a random measure is its moment sequence. We say
that a random measure ξ has finite moments of all orders if, for each n ∈ N and all
bounded subsets A ∈ B(X),
E[ξ(A)n] <∞.
Then, the n-th moment measure of ξ is the unique symmetric measure M (n) ∈M(Xn)
defined by the following relation
∀A1, . . . An ∈ B(X) : M (n)(A1 × · · · × An) := E[ξ(A1) · · · ξ(An)].
We also set M (0) := E(1) = 1. The (M (n))∞n=0 is called the moment sequence of the
random measure ξ.
The main result of this paper is a solution of the following problem: Assume that ξ
is a random measure on X whose moment sequence (M (n))∞n=0 is known and satisfies
a mild a priori bound. Give a necessary and sufficient condition, in terms of the
moments (M (n))∞n=0 , for ξ to be a random discrete measure, i.e., for the distribution
of the random measure ξ to be concentrated on K(X).
As a consequence of our main result we also obtain a solution of the (infinite di-
mensional) moment problem on K(X). Since we will only use the distribution of a
random measure on M(X), in what follows, under a random measure we will always
understand a probability measure on M(X), and under a random discrete measure a
probability measure concentrated on the subset K(X).
In Section 4 we state three corollaries of the main result. In Corollary 19, we give
a necessary and sufficient condition for a sequence of Radon measures, (M (n))∞n=0 , to
be the moment sequence of a random discrete measure, cf. Section 4 for details. In
Corollary 20, we give a necessary and sufficient condition, in terms of the moments
(M (n))∞n=0, for a random measure to be a simple point process. In Corollary 21, we
relate the previous corollary to the analogous result in terms of the so-called generalized
correlation functions. (These results are also conditional upon an a priori bound
satisfied by (M (n))∞n=0.)
Our main result is very different in spirit and technique to the known results about
the localization of measures on cones. As far as we know, all known techniques require
the cone under consideration to be closed, cf. [17], but K(X) is dense in M(X), cf. the
proof of separability in Proposition A2.5.III in [6].
In order to describe the main result more precisely we have to introduce some
further notation. Let i1, . . . ik ∈ N with i1 + · · · + ik = n. Denote by Mi1,...,ik the
restriction of M (n) to the following subset of Xn(x1, . . . , x1︸ ︷︷ ︸
i1
, x2, . . . , xk, . . . , xk︸ ︷︷ ︸
ik
) ∈ Xn ∣∣∣xi 6= xj for i 6= j
 .
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Denote by X
(k)
0̂
the collection of points (x1, . . . , xk) ∈ Xk whose coordinates are all
different. We consider Mi1,...,ik as a measure on X
(k)
0̂
, cf. Section 2 for details.
It is clear that a result of the type we wish to derive can only hold under an
appropriate estimate on the growth of the measures M (n). Below we will assume that
the following conditions are satisfied, see also Remark 5:
(C1) For each Λ ∈ Bc(X), there exists a constant CΛ > 0 such that
M (n)(Λn) ≤ CnΛ n! , n ∈ N. (1)
Here Bc(X) denotes the collection of all sets from B(X) which have compact closure.
(C2) For each Λ ∈ Bc(X), there exists a constant C ′Λ > 0 such that
M (n)(Λ
(n)
0̂
) ≤ (C ′Λ)nn! , ∀n ∈ N (2)
and for any sequence {Λk}∞k=1 ∈ Bc(X) such that Λk ↓ ∅, we have C ′Λk → 0 as
k →∞.
We fix a sequence (Λl)
∞
l=1 of compact subsets of X such that Λ1 ⊂ Λ2 ⊂ Λ3 ⊂ · · ·
and
⋃∞
l=1 Λl = X. For example, in the case X = Rd, one may choose Λl = [−l, l]d.
Theorem 1. Let µ be a random measure on X, i.e., a probability measure on
(M(X),B(M(X))). Assume that µ has finite moments, and let (M (n))∞n=0 be its mo-
ment sequence. Further assume that conditions (C1) and (C2) are satisfied. Then µ
is a random discrete measure, i.e., µ(K(X)) = 1, if and only if the moment sequence
(M (n))∞n=0 satisfies the following conditions:
(i) For any n ∈ N, ∆ ∈ Bc(X(n)0̂ ), and i = (i1, . . . , in) ∈ Zn+, let
ξ∆i = ξ
∆
i1,...,in
:=
1
n!
Mi1+1,...,in+1(∆). (3)
cf. for more details (30). Here Z+ := N ∪ {0}.
Then the sequence (ξ∆i )i∈Zn+ is positive definite, i.e., for N ∈ N and any finite
sequence of complex numbers indexed by elements of Zn+, (zi)i∈Zn+, |i|≤N , we have
N∑
i1,...,in=1
j1,...,jn=1
ξ∆i1+j1,...,in+jn zi1,...,inzj1,...,jn ≥ 0.
Here |i| := max{i1, . . . , in}.
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(ii) For each ∆ ∈ Bc(X(n)0̂ ) of the form ∆ = (Λl)
(n)
0̂
with l ∈ N, set
r∆i := ξ
∆
i,0,0,...,0 , i ∈ Z+. (4)
Then, for any finite sequence of complex numbers, (zn)
N
n=0, we have
N∑
i,j=0
r∆i+j+1 zi zj ≥ 0, (5)
and furthermore
∞∑
k=1
(D∆k−1D
∆
k )
−1 det

r∆1 r
∆
2 . . . r
∆
k
r∆2 r
∆
3 . . . r
∆
k+1
...
...
...
...
r∆k r
∆
k+1 . . . r
∆
2k−1

2
=∞, (6)
where
Dk := det

r∆0 r
∆
1 . . . r
∆
k
r∆1 r
∆
2 . . . r
∆
k+1
...
...
...
...
r∆k r
∆
k+1 . . . r
∆
2k
 , k ∈ Z+.
Let us now briefly describe the strategy we follow in this paper. Denote R+ :=
(0,∞). We introduce a logarithmic metric on R+: for a, b ∈ R+, dist(a, b) :=
∣∣ln (a
b
)∣∣.
Then R+ becomes a locally compact Polish space. Thus, Y := X ×R+ is also a locally
compact Polish space. We consider the configuration space Γ(Y ), i.e., the space of
all locally finite subsets of Y . This space is also equipped with the vague topology.
A (simple) point process in Y is a probability measure on (Γ(Y ),B(Γ(Y ))). A point
process is (uniquely) characterized by its correlation measure (also called the factorial
moments measures), see e.g. [6].
Let µ be a random discrete measure on X. It is often convenient to interpret µ as
a point process in Y . More precisely, take any discrete Radon measure η =
∑
i siδxi ∈
K(X) and set
Eη :=
∑
i
δ(xi,si).
As easily seen Eη ∈ Γ(Y ). Furthermore, it can be shown that the mapping E : K(X)→
Γ(Y ) is measurable, see [9]. (Note, however, that the range of the mapping E is not
the whole space Γ(Y ), see the definition in equation (11) below.) We denote ν := E(µ),
i.e., the pushforward of µ under E . Thus, ν is a point process in Y . Hence, one can
study the random discrete measure µ through the point process ν.
Our strategy to solve the main problem is to first construct the point process
ν associated to the searched random discrete measure µ. An important step along
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the way here is to solve the following problem, which is of independent interest in
itself: How can one recover the correlation measure of the associated point process ν
from the moment sequence (M (n))∞n=0 of a random discrete measure µ? A solution to
this problem is given in Section 2. Our approach is significantly influenced by the
paper of Rota and Wallstrom [16], which combines ideas of (stochastic) integration
and combinatorics. Additionally, to find the correlation measure of ν concretely, one
has to solve a sequence of finite-dimensional moment problems. A solution to the main
problem is given in Section 3 and the consequence for the moment problem on K(X)
is discussed in Section 4.
Beside completely random measures or additive subordinators in the case X = R+
(in particular, Le´vy processes which are subordinators), we would like to mention
the gamma measure, the spatial version of the gamma process, see e.g. [8, 18, 19] for
interesting properties. The gamma measure is the completely random discrete measure
µ on X = Rd for which E(µ) = ν is the Poisson point process in Rd×R+ with intensity
measure dx s−1e−s ds. Note that Gibbs perturbations of the gamma measure have been
studied in [9]. These are also random discrete measures which have a.s. a dense set of
atoms.
2 Recovering the correlation measure of ν
A partition of a nonempty set Z is any finite collection pi = {A1, . . . , Ak}, where
A1, . . . , Ak are mutually disjoint nonempty subsets of Z such that Z =
⋃k
i=1Ai. The
sets A1, . . . , Ak are called blocks of the partition pi.
For each n ∈ N, denote by Π(n) the set of all partitions of the set {1, 2, . . . , n}. For
each partition pi = {A1, . . . , Ak} ∈ Π(n), we denote by X(n)pi the subset of Xn which
consists of all (x1, . . . , xn) ∈ Xn such that, for any 1 ≤ i < j ≤ n, xi = xj if and
only if i and j belong to the same block of the partition pi, say Al. For example, for
the so-called zero partition 0̂ =
{{1}, {2}, . . . , {n}}, the set X(n)
0̂
consists of all points
(x1, . . . , xn) ∈ Xn whose coordinates are all different. For the so-called one partition
1̂ =
{{1, 2, . . . , n}}, the set X(n)
1̂
consists of all points (x1, . . . , xn) ∈ Xn such that
x1 = x2 = · · · = xn. Clearly, the collection of sets X(n)pi with pi running over Π(n) forms
a partition of Xn.
Let m(n) be any nonnegative Radon measure on Xn, i.e., m(n) ∈ M(Xn). For each
partition pi ∈ Π(n), we denote by m(n)pi the restriction of the measure m(n) to the set
X
(n)
pi . Note that we may also consider m
(n)
pi as a measure on Xn by setting
m(n)pi (X
n \X(n)pi ) := 0.
Then we get
m(n) =
∑
pi∈Π(n)
m(n)pi .
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Let us fix a partition pi = {A1, A2, . . . , Ak} ∈ Π(n). Here and below, we will always
assume that the blocks of the partition are enumerated so that
minA1 < minA2 < · · · < minAk.
We denote by |pi| the number of blocks in the partition pi. We construct a measurable,
bijective mapping, for k = |pi|,
Bpi : X
(n)
pi → X(k)0̂
as follows. For any (x1, . . . , xn) ∈ X(n)pi , we set
Bpi(x1, . . . , xn) = (y1, . . . , yk),
where, for i = 1, 2, . . . , k, yi = xj for a j ∈ Ai (recall that xj = xj′ for all j, j′ ∈ Ai).
Note that, if pi = 0̂, then Bpi is just the identity mapping. We denote by Bpi(m
(n)
pi ) the
pushforward of the measure m
(n)
pi under Bpi.
Let us now additionally assume that the initial measure m(n) is symmetric, i.e., the
measure m(n) remains invariant under the natural action of permutations σ ∈ Sn on
Xn. (Here Sn denotes the symmetric group of degree n.) For a partition pi as in the
above paragraph, we set, for each l = 1, 2, . . . , k, il := |Al|, the number of elements
of the block Al. Note that i1 + i2 + · · · + ik = n. Since m(n) is symmetric, it is clear
that the measure Bpi(m
(n)
pi ) is completely identified by the numbers i1, . . . , ik. That is,
if pi′ = {A′1, . . . , A′k} is another partition from Π(n) with |A′l| = il, l = 1, . . . , k, then
Bpi(m
(n)
pi ) = Bpi′(m
(n)
pi′ ). Hence, we will denote
mi1,...,ik := Bpi(m
(n)
pi ), (7)
and we may assume, without loss of generality, that in formula (7) the partition pi =
{A1, . . . , Ak} is given by
A1 = {1, . . . , i1}, A2 = {i1 + 1, . . . , i1 + i2}, A3 = {i1 + i2 + 1, . . . , i1 + i2 + i3}, . . . (8)
Note that, since m(n) is a Radon measure on Xn, each measure mi1,...,ik is a Radon
measure on X
(k)
0̂
, i.e., for each ∆ ∈ Bc(X(k)0̂ ), we have mi1,...,ik(∆) <∞. Here Bc(X
(k)
0̂
)
denotes the collection of all sets ∆ ∈ B(X(k)
0̂
) which have a compact closure in Xk, and
B(X(k)
0̂
) is the trace σ-algebra of B(Xk) on X(k)
0̂
. Thus, a given sequence of symmetric
Radon measures m(n) on Xn, n ∈ N, uniquely identifies a sequence of Radon measures
mi1,...,ik on X
(k)
0̂
, where i1, . . . , ik ∈ N, k ∈ N. Note that this sequence is symmetric in
the entries i1, . . . , ik, i.e., for any permutation σ ∈ Sk,
dmi1,...,ik(x1, . . . , xk) = dmiσ(1),...,iσ(k)(xσ(1), . . . , xσ(k)).
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As easily seen the converse implication is also true, i.e., any sequence of Radon measures
mi1,...,ik on X
(k)
0̂
, with i1, . . . , ik ∈ N and k ∈ N which is symmetric in the entries
i1, . . . , ik uniquely identifies a sequence of symmetric Radon measures m
(n) on Xn,
n ∈ N.
Let now µ be a random discrete measure on X which has finite moments, and let
(M (n))∞n=0 be its moment sequence. Clearly, each M
(n) is a symmetric measure on
Xn. Below we will deal with the measures Mi1,...,ik derived from the moment sequence
(M (n))∞n=0.
For each n ∈ N, we denote by C0(Xn) the space of all continuous functions on Xn
with compact support equipped with the natural topology of uniform convergence on
compact sets from Xn. Clearly, for each f (n) ∈ C0(Xn), the function
M(X) 3 η 7→ 〈η⊗n, f (n)〉 :=
∫
Xn
f (n)(x1, . . . , xn) dη(x1) · · · dη(xn)
is measurable. By the dominated convergence theorem it also holds that∫
Xn
f (n)(x1, . . . , xn) dM
(n)(x1, . . . , xn) =
∫
M(X)
〈η⊗n, f (n)〉 dµ(η). (9)
Consider the locally compact Polish space Y = X × R+ (see Introduction), and
consider the configuration space Γ(Y ). Recall that
Γ(Y ) := {γ ⊂ Y | |γ ∩ Λ| <∞ for each compact Λ ⊂ Y }.
Here, |γ ∩ Λ| denotes the number of points in the set γ ∩ Λ. One usually identifies a
configuration γ = {yi} ∈ Γ(Y ) with a Radon measure γ =
∑
i δyi . Thus, we get the
inclusion Γ(Y ) ⊂M(Y ) and we denote by B(Γ(Y )) the trace σ-algebra of B(M(Y )) on
Γ(Y ).
Denote by Γp(Y ) the set of so-called pinpointing configurations in Y . By definition,
Γp(Y ) consists of all configurations γ ∈ Γ(Y ) such that if (x1, s1), (x2, s2) ∈ γ and
(x1, s1) 6= (x2, s2), then x1 6= x2. Thus, a configuration γ ∈ Γp(Y ) cannot contain two
points (x, s1) and (x, s2) with s1 6= s2. For each γ ∈ Γp(Y ) and Λ ∈ Bc(X), we define
a local mass by
MΛ(γ) :=
∫
Y
χΛ(x)s dγ(x, s) =
∑
(x,s)∈γ
χΛ(x)s ∈ [0,∞]. (10)
Here χΛ denotes the indicator function of the set Λ. The set of pinpointing configura-
tions with finite local mass is then defined by
Γpf (Y ) :=
{
γ ∈ Γp(Y ) |MΛ(γ) <∞ for each compact Λ ⊂ X
}
. (11)
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As easily seen, Γpf (Y ) ∈ B(Γ(Y )) and we denote by B(Γpf (Y )) the trace σ-algebra of
B(Γ(Y )) on Γpf (Y ).
We construct a bijective mapping E : K(X) → Γpf (Y ) by setting, for each η =∑
i siδxi ∈ K(X), Eη := {(xi, si)}. By [9, Theorem 6.2], we have
B(Γpf (Y )) = {EA | A ∈ B(K(X)} .
Hence, both E and its inverse E−1 are measurable mappings.
We denote by ν := E(µ) the pushforward of the measure µ under the mapping E .
Thus ν is a probability measure on Γpf (Y ), in particular, it is a point process in Y .
Let Γ0(Y ) denote the space of all finite configurations in Y :
Γ0(Y ) := {γ ⊂ Y | |γ| <∞}.
Note that Γ0(Y ) =
⋃∞
n=0 Γ
(n)(Y ), where Γ(n)(Y ) is the space of all n-point config-
urations (subsets) in Y . Clearly, Γ0(Y ) ⊂ Γ(Y ), and we denote by B(Γ0(Y )) the
trace σ-algebra of B(Γ(Y )) on Γ0(Y ). The σ-algebra B(Γ0(Y )) admits the following
description: for each n ∈ N, Γ(n)(Y ) ∈ B(Γ0(Y )) and the restriction of B(Γ0(Y )) to
Γ(n)(Y ) coincides (up to a natural isomorphism) with the collection of all symmetric
(i.e., invariant under the action of σ ∈ Sn) Borel-measurable subsets of Y (n)0̂ . The
correlation measure of the point process ν is defined as the (unique) measure ρ on
(Γ0(Y ),B(Γ0(Y ))) which satisfies∫
Γ(Y )
∑
λbγ
G(λ) dν(γ) =
∫
Γ0(Y )
G(λ) dρ(λ) (12)
for each measurable function G : Γ0(Y ) → [0,∞]. In formula (12), the summation∑
λbγ is over all finite subsets λ of γ.
For each n ∈ N, we denote by ρ(n) the restriction of the measure ρ to Γ(n)(Y ). By
(12), the measure ρ(n) can be identified with the symmetric measure on Y
(n)
0̂
which
satisfies ∫
Γpf (Y )
∑
{(x1,s1),...,(xn,sn)}⊂γ
f (n)(x1, s1, . . . , xn, sn) dν(γ)
=
∫
Y
(n)
0̂
f (n)(x1, s1, . . . , xn, sn) dρ
(n)(x1, s1, . . . , xn, sn) (13)
for each symmetric measurable function f (n) : Y
(n)
0̂
→ [0,∞]. Since ν(Γp(Y )) = 1, the
measure ρ(n) is concentrated on the smaller set
Vn :=
{
(x1, s1, . . . , xn, sn) ∈ Y n | (x1, . . . , xn) ∈ X(n)0̂
}
. (14)
The following theorem gives a three-step way of recovering the correlation measure
ρ of the point process ν = E(µ) directly from the moment sequence (M (n))∞n=0.
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Theorem 2. Let µ be a random discrete measure on X which has finite moments. Let
(M (n))∞n=0 be the moment sequence of µ, and assume that condition (C1) is satisfied.
(i) For each n ∈ N and ∆ ∈ Bc(X(n)0̂ ), there exists a unique finite measure ξ
(n)
∆ on
(R+)n which solves the moment problem∫
(R+)n
si11 · · · sinn dξ(n)∆ (s1, . . . , sn) =
1
n!
Mi1+1,...,in+1(∆), (i1, . . . , in) ∈ Zn+. (15)
(ii) For each n ∈ N, there exists a unique measure ξ(n) on Vn which satisfies
ξ
(n)
∆ (A) =
∫
Vn
χ∆(x1, . . . , xn)χA(s1, . . . , sn) dξ
(n)(x1, s1, . . . , xn, sn) (16)
for all ∆ ∈ Bc(X(n)0̂ ) and A ∈ B((R+)n).
(iii) For each n ∈ N, let ρ(n) be the measure on Vn given by
dρ(n)(x1, s1, . . . , xn, sn) := (s1 · · · sn)−1 dξ(n)(x1, s1, . . . , xn, sn). (17)
Then ρ(n) is the restriction of the correlation measure ρ of the point process
ν = E(µ) to Γ(n)(X).
Remark 3. Note that, by the definition of a correlation measure, one always has ρ(∅) =
1. Note also that ρ(n) is related to (M (n))∞n=0 via a moment problem, because, as shown
in the proof, the following relation holds, for any measurable function g(n) : X
(n)
0̂
→
[0,∞], ∫
Vn
g(n)(x1, . . . , xn)s
i1
1 . . . , s
in
n dρ
(n)(x1, s1, . . . , xn, sn).
=
1
n!
∫
X
(n)
0̂
g(n)(x1, . . . , xn) dMi1,...,in(x1, . . . , xn). (18)
Proof of Theorem 2. We start the proof with derivation of the following bound.
Lemma 4. Assume that, for each n ∈ N, m(n) is a symmetric measure on Xn. Assume
that, for each Λ ∈ Bc(X), there exists a constant CΛ > 0 such that m(n)(Λn) ≤ CnΛ n!
for all n ∈ N. Then, for any i1, . . . , in ∈ N, n ∈ N, and Λ ∈ Bc(X),
1
n!
mi1,...,in(Λ
(n)
0̂
) ≤ i1! · · · in!Ci1+···+inΛ .
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Proof. Fix any i1, . . . , in ∈ N and Λ ∈ Bc(X). Abbreviate I := i1 + · · · + in. Let
pi = {A1, . . . , An} ∈ Π(I) be as in (8). By the construction of the measure mi1,...,in , we
get
mi1,...,in(Λ
(n)
0̂
)
=
∫
X
(I)
pi
χΛn(x1, xi1+1, . . . , xi1+···+in−1+1) dm
(I)(x1, . . . , xI)
=
∫
XI
χ
ΛI∩X(I)pi (x1, . . . , xI) dm
(I)(x1, . . . , xI)
=
∫
XI
χ
Λ
(I)
pi
dm(I)
=
∫
XI
SymI χΛ(I)pi dm
(I). (19)
Here, for a function f (k) : Xk → R, Symk f (k) denotes its symmetrization:
(Symk f
(k))(x1, . . . , xk) :=
∑
σ∈Sk
1
k!
f(xσ(1), . . . , xσ(k)).
Let ψ ∈ Π(I) be a partition having exactly n blocks:
ψ = {B1, . . . , Bn}.
Set jl := |Bl|, l = 1, . . . , n. Denote by Ψi1,...,in the set of all such partitions ψ which
satisfy
(i1, . . . , in) = (jσ(1), . . . , jσ(n))
for some permutation σ ∈ Sn. An easy combinatoric argument shows that the number
Ni1,...,in of all partitions in Ψi1,...,in is equal to
Ni1,...,in =
I!
i1! · · · in! r1! r2! r3! · · · . (20)
Here for l = 1, 2, 3, . . . , rl denotes the number of coordinates in the vector (i1, i2, . . . , in)
which are equal l. In particular,
r1 + r2 + r3 + · · · = n,
which implies
r1! r2! r3! · · · ≤ n! .
Therefore,
Ni1,...,in ≥
I!
i1! · · · in!n! . (21)
11
For each ψ ∈ Ψi1,...,in ,
SymI χΛ(I)ψ
= SymI χΛ(I)pi .
Hence, by (19) and (21),
1
n!
mi1,...,in(Λ
(n)
0̂
)
=
1
n!Ni1,...,in
∑
ψ∈Ψi1,...,in
∫
XI
χ
Λ
(I)
ψ
dm(I)
≤ i1! · · · in!
I!
∫
XI
∑
ψ∈Ψi1,...,in
χ
Λ
(I)
ψ
dm(I)
≤ i1! · · · in!
I!
m(I)(ΛI)
≤ i1! · · · in!CIΛ.
To prove statements (i)–(iii) of the theorem, let us first carry out some considera-
tions. Note that, for each n ∈ N and each measurable function f (n) : Xn → [0,∞], the
functional
K(X) 3 η 7→ 〈η⊗n, f (n)〉 ∈ [0,∞]
is measurable and ∫
K(X)
〈η⊗n, f (n)〉 dµ(η) =
∫
Xn
f (n) dM (n). (22)
As easily seen, equality (13) can be extended to the class of all measurable (not
necessarily symmetric) functions f (n) : Vn → [0,∞] as follows:∫
Γpf (Y )
1
n!
∑
(x1,s1),...,(xn,sn)∈γ
x1, . . . , xn different
f (n)(x1, s1, . . . , xn, sn) dν(γ)
=
∫
Vn
f (n)(x1, s1, . . . , xn, sn) dρ
(n)(x1, s1, . . . , xn, sn). (23)
If we extend the function f (n) by zero to the whole space Y n, we can rewrite (23) in
the equivalent form:∫
Γpf (Y )
1
n!
∑
(x1,s1),...,(xn,sn)∈γ
f (n)(x1, s1, . . . , xn, sn) dν(γ)
=
∫
Vn
f (n)(x1, s1, . . . , xn, sn) dρ
(n)(x1, s1, . . . , xn, sn). (24)
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In particular, for any measurable function g(n) : Xn → [0,∞] which vanishes outside
X
(n)
0̂
and any i1, . . . , in ∈ N, we get∫
Γpf (Y )
1
n!
∑
(x1,s1),...,(xn,sn)∈γ
g(n)(x1, . . . , xn)s
i1
1 · · · sinn dν(γ)
=
∫
Vn
g(n)(x1, . . . , xn)s
i1
1 . . . , s
in
n dρ
(n)(x1, s1, . . . , xn, sn). (25)
For each function f : X
(i1+...+in)
pi → R one can define a function X(n)
0̂
→ R via
Bpi : X
(i1+···+in)
pi → X(n)
0̂
. Now we will describe the opposite procedure. For simplicity
of notation, we will write below
In(x1, . . . , xn) := χX(n)
1̂
(x1, . . . , xn), (x1, . . . , xn) ∈ Xn.
Thus, In(x1, . . . , xn) is equal to 1 if x1 = x2 = · · · = xn, and is equal to zero otherwise.
For i1, . . . , in ∈ N, we define a function Ii1,...,in : X i1+···+in → {0, 1} by setting
Ii1,...,in(x1, . . . , xi1+···+in)
:= Ii1(x1, . . . , xi1)Ii2(xi1+1, . . . , xi1+i2) · · · Iin(xi1+···+in−1+1, . . . , xi1+···+in).
For a measurable function g(n) : Xn → [0,∞) which vanishes outside X(n)
0̂
, we define a
measurable function Ri1,...,ing(n) : X i1+···+in → [0,∞] by
(Ri1,...,ing(n))(x1, . . . , xi1+···+in)
:= g(n)(x1, xi1+1, xi1+i2+1, . . . , xi1+···+in−1+1)Ii1,...,in(x1, . . . , xi1+···+in). (26)
Note that the function Ri1,...,ing(n) vanishes outside the set X(i1+···+in)pi , where pi =
{A1, . . . , An} with the sets A1, . . . , An being as in (8). For each η ∈ K(X),
〈η⊗(i1+···+in),Ri1,...,ing(n)〉
=
∑
(x1,s1),...,(xI ,sI)∈E(η)
(Ri1,...,ing(n))(x1, . . . , xI)s1 · · · sI
= n!
∑
{(x1,s1),...,(xn,sn)}⊂E(η)
g(n)(x1, . . . , xn)s
i1
1 · · · sinn . (27)
Here we write I = i1 + · · · + in to save the space. By (25), (27), and the definition of
the measure ν, we get
1
n!
∫
K(X)
〈η⊗(i1+···+in),Ri1,...,ing(n)〉 dµ(η)
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=∫
Vn
g(n)(x1, . . . , xn)s
i1
1 . . . , s
in
n dρ
(n)(x1, s1, . . . , xn, sn).
Hence, by (22), ∫
Vn
g(n)(x1, . . . , xn)s
i1
1 . . . , s
in
n dρ
(n)(x1, s1, . . . , xn, sn).
=
1
n!
∫
Xi1+···+in
Ri1,...,ing(n) dM (i1+···+in)
=
1
n!
∫
X
(i1+···+in)
pi
Ri1,...,ing(n) dM (i1+···+in),
where the partition pi is as above. From here we conclude that equality (18) holds. We
define a symmetric measure ξ(n) on Vn by setting
dξ(n)(x1, s1, . . . , xn, sn) := s1 · · · sn dρ(n)(x1, s1, . . . , xn, sn). (28)
Then, equality (18) can be rewritten as follows:∫
Vn
g(n)(x1, . . . , xn)s
i1
1 . . . , s
in
n dξ
(n)(x1, s1, . . . , xn, sn).
=
1
n!
∫
X
(n)
0̂
g(n)(x1, . . . , xn) dMi1+1,...,in+1(x1, . . . , xn), (i1, . . . , in) ∈ Zn+. (29)
For any ∆ ∈ Bc(X(n)0̂ ), let ξ
(n)
∆ be the finite measure on (R+)n which satisfies (16).
Denote
ξ∆i = ξ
∆
i1,...,in
:=
1
n!
Mi1+1,...,in+1(∆), i = (i1, . . . , in) ∈ Zn+. (30)
Then, by (29) and (30),
ξ∆i =
∫
(R+)n
si11 · · · sinn dξ(n)∆ (s1, . . . , sn), i = (i1, . . . , in) ∈ Zn+. (31)
Thus, (ξ∆i )i∈Zn+ is the moment sequence of the finite measure ξ
(n)
∆ .
Choose any Λ ∈ Bc(X) such that ∆ ⊂ Λ(n)0̂ . By formulas (1), (30) and Lemma 4,
ξ∆i1,...,in ≤
1
n!
Mi1+1,...,in+1(Λ
(n)
0̂
)
≤ (i1 + 1)! · · · (in + 1)!Ci1+···+in+nΛ
≤ (i1 + · · ·+ in + n)!Ci1+···+in+nΛ , (i1, . . . , in) ∈ Zn+. (32)
We are now ready to finish the proof of the theorem. Since (ξ∆i )i∈Zn+ is the moment
sequence of the finite measure ξ
(n)
∆ on (R+)n, and since this moment sequence satisfies
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estimate (32), we conclude from e.g. [4, Chapter 5, Subsec. 2.1, Examples 2.1, 2.2] that
the moment sequence (ξ∆i )i∈Zn+ uniquely identifies the measure ξ
(n)
∆ . Hence, statement
(i) holds. Next, equality (16) evidently holds by (29). Note also that the values of the
measure ξ(n) on the sets of the form{
(x1, s1, . . . , xn, sn) ∈ Vn | (x1, . . . , xn) ∈ ∆, (s1, . . . , sn) ∈ A
}
where ∆ ∈ Bc(X(n)0̂ ) and A ∈ B((R+)n), completely identify the measure ξ(n) on V n.
Thus, statement (ii) holds. Finally, statement (iii) trivially follows from (28).
3 A characterization of random discrete measure in
terms of moments
In this section, we assume that µ is a random measure on X which has finite moments.
Let (M (n))∞n=0 be its moment sequence. We assume additionally to condition (C1) that
condition (C2) is satisfied.
Remark 5. Assumption (C2) is usually satisfied by a measure µ being concentrated on
the cone K(X). In the latter case, by the proof of Theorem 2, we have
M (n)(Λ
(n)
0̂
) = M1,...,1(Λ
(n)
0̂
) = n! ξ(n)(Vn ∩ (Λ× R+)n)
= n!
∫
Vn∩(Λ×R+)n
s1 · · · sn dρ(n)(x1, s1, . . . , xn, sn),
so that estimate (2) becomes∫
Vn∩(Λ×R+)n
s1 · · · sn dρ(n)(x1, s1, . . . , xn, sn) ≤ (C ′Λ)n.
For example, in the case of the gamma measure (see Introduction), we have∫
Vn∩(Λ×R+)n
s1 · · · sn dρ(n)(x1, s1, . . . , xn, sn) = 1
n!
(∫
Λ
dx
)n
,
so condition (C2) is trivially satisfied.
Note also that one should not expect that the constant CΛ in estimate (C1) becomes
small as set Λ shrinks to an empty set. This, for example, is not even true in the case
of the gamma measure. Indeed,
M (n)(Λ) =
n−1∏
k=0
(∫
Λ
dx+ k
)
.
(M (n)(Λ) is the n-th moment of the gamma distribution with parameter
∫
Λ
dx.) For
each n, this decays at most like
∫
Λ
dx and hence CΛ cannot decrease to zero.
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Recall that before Theorem 1 we fixed a sequence (Λl)
∞
l=1 of compact subsets of X
such that Λ1 ⊂ Λ2 ⊂ Λ3 ⊂ · · · and
⋃∞
l=1 Λl = X.
Proof of Theorem 1. Assume that µ(K(X)) = 1 and let us show that conditions (i)
and (ii) are satisfied. Let ∆ ∈ Bc(X(n)0̂ ). It follows from the proof of Theorem 2 (see
in particular formula (31)) that the sequence (ξ∆i )i∈Zn+ is the moment sequence of the
finite measure ξ
(n)
∆ . Hence, condition (i) is indeed satisfied (see e.g. [4, Chapter 5,
Subsec. 2.1]).
Next, let ∆ ∈ B(X(n)
0̂
) be of the form ∆ = (Λl)
(n)
0̂
. Clearly, (r∆i )
∞
i=0 is the moment
sequence of the first coordinate projection of the measure ξ
(n)
∆ , which we denote by
P1ξ
(n)
∆ . The measure P1ξ
(n)
∆ is concentrated on [0,∞), hence (5) follows (see e.g. [1,
Chapter 2, Subsec. 6.5]). By (C1), (16), (29), Lemma 4 and as ∆ = (Λl)
(n)
0̂
r∆i =
∫
(R+)n
si1 dξ
(n)
∆ (s1, . . . , sn)
=
∫
Vn
χ∆(x1, . . . , xn)s
i
1 dξ
(n)(x1, s1, . . . , xn, sn)
=
1
n!
∫
X
(n)
0̂
χ∆(x1, . . . , xn) dMi+1,1,1,...,1(x1, . . . , xn)
=
1
n!
Mi+1,1,1,...,1((Λl)
(n)
0̂
)
≤ (i+ 1)!Cn+iΛ , i ∈ Z+. (33)
Hence, by the Carleman criterion (see e.g. [1]), the measure P1ξ
(n)
∆ is the unique measure
on R which has moments (r∆i )∞i=0. Therefore, by [1, formula (4) in Chapter I, Sect.1;
Chapter II, Subsec. 4.1; Theorem 2.5.3], formula (6) follows from the fact that the
measure P1ξ
(n)
∆ has no atom at point 0. Thus, condition (ii) is satisfied.
Remark 6. Note that, in this part of the proof, we have not used condition (C2).
Let us now prove the converse statement. So, we assume that (M (n))∞n=0 is a se-
quence of symmetric Radon measures fulfilling (C1), (C2), (i), (ii) and M (0) = 1. That
(M (n))∞n=0 is the moment sequence of a probability measure µ on (M(X),B(M(X)))
will only be used in Lemma 15. We will show the existence of a measure µ′ with
µ′(K(X)) = 1 which has as its moments (M (n))∞n=0. Finally, we will argue that, if
(M (n))∞n=0 is the moment sequence of a probability measure µ, then by the uniqueness
of solution of the moment problem µ = µ′ and hence µ(K(X)) = 1.
Fix any n ∈ N and ∆ ∈ Bc(X(n)0̂ ). Choose Λ ∈ Bc(X) such that ∆ ⊂ Λ
(n)
0̂
. By (C1),
(3), and Lemma 4,
ξ∆i1,...,in =
1
n!
Mi1+1,...,in+1(∆)
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≤ 1
n!
Mi1+1,...,in+1(Λ
(n)
0̂
)
≤ (i1 + 1)! · · · (in + 1)!Ci1+···+in+nΛ
≤ (i1 + · · ·+ in + n)!Ci1+···+in+nΛ , (i1, . . . , in) ∈ Zn+. (34)
Furthermore, by condition (i), the sequence (ξ∆i )i∈Zn+ is positive definite. Hence, using
e.g. [4, Chapter 5, Subsec. 2.1, Examples 2.1, 2.2], we conclude that there exists a
unique measure ξ
(n)
∆ on Rn such that (ξ∆i )i∈Zn+ is its moment sequence, i.e.,
ξ∆i =
∫
Rn
si11 · · · sinn dξ(n)∆ (s1, . . . , sn), i = (i1, . . . , in) ∈ Zn+. (35)
Lemma 7. Let n ∈ N. Let {∆k}∞k=1 be a sequence of disjoint sets from Bc(X(n)0̂ ).
Denote ∆ :=
⋃∞
k=1 ∆k and assume that ∆ ∈ Bc(X(n)0̂ ). We then have
∞∑
k=1
ξ
(n)
∆k
= ξ
(n)
∆ . (36)
Proof. Fix any i1, . . . , in ∈ Z+. Since M (i1+···+in) is a measure, we easily get
∞∑
k=1
∫
Rn
si11 · · · sinn dξ(n)∆k (s1, . . . , sn)
=
∞∑
k=1
1
n!
Mi1+1,...,in+1(∆k)
=
1
n!
Mi1+1,...,in+1(∆)
=
∫
Rn
si11 · · · sinn dξ(n)∆ (s1, . . . , sn).
Hence, the measures
∑∞
k=1 ξ
(n)
∆k
and ξ
(n)
∆ have the same moments. The measure ξ
(n)
fulfils the Carleman bound, hence it is uniquely identified by its moments. So (36)
holds.
Lemma 8. For any n ∈ N and ∆ ∈ Bc(X(n)0̂ ), the measure ξ
(n)
∆ is concentrated on
(R+)n.
Proof. Fix any l ∈ N and set ∆ = (Λl)(n)0̂ . By (4) and (35),
r∆i =
∫
Rn
si1 dξ
(n)
∆ (s1, . . . , sn), i ∈ Z+.
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Thus, the numbers (r∆i )
∞
i=0 form the moment sequence of the first coordinate projec-
tion of the measure ξ
(n)
∆ , which we denote, as above, by P1ξ
(n)
∆ . As easily follows from
(34) and the Carleman criterion, the measure P1ξ
(n)
∆ is uniquely identified by its mo-
ment sequence. Then, by (5), the measure P1ξ
(n)
∆ is concentrated on [0,∞), and by
(6), (P1ξ
(n)
∆ )({0}) = 0, see [1]. Therefore, the measure P1ξ(n)∆ is concentrated on R+.
Evidently, for any (i1, . . . , in) ∈ Zn+ and any σ ∈ Sn, we get∫
Rn
si1σ(1) · · · sinσ(n) dξ(n)∆ (s1, . . . , sn)
=
∫
Rn
s
iσ−1(1)
1 · · · s
iσ−1(n)
n dξ
(n)
∆ (s1, . . . , sn)
=
1
n!
Miσ−1(1)+1,...,iσ−1(n)+1(∆)
=
1
n!
Mi1+1,...,in+1(∆)
=
∫
Rn
si11 · · · sinn dξ(n)∆ (s1, . . . , sn).
Hence, the measure ξ
(n)
∆ is symmetric on Rn. Therefore, for each j = 1, . . . , n, the j-th
coordinate projection of ξ
(n)
∆ is concentrated on R+. This implies that the measure ξ
(n)
∆
is concentrated on (R+)n.
Now, fix an arbitrary ∆ ∈ Bc(X(n)0̂ ). Choose l ∈ N large enough so that ∆ ⊂
(Λl)
(n)
0̂
=: ∆′. Then, by Lemma 7,
ξ
(n)
∆ ({(R+)n) ≤ ξ(n)∆′ ({(R+)n) = 0.
Here {(R+)n denotes the complement of (R+)n. Thus, the measure ξ(n)∆ is concentrated
on (R+)n.
Lemma 9. For each n ∈ N, there exists a unique measure ξ(n) on Vn which satisfies
(16) for all ∆ ∈ Bc(X(n)0̂ ) and A ∈ B((R+)n).
Proof. For each ∆ ∈ Bc(Xn), we define a measure ξ(n)∆ on (R+)n by
ξ
(n)
∆ := ξ
(n)
∆∩X(n)
0̂
.
(Note that ∆ ∩ X(n)
0̂
∈ Bc(X(n)0̂ ).) The statement analogous to Lemma 7 holds for
Bc(Xn). So, it suffices to prove that there exists a unique measure ξ(n) on Y n which
satisfies
ξ(n)(∆× A) = ξ(n)∆ (A), ∆ ∈ Bc(Xn), A ∈ B((R+)n). (37)
But this follows from the fact that, for each ∆ ∈ Bc(Xn), ξ(n)∆ is a measure on (R+)n
and from Lemma 7, see e.g. Remark (3), p. 66 in [12].
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Let us now recall a result from [15, Corollary 1] (see also [5,13]) about existence of
a unique point process with a given correlation measure. We will adopt this result to
the case of the locally compact Polish space Y = X × R+.
Let ρ be a measure on (Γ0(Y ),B(Γ0(Y ))). We assume that ρ satisfies the conditions
(LB) and (PD) introduced below.
(LB) Local bound: For any Λ ∈ Bc(X) and A ∈ Bc(R+), there exists a constant
constΛ,A > 0 such that
ρ(n)((Λ× A)n ∩ Vn) ≤ constnΛ,A, n ∈ N,
and for any sequence Λk ∈ Bc(X) such that Λk ↓ ∅ and A ∈ Bc(R+), we have
constΛk,A → 0 as k →∞.
To formulate condition (PD) we first need to give some definitions. For any mea-
surable functions G1, G2 : Γ0(Y ) → R, we define their ?-product as the measurable
function G1 ? G2 : Γ0(Y )→ R given by
G1 ? G2(λ) :=
∑
λ1⊂λ, λ2⊂λ
λ1∪λ2=λ
G1(λ1)G2(λ2), λ ∈ Γ0(Y ). (38)
We denote by S the class of all functions G : Γ0(Y ) → R which satisfy the following
assumptions:
(i) There exists N ∈ N such that G(n) := G  Γ(n)(Y ) = 0 for all n > N .
(ii) For each n = 1, . . . , N , the function G(n) := G  Γ(n)(Y ) can be identified with a
finite linear combination of functions of the form
Symn(χB1 ⊗ · · · ⊗ χBn),
where for i = 1, . . . , n Bi = Λi × Ai with Λi ∈ Bc(X) and Ai ∈ Bc(R+), Symn
denotes the operator of symmetrization of a function, and
(χB1 ⊗ · · · ⊗ χBn)(x1, s1, . . . , xn, sn) := χB1(x1, s1) · · ·χBn(xn, sn),
where (x1, s1), . . . , (xn, sn) ∈ Y with (xi, si) 6= (xj, sj) if i 6= j.
It is evident that each function G ∈ S is bounded and integrable with respect to
the measure ρ, and for any G1, G2 ∈ S, we have G1 ? G2 ∈ S.
(PD) ?-positive definiteness: For each G ∈ S, we have∫
Γ0(Y )
G ? Gdρ ≥ 0. (39)
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Remark 10. Assume that ρ is the correlation measure of a point process ν, and assume
that ρ satisfies (LB). Let us briefly explain why condition (PD) must then be satisfied.
For a function G ∈ S, we denote
(KG)(γ) :=
∑
λbγ
G(λ), γ ∈ Γ(Y ),
where λ b γ means that λ ⊂ γ and λ ∈ Γ0(Y ). Then, by (12),∫
Γ0(Y )
Gdρ =
∫
Γ(Y )
KGdν.
Furthermore, an easy calculation shows that, for any G1, G2 ∈ S, we have
K(G1 ? G2) = KG1 ·KG2,
where the · in the above equality denotes the pointwise multiplication. Hence, in this
case, formula (39) becomes ∫
Γ(Y )
(KG)2 dν ≥ 0.
Theorem 11 ([15]). Let ρ be a measure on (Γ0(Y ),B(Γ0(Y ))) with
ρ(Γ(0)(Y )) = 1 (40)
which satisfies the conditions (LB) and (PD). Then there exists a unique point process
ν in Y whose correlation measure is ρ.
For each n ∈ N, we now define a measures ρ(n) on Vn by
dρ(n)(x1, s1, . . . , xn, sn) := (s1 · · · sn)−1 dξ(n)(x1, s1, . . . , xn, sn). (41)
Note that ρ(n) is a symmetric measure on Vn. We next define a measure ρ on
(Γ0(Y ),B(Γ0(Y ))) by requiring that, for each n ∈ N, the restriction of the measure
ρ to Γ(n)(Y ) be equal to ρ(n), i.e., for each measurable function G : Γ0(Y )→ [0,∞]∫
Γ(n)(Y )
G(λ) dρ(λ) =
∫
Vn
G({x1, s1, . . . , xn, sn}) dρ(n)(x1, s1, . . . , xn, sn). (42)
For n = 0 we define ρ by (40). A crucial part of the proof of Theorem 1 is the following
theorem.
Theorem 12. Let the measure ρ on (Γ0(Y ),B(Γ0(Y ))) be defined by (40)–(42). Then
there exists a unique point process ν in Y whose correlation measure is ρ.
In view of Theorem 11, it suffices to prove that ρ satisfies (LB) and (PD). We split
the proof into several lemmas.
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Lemma 13. The measure ρ defined by (40)–(42) satisfies (LB).
Proof. Let A ∈ Bc(R+) and let C := sups∈A s−1. Then we see by (41) that
ρ(n)((Λ× A)n ∩ Vn) ≤ Cnξ(n)((Λ× R+)n ∩ Vn) (43)
for each Λ ∈ Bc(X). By (3), (35), Lemma 9,
ξ(n)((Λ× R+)n ∩ Vn) = ξ(n)
Λ
(n)
0̂
((R+)n)
= ξ
Λ
(n)
0̂
0,...,0
=
1
n!
M1,...,1(Λ
(n)
0̂
)
=
1
n!
M (n)(Λ
(n)
0̂
). (44)
Condition (LB) now follows from (43) and (44), and condition (C2).
In order to prove (PD), we rewrite this condition for non-symmetrized product of
spaces. We denote
Φ(Y ) :=
∞⋃
n=0
Φ(n)(Y ),
where the set Φ(0)(Y ) contains just one element, and for n ∈ N, Φ(n)(Y ) := Vn. We
define a σ-algebra B(Φ(Y )) on Φ(Y ) so that, for each n = 0, 1, 2, . . . , Φ(n)(Y ) ∈
B(Φ(Y )) and for each n ∈ N, the restriction of B(Φ(Y )) to Φ(n)(Y ) coincides with
B(Vn). We can treat ρ as a measure on Φ(Y ), so that ρ(Φ(0)(Y )) = 1 and, for n ∈ N,
the restriction of ρ to Φ(n)(Y ) is ρ(n). We call a function G : Φ(Y )→ R symmetric if,
for each n ∈ N, the restriction of G to Φ(n)(Y ) is a symmetric function. Clearly, each
function G on Γ0(Y ) identifies a symmetric function on Φ(Y ), for which we preserve
the notation G. Furthermore, for an integrable function G, we then have
∫
Γ0(Y )
Gdρ =∫
Φ(Y )
Gdρ.
Let m,n ∈ N. We denote by Pair(m,n) the collection of all subsets κ of the set
{1, 2, . . . ,m} × {m+ 1,m+ 2, . . . ,m+ n}
such that, if (αi, βi), (αj, βj) ∈ κ and (αi, βi) 6= (αj, βj), then αi 6= αj and βi 6= βj. By
definition, an empty set is an element of Pair(m,n). For κ ∈ Pair(m,n), we denote by
|κ| the number of elements of the set κ. In words, this means that we build |κ| pairs
between elements in {1, 2, . . . ,m} and in {m+ 1,m+ 2, . . . ,m+n}. Each element can
be member of only one pair.
Let G
(m)
1 : Vm → R, G(n)2 : Vn → R, and let κ = {(αi, βi)} ∈ Pair(m,n). We define
a function (G
(m)
1 ⊗G(n)2 )κ : Vm+n−|κ| → R as follows. Relabel so that
β1 < β2 < · · · < β|κ|.
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Then (G
(m)
1 ⊗G(n)2 )κ(y1, . . . , ym+n−|κ|) is defined as follows. Take
G
(m)
1 (y1, . . . , ym)G
(n)
2 (zm+1, . . . , zm+n).
For each i ∈ {1, . . . , |κ|}, replace the variable zβi with yαi . After this, the variables zj
with j ∈ {m+1, . . . ,m+n}\{β1, . . . , β|κ|} (these are the remaining zj) are consecutively
set to the values ym+1, ym+2, . . . , ym+n−|κ|. Here, yl := (xl, sl). In words, this means
that G
(m)
1 and G
(n)
2 share some of the yi variables whose indices and positions in the
arguments of G
(m)
1 and G
(n)
2 are described by the pairs in κ.
For example, for m = 3, n = 4, κ = {(3, 5), (2, 6)}, we have
(G
(3)
1 ⊗G(4)2 )κ(y1, y2, y3, y4, y5) = G(3)1 (y1, y2, y3)G(4)2 (y4, y3, y2, y5), (y1, y2, y3, y4, y5) ∈ V5.
Let us interpret G
(m)
1 : Vm → R and G(n)2 : Vn → R as functions defined on Φ(Y )
which vanish outside Φ(m)(Y ) and Φ(n)(Y ), respectively. We then define a function
G
(m)
1 G(n)2 : Φ(Y )→ R
by
G
(m)
1 G(n)2 :=
∑
κ∈Pair(m,n)
(m+ n− |κ|)!
m!n!
(G
(m)
1 ⊗G(n)2 )κ. (45)
In the above formula, each (G
(m)
1 ⊗G(n)2 )κ is also treated as a function on Φ(Y ).
Note that a function G
(0)
1 : Φ
(0)(Y )→ R is just a real number and we set, for each
function G2 : Φ(Y )→ R,
G
(0)
1 G2 = G2 G(0)1 := G(0)1 ·G2. (46)
Extending formulas (45), (46) by linearity, we define, for any functions G1, G2 : Φ(Y )→
R, their -product G1 G2 as a function on Φ(Y ).
Lemma 14. Assume that G1 and G2 are symmetric functions on Φ(Y ) which vanish
outside the set
⋃N
n=0 Φ
(n)(Y ) for some N ∈ N. Then∫
Φ(Y )
G1 ? G2 dρ =
∫
Φ(Y )
G1 G2 dρ,
provided the integrals in the above formulas make sense.
Proof. It suffices to consider the case where G1 = G
(m)
1 : Vm → R, G2 = G(n)2 : Vn → R
for some m,n ∈ N. Using (38), we have∫
Φ(Y )
G
(m)
1 ? G
(n)
2 dρ
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=
m∧n∑
k=0
∑
(θ1,θ2,θ3)∈P3(m+n−k)
|θ1|=m−k, |θ2|=k, |θ3|=n−k
∫
Vm+n−k
G
(m)
1 (yθ1 , yθ2)G
(n)
2 (yθ2 , yθ3) dρ
(m+n−k)(y1, . . . , ym+n−k).
Here P3(m + m − k) denotes the set of all ordered partitions (θ1, θ2, θ3) of the set
{1, . . . ,m + n − k} into three parts, |θi| denotes the number of elements in block θi,
and, for block θi = {r1, r2, . . . , r|θi|}, yθi denotes yr1 , yr2 , . . . , yr|θi| . Evidently, the set
P3(m + n − k) contains (m+n−k)!(m−k)! (n−k)! k! elements (θ1, θ2, θ3) such that |θ1| = m − k,
|θ2| = k, |θ3| = n− k. Hence∫
Φ(Y )
G
(m)
1 ? G
(n)
2 dρ =
m∧n∑
k=0
(m+ n− k)!
(m− k)! (n− k)! k!
×
∫
Vm+n−k
G
(m)
1 (x1, . . . , xm)G
(n)
2 (xm−k+1, . . . , xm+n−k) dρ
(m+n−k)(x1, . . . , xm+n−k).
(47)
On the other hand, by (45),∫
Φ(Y )
G
(m)
1 G(n)2 dρ =
m∧n∑
k=0
(m+ n− k)!
m!n!
∑
κ∈Pair(m,n)
|κ|=k
∫
Vm+n−k
(G
(m)
1 ⊗G(n)2 )κ dρ(m+n−k).
An easy combinatoric argument shows that there are
m!
(m− k)! k! ×
n!
(n− k)! k! × k! =
m!n!
(m− k)! (n− k)! k!
elements κ ∈ Pair(m,n) such that |κ| = k. Hence∫
Φ(Y )
G
(m)
1 G(n)2 dρ =
m∧n∑
k=0
(m+ n− k)!
m!n!
× m!n!
(m− k)! (n− k)! k!
×
∫
Vm+n−k
G
(m)
1 (x1, . . . , xm)G
(n)
2 (xm−k+1, . . . , xm+n−k) dρ
(m+n−k)(x1, . . . , xm+n−k).
(48)
By (47) and (48) the lemma follows.
We denote
Ψ(X) :=
∞⋃
n=0
Ψ(n)(X),
23
where the set Ψ(0)(X) contains one element, and for n ∈ N, Ψ(n)(X) := Xn. Analo-
gously to B(Φ(Y )), we define the σ-algebra B(Ψ(X)). We next define a measure M
on (Ψ(X),B(Ψ(X))) so that M(Ψ(0)(X)) := M (0) = 1 and, for n ∈ N, the restriction
of M to Ψ(n)(X) is M (n). For any functions F
(m)
1 and F
(n)
2 on Ψ
(m)(X) and Ψ(n)(X),
respectively, their tensor product F
(m)
1 ⊗F (n)2 is a function on Ψ(m+n)(X). (In the case
where either m or n is equal to zero, the tensor product becomes a usual product.)
Extending the tensor product by linearity, we define, for any functions F1 and F2 on
Ψ(X), their tensor product F1 ⊗ F2 as a function on Ψ(X).
The following lemma shows that the measure M on Ψ(X) is ⊗-positive definite.
Lemma 15. Assume that a function F on Ψ(X) vanishes outside a set
⋃N
n=0 Ψ
(n)(X)
for some N ∈ N. Assume that the function F ⊗ F is integrable with respect to M .
Then ∫
Ψ(X)
F ⊗ F dM ≥ 0. (49)
Proof. The result immediately follows from∫
M(X)
〈η⊗n, F (n)〉 dµ(η) =
∫
Xn
F (n) dM (n).
Let a function g(n) : X
(n)
0̂
→ R be bounded, measurable, and having support from
Bc(X(n)0̂ ). For i1, . . . , in ∈ N, we set
G(n)(x1, s1, . . . , xn, sn) := g
(n)(x1, . . . , xn)s
i1
1 · · · sinn , (x1, s1, . . . , xn, sn) ∈ Vn. (50)
We extend the function g(n) by zero to the whole space Xn. We define a function
Ri1,...,ing(n) : X i1+···+in → R by using formula (26). We denote G(0) : Ψ(0)(X)→ R
KG(n) := 1
n!
Ri1,...,ing(n). (51)
We denote by Q the class of all functions on Φ(Y ) which are finite sums of functions
of form (50). Extending K by linearity, we define, for each G ∈ Q, KG as a function
on Ψ(X).
Lemma 16. For each G ∈ Q, we have∫
Φ(Y )
Gdρ =
∫
Ψ(X)
KGdM. (52)
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Proof. Let ∆ ∈ Bc(X(n)0̂ ) and let G(n) be given by (50) with g(n) = χ∆. By Lemma 9
and formulas (3), (35), (41), and (51),∫
Vn
G(n) dρ(n) =
∫
Vn
χ∆(x1, . . . , xn)s
i1
1 · · · sinn dρ(n)(x1, s1, . . . , xn, sn)
=
∫
Vn
χ∆(x1, . . . , xn)s
i1−1
1 · · · sin−1n dξ(n)(x1, s1, . . . , xn, sn)
=
∫
(R+)n
si1−11 · · · sin−1n dξ(n)∆ (s1, . . . , sn)
= ξ∆i1−1,...,in−1
=
1
n!
Mi1,...,in(∆)
=
∫
Xi1+···+in
1
n!
Ri1,...,inχ∆ dM (i1+···+in)
=
∫
Ψ(X)
KG(n) dM.
From here it easily follows by linearity and approximation that formula (52) holds for
each G ∈ Q.
Lemma 17. For each G ∈ Q, ∫
Φ(Y )
G Gdρ ≥ 0.
Proof. Let functions g
(m)
1 : X
(m)
0̂
→ R and g(n)2 : X(n)0̂ → R be bounded, measurable,
and having support from Bc(X(m)0̂ ) and Bc(X
(n)
0̂
), respectively. Let i1, . . . , im, j1, . . . , jn ∈
N. Let
G
(m)
1 (x1, s1, . . . , xm, sm) : = g
(m)
1 (x1, . . . , xm)s
i1
1 · · · simn , (x1, s1, . . . , xm, sm) ∈ Vm
G
(n)
2 (x1, s1, . . . , xn, sn) : = g
(n)
2 (x1, . . . , xn)s
j1
1 · · · sjnn , (x1, s1, . . . , xn, sn) ∈ Vn.
Then, by (26) and (51),
(KG(m)1 ⊗KG(n)2 )(x1, . . . , xi1+···+im+j1+···+jn)
=
1
m!n!
(Ri1,...,img(m)1 ⊗Rj1,...,jng(n)2 )(x1, . . . , xi1+···+im+j1+···+jn)
=
1
m!n!
g
(m)
1 (x1, xi1+1, . . . , xi1+···+im−1+1)
× g(n)2 (xi1+···+im+1, xi1+···+im+j1+1, . . . , xi1+···+im+j1+···+jn−1+1)
× Ii1,...,im(x1, . . . , xi1+···+im)Ij1,...,jn(xi1+···+im+1, . . . , xi1+···+im+j1+···+jn). (53)
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Define for (x1, xi1+1, . . . , xi1+···+im−1+1) and
(xi1+···+im+1, xi1+···+im+j1+1, . . . , xi1+···+im+j1+···+jn−1+1)
the number α1 as the lowest index j such that there exists a
β1 ∈ {i1 + · · ·+ im + 1, i1 + · · ·+ im + j1 + 1, . . . , i1 + · · ·+ im + j1 + · · ·+ jn−1 + 1}
with xj = xj′ . Define (αi, βi)i for i > 1 analogously. In this way one produces a
κ ∈ Pair(m,n). Then (Ii1,...,im ⊗ Ij1,...,jn)κ is of the form Il1,...,lm+n−k for appropri-
ate l1, . . . , lk and k = |κ|. By (45), (50)–(53) and recalling that the measure M is
symmetric on each Ψ(k)(X),∫
Ψ(X)
KG(m)1 ⊗KG(n)2 dM =
∫
Ψ(X)
K(G(m)1 G(n)2 ) dM.
Hence, for any G1, G2 ∈ Q,∫
Ψ(X)
KG1 ⊗KG2 dM =
∫
Ψ(X)
K(G1 G2) dM. (54)
(Note that G1 G2 ∈ Q.) Hence, by Lemma 15 and (54), for each G ∈ Q∫
Ψ(X)
K(G G) dM ≥ 0.
Now the result follows from Lemma 16.
Next we extend the result of Lemma 17 to a more general class of functions G by
approximation.
Lemma 18. Let Λ ∈ Bc(X). Let a function G : Φ(Y )→ R be of the form
G = G(0) +
J∑
j=1
G
(nj)
j , (55)
where G(0) : Φ(0)(Y ) → R, J ∈ N, and each function G(nj)j : Φ(nj)(Y ) → R is of the
form
G
(nj)
j (x1, s1, . . . , xnjsnj) = g
(nj)
j (x1, . . . , xnj)f
(nj)
j (s1, . . . , snj)s1 · · · snj . (56)
Here nj ∈ N, the functions g(nj)j and f (nj)j are measurable and bounded and each function
g
(nj)
j vanishes outside the set Λ
(nj)
0̂
. Then∫
Φ(Y )
G Gdρ ≥ 0. (57)
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Proof. Let N := max{n1, n2, . . . , nJ}. For each n ∈ {1, 2, . . . , N}, we define a measure
ζn,N on (R+)n by
ζn,N :=
2N∑
i=n
Pnξ
(i)
∆i
. (58)
Here ∆i := Λ
(i)
0̂
and Pnξ
(i)
∆i
denotes the projection of the (symmetric) measure ξ
(i)
∆i
onto
its first n coordinates. Note that ζn,N is a symmetric measure on (R+)n. We next
define a measure Zn,N on (R+)n by
dZn,N(s1, . . . , sn) := dζn,N(s1, . . . , sn)
∑
A∈P(n)
∏
j∈A
sj. (59)
Here P(n) denotes the power set of {1, . . . , n} and ∏j∈∅ sj := 1. Clearly, Zn,N is also
a symmetric measure. By (35), (58), and (59), the moments of the measure Zn,N are
given by∫
(R+)n
si11 · · · sinn dZn,N(s1, . . . , sn) =
2N∑
i=n
∑
A∈P(n)
ξ∆ii1+χA(1),...,in+χA(n),0...,0, (i1, . . . , in) ∈ Zn+.
Hence, by (34),∫
(R+)n
si11 · · · sinn dZn,N(s1, . . . , sn) ≤ (2N−n−1)2n(i1+· · ·+in+n+2N)!Ci1+···+in+n+2NΛ .
(60)
By (60) and [4, Chapter 5, Subsec. 2.1, Examples 2.1, 2.2], the set of polynomials is
dense in L2((R+)n, dZn,N).
For each j = 1, . . . , J , we clearly have f
(nj)
j ∈ L2((R+)nj , dZnj ,N). Hence, there
exists a sequence of polynomials (p
(nj)
j,k )
∞
k=1 such that
p
(nj)
j,k → f (nj)j in L2((R+)nj , dZnj ,N) as k →∞. (61)
Set Gk := G
(0) +
∑J
j=1 G
(nj)
j,k , where
G
(nj)
j,k (x1, s1, . . . , xnjsnj) := g
(nj)
j (x1, . . . , xnj)p
(nj)
j,k (s1, . . . , snj)s1 · · · snj .
We then have Gk ∈ Q for each k ∈ N. By Lemma 17,∫
Φ(Y )
Gk Gk dρ ≥ 0, k ∈ N. (62)
We claim that ∫
Φ(Y )
Gk Gk dρ→
∫
Φ(Y )
G Gdρ as k →∞. (63)
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Indeed, let us fix any i, j ∈ {1, . . . , J} and any κ ∈ Pair(ni, nj) with |κ| = l, and prove
that∫
Vni+nj−l
(G
(ni)
i,k ⊗G(nj)j,k )κ dρ(ni+nj−l) →
∫
Vni+nj−l
(G
(ni)
i ⊗G(nj)j )κ dρ(ni+nj−l) as k →∞.
(64)
For simplicity of notation, let us assume that κ is of the form
{(ni − l + 1, ni + 1), (ni − l + 2, ni + 2), (ni − l + 3, ni + 3) . . . , (ni, ni + l)}.
Then ∫
Vni+nj−l
(G
(ni)
i,k ⊗G(nj)j,k )κ dρ(ni+nj−l)
=
∫
Vni+nj−l
g
(ni)
i (x1, . . . , xni)p
(ni)
i,k (s1, . . . , sni)
× g(nj)j (xni−l+1, xni−l+2, . . . , xni+nj−l)p(nj)j,k (sni−l+1, sni−l+2, . . . , sni+nj−l)
× sni−l+1sni−l+2 · · · sni dξ(ni+nj−l)(x1, s1, . . . , xni+nj−l, sni+nj−l). (65)
Hence, there exists C > 0 such that∣∣∣∣ ∫
Vni+nj−l
(G
(ni)
i,k ⊗G(nj)j,k )κ dρ(ni+nj−l) −
∫
Vni+nj−l
(G
(ni)
i ⊗G(nj)j,k )κ dρ(ni+nj−l)
∣∣∣∣
≤
∫
Vni+nj−l
∣∣g(ni)i (x1, . . . , xni)g(nj)j (xni−l+1, xni−l+2, . . . , xni+nj−l)∣∣
× |p(ni)i,k (s1, . . . , sni)− f (ni)i (s1, . . . , sni)|
× |p(nj)j,k (sni−l+1, sni−l+2, . . . , sni+nj−l)|
× sni−l+1sni−l+2 · · · sni dξ(ni+nj−l)(x1, s1, . . . , xni+nj−l, sni+nj−l)
≤ C
∫
Vni+nj−l
χ
Λ
(ni+nj−l)
0̂
(x1, . . . , xni+nj−l)
× |p(ni)i,k (s1, . . . , sni)− f (ni)i (s1, . . . , sni)|
× |p(nj)j,k (sni−l+1, sni−l+2, . . . , sni+nj−l)|
× sni−l+1sni−l+2 · · · sni dξ(ni+nj−l)(x1, s1, . . . , xni+nj−l, sni+nj−l)
≤ C
(∫
Vni+nj−l
χ
Λ
(ni+nj−l)
0̂
(x1, . . . , xni+nj−l)
× |p(ni)i,k (s1, . . . , sni)− f (ni)i (s1, . . . , sni)|2
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× sni−l+1sni−l+2 · · · sni dξ(ni+nj−l)(x1, s1, . . . , xni+nj−l, sni+nj−l)
)1/2
×
(∫
Vni+nj−l
χ
Λ
(ni+nj−l)
0̂
(x1, . . . , xni+nj−l)
× |p(nj)j,k (sni−l+1, sni−l+2, . . . , sni+nj−l)|2
× sni−l+1sni−l+2 · · · sni dξ(ni+nj−l)(x1, s1, . . . , xni+nj−l, sni+nj−l)
)1/2
≤ C ‖p(ni)i,k − f (ni)i ‖L2((R+)ni ,dZni,N ) ‖p
(nj)
j,k ‖L2((R+)nj ,dZnj,N ) → 0 as k →∞, (66)
where we used the Cauchy inequality and (61). Analogously,∣∣∣∣ ∫
Vni+nj−l
(G
(ni)
i ⊗G(nj)j,k )κ dρ(ni+nj−l)−
∫
Vni+nj−l
(G
(ni)
i ⊗G(nj)j )κ dρ(ni+nj−l)
∣∣∣∣→ 0 as k →∞.
(67)
By (66) and (67), formula (64) follows. Formula (63) follows from (64). Now, the
lemma follows from (62) and (63).
Proof of Theorem 12. As a special case of Lemma 18, formula (57) holds for each
function G ∈ S. Hence, by Lemma 14, the measure ρ satisfies condition (PD). Thus,
Theorem 12 is proven.
Since the correlation measure ρ of the point process ν from Theorem 12 is concen-
trated on Φ(Y ), the point process ν is concentrated on Γp(Y ), the set of pinpointing
configurations in Y , see e.g. [15, Corollary 1]. Recalling formula (10), one sees that for
each Λ ∈ Bc(X), ∫
Γp(Y )
MΛ dν =
∫
Γp(Y )
∑
(x,s)∈γ
χΛ(x)s dν(γ)
=
∫
Y
χΛ(x)s dρ
(1)(x, s)
=
∫
Y
χΛ(x) dξ
(1)(x, s) <∞. (68)
Hence, MΛ < ∞ ν-a.s., and therefore ν(Γpf (Y )) = 1, cf. (11) for the definition of
Γpf (Y ). Recall the bijective mapping E : K(X) → Γpf (Y ). As already discussed in
Section 2, the inverse mapping E−1 is measurable. So we can define a probability
measure µ′ on K(X) as the pushforward of ν under E−1. Thus, to finish the proof of
Theorem 1, it suffices to show that µ = µ′.
Let Λ ∈ Bc(X). Recall that, for any i1, . . . , ik ∈ N, k ∈ N,∫
Vk
χ
Λ
(k)
0̂
(x1, . . . , xk)s
i1
1 · · · sikk dρ(k)(x1, s1, . . . , xk, sk) <∞.
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Hence, using the definition of a correlation measure (analogously as in (68)), we easily
see that, for each n ∈ N,∫
Γpf (Y )
( ∑
(x,s)∈γ
χΛ(x)s
)n
dν(γ) <∞.
Therefore, for each n ∈ N, ∫
K(X)
η(Λ)n dµ′(η) <∞.
Here η(Λ) := 〈η, χΛ〉, i.e., the η-measure of Λ. Hence, µ′ has finite moments. We denote
by (M
(n)
µ′ )
∞
n=0 the moment sequence of the random discrete measure µ
′. By Theorem 2
and the construction of the measure ρ, it follows that
M ′i1,...,in = Mi1,...,in , i1, . . . , in ∈ N, n ∈ N, (69)
where the measures M ′i1,...,in are defined analogously to Mi1,...,in , by starting with the
moment sequence (M
(n)
µ′ )
∞
n=0 , rather than (M
(n))∞n=0. By virtue of (69), the moment
sequence (M
(n)
µ′ )
∞
n=0 coincides with the moment sequence (M
(n))∞n=0.
Now, fix any sets Λ1, . . . ,Λn ∈ Bc(X). For any i1, . . . , in ∈ Z+, we get∫
K(X)
η(Λ1)
i1 · · · η(Λn)in dµ′(η)
=
∫
Xi1+···+in
(
χ⊗i1Λ1 ⊗ · · · ⊗ χ⊗inΛn
)
(x1, . . . , xi1+···+in) dM
(i1+···+in)(x1, . . . , xi1+···+in).
=
∫
M(X)
η(Λ1)
i1 · · · η(Λn)in dµ(η). (70)
By (C1), (70), and the Carleman criterion, the joint distribution of the random vari-
ables η(Λ1), . . . , η(Λn) under µ
′ coincides with the joint distribution of the random
variables η(Λ1), . . . , η(Λn) under µ. But it is well known (see e.g. [10]) that B(M(X))
coincides with the minimal σ-algebra on M(X) with respect to which each function
η 7→ η(Λ) with Λ ∈ Bc(X), is measurable. Therefore, we indeed get the equality
µ = µ′.
4 Moment problem on K(X)
As a consequence of our results, we will now present a solution of the moment problem
on K(X). Consider a sequence (M (n))∞n=0, where M (0) = 1 and for each n ∈ N,
M (n) ∈ M(Xn) is symmetric. Analogously to the proof of Theorem 1, we define the
measure M on Ψ(X). Denote by F the space of all measurable, bounded functions
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F : Ψ(X)→ R such that F vanishes outside a set Ψ(0)(X) ∪
(⋃N
n=1 Λ
n
)
where N ∈ N
and Λ ∈ Bc(X). We will say that the sequence (M (n))∞n=0 is positive definite if, for each
F ∈ F , (49) holds. Clearly, if (M (n))∞n=0 is the moment sequence of a random measure
µ, then it is positive definite.
Corollary 19. Consider a sequence (M (n))∞n=0, where M
(0) = 1 and for each n ∈ N,
M (n) ∈ M(Xn) is symmetric. Assume that (M (n))∞n=0 satisfies conditions (C1) and
(C2). Then (M (n))∞n=0 is the moment sequence of a random discrete measure on X
if and only if (M (n))∞n=0 is positive definite and satisfies conditions (i) and (ii) of
Theorem 1.
Proof. The result immediately follows from Theorem 1 and its proof because the ex-
istence of µ was only used in Lemma 15. The assertion of this lemma is nothing else
but the positive definiteness of (M (n))∞n=0.
We also obtain a characterization of point processes in terms of their moments.
Corollary 20. (i) Let µ be a random measure on X, i.e., a probability measure on
(M(X),B(M(X))). Assume that µ has finite moments, and let (M (n))∞n=0 be its moment
sequence. Further assume that conditions (C1) and (C2) are satisfied. Then µ is
a simple point process, i.e., µ(Γ(X)) = 1, if and only if, for any n ∈ N and any
i1, . . . , in ∈ N, we have Mi1,...,in = M1,...,1, i.e., for each ∆ ∈ B(X(n)0̂ ),
Mi1,...,in(∆) = M1,...,1(∆), i1, . . . , in ∈ N. (71)
In the latter case, the correlation measure ρ of µ is given by
ρ(n)(∆) =
1
n!
M (n)(∆), ∆ ∈ B(X(n)
0̂
), (72)
where ρ(n) is the restriction of ρ to Γ(n)(X), ρ(n) being identified with a measure on
X
(n)
0̂
.
(ii) Consider a sequence (M (n))∞n=0, where M
(0) = 1 and for each n ∈ N, M (n) ∈
M(Xn) is symmetric. Assume that (M (n))∞n=0 satisfies conditions (C1) and (C2).
Then (M (n))∞n=0 is the moment sequence of a simple point process in X if and only
if (M (n))∞n=0 is positive definite and (71) holds.
Proof. As easily seen, it suffices to prove only part (i). Assume that µ is a point process
in X. Hence, µ is a random discrete measure on X. The corresponding point process
ν = E(µ) is concentrated on
Γ(X × {1}) = {{(x, 1)}x∈γ | γ ∈ Γ(X)}.
Hence, Γ(X×{1}) can naturally be identified with Γ(X), and under this identification
we get µ = ν. Furthermore, the correlation measure ρ of µ coincides with the correlation
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measure of ν, provided we have identified Γ0(X) with Γ0(X×{1}). Now, formulas (71),
(72) follow from Theorem 2.
Next, assume that µ is a random measure which satisfies (71). Hence, for any n ∈ N
and ∆ ∈ Bc(X(n)0̂ ), we get
ξ∆i1,...,in = ξ
∆
0,...,0 , i1, . . . , in ∈ Z+.
In other words, for each n ∈ N and ∆ ∈ Bc(X(n)0̂ ), the moment sequence ξ∆i is constant
and thus the measure ξ
(n)
∆ is concentrated at one point, (1, . . . , 1). Hence, conditions (i)
and (ii) Theorem 1 are satisfied, and so µ is a random discrete measure. Consequently,
by (16) and (17), the measure ρ(n) is concentrated on the set{
(x1, 1, . . . , xn, 1) | (x1, . . . , xn) ∈ X(n)0̂
}
.
Therefore, the point process ν = E(µ) is concentrated on Γ(X × {1}). Hence, µ is a
point process in X.
Let us now assume that X = Rd, or more generally, that X is a connected C∞ Rie-
mannian manifold. Let D(X) := C∞0 (X) be the space of smooth, compactly supported,
real-valued functions on X, equipped with the nuclear space topology, see e.g. [4] for
detail. Let D′(X) be its dual space, and let C (D′(X)) be the cylinder σ-algebra on
it. Note that M(X) ⊂ D′(X) and the trace σ-algebra of C (D′(X)) on M(X) coincides
with B(M(X)).
For ω ∈ D′(X) and ϕ ∈ D(X), we denote by 〈ω, ϕ〉 their dual pairing. Following [5],
we inductively define Wick polynomials on D′(X) by
〈:ω:, ϕ〉 := 〈ω, ϕ〉, ϕ ∈ D(X)
〈:ω⊗n:, ϕ1 ⊗ · · · ⊗ ϕn〉 := 1
n2
[ n∑
i=1
〈ω, ϕi〉〈:ω⊗(n−1):, ϕ1 ⊗ · · · ⊗ ϕˇi ⊗ · · · ⊗ ϕn〉
− 2
∑
1≤i<j≤n
〈ω, ϕi〉〈:ω⊗(n−1):, ϕ1 ⊗ · · · ⊗ (ϕjϕi)⊗ · · · ⊗ ϕˇj ⊗ · · · ⊗ ϕn〉
]
,
ϕ1, . . . , ϕn ∈ D(X), n ≥ 2, (73)
where ϕˇi denotes that the factor ϕi is absent in the tensor product.
Let µ be a probability measure on (D′(X),C (D′(X))) which has finite moments.
For each n ∈ N, we consider the function
(D′(X))⊗n → R
ϕ1 ⊗ · · · ⊗ ϕn 7→
∫
D′(X)
〈:ω⊗n:, ϕ1 ⊗ · · · ⊗ ϕn〉 dµ(ω). (74)
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These functions form a proper generalization of the correlation measure of a point
process. Let us call them generalized correlation functions of the measure µ. The
above results can we rewritten in terms of conditions on the generalized correlation
functions.
Corollary 21. Assume that, for each n ∈ N, the generalized correlation function
defined in (74) associated to a measure µ on D′(X) can be represented via a (positive)
measure ρ(n) on (X
(n)
0̂
,B(X(n)
0̂
)), that is, for any ϕ1, . . . , ϕn ∈ D(X),∫
D′(X)
〈:ω⊗n:, ϕ1 ⊗ · · · ⊗ ϕn〉 dµ(ω) =
∫
X
(n)
0̂
ϕ1(x1) · · ·ϕn(xn) dρ(n)(x1, . . . , xn). (75)
Furthermore, assume that the measures ρ(n) satisfy condition (C2) in the sense that
M (n) is replaced with ρ(n) in the formulation of (C2). Then, µ is a point process, i.e.,
µ(Γ(X)) = 1.
Proof. Using (73), one can easily derive by induction a representation of a monomial
〈ω, ϕ1〉 · · · 〈ω, ϕn〉 through Wick polynomials. This formula and (75) imply that, for
each n ∈ N, there exists a (positive) measure M (n) on Xn such that∫
D′(X)
〈ω, ϕ1〉 · · · 〈ω, ϕn〉 dµ(ω) =
∫
Xn
ϕ1(x1) · · ·ϕn(xn) dM (n)(x1, . . . , xn).
Furthermore, formulas (71), (72) hold, because each summand in the representation of
a monomial through Wick polynomials corresponds to a particular sub-diagonal X
(n)
pi
of Xn. (We leave details of these calculations to the interested reader.)
By the assumption of the corollary, the sequence (M (n))∞n=0 with M
(0) = 1 satisfies
(C2). Furthermore, (C2) and (71) easily imply that (M (n))∞n=0 satisfies (C1). Since
(M (n))∞n=0 is the moment sequence of a probability measure, it is positive definite.
Hence, the statement follows from Corollary 20, (ii).
Remark 22. In fact, Corollary 21 is essentially already contained in [5] and [15, Corol-
lary 1], though not presented as an independent result. If we do not assume a priori
the existence of a measure µ, then we have additionally to assume that the generalised
correlation functions have to fulfil the condition (PD). Note that Theorem 11, taken
from [15], was used in order to obtain the point process in Y (Theorem 12), which in
turn, was used to construct the random discrete measure on X. Hence, it is not sur-
prising that we get a comparable result in the special case where instead of a random
discrete measure on X, one actually wants to characterize a point process in X.
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