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We study electron and positron pair production from the vacuum by a strong slow electric field
superimposed by a weak fast electric field pointing in an arbitrary direction as a perturbation (the
dynamically assisted Schwinger mechanism). An analytical formula for the production number is
derived on the basis of the perturbation theory in the Furry picture. The formula is found to be in
good agreement with non-perturbative results obtained by numerically solving the Dirac equation if
the perturbation is sufficiently weak and/or is not very slow. We also find analytically/numerically
that the Schwinger mechanism becomes spin-dependent if the perturbation has a transverse com-
ponent with respect to the strong electric field. The number difference between spin up and down
particles is strongly suppressed by an exponential of the critical field strength if the frequency of the
perturbation is small, while it is only weakly suppressed by powers of the critical field strength if
the frequency is large enough. We also find that the spin-imbalance exhibits non-trivial oscillating
behaviors in terms of the frequency of the perturbation, the azimuthal angle, and the momentum
of produced particles.
I. INTRODUCTION
Spontaneous electron and positron pair production
from the vacuum in the presence of a classical electric
field (the Schwinger mechanism) is one of the most re-
markable predictions of quantum electrodynamics (QED)
[1–3]. Intuitively, the physical origin of the Schwinger
mechanism is essentially the same as the electrical break-
down of semi-conductors (or the Landau-Zener transition
[4–7]). That is, the energy band of electrons is tilted by
the electric field, so that electrons filling the Dirac sea
can tunnel into the positive energy band leaving holes in
the Dirac sea (i.e., positrons). The tunneling rate should
be suppressed exponentially by the tunneling length, i.e.,
the gap energy ∼ 2m. Therefore, one expects that the
Schwinger mechanism can be manifest only when the typ-
ical energy scale of the electric field becomes larger than
the gap energy. Indeed, the production number for a
constant and homogeneous electric field was explicitly
computed by Schwinger in his seminal work in 1951 [3]
as
n(∓)p,s =
V
(2pi)3
exp
[
−pim
2 + p2⊥
eE
]
, (1)
where n(−/+) is for electrons/positrons. This formula
implies that one has to prepare an extremely strong elec-
tric field of the order of eEcr ≡ m2 ∼
√
1028 W/cm2
to test the Schwinger mechanism in laboratory exper-
iments. Unfortunately, it seems to be impossible to
achieve this with current experimental technologies. In-
deed, HERCULES is currently the strongest laser, whose
strength is eE ∼ √1022 W/cm2 [8]. There are many
intense laser facilities planned around the world (e.g.,
∗ h_taya@fudan.edu.cn
ELI [9] and HiPER [10]), which are expected to reach
eE ∼ √1024 W/cm2 but are still weaker than the criti-
cal field strength Ecr by several orders of magnitude.
Recently, there has been an increasing interest in how
to enhance the production number of the Schwinger
mechanism. One of the most reasonable ideas is to super-
impose a weak fast electromagnetic field onto the original
electric field (the dynamically assisted Schwinger mech-
anism) [11–15]. This idea can be understood as an ana-
log of the Franz-Keldysh effect in semi-conductor physics
[16–20]. An intuitive explanation of the idea is the fol-
lowing. First, the weak fast field perturbatively interacts
with electrons in the Dirac sea to kick them up into the
gap. Then, the tunneling length for the Schwinger mech-
anism is reduced by the kick, so that the critical field
strength Ecr is effectively reduced as the frequency of the
weak fast field is increased. Notice that the perturbative
kick is the essence of the dynamically assisted Schwinger
mechanism. This point was clarified in Refs. [20–22] by
explicitly employing a perturbation theory in terms of
the weak field in the Furry picture [20–25]. In particular,
it was shown that the production process is dominated
by the perturbative kick for a weak field with a frequency
above the gap energy. In that limit, the production num-
ber becomes proportional to powers of eE/m2, which is
free from the strong exponential suppression.
In this paper, we discuss a novel effect due to the su-
perposition of a weak fast electric field in the Schwinger
mechanism. Namely, we show that the Schwinger mech-
anism becomes spin-dependent if the superimposed elec-
tric field is transverse with respect to the original strong
electric field. Notice that the original Schwinger mecha-
nism (1) is clearly spin-independent because the quantum
tunneling is insensitive to spin. The superimposition of
an additional transverse electric field is essential for the
spin-dependence. Intuitively, this is because a particle
with transverse momentum feels a magnetic field in the
longitudinal direction in its rest frame if the superim-
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2posed electric field in the observer frame has a transverse
component with respect to the momentum direction.
Therefore, the mass gap is effectively reduced/enhanced
through the spin-magnetic coupling depending on the
charge and the momentum direction, which results in the
spin-dependent Schwinger mechanism. Note that a sim-
ilar spin-dependent particle production mechanism from
the vacuum was recently studied in Ref. [26], in which
the electron-positron pair production by a rotating elec-
tric field in the multi-photon production regime was con-
sidered.
This paper is organized as follows: In Sec. II, we
analytically study the aforementioned spin-dependent
Schwinger mechanism with superposition of a weak fast
field based on a perturbation theory in the Furry pic-
ture [20–25]. In Sec. III, we numerically solve the Dirac
equation to discuss the spin-imbalance caused by the
spin-dependent Schwinger mechanism without relying on
any approximations. The numerical results are com-
pared with the analytical formula obtained in Sec. II,
and we find an excellent agreement between them. Sec-
tion IV is devoted to summary and discussion. Details
of the analytical calculations in Sec. II are presented in
Appendix A. More numerical results on the momentum
distribution of produced electrons are presented in Ap-
pendix B.
II. ANALYTICAL DISCUSSION BASED ON
PERTURBATION THEORY IN THE FURRY
PICTURE
In this section, we analytically show that the Schwinger
mechanism becomes spin-dependent if one superimposes
a weak transverse electric field. We first explain our phys-
ical setup in Sec. II A. Next, in Sec. II B, we derive a
formula for the momentum distribution of electrons and
positrons produced by the Schwinger mechanism with a
weak fast field pointing in an arbitrary direction by em-
ploying a perturbation theory in the Furry picture [20–
25]. By using this formula, we compute the difference
between the production number of spin up and down par-
ticles in Sec. II C. We show that the difference becomes
non-vanishing if the weak field is transverse, and discuss
its qualitative features.
A. Setup
We consider QED in the presence of an external clas-
sical field Aµ, whose Lagrangian is given by
L = ψ¯ [i/∂ − e/A−m]ψ. (2)
In this work, we assume that the external field is purely
electric and homogeneous in space. We also adopt the
temporal gauge A0 = 0, so that Aµ depends only on
time Aµ(x) = Aµ(x
0) in the following.
We consider a situation in which Aµ can be separated
into two parts, i.e., a strong slow field A¯µ and a weak
fast perturbation on top of it Aµ as
Aµ = A¯µ +Aµ. (3)
We also assume that the strong field A¯µ is sufficiently
slow, so that it can be approximated by a constant elec-
tric field as
A¯µ = (0, 0, 0, E¯x
0), (4)
where eE¯ > 0 and we defined the x3-axis by the direction
of the strong electric field. Furthermore, in this work we
focus on the simplest perturbation, i.e., a monochromatic
electric field with frequency Ω > 0,
Aµ = sin(Ωt+ φ)× (0, E1, E2, E3)/Ω, (5)
where φ is an arbitrary phase factor. It is straightfor-
ward to generalize the following discussions to other types
of perturbations. Note that the Keldysh parameter γK
[27–30] for the weak field is given by γK ≡ mΩ/e|E|.
Therefore, the effect of the weak field remains “pertur-
bative” and the perturbation theory in the Furry pic-
ture is, roughly speaking1, valid for γK & 1, i.e., the
perturbation should be sufficiently weak e|E| . mΩ,
or equivalently, the frequency should not be so small
Ω & e|E|/m. Otherwise, if γK . 1, higher order cor-
rections due to multiple scatterings by the weak field
contribute to the production process non-perturbatively,
which is difficult to discuss within the perturbation the-
ory in the Furry picture. We also note that the dynam-
ically assisted Schwinger mechanism with a similar but
different weak field configuration (i.e., on-shell dynam-
ical photon) Aµ ∝ sin(Ω(t − n · x) + φ) with n being
a unit vector |n| = 1 was previously discussed, for ex-
ample, in Refs. [13–15] with semi-classical method and
Ref. [32] with a perturbative approach within the WKB
approximation.
B. Spin-dependent momentum distribution
We analytically compute the momentum distribution
of electrons n(−) and positrons n(+) produced from the
vacuum in the presence of the external field Aµ (3). To
this end, we employ a perturbation theory in the Furry
1 More specifically, in addition to the Keldysh parameter γK,
there exists one more dimensionless parameter ν ≡ e|E|/ω2
that controls the interplay between the perturbative and non-
perturbative particle production. This is simply because the
system has three dimensionful quantities e|E|,Ω,m, from which
one can construct two dimensionless parameters to characterize
the system [30, 31]. Even if one includes the new dimensionless
parameter ν, it is true that the perturbation theory in the Furry
picture is valid for sufficiently weak |E| and/or not very small Ω.
3picture [20–25], in which the interaction with the strong
field A¯µ is treated non-perturbatively and that with the
weak perturbation Aµ is treated perturbatively.
In the lowest order in the perturbation Aµ, the
(canonical) momentum distribution per spin s, n
(∓)
p,s ≡
d3N
(∓)
s /dp3, was already given in Ref. [20] as
n
(∓)
±p,s =
∑
s′
∫
d3p′
∣∣∣∣∣∣∣ + 
∣∣∣∣∣∣∣
2
=
∑
s′
∫
d3p′
∣∣∣∣∫ d3x±ψout†p,s (x)∓ψinp′,s′(x)
−ie
∫
d4x±ψ¯outp,s (x) /A(x)∓ψinp′,s′(x)
∣∣∣∣2 , (6)
where the thick line represents the electron propagator
fully dressed by the strong field A¯µ as
= +
A
+
A A
+ · · · . (7)
Because of the dressed propagator, the positive/negative
frequency mode functions defined at the asymptotic
times |x0| → ∞, ±ψasp,s (as = in and out for x0 → −∞
and +∞, respectively), are also dressed by the strong
field A¯µ. Namely, ±ψasp,s is defined as a solution of the
Dirac equation under the strong field A¯µ,
0 =
[
i/∂ − e /¯A−m]±ψasp,s, (8)
with boundary conditions
lim
x0→−∞±
ψinp,s ∝ eip·xe∓iωP x
0
, (9a)
lim
x0→+∞±
ψoutp,s ∝ eip·xe∓iωP x
0
, (9b)
(i.e., plane waves at the asymptotic times x0 → ±∞) and
the normalization
∫
d3x±ψas†p,s(x)±ψ
as
p′,s′(x) = δss′δ
3(p− p′), (10a)∫
d3x±ψas†p,s(x)∓ψ
as
p′,s′(x) = 0. (10b)
We note that, in the presence of the strong field A¯µ,
one has to take care of the distinction between the in-
and out-state mode functions ±ψ
in/out
p,s . This is because
the non-perturbative interaction due to A¯µ mixes up the
positive and negative frequency modes (i.e., particle and
anti-particle modes) during the time-evolution, and thus
±ψ
in/out
p,s are no longer the same.
One can carry out the integrations in Eq. (6) for the
present field configuration (i.e., the constant electric field
(4) superimposed by the monochromatic wave (5)). Note
that this calculation can be done exactly without any
use of approximations such as the WKB method (e.g.
Refs. [21, 22, 32]). The detailed calculations can be found
in Appendix A. We find
n
(∓)
±p,s =
V
(2pi)3
exp
[
−pim
2 + p2⊥
eE¯
]
×
[∣∣∣∣∣1 + ipiei(φ−Ωp3eE¯ )
{
p⊥
Ω
E⊥
E¯
cos(θp − θE)Re
[
e−i
Ω2
4eE¯ 1F˜1
(
1− im
2 + p2⊥
2eE¯
; 1; i
Ω2
2eE¯
)]
+ σ
p⊥
Ω
E⊥
E¯
sin(θp − θE)Im
[
e−i
Ω2
4eE¯ 1F˜1
(
1− im
2 + p2⊥
2eE¯
; 1; i
Ω2
2eE¯
)]
− iE3
E¯
m2 + p2⊥
2eE¯
Re
[
e−i
Ω2
4eE¯ 1F˜1
(
1− im
2 + p2⊥
2eE¯
; 2; i
Ω2
2eE¯
)] }∣∣∣∣∣
2
+ pi2
m2
Ω2
E2⊥
E¯2
∣∣∣∣Im [e−i Ω24eE¯ 1F˜1(1− im2 + p2⊥2eE¯ ; 1; i Ω22eE¯
)]∣∣∣∣2
]
, (11)
where σ ≡ +1 (−1) for spin up s =↑ (down s =↓) with
respect to the x3-axis and 1F˜1(a; b; z) ≡ 1F1(a; b; z)/Γ(b)
is the regularized hypergeometric function. We also in-
troduced p⊥, E⊥, θp, θE as
p1 ≡ p⊥ cos θp, p2 ≡ p⊥ sin θp,
E1 ≡ E⊥ cos θE , E2 ≡ E⊥ sin θE . (12)
4We emphasize here that the momentum distribu-
tion (11) explicitly depends on spin s (the second
term in the curly brackets). That is, the Schwinger
mechanism becomes spin-dependent if one superimposes
weak perturbations on top of a strong field. Notice
that the Schwinger mechanism without perturbations
or the purely perturbative particle production from the
monochromatic wave alone2 is insensitive to spin; the
spin-dependent term only appears when both exist. To
see this explicitly, let us consider some limits of the mo-
mentum distribution (11). In the absence of the pertur-
bation e|E| → 0, only the first term in Eq. (6) survives
and the momentum distribution (11) can be simplified as
n
(∓)
±p,s
e|E|→0−−−−−→ V
(2pi)3
exp
[
−pim
2 + p2⊥
eE¯
]
. (13)
This is nothing but the Schwinger formula for a constant
electric field (1) [3], and the production is independent of
spin s. On the other hand, in the absence of the strong
field eE¯ → 0, the particle production process becomes
purely perturbative and the perturbation theory in the
Furry picture is trivially reduced to the standard per-
turbation theory without strong fields [30, 33]. In this
limit, only the second term in Eq. (6) survives and the
momentum distribution (11) becomes
n
(∓)
±p,s
eE¯→0−−−−→ V T e
2
16pi2
δ (Ω− 2ωp)
×
[∣∣∣∣∣cos(θp − θE)E⊥Ω p⊥√m2 + p2⊥ p3ωp
− E3
Ω
√
m2 + p2⊥
ωp
∣∣∣∣∣
2
+
m2
m2 + p2⊥
E2⊥
Ω2
+
∣∣∣∣∣sin(θp − θE)E⊥Ω p⊥√m2 + p2⊥
∣∣∣∣∣
2]
,
(14)
where ωp ≡
√
m2 + p2 is the on-shell energy and T is
the whole time interval. Again, the production is in-
dependent of spin s. Therefore, we conclude that the
spin-dependence arises because of the mutual assistance
between the strong field and the weak perturbation.
The spin-dependent term is proportional to ex3 ·(p×E),
i.e., the spin-dependence appears only if the emission di-
rection of the particle has a component perpendicular to
both the strong and weak electric fields. Intuitively, this
is because a particle with transverse momentum effec-
tively feels a magnetic field in the longitudinal direction
in its rest frame if there is an electric field in the trans-
verse direction in the observer frame.
The formula (11) is divergent at Ω → 0 if the pertur-
bation has transverse component eE⊥ 6= 0. This is not a
physical behavior as we shall explicitly show in Sec. III
and Appendix B by comparing exact results obtained by
numerically solving the Dirac equation. This unphysi-
cal behavior originates from multiple scattering effects,
which cannot be captured by the lowest order diagram
in Eq. (6). As explained below Eq. (5), the multiple
scattering effects become important for small γK . 1.
Hence, the formula (11) becomes invalid for very small
Ω . e|E|/m. Notice that we are interested in a situation
such that the total field can be separated into a fast field
Aµ and a slow field A¯µ (see Eq. (3)). For very small
Ω, however, one cannot manifestly distinguish the fast
field Aµ from the slow field A¯µ, so that the separation
becomes ambiguous. Therefore, we do not discuss very
small Ω cases in detail below. The pair production for
very small Ω is rather trivial because the effect of the
transverse weak field is just to change the direction of
the total field, so that the production number becomes
consistent with the naive Schwinger formula (1) and no
spin-dependence appears.
The φ- and p3-dependences of the distribution n
(∓)
p,s
always appear with the combination φ ∓ Ωp3/eE¯. Intu-
itively, this is because the particle production becomes
the most efficient at the instant when the longitudinal
kinetic momentum P3 = p3 ± eE¯x0 (+,− for an elec-
tron and a positron, respectively) is vanishing, at which
the energy cost of the production becomes the small-
est [20, 34]. Therefore, the value of the weak field at
x0 = ∓p3/eE¯ becomes important, at which the phase of
the weak field (5) reads φ∓ Ωp3/eE¯.
C. Spin-imbalance
We quantify the spin-imbalance by the difference be-
tween the production number of spin up and down par-
ticles as
∆n(∓)p ≡ n(∓)p,↑ − n(∓)p,↓ . (15)
From the momentum distribution (11), the spin-
imbalance ∆n
(∓)
p can be evaluated as
2 In general, the perturbative particle production can be spin-
dependent for general field configurations such as a rotating field
[26]. What we would like to emphasize here is that even if the
perturbation alone is insensitive to spin, the mutual assistance
between the strong field and the perturbation results in the spin-
dependent particle production.
5∆n(∓)p =
V
2pi2
exp
[
−pim
2 + p2⊥
eE¯
]
p⊥
Ω
E⊥
E¯
Im
[
e−i
Ω2
4eE¯ 1F˜1
(
1− im
2 + p2⊥
2eE¯
; 1; i
Ω2
2eE¯
)]
×
{
∓ sin
(
φ∓ Ωp3
eE¯
)
sin(θp − θE) + pi
2
p⊥
Ω
E⊥
E¯
Re
[
e−i
Ω2
4eE¯ 1F˜1
(
1− im
2 + p2⊥
2eE¯
; 1; i
Ω2
2eE¯
)]
sin (2(θp − θE))
}
.
(16)
The first term in the curly brackets appears because of the interference between the two diagrams in Eq. (6), and the
second term comes solely from the second diagram.
The spin-imbalance ∆n
(∓)
p shows non-trivial dependence in Ω. For small Ω .
√
eE¯,
√
m2 + p2⊥, the magnitude of
∆n
(∓)
p increases monotonically with increasing Ω as
∆n(∓)p
Ω→0−−−→ V
2pi2
exp
[
−pim
2 + p2⊥
eE¯
]
p⊥
Ω
E⊥
E¯
Ω2
4eE¯
{
∓ sin
(
φ∓ Ωp3
eE¯
)
sin(θp − θE) + pi
2
p⊥
Ω
E⊥
E¯
sin (2(θp − θE))
}
. (17)
On the other hand, for large Ω &
√
eE¯,
√
m2 + p2⊥, the magnitude of ∆n
(∓)
p decreases with increasing Ω and exhibits
a rapidly oscillating behavior in Ω as
∆n(∓)p
Ω→∞−−−−→ 1
pi3
exp
[
−pim
2 + p2⊥
2eE¯
]√
1− exp
[
−pim
2 + p2⊥
eE¯
]√
pi
2
√
eE¯
m2 + p2⊥
p⊥
Ω
E⊥
E¯
sinϕ
×
[
∓ sin
(
φ∓ Ωp3
eE¯
)
sin(θp − θE)
+ exp
[
+pi
m2 + p2⊥
2eE¯
]√
1− exp
[
−pim
2 + p2⊥
eE¯
]√
pi
2
√
eE¯
m2 + p2⊥
p⊥
Ω
E⊥
E¯
cosϕ sin (2(θp − θE))
]
, (18)
where the phase factor ϕ = ϕ(Ω) determines the frequency of the oscillation as
ϕ ≡ Ω
2
4eE¯
− m
2 + p2⊥
2eE¯
ln
Ω2
2eE¯
− i ln
 Γ
(
1 + i
m2+p2⊥
2eE¯
)
∣∣∣Γ(1 + im2+p2⊥2eE¯ )∣∣∣
 . (19)
The oscillation in Ω is reminiscent of the Franz-Keldysh
oscillation, which originates from the oscillating distribu-
tion of electrons in the Dirac sea due to quantum reflec-
tion by the band gap [20]. Note that ∆n
(∓)
p for large Ω
is no longer suppressed exponentially by |eE¯|−1 because
the second term in the curly brackets in Eq. (18) is ex-
ponentially large so that it cancels with the suppression
factor. This is because the perturbative effect dominates
the production for large Ω [20–22].
As the two terms (i.e., the interference term and
the perturbative term) in Eq. (18) have distinct θp-
dependences, the θp-dependence of the spin-imbalance
∆n
(∓)
p is determined by which term is dominant.
Namely, ∆n
(∓)
p becomes proportional to sin(θp − θE)
(sin (2(θp − θE))) if the first (second) term dominates
the production: For supercritical field strength eE¯ &
m2 + p2⊥, the dimensionless quantity p⊥E⊥/ΩE¯ (i.e., the
strength of the effective magnetic field ∝ p × E) de-
termines the relative size between the two terms, and
the first and the second term becomes dominant for
p⊥E⊥/ΩE¯ . 1 and & 1, respectively. On the other hand,
for subcritical field strength eE¯ . m2 + p2⊥, p⊥E⊥/ΩE¯
determines the relative size only when the frequency Ω
is small. When Ω becomes large, the exponential factor
becomes important. Thus, the second term dominates
the spin-imbalance provided that p⊥E⊥/ΩE¯ is not expo-
nentially small.
Note that the first term vanishes if one integrates
6∆n
(∓)
p over the longitudinal momentum p3 as∫
dp3 ∆n
(∓)
p
=
V T
4pi
eE¯ exp
[
−pim
2 + p2⊥
eE¯
] ∣∣∣∣p⊥Ω E⊥E¯
∣∣∣∣2
× Im
[
e−i
Ω2
4eE¯ 1F˜1
(
1− im
2 + p2⊥
2eE¯
; 1; i
Ω2
2eE¯
)]
× Re
[
e−i
Ω2
4eE¯ 1F˜1
(
1− im
2 + p2⊥
2eE¯
; 1; i
Ω2
2eE¯
)]
× sin (2(θp − θE)) , (20)
where we used
∫
dp3 = eE¯T [34]. Thus, the θp-
dependence of the spin-imbalance in the transverse dis-
tribution
∫
dp3(n
(∓)
p,↑ −n(∓)p,↓ ) is independent of the param-
eters and is always proportional to sin (2(θp − θE)).
It is evident from Eq. (16) that the spin-imbalance van-
ishes after θp-integration. That is, the total number of
spin up and down particles is the same as∫
dθp ∆n
(∓)
p = 0. (21)
This is a natural result since the vacuum is an unpolar-
ized state.
III. NUMERICAL EVALUATION OF THE
SPIN-IMBALANCE
In this section, we numerically study the spin-
imbalance by directly solving the Dirac equation on
a computer without using any approximations. In
Sec. III A, we first explain how to compute the spin-
imbalance from a solution of the Dirac equation by using
the Bogoliubov transformation technique. In Sec. III B,
we present our numerical results, and discuss the spin-
imbalance quantitatively. We also show that the numeri-
cal results are in excellent agreement with the analytical
formula derived in Sec. II if the perturbation is suffi-
ciently weak and/or the frequency is not so small.
A. Formalism: The Bogoliubov transformation
We explain how to compute the spin-imbalance ∆n
(∓)
p,s
on a computer without relying on any approximations.
Our formulation is based on the Bogoliubov transforma-
tion technique [35] including spin-dependence [31, 36].
We first introduce a gauge field configuration defined
by
A˘µ(x
0) ≡
 Aµ(−τ) (x
0 < −τ)
Aµ(x
0) (−τ < x0 < +τ)
Aµ(+τ) (+τ < x0)
, (22)
where τ > 0 and Aµ is the original gauge field configura-
tion (3)3. Notice that
A˘µ
τ→∞−−−−→ Aµ, (23)
so that the production number of the original field Aµ
can be obtained from that of A˘µ with sufficiently long τ .
As A˘µ becomes a pure gauge (i.e., non-interacting with
ψˆ) at x0 < −τ and x0 > τ , one can safely expand the
field operator ψˆ by a plane wave and canonically quantize
ψˆ to define creation/annihilation operators at x0 < −τ
and x0 > τ as4
ψˆ(x) =

∑
s
∫
d3p
[
uP (−τ),se−iωP (−τ)x
0
aˆ(−τ)p,s + vP (−τ),se
+iωP (−τ)x
0
bˆ
(−τ)†
−p,s
] eip·x
(2pi)3/2
for x0 < −τ∑
s
∫
d3p
[
uP (+τ),se
−iωP (+τ)x0 aˆ(+τ)p,s + vP (+τ),se
+iωP (+τ)x
0
bˆ
(+τ)†
−p,s
] eip·x
(2pi)3/2
for x0 > +τ
, (24)
3 The electric field E˘ ∝ θ(t+τ)θ(τ−t) is suddenly switched on/off
at t = ∓τ for our gauge field configuration A˘µ. The effect of the
sudden switching on/off at the boundary t = ±τ in the pro-
duction number can be safely neglected in the limit of τ → ∞
because the major production occurs not at the boundary but
during t ∈ (−τ, τ). In general, the boundary effect is negligible
with τ →∞ and the final formulas (36a) and (36b) are insensi-
tive to how we switch on/off the electric field E˘.
4 Only when the gauge field becomes a pure gauge, can one de-
fine creation/annihilation operators in a well-defined manner. In
other words, one cannot uniquely define creation/annihilation
operators in the presence of a non-vanishing electromagnetic field
because the interaction between ψˆ and the field mixes up particle
and anti-particle modes. For such a case, one has to make an
additional assumption (e.g., the adiabatic particle picture [37])
to define the operators.
7where, as before, p is (canonical) momentum, s =↑, ↓ is
spin, and ωp =
√
m2 + p2 is the on-shell energy. We
also introduced A˘ ≡ (A˘1, A˘2, A˘3) and P ≡ p − eA˘, and
up,s, vp,s represent the Dirac spinors such that
0 =
[
γ0ωp − γ · p−m
]
up,s, (25a)
0 =
[
γ0ωp + γ · p+m
]
vp,s (25b)
with γ ≡ (γ1, γ2, γ3) and the normalization
u†p,sup,s′ = v
†
p,svp,s′ = δss′ , u
†
p,svp,s′ = 0. (26)
The creation/annihilation operators satisfy the following
anti-commutation relations
{a(±τ)†p,s , a(±τ)p′,s′ } = {b(±τ)†p,s , b(±τ)p′,s′ } = δss′δ3(p− p′),
(27a)
(others) = 0. (27b)
An important point here is that the cre-
ation/annihilation operators at x0 > +τ and those
at x0 < −τ are inequivalent because of the interaction
with the electromagnetic field A˘µ during the time-
evolution −τ < x0 < τ . The inequivalence can be
expressed in terms of a Bogoliubov transformation. To
see this, we first expand the field operator ψˆ in terms of
the creation/annihilation operators at x0 < −τ as
ψˆ(x) =
∑
s
∫
d3p
[
Up,s(x
0)aˆ(−τ)p,s + Vp,s(x
0)bˆ
(−τ)
−p,s
] eip·x
(2pi)3/2
.
(28)
The time-evolution of the mode functions U, V is deter-
mined by the Dirac equation
0 =
[
iγ0∂x0 − γ · (p− eA˘)−m
](
Up,s
Vp,s
)
. (29)
The initial condition for the mode functions U, V is fixed
by the first line of Eq. (24) as
Up,s(−τ) = uP (−τ),se−iωP (−τ)x
0
, (30a)
Vp,s(−τ) = vP (−τ),se+iωP (−τ)x
0
. (30b)
Note that because of this initial condition, the mode func-
tions U, V satisfy the same normalization condition for
u, v as
U†p,sUp,s′ = V
†
p,sVp,s′ = δss′ , U
†
p,sVp,s′ = 0. (31)
Now, we are ready to express aˆ
(+τ)
p,s , bˆ
(+τ)†
−p,s in terms of
a Bogoliubov transformation of aˆ
(−τ)
p,s , bˆ
(−τ)†
−p,s . By noting
the second line of Eq. (24), we find
(
aˆ
(+τ)
p,s
bˆ
(+τ)†
−p,s
)
=
∫
d3x
e−ip·x
(2pi)3/2
(
u†P (+τ),se
+iωP (+τ)τ
v†P (+τ),se
−iωP (+τ)τ
)
ψˆ(+τ)
=
∑
s′
(
u†P (+τ),sUp,s′(τ)e
+iωP (+τ)τ u†P (+τ),sVp,s′(τ)e
+iωP (+τ)τ
v†P (+τ),sUp,s′(τ)e
−iωP (+τ)τ v†P (+τ),sVp,s′(τ)e
−iωP (+τ)τ
)(
aˆ
(−τ)
p,s′
bˆ
(−τ)†
−p,s′
)
. (32)
Notice that the matrix elements are not diagonal in the
spin space /∝ δss′ if the external field A˘ affects the spin
state during the time-evolution.
Now, we can evaluate the spin-dependent production
number of electrons and positrons n(∓) produced from
the vacuum under the external field Aµ based on Eq. (32).
To this end, we first define a vacuum state at x0 < −τ
as
0 =
(
aˆ
(−τ)
p,s
bˆ
(−τ)
p,s
)
|vac;−τ〉 for any p, s. (33)
Then, one can directly evaluate the vacuum expectation
value of the number operator at x0 > τ (i.e, the produc-
tion number under A˘µ) as
n˘(−)p,s ≡
〈vac;−τ |aˆ(+τ)†p,s aˆ(+τ)p,s |vac;−τ〉
〈vac;−τ |vac;−τ〉
=
V
(2pi)3
∑
s′
∣∣∣u†
p−eA˘(τ),sVp,s′(τ)
∣∣∣2 , (34a)
n˘(+)p,s ≡
〈vac;−τ |bˆ(+τ)†p,s bˆ(+τ)p,s |vac;−τ〉
〈vac;−τ |vac;−τ〉
=
V
(2pi)3
∑
s′
∣∣∣v†−p−eA˘(τ),sU−p,s′(τ)∣∣∣2 , (34b)
where we used δ3(p = 0) = V/(2pi)3. Therefore, as noted
in Eq. (23), the production number n(∓) by Aµ can be
obtained by taking the τ →∞ limit of n˘(∓) as
n(∓)p,s = lim
τ→∞ n˘
(∓)
p,s . (35)
8From Eq. (35), we arrive at a formula for the spin-
imbalance ∆n
(∓)
p as
∆n(−)p = lim
τ→∞
∑
s
[∣∣∣u†p−eA(τ),↑Vp,s(τ)∣∣∣2
−
∣∣∣u†p−eA(τ),↓Vp,s(τ)∣∣∣2] , (36a)
∆n(+)p = lim
τ→∞
∑
s
[∣∣∣v†−p−eA(τ),↑U−p,s(τ)∣∣∣2
−
∣∣∣v†−p−eA(τ),↓U−p,s(τ)∣∣∣2] , (36b)
Notice that the formula is exact since we used no approx-
imations in its derivation, and it can be evaluated on a
computer by solving just the Dirac equation (29).
B. Numerical results
We numerically study the spin-imbalance based on the
formalism explained in Sec. III A. We also show that the
analytical formula (16) reproduces the numerical results
very well if the perturbation is sufficiently weak and/or
is not so slow, for which multi-photon processes only give
sub-dominant contributions.
Below, we focus on the spin-imbalance for electrons
∆n
(−)
p . With explicit numerical calculations, we checked
that the positron’s spin-imbalance can be obtained from
that of the electron by just flipping the sign of the mo-
mentum p. This is consistent with the analytical for-
mula (16) and with the physical intuition that electrons
and positrons are created as a pair, whose total momen-
tum is zero. Numerical results for the total production
number n
(−)
p,s are discussed in detail in Appendix B.
Our problem is characterized by eight dimensionless
parameters: eE¯/m2, E⊥/E¯, E3/E¯, Ω/m, p⊥/m, p3/m,
φ, θp − θE . As a demonstration, we consider eE¯/m2 =
0.4, E3/E¯ = 0, φ = 1 below, and discuss the other param-
eters dependence on the spin-imbalance. Note that the
relative size of the spin-imbalance with this parameter
choice compared to the production number n
(−)
p,s is found
to be O(1−10 %), as we shall show explicitly below (see
also Appendix B).
We checked that the spin-imbalance is insensitive to
the magnitude of the longitudinal perturbation E3, as ex-
pected from the analytical formula (16). We also checked
that results with different φ are reproduced very well by
shifting the phase φ as φ → φ ∓ Ωp3/eE¯, which is con-
sistent with the analytical formula (16).
1. Numerical details
Let us briefly explain some details of our numerical
calculations. As explained in Sec. III A, we numerically
solved the Dirac equation (29) in the presence of the
gauge field configuration (22) to obtain the mode func-
tions U, V , with which the spin-imbalance ∆np can be
evaluated through Eqs. (36a) and (36b). The boundary
conditions for the mode functions U, V are fixed by the
plane wave boundary conditions (30a) and (30b) set at
x0 = −τ , and the Dirac equation was solved forward in
time until x0 = τ with the Runge-Kutta method. No-
tice that it is sufficient to solve the Dirac equation in
the region x0 ∈ [−τ, τ ] because the solution outside of
that region |x0| > τ is trivially given by the plane waves,
and the time evolution becomes non-trivial only inside of
x0 ∈ [−τ, τ ]. Below, we take mτ = 100. We carefully
checked that this τ is sufficiently large such that the re-
sults presented below are insensitive to the values of τ
within the numerical accuracy. The numerical accuracy
of our results was carefully checked by the normalization
condition of U, V (31), and the error bar was found to be
less than 10−5 %.
2. Ω-dependence
The numerical results for the spin-imbalance ∆n
(−)
p
for a weak perturbation E⊥/E¯ = 0.025 as a function of
the azimuthal angle θp and the frequency Ω are plotted
in Fig. 1. It is evident that the spin-imbalance, indeed,
becomes non-vanishing for a transverse perturbation.
As a comparison, the analytical formula (16) is also
displayed in Fig. 1. We find that the analytical formula
(16) is in excellent agreement with the numerical results
except for very small Ω/m . 0.1. This disagreement
comes from multi-photon effects. In fact, the formula
(16) only takes into account the one-photon process de-
scribed by the diagram (6). When the frequency becomes
small such that the Keldysh parameter for the weak field
γK = mΩ/e|E| becomes small γK . 1, i.e., Ω . e|E|/m,
the weak field E can interact with a vacuum loop many
times [27–30], which cannot be captured by the formula
(16). Note that we will discuss more about the validity
of the formula (16) in Sec. III B 3
Figure 1 shows that the multi-photon processes sup-
press the spin-imbalance. This is a reasonable result be-
cause the weak field E cannot be distinguished by the
strong slow field E¯ in the limit of Ω→ 0. Then, the su-
perposition of E just amounts to changing the direction
of the total electric field E = E¯+E. Therefore, the pro-
duction is dominated by the usual Schwinger mechanism
(1), so that the spin-imbalance vanishes.
The spin-imbalance exhibits an oscillating behavior in
terms of θp and Ω, but the behavior is quite different
depending on the size of the frequency Ω: For small fre-
quency Ω .
√
m2 + p2⊥,
√
eE¯, the spin-imbalance is just
a monotonically increasing function of Ω. This is because
the production numbers, n
(−)
p,↑ and n
(−)
p,↓ , are enhanced
by the dynamically assisted Schwinger mechanism (see
also Fig. 6 in Appendix B), so that their absolute dif-
ference |∆n(−)p | also increases. The azimuthal angle θp-
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FIG. 1. (color online) The numerical results of the spin-imbalance ∆n
(−)
p as a function of (θp,Ω) (left); as a function of θp for
several values of Ω (center); and as a function of Ω for fixed θp− θE = pi/4 (right). As a comparison, the analytical results (16)
are plotted as the lines in the center and right panels. The top (i) and bottom (ii) panels distinguish the size of the frequency
Ω. The parameters are fixed as eE¯/m2 = 0.4, E⊥/E¯ = 0.025, E3/E¯ = 0, p⊥/m = 1, p3/m = 0, φ = 1, and mτ = 100.
dependence is determined by the strength of the effective
magnetic field E⊥p⊥/E¯Ω (see Eq. (17)). Since the spin-
imbalance is suppressed by the multi-photon effects for
very small Ω/m . 0.1 for our parameter choices, a not-
very-small Ω/m & 0.1 is required for the spin-imbalance
to be manifest. Then, E⊥p⊥/E¯Ω = 0.025/Ω . 1 holds for
non-vanishing spin-imbalance, so that the θp-dependence
is given by ∆n
(−)
p ∝ sin(θp − θa). One can change the
θp-dependence by, for example, increasing p⊥/
√
eE¯ (cf.,
Fig. 4). For this case, ∆n
(−)
p ∝ sin(2(θp − θa)) holds,
but the spin-imbalance is strongly suppressed by the ex-
ponential factor exp[−pi(m2 + p2⊥)/eE¯]. For large fre-
quency Ω &
√
m2 + p2⊥,
√
eE¯, the spin-imbalance os-
cillates in Ω. The oscillation becomes faster with in-
creasing Ω, which is reminiscent of the Franz-Keldysh
oscillation [20]. The frequency of the oscillation is repro-
duced very well by the phase factor ϕ ∝ Ω2 +O(Ω0) (see
Eq. (19)). Notice that the θp-dependence is changed from
∆n
(−)
p ∝ sin(θp−θa) to ∆n(−)p ∝ sin(2(θp−θa)). This oc-
curs for subcritical field strength eE¯ . m2 + p2⊥ because
the interference term (i.e., the first term) in Eq. (18)
becomes exponentially suppressed compared to the per-
turbative term (i.e., the second term). For supercrit-
ical field strength eE¯ & m2 + p2⊥, the spin-imbalance
shows up the same θp-dependence as the low-frequency
case ∆n
(−)
p ∝ sin(θp − θa) because the interference
term is free from the exponential suppression and the
same dimensionless quantity E⊥p⊥/E¯Ω determines the
θp-dependence.
3. E⊥-dependence
Figure 2 shows the numerical results for the spin-
imbalance ∆n
(−)
p for small Ω/m = 0.5 as a function of
the azimuthal angle θp and the strength of the transverse
perturbation E⊥. The analytical results (16) are also dis-
played as a comparison.
As explained, the formula (16) is valid when the pro-
duction is dominated by the one-photon process. Multi-
photon processes become important for (a) very small Ω
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FIG. 2. (color online) The numerical results of the spin-imbalance ∆n
(−)
p as a function of (θp, E⊥) (left); as a function
of θp for several values of E⊥ (center); and as a function of E⊥ for fixed θp − θE = pi/4 (right). As a comparison, the
analytical results (16) are plotted as the lines in the center and right panels. The top (i) and bottom (ii) panels distinguish
the size of the transverse perturbation E⊥. Ω is fixed as Ω/m = 0.5. The other parameters are the same as in Fig. 1, i.e.,
eE¯/m2 = 0.4, E3/E¯ = 0, p⊥/m = 1, p3/m = 0, φ = 1, and mτ = 100.
far below the mass gap Ω  2m because one photon is
not energetic enough to excite a pair from the vacuum;
and (b) large |E| because the scattering amplitude involv-
ing n-photons is basically proportional to |E|n. There-
fore, the formula (16) starts to deviate from the numer-
ical results not only for very small Ω (see Fig. 1), but
also for large |E| (see Fig. 2). However, the disagreement
for large |E| occurs only for small Ω below the mass gap
Ω . 2m provided that |E| is subcritical e|E|/m2  1.
This is clearly demonstrated in Fig. 3, in which compar-
isons between the analytical and numerical results are
made for several different values of |E| and Ω. This is be-
cause one photon is enough to excite a pair from the vac-
uum for large Ω above the mass gap Ω & 2m, and multi-
photon processes are strongly suppressed by (e|E|/m2)n.
The azimuthal angle θp-dependence is also affected
by the size of E⊥ (see Fig. 2). For sufficiently small
E⊥, the production is dominated by the one-photon pro-
cess and is consistent with the formula (16). There-
fore, the θp-dependence is controlled by the size of
E⊥p⊥/E¯Ω as explained in Sec. III B 2. For large E⊥,
multi-photons processes become important, and the θp-
dependence deviates from the formula (16). The numeri-
cal results show that the multi-photon processes make the
θp-dependence sharper, and strongly suppress collinear
production around θp−θE ∼ 0 (see also the total produc-
tion number in Fig. 8 in Appendix B). It is interesting to
study these multi-photon effects in the azimuthal angle
θp-dependence by extending our perturbative method.
We leave this for future work.
4. p⊥-dependence
Figure 4 shows the spin-imbalance ∆n
(−)
p as a function
of the azimuthal angle θp and the transverse momentum
p⊥ together with the analytical formula (16) as a com-
parison. Several different values of the frequency Ω and
the field strength E⊥ are considered. It is found that the
formula (16) gives an accurate description of the numer-
ical results except for the case with small frequency and
strong perturbation (i.e., panel (ii) of Fig. 4), which is
11
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FIG. 3. (color online) A comparison between the numeri-
cal results (points) and the analytical results (lines) for the
spin-imbalance ∆n
(−)
p as a function of the strength of the per-
turbation E⊥ for several values of the frequency Ω. The pa-
rameters are the same as in Fig. 2, i.e., eE¯/m2 = 0.4, E3/E¯ =
0, p⊥/m = 1, p3/m = 0, φ = 1, and mτ = 100.
consistent with the previous discussions in Secs. III B 2
and III B 3.
For small Ω .
√
eE¯,
√
m2 + p2⊥, the spin-imbalance
is suppressed exponentially as ∆n
(−)
p ∝ exp[−pi(m2 +
p2⊥)/eE¯] (see Eq. (17)). Therefore, the spin-imbalance
can be manifest only for small values of p⊥ .
√
eE¯. The
θp-dependence is determined by the strength of the effec-
tive magnetic field E⊥p⊥/E¯Ω (see Eq. (17)). Thus, the
θp-dependence of the spin-imbalance changes by increas-
ing p⊥ from ∆n
(−)
p ∝ sin(θp − θa) to ∝ sin(2(θp − θa)),
but the latter is not manifest in Fig. 4 because of the
exponential suppression.
For large Ω &
√
eE¯,
√
m2 + p2⊥, the spin-imbalance is
not suppressed exponentially until p⊥ . Ω. The spin-
imbalance is free from the exponential suppression be-
cause the perturbative term (i.e., the second term) in
Eq. (18) dominates the production. The dominance of
the perturbative term results in that the θp-dependence
∆n
(−)
p ∝ sin(2(θp − θa)) at large p⊥. Also, the spin-
imbalance exhibits an oscillating behavior in p⊥, which
is reminiscent of the Franz-Keldysh oscillation [20]. The
frequency of the oscillation is determined by the phase
factor ϕ (19).
5. p3-dependence
The canonical longitudinal momentum p3-dependence
is investigated in Fig. 5. It is found that the spin-
imbalance ∆np shows an oscillation in p3, whose fre-
quency is solely determined by Ω and is irrelevant to the
other parameters.
This is consistent with the analytical formula (16). In-
tuitively, as explained in Sec. II B, in the presence of
the strong slow field E¯, p3 is related to the production
time tprod at which a pair is created as tprod = −p3/eE¯.
Therefore, reflecting the oscillating weak field configura-
tion A, the spin-imbalance ∆np also exhibits an oscillat-
ing behavior in p3 as A(tprod) ∝ sin(φ−Ωp3/eE¯). Notice
that the presence of the strong slow field E¯ is essential for
the oscillation. Indeed, the purely perturbative formula
without E¯ (14) is not oscillating in p3 because there is
no preferred time for the perturbative particle production
and tprod is independent of p3.
IV. SUMMARY AND DISCUSSION
We discussed electron and positron pair production
from the vacuum (the Schwinger mechanism) in the pres-
ence of a strong slow electric field superimposed by a
weak monochromatic electric wave as a perturbation.
We argued, both analytically and numerically, that the
Schwinger mechanism becomes spin-dependent if the per-
turbation is transverse with respect to the strong electric
field. Namely, in Sec. II, we derived an analytical for-
mula for the production number and the spin-imbalance
from the Schwinger mechanism with a weak perturba-
tion pointing in an arbitrary direction based on a per-
turbation theory in the Furry picture. In Sec. III, we
solved the Dirac equation numerically to evaluate the
spin-imbalance exactly. We found excellent agreement
between the numerical results and the analytical for-
mula if the perturbation is sufficiently weak and/or is
not very slow. We also showed that the spin-imbalance
(i) is strongly suppressed by an exponential of the crit-
ical field strength if the frequency of the perturbation
is small, while it is suppressed only weakly by powers of
the critical field strength if the frequency is large enough;
and that it (ii) exhibits non-trivial oscillating behaviors
in terms of the frequency, the azimuthal angle, and the
momentum of produced particles.
Let us briefly discuss the implications of our results
for laser experiments. With current laser technology, it
is difficult to create not only a very strong electric field
but also a very high frequency field exceeding the electron
mass scale [38]. Thus, Eq. (17) is appropriate for current
lasers, and the spin-imbalance would be suppressed ex-
ponentially by the critical field strength. Unfortunately,
this implies that it is still difficult to observe the spin-
imbalance with current laser technology. However, it
is possible to optimize the field configuration so as to
maximize the production number [39–41]. In fact, our
spin-dependent Schwinger mechanism is not limited to
the monochromatic perturbation, but occurs as long as
the perturbation has a transverse electric field, which is
not a strong constraint for the optimization procedure.
Therefore, it is important and interesting for current
laser experiments to explore the optimization problem
of the spin-imbalance. On the other hand, if a high fre-
quency laser is realized in the future, the spin-imbalance
is suppressed only weakly by powers of the critical field
strength (see Eq. (18)), so that it should be testable in ex-
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periments. In particular, the non-trivial oscillating pat-
terns in terms of the frequency of the perturbation, and
the azimuthal angle and the transverse momentum of
produced particles should serve as a fingerprint of our
spin-dependent Schwinger mechanism.
Finally, we note that laser experiments are not the only
place where strong fields can appear. Strong fields nat-
urally appear in many physical systems under extreme
conditions (e.g., neutron stars, heavy-ion collisions, the
early Universe). For example, just after a collision of
heavy ions at RHIC and the LHC, there appears a very
strong (chromo-)electromagnetic field (sometimes called
“glasma”), which is as strong as O(1 GeV) [42–46]. On
top of the glasma, there also exist energetic jets, whose
momentum scale is O(1−100 GeV), coming from initial
hard collisions. It is widely recognized that the Schwinger
mechanism due to glasma plays an essential role in the
formation of quark-gluon plasma in heavy-ion collisions
[35, 36, 42, 43, 47–49], but interaction effects due to the
presence of jets are not well understood. Our results
suggest that the interaction effects have a significant im-
pact on the Schwinger mechanism, and may induce lon-
gitudinal spin polarization of quarks. This might con-
tribute to the longitudinal spin-polarization observed in
heavy-ion collision experiments [51, 52]. Another exam-
ple are the asymmetric heavy-ion collisions, e.g., Cu +
Au collisions, in which a strong electric field can be gen-
erated with a strength much larger than the critical field
strength [53, 54]. This strong electric field points from
the Au nucleus to the Cu nucleus, and thus if it is per-
turbed by charged jets it will emit electron and positron
pairs with spin-imbalance in the out-of-plane direction,
which may be detected by measuring the spin polariza-
tion (along the impact-parameter direction) of the elec-
tron and positron moving in the direction perpendicular
to the reaction plane. We will examine these possibilities
in the future.
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Appendix A: Evaluation of Eq. (6)
In order to evaluate the integrals in Eq. (6), we first
note that the analytical expression for the mode function
±ψasp,s for the constant electric field configuration (4) is
given by [34, 35]
+ψ
as
p,s(x)=
[
Aasp (x
0) +Basp (x
0)γ0
m+ γ⊥ · p⊥√
m2 + p2⊥
]
Γs
eip·x
(2pi)3/2
,
(A1a)
−ψasp,s(x)=
[
Bas∗p (x
0)−Aas∗p (x0)γ0
m+ γ⊥ · p⊥√
m2 + p2⊥
]
Γs
eip·x
(2pi)3/2
,
(A1b)
where γ⊥ = (γ1, γ2), p⊥ = (p1, p2) is the transverse mo-
mentum with respect to the direction of the electric field,
and the scalar functions Aasp , B
as
p are A
in
p = e
− ipi8 e−
piap
4
√
apDiap−1
(
−e− ipi4 ξp(x0)
)
Binp = e
+ ipi8 e−
piap
4 Diap
(
−e− ipi4 ξp(x0)
) ,
(A2a) A
out
p = e
− ipi8 e−
piap
4 D−iap
(
e
ipi
4 ξp(x
0)
)
Boutp = e
+ ipi8 e−
piap
4
√
apD−iap−1
(
e
ipi
4 ξp(x
0)
) ,
(A2b)
with Dν(z) being the parabolic cylinder function and
ap ≡ m
2 + p2⊥
2eE¯
, ξp ≡
√
2
eE¯
(eE¯x0 + p3). (A3)
Γs are two eigenvectors of γ
0γ3 with eigenvalue +1, and
s =↑, ↓ specifies the spin direction with respect to the x3-
axis. In the Dirac representation, Γs can be expressed as
Γ↑ =
1√
2
101
0
 , Γ↓ = 1√
2
 010
−1
 . (A4)
By plugging Eqs. (A1a) and (A1b) into Eq. (6), one
obtains
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n
(∓)
±p,s =
V
(2pi)3
[∣∣∣∣∣e−piap − ie
∫ +∞
−∞
dk
2pi
{
p1A˜1 + p2A˜2√
m2 + p2⊥
×
∫ +∞
−∞
dx0e+ikx
0 [−Aout∗p Ain∗p +Bout∗p Bin∗p ]
+ iσ
−p2A˜1 + p1A˜2√
m2 + p2⊥
×
∫ +∞
−∞
dx0e+ikx
0 [
Aout∗p A
in∗
p +B
out∗
p B
in∗
p
]
+ A˜3 ×
∫ +∞
−∞
dx0e+ikx
0 [
Aout∗p B
in∗
p +B
out∗
p A
in∗
p
] }∣∣∣∣∣
2
+
∣∣∣∣∣−ie
∫ +∞
−∞
dk
2pi
{
m√
m2 + p2⊥
(A˜1 − iσA˜2)×
∫ +∞
−∞
dx0e+ikx
0 [
Aout∗p A
in∗
p +B
out∗
p B
in∗
p
]}∣∣∣∣∣
2
 , (A5)
where σ = +1 for s =↑ and −1 for s =↓ and A˜µ represents the Fourier transformation of Aµ,
A˜µ(k) ≡
∫ +∞
−∞
dx0e−ikx
0Aµ(x0). (A6)
By using Eqs. (A2a) and (A2b), one can rewrite the x0-integrations in Eq. (A5) as∫ +∞
−∞
dx0e+ikx
0
Aout∗p A
in∗
p = e
+ipi/4e−piap/2
√
ap × Iap−i,ap , (A7a)∫ +∞
−∞
dx0e+ikx
0
Aout∗p B
in∗
p = e
−piap/2 × Iap,ap , (A7b)∫ +∞
−∞
dx0e+ikx
0
Bout∗p A
in∗
p = e
−piap/2ap × Iap−i,ap−i, (A7c)∫ +∞
−∞
dx0e+ikx
0
Bout∗p B
in∗
p = e
−ipi/4e−piap/2
√
ap × Iap,ap−i, (A7d)
where
Iλ,λ′ ≡
∫ +∞
−∞
dx0e+ikx
0
D−iλ
(
−e+ipi/4ξp
) [
D−iλ′
(
e+ipi/4ξp
)]∗
. (A8)
Noting that the parabolic cylinder function Dν has the integral expression [50]
Dν(±eipi/4ξ) = e
−iξ2/4
eipiνΓ(−ν)
∫ ∞
0
dyy−ν−1e∓iξy−iy
2/2, (A9)
one can evaluate Iλ,λ′ analytically as
Iλ,λ′ = pi
√
2
eE¯
e−pi(λ+λ
′∗)/4Θ(−k)
( −k√
2eE¯
)i(λ−λ′∗)−1
exp
[
−i
(
k2
4eE¯
+
kp3
eE¯
)]
1F˜1
(
−iλ′∗;−i(λ′∗ − λ); i k
2
2eE¯
)
,
(A10)
where 1F˜1(a; b; z) ≡ 1F1(a; b; z)/Γ(b) is the regularized hypergeometric function and Θ is the step function. By
substituting Eq. (A10) into Eqs. (A7a)-(A7d) and simplifying Eq. (A5), one obtains
n
(∓)
±p,s =
V
(2pi)3
e−2piap
[∣∣∣∣∣1− e
∫ ∞
0
dke−i
kp3
eE¯
{
p1A˜1 + p2A˜2
eE¯
Re
[
e−i
k2
4eE¯ 1F˜1
(
1− iap; 1; i k
2
2eE¯
)]
− σ−p2A˜1 + p1A˜2
eE¯
Im
[
e−i
k2
4eE¯ 1F˜1
(
1− iap; 1; i k
2
2eE¯
)]
− ikA˜3
eE¯
apRe
[
e−i
k2
4eE¯ 1F˜1
(
1− iap; 2; i k
2
2eE¯
)] }∣∣∣∣∣
2
+
∣∣∣∣∣e
∫ ∞
0
dke−i
kp3
eE¯
m√
eE¯
A˜1 + iσA˜2√
eE¯
Im
[
e−i
k2
4eE¯ 1F˜1
(
1− iap; 1; i k
2
2eE¯
)]∣∣∣∣∣
2
 . (A11)
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For the monochromatic perturbation (5), A˜µ reads
A˜µ = −ipi e
+iφδ(k − Ω)− e−iφδ(k + Ω)
Ω
× (0, E1, E2, E3). (A12)
Therefore, we finally arrive at
n
(∓)
±p,s =
V
(2pi)3
e−2piap
[∣∣∣∣∣1 + ipie+iφe−iΩp3eE¯
{
p1E1 + p2E2
E¯Ω
Re
[
e−i
Ω2
4eE¯ 1F˜1
(
1− iap; 1; i Ω
2
2eE¯
)]
− σ−p2E1 + p1E2
E¯Ω
Im
[
e−i
Ω2
4eE¯ 1F˜1
(
1− iap; 1; i Ω
2
2eE¯
)]
− i E
E¯
apRe
[
e−i
Ω2
4eE¯ 1F˜1
(
1− iap; 2; i Ω
2
2eE¯
)] }∣∣∣∣∣
2
+ pi2
m2
Ω2
|E1|2 + |E2|2
E¯2
∣∣∣∣Im [e−i Ω24eE¯ 1F˜1(1− iap; 1; i Ω22eE¯
)]∣∣∣∣2
]
. (A13)
Appendix B: Numerical results for momentum
distribution
In this appendix, we present some numerical results for
the momentum distribution of, for simplicity, electrons
with spin up np,↑.
We consider the same parameter set as in the main
text, i.e, eE¯/m2 = 0.4, E3/E¯ = 0, φ = 1,mτ = 100, and
discuss the other parameter dependences in the following.
Note that the numerical method used here to obtain the
results is the same as in the main text (see Sec. III B 1).
a. Ω-dependence
Figure 6 shows the numerical results for the momen-
tum distribution n
(−)
p,↑ as a function of the azimuthal angle
θp and the frequency Ω (which corresponds to Fig. 1 in
the main text).
The perturbation theory in the Furry picture, or the
resulting formula for the momentum distribution (11),
reproduces the numerical results very well except for
very small Ω, which, for our parameter choices, reads
Ω/m . 0.1. The formula (11) exhibits a divergent be-
havior at Ω → 0 due to the collinear (infra-red) diver-
gence, which may be eliminated by resumming higher
order multi-photon scatterings. Note that the formula
for the spin-imbalance (16) gives a constant (see Fig. 1)
at Ω → 0. This is simply because the divergent contri-
bution in Eq. (11) is spin-independent.
The azimuthal angle θp-dependence changes by chang-
ing the size of Ω. Basically, for small Ω .√
eE¯,
√
m2 + p2⊥, the usual Schwinger mechanism plus
the interference effect between the two diagrams in
Eq. (6) dominate the production. The usual Schwinger
mechanism is insensitive to θp, while the interference
term gives sin(θp−θE), cos(θp−θE) (see Eq. (11)), which
determine the θp-dependence of the momentum distribu-
tion. On the other hand, for large Ω &
√
eE¯,
√
m2 + p2⊥,
the production becomes perturbative rather than non-
perturbative, and the formula (11) approaches the purely
perturbative formula (14). Therefore, the momentum
distribution acquires a higher order θp-dependence such
as (sin(θp − θE))2, (cos(θp − θE))2, which results in the
two-peak structure in the panel (ii) of Fig. 6.
The production number is, basically, an increasing
function of Ω below the mass gap Ω . 2m. This is noth-
ing but the dynamically assisted Schwinger mechanism
[11–15]. Note that for very small Ω the production num-
ber does not necessarily increase. This is due to the inter-
ference effect between the two diagrams in Eq. (6) [21],
which can be controlled by changing the substructure of
the weak field (e.g., the phase φ). For large Ω above the
mass gap Ω & 2m, the momentum distribution exhibits
an oscillating behavior. This is a QED analog of the
Franz-Keldysh oscillation [20], which occurs due to the
quantum reflection of electrons by the tilted mass gap in
the presence of strong electric field.
Figure 6 does not seem to have peaks below the mass
gap Ω = 2ωp/n (n ∈ N) originating from one pair pro-
duction from n-photons. This is because such multi-
photon processes are strongly suppressed by the factor
(eE⊥/m2)n, so that the peaks are buried in the expo-
nential tail below the mass gap due to the dynamically
assisted Schwinger mechanism. One might naively ex-
pect that a very energetic photon with Ω = 2nωp is able
to create n-pairs, which might result in sharp peaks on
top of the Franz-Keldysh oscillation above the mass gap.
However, such multi pair production from one photon
is not possible at the leading order in the coupling con-
stant e (or tree diagrams depicted in Fig. 7), and is there-
fore strongly suppressed by the coupling constant e (see,
for example, the bottom diagram in Fig. 7 for the low-
est order diagram). Our framework based on the Dirac
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equation does not take into account higher order quan-
tum interactions beyond the tree-level processes, and is
justified in the limit of e→ 0.
b. E⊥-dependence
The E⊥-dependence of the momentum distribution
np,↑ is numerically investigated in Figs. 8 and 9 (which
correspond to Figs. 2 and 3 in the main text, respec-
tively).
As discussed in the main text, the analytical formula
(11) is valid only when the production is dominated by
the one-photon process in Eq. (6), so that the analyti-
cal formula (11) deviates from the numerical results for
large E⊥ if the weak field is less energetic Ω . 2m. Multi-
photon processes beyond the formula (11) enhance back-
ward production θp − θE ∼ pi, while collinear production
θp− θE ∼ 0 is suppressed. Note that the momentum dis-
tribution acquires θp-dependence only through the per-
turbative effect, i.e., the interaction with the weak field,
so that the distribution becomes insensitive to θp with
E⊥ → 0.
c. p⊥-dependence
Figure 10 shows the numerical results for the momen-
tum distribution as a function of the azimuthal angle θp
and the transverse momentum p⊥ (which corresponds to
Fig. 4 in the main text).
The basic features are the same as for the p⊥-
dependence for the spin-imbalance (see Sec. III B 4):
For small Ω .
√
eE¯,
√
m2 + p2⊥, the production is
non-perturbatively suppressed by the exponential factor
exp[−pi(m2 +p2⊥)/eE¯] (see Eq. (11)). Therefore, the mo-
mentum distribution can be non-negligible only for small
values of p⊥ .
√
eE¯. For large Ω &
√
eE¯,
√
m2 + p2⊥,
the perturbative process dominates the production, so
that the momentum distribution is no longer suppressed
exponentially until p⊥ . Ω. The dominance of the per-
turbative effect implies that the momentum distribution
depends on θp as (sin(θp − θE))2, (cos(θp − θE))2 (see
Eq. (14)), which results in the two-peak structure at large
p⊥. The distribution exhibits an oscillating behavior in
terms of p⊥ (see rightmost panels for large frequency (iii)
and (iv) of Fig. 10). This is due to the Franz-Keldysh
oscillation [20], and its frequency is determined by the
phase factor ϕ in Eq. (19).
d. p3-dependence
Figure 11 shows the numerical results for the p3-
dependence of the momentum distribution (which cor-
responds to Fig. 5 in the main text).
As explained in Sec. III B 5, p3 is related to the pro-
duction time of a pair as tprod = −p3/eE¯, so that the
value of the weak field at x0 = tprod becomes important.
As a result, the momentum distribution becomes depen-
dent on p3, and exhibits an oscillating behavior in p3 with
frequency Ω/eE¯.
As shown in panel (ii) of Fig. 11, the analytical for-
mula (11) deviates from the numerical results for large
E⊥ with small Ω. As explained in the main text (see
Sec. III B 3), this is because the formula (11) only takes
into account the one-photon process in Eq. (6) and multi-
photon processes become important for large E⊥ with
small Ω. It is interesting to note that multi-photon pro-
cesses strongly sharpen the p3- and θp-distributions. This
is because the scattering amplitude for multi-photon pro-
cesses with n-photons is always proportional to |E|n ∼
|E(tprod)|n ∝ (cos(φ − p3/eE¯))n, which is much sharper
than that for the one-photon process ∝ cos(φ − p3/eE¯).
Also, the weak field couples to p as p · E,p × E, and
thus the scattering amplitude would contain higher or-
der harmonics such as (p · E)n ∝ (cos(θp − θE))n and
(p × E)n ∝ (sin(θp − θE))n. These higher harmonics
make the θp-distribution sharper. It would be interest-
ing to study the multi-photon effects further by extending
our perturbative method, which we leave for future work.
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(iv) Large frequency Ω/m = 5.0 and strong perturbation E⊥/E¯ = 0.2
FIG. 4. (color online) The numerical results of the spin-imbalance ∆n
(−)
p as a function of (θp, p⊥) (left); as a function of
θp for several values of p⊥ (center); and as a function of p⊥ for fixed θp − θE = pi/4 (right). As a comparison, the analytical
results (16) are plotted as the lines in the center and right panels. The upper (i) and lower (ii) panels distinguish the size of the
frequency Ω and the perturbation E⊥. The other parameters are the same as in Fig. 1, i.e., eE¯/m2 = 0.4, E3/E¯ = 0, p3/m =
0, φ = 1, and mτ = 100.
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(iv) Large frequency Ω/m = 5.0 and strong perturbation E⊥/E¯ = 0.2
FIG. 5. (color online) The numerical results of the spin-imbalance ∆n
(−)
p as a function of (θp, p3) (left); as a function of θp
for several values of p3 (center); and as a function of p3 for fixed θp− θE = pi/4 (right). As a comparison, the analytical results
(16) are plotted as the lines in the center and right panels. The upper (i) and lower (ii) panels distinguish the size of the
frequency Ω and the perturbation E⊥. The other parameters are the same as in Fig. 1, i.e., eE¯/m2 = 0.4, E3/E¯ = 0, p⊥/m =
1, φ = 1, and mτ = 100.
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(ii) Large frequency Ω/m ∈ [2, 10]
FIG. 6. (color online) The numerical results of the momentum distribution n
(−)
p,↑ as a function of (θp,Ω) (left); as a function
of θp for several values of Ω (center); and as a function of Ω for fixed θp − θE = pi/4 (right). As a comparison, the analytical
results (11) are plotted as the lines in the center and right panels. The top (i) and bottom (ii) panels distinguish the size of
the frequency Ω. The parameters are the same as in Fig. 1, i.e., eE¯/m2 = 0.4, E⊥/E¯ = 0.025, E3/E¯ = 0, p⊥/m = 1, p3/m =
0, φ = 1, and mτ = 100. .
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FIG. 7. [Top] Tree-level diagram of the perturbation Aµ;
[Bottom] The lowest order diagram to produce two pairs from
one photon. The thick lines are the full propagator dressed
by the strong field A¯; see Eq. (7).
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(ii) Strong perturbation E⊥/E¯ ∈ [0.05, 0.2]
FIG. 8. (color online) The numerical results of the momentum distribution n
(−)
p,↑ as a function of (θp, E⊥) (left); as a function
of θp for several values of E⊥ (center); and as a function of E⊥ for fixed θp − θE = pi/4 (right). As a comparison, the analytical
results (11) are plotted as the lines in the center and right panels. The top (i) and bottom (ii) panels distinguish the size of
the transverse perturbation E⊥. The parameters are the same as in Fig. 2, i.e., eE¯/m2 = 0.4, E3/E¯ = 0,Ω/m = 0.5, p⊥/m =
1, p3/m = 0, φ = 1, and mτ = 100.
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FIG. 9. (color online) A comparison between the numerical
results (points) and the analytical results (lines) for the mo-
mentum distribution n
(−)
p,↑ as a function of the strength of the
perturbation E⊥ for several values of the frequency Ω. The pa-
rameters are the same as in Fig. 3, i.e., eE¯/m2 = 0.4, E3/E¯ =
0, p⊥/m = 1, p3/m = 0, φ = 1, and mτ = 100.
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(iv) Large frequency Ω/m = 5.0 and strong perturbation E⊥/E¯ = 0.2
FIG. 10. (color online) The numerical results of the momentum distribution n
(−)
p,↑ as a function of (θp, p⊥) (left); as a function
of θp for several values of p⊥ (center); and as a function of p⊥ for fixed θp − θE = pi/4 (right). As a comparison, the analytical
results (11) are plotted as the lines in the center and right panels. The upper (i) and lower (ii) panels distinguish the size of
the frequency Ω and the perturbation E⊥. The parameters are the same as Fig. 4, i.e., eE¯/m2 = 0.4, E3/E¯ = 0, p3/m = 0, φ =
1, and mτ = 100.
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(iv) Large frequency Ω/m = 5.0 and strong perturbation E⊥/E¯ = 0.2
FIG. 11. (color online) The numerical results of the momentum distribution n
(−)
p,↑ as a function of (θp, p3) (left); as a function
of θp for several values of p3 (center); and as a function of p3 for fixed θp − θE = pi/4 (right). As a comparison, the analytical
results (11) are plotted as the lines in the center and right panels. The upper (i) and lower (ii) panels distinguish the size of
the frequency Ω and the perturbation E⊥. The parameters are the same as Fig. 5, i.e., eE¯/m2 = 0.4, E3/E¯ = 0, p⊥/m = 1, φ =
1, and mτ = 100.
