We study the algebra A(Γ) generated by the adjacency operators on an edge-coloured graph Γ. We stress the importance of graphs endowed with a certain type of distance function, defined on the set of vertices, and taking its values in the adjacency algebra. These include, in particular, the graphs on which a group acts strongly transitively, in a certain sense, as well as all association schemes, and all buildings in the sense of Tits.
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The subject matter and a few proposed definitions
Let Γ be an edge-coloured graph (in this introduction we stick to informal definitions, which should su ce). We shall systematically write V = C[Vert(Γ)] for the complex vector space freely generated by the vertices. If I denotes the set of colours, then we can define for i ∈ I the operator
where ∼ i x means that x and are connected by an edge of colour i. We call these the adjacency operators, and the subalgebra A(Γ) of End(V ) which they generate is the adjacency algebra of Γ. We are mostly interested in finite graphs, so that we may number the vertices and represent each T i by a matrix, thus giving a very elementary definition of A(Γ).
When there is only one colour, say I = {1}, then T 1 is the usual adjacency matrix of Γ, which has been of course abundantly studied (see [Nic18] for a recent textbook). It is traditional to pay special attention to the eigenvalues of T 1 in this case, which indicates that in general, the representation theory of A(Γ) should be of interest. We also note that the adjacency algebra is exploited in the theory of association schemes, where it is called the Bose-Mesner algebra (see chapter 3 of [GM16] and the references therein). Association schemes are very special graphsindeed, complete graphs with appropriate symmetry conditions which force A(Γ) to be abelian. We finally point out that adjacency algebras make an appearance, in disguise, in the theory of buildings, as we shall elucidate below.
There are other algebras associated with Γ. Suppose G is a group acting on the set of vertices. Then we may consider End G (V ), the algebra of operators on V commuting with the action of G. If G actuallys acts by graph automorphisms, we have A(Γ) ⊂ End G (V ). This inclusion may very well be proper (think of a trivial group action!). In this paper, we want to stress the importance of situations when we have an equality. Definition 1.1. When the action of G on Vert(Γ) is transitive, and End G (V ) = A(Γ), we say that G acts strongly transitively on Γ, or that its action is strongly transitive. When Γ admits such an action for some group G, or equivalently when this holds for G = Aut(Γ), we say that Γ is a strongly transitive graph.
It is well-known that the structure of V as a G-module is closely related to its structure as an End G (V )-module (as we shall, of course, recall in the text). On the other hand, the algebra A(Γ) is easy to describe and compute with. Thus we see that, when Γ is strongly transitive, the happy coincidence of these two algebras will have interesting consequences. We will explore several of them below, but in this introduction we will insist on a perhaps more surprising phenomenon: Theorem 1.2. Suppose Γ is strongly transitive. Then there exists a map δ : Vert(Γ) × Vert(Γ) −→ A(Γ) such that:
(Ar1) If we fix a vertex x and consider W = δ (x, ) | ∈ Vert(Γ) , then W does not depend on x, and it is a basis for A(Γ).
(Ar2) For a given T ∈ W, and a vertex x, we have
From (Ar1) and (Ar2) one deduces a host of simple but satisfying properties, such as : (i) δ (x, ) is the identity exactly when x = , (ii) the map δ is Aut(Γ)-invariant, (iii) δ ( , x) is the transpose of δ (x, ), and δ is symmetric if and only if A(Γ) is commutative, and also (iv) the graph Γ is connected when δ exists. Much of the paper will serve to convince the reader of the interest of these two axioms.
But first we should settle some terminology. The properties of δ are reminiscent of an important feature of buildings recalled below, and this motivates our choice: Definition 1.3. A map δ : Vert(Γ)×Vert(Γ) −→ A(Γ) satisfying (Ar1) and (Ar2) as in the theorem is called an architecture on Γ. We call W the Coxeter basis of A(Γ) (with respect to δ ).
Hence strongly transitive graphs have an architecture. But we shall also see that there are natural examples of architectures on graphs which are not strongly transitive: association schemes on the one hand, and buildings on the other, always have an architecture. When we study a ne planes in the last part of the paper, we shall see that (the chamber system of ) any a ne plane has an architecture, while escaping all the previous categories.
Here we pause to give a concrete example. Checking the following facts is mostly a computational a air, and although we will give some more details in the text, we will never display the complete calculations (these were done with Sagemath, with crucial input from the GAP library).
Start with Petersen's graph, as displayed on the next page. Then we obtain an edge-coloured graph Γ by taking as vertices the pairs ( , e) where is a vertex of Petersen's graph, e is an edge, and is one of the ends of e. We put an edge of type 1, informally a "black edge", between ( 1 , e 1 ) and ( 2 , e 2 ) if 1 = 2 , and we place an edge of type 2, a "dotted edge", if e 1 = e 2 . We obtain the graph which is displayed on the front page of this paper. On this picture, it must be understood that the black edges form a disjoint union of triangles -there are three black edges on each horizontal level, which may appear pictorially as two.
The adjacency operators are readily computed (by a machine), and one finds that A(Γ) is of dimension 11, generated by T 1 and T 2 satisfying T 2 1 = I (the identity matrix), T 2 2 = T 2 + 2I , and (T 1 T 2 ) 3 = (T 2 T 1 ) 2 (I + T 2 ) − T 1 T 2 T 1 T 2 T 1 ,
The standard basis is
On the other hand, one computes that G := Aut(Γ) is simply S 5 with its obvious action, and the stabilizer B of a given vertex is isomorphic to C 2 × C 2 . Then the set B\G/B of double cosets has cardinality 11, and |B\G/B| = dim End G (V ) (as we will review), so End G (V ) = A(Γ) by a dimension comparison. The graph is strongly transitive.
Computing the Coxeter basis is then a matter of linear algebra. We find that it is
The values of δ are indicated on the front page. The vertex x bearing the label I has been selected, and then each vertex bears the label δ (x, ). For example, there are four vertices with label T 2 T 1 T 2 . These are precisely the vertices at the end of a path of type (2, 1, 2) starting from x, and they form a B-orbit. Similarly for the other labels. Vertices with the label T 2 (T 1 T 2 ) 2 − (T 1 T 2 ) 2 T 1 are at the end of a path of type (2, 1, 2, 1, 2) from x, but they are not at the end of a path of type (1, 2, 1, 2, 1). (The "type" of a path is formally defined in the next section.) As we explain in the text, this allows us to find the "cell multiplication rules" for the double cosets. In fact, with each ∈ G we associate an element T ∈ W which depends only on B B, and it is possible to number the double cosets Bw 0 B, . . . , Bw 10 B such that the corresponding elements T w 0 , . . . ,T w 10 are the members of W in the order in which they are displayed above. The product of double cosets are then deduced from the multiplication in A(Γ). For example, we see from above that T w 3 T w 8 = (T 2 T 1 ) 3 = (I + T 2 )(T 1 T 2 ) 2 − (T 1 T 2 ) 2 T 1 = T w 7 + T w 10 and, as we shall see, we deduce that Bw 3 B · Bw 8 B = Bw 7 B ∪ Bw 10 B .
Buildings
It is important to realize that the concepts mentioned so far, when examined in the particular case of buildings, reduce to familiar objects and definitions. Although we feel that the "exotic" examples that we study later are the most exciting, it is still interesting to shed a modestly di erent light on classical topics.
In this paper, we view buildings as particular edge-coloured graphs; for many authors, buildings are simplicial complexes with labelled vertices, and the possibility of encoding them as graphs is a result by Tits [Tit81] , see also the equivalence of categories presented in [Sch95, Theorem 1.3.1]. But we follow Weiss [Wei03] in taking this view as the definition.
A building Γ has an associated Coxeter group W , with distinguished set of generators S = {s i : i ∈ I}; these generators are indexed by the set I, which serves also as the set of colours for the graph. We have enough notation to state : Theorem 1.4. Let Γ be a building, and suppose that for each i ∈ I there is an integer q i such that each vertex of Γ is incident with q i edges of colour i. Then A(Γ) is the Iwahori-Hecke algebra of (W , S) with parameters q i . Thus the generators T i , for i ∈ I, satisfy
with m ij terms in the products on either side, where m ij is the order of s i s j ∈ W . The algebra A(Γ) has a basis W = {T w : w ∈ W } indexed by the elements of W .
This result has also appeared in the work of Parkinson [Par06] , although our argument is a little more elementary.
Remark 1.5. We prefer the term "Iwahori-Hecke algebra" to the shorter expression "Hecke algebra" which is often employed, because historically, see [CR87] in particular, Hecke algebras were defined for a pair of groups B ⊂ G to be End G (C[G/B]). If G is a group acting transitively on the vertices of the graph Γ and if B is the stabilizer of a vertex, then this is the algebra End G (V ). But we are precisely advocating, in this paper, that End G (V ) and A(Γ) should be strictly di erentiated (so as to appreciate more the cases when they do coincide).
Buildings are endowed with a distance function
with certain properties which we recall below. If we compose this with the map w → T w , we obtain a "distance" which is then easily seen to satisfy our axioms (Ar1) and (Ar2): in other words, each building has a canonical architecture. We note that the existence of δ is a deep fact: indeed, it can be taken as the defining property of buildings, as in [Wei03] .
Another structure on buildings which can be taken as the definition is the existence of appartments, which are certain subgraphs of Γ isomorphic to the Cayley graph of (W , S), again satisfying certain axioms. A group G acting on Γ is traditionally said to act strongly transitively if it is transitive on pairs (x, A) where x is a vertex and A is an appartment containing x. Theorem 1.6. Let Γ be a building. If the group G acts strongly transitively on Γ in the traditional sense, then it also acts strongly transitively in the sense of Definition 1.1. If Γ is spherical, then the converse holds.
Recall that a building is called spherical when W is finite, which is notably the case when Γ is finite.
To get a sense of the slight di erences between our approach in this paper and the usual treatments, consider for example §6.2 in the classic [Gar97] . There it is proved (essentially) that if a group acts strongly transitively (in the classical sense) on a building, then End G (V ) is a Iwahori-Hecke algebra. We prefer to see this as a combination of the last couple of theorems.
A nes planes & other line spaces
Incidence geometry is a great source of examples of edge-coloured graphs. In this Introduction, let us stick to the case of line spaces: by definition, such a space is a pair (P, L) where P is a set of elements called "points", and L is a set of subsets of P called "lines" (of cardinality ≥ 2). For example, P and L may be respectively the set of vertices and edges of a simple graph. Note that, when p ∈ P and ∈ L are such that p ∈ , we often say that p and are incident.
A line space (P, L) defines an edge-coloured graph Γ = C(P, L), called its chamber system, and defined as follows. The vertices are all the pairs (p, ) ∈ P × L such that p ∈ (these pairs are often called flags); we place an edge of colour 1 between (p, ) and (p , ) when p p, and we place an edge of colour 2 between (p, ) and (p, ) when . For example, we have performed this construction above with the Petersen graph, seen as a line space.
Results such as [BC13, Theorem 3.4.6] show that the chamber system of a line space, or more generally of a geometry, retains a lot of information about it, and indeed the two points of view are almost equivalent. We shall write A(P, L) for A( C(P, L)), and call it the adjacency algebra of (P, L).
Consider now linear line spaces, which are by definition the line spaces with the property that any two points are incident with exactly one common line. A projective plane is a linear line space with the extra property that any two lines are incident with exactly one common point; an a ne plane is a linear line space with the extra property that, given a line and a point p not incident with it, there is exactly one line with p ∈ which is parallel to (that is, there is no point incident with both and ). Projective and a ne spaces are also required to satisfy certain non-triviality conditions which we ignore in this Introduction.
We can use projective planes to shed light on our results about a ne planes below. Projective planes correspond exactly, via the chamber system construction, to the buildings with associated Coxeter group S 3 , also known as "generalized triangles". Each finite projective plane P has an order q, such as there are q+1 points incident with each line, and vice-versa. From the results about buildings, we deduce the description of A(P): it is generated by T 1 and T 2 satisfying (T i −qI )(T i +I ) = 0 and T 1 T 2 T 1 = T 2 T 1 T 2 . It has dimension 6, with Coxeter basis I ,T 1 ,T 2 ,T 1 T 2 ,T 2 T 1 ,T 1 T 2 T 1 .
Here are some of our results on finite a ne planes, which are clearly analogous, yet they seem new. Recall that such a plane as an order q, such that each line is incident with q points, and each point is incident with q + 1 lines. Theorem 1.7. Let A be an a ne plane of order q.
1. The incidence algebra of A depends only on q. It is the algebra Aff(q) generated by T 1 and T 2 subject to
as well as
It has dimension 7, with basis
2.
A always has an architecture. The distance δ can be chosen so that the associated Coxeter basis
] also depends only on q, up to isomorphism.
4. Let Γ 0 be the simple graph obtained from C(A) by forgetting the colours of the edges. Then the adjacency eigenvalues of Γ 0 are −2 with multiplicity (q − 1) 2 (q + 1), then q − 2 with multiplicity q, as well as 2q − 1 with multiplicity 1, and finally 2q − 3 ± 4q + 1 2 , each with multiplicity q 2 − 1.
We add that in (3), we actually have a complete description of V , and that (4) follows immediately. Of course the result of (4) depends only on q, so that the various a ne planes of order q give rise to a family of isospectral graphs.
Resuming the comparison with projective planes, we recall the celebrated result by Ostrom and Wagner [OW59] which asserts that, if a group G acts on P, and if G is 2-transitive on the set of points, then P is Desarguesian, or in other words, P consists of the linear subspaces of dimension 1 and 2 in F 3 q , with incidence defined from inclusion. (This is the easiest example of a projective plane of order q.) Moreover, 2-transitivity on P is easily seen to follow from strong transitivity on C(P).
The next theorem is thus an analogue for a ne planes -we recall that an a ne plane is called Desarguesian when it consists of the a ne subspaces of dimension 0 and 1 in F 2 q , for some prime power q.
Theorem 1.8. Let A be a finite a ne plane. Then A is Desarguesian if and only if it is strongly transitive.
It is worth mentioning that our proof, at the moment, is not very economical. We rely on the classification of linear spaces, started in [BDD + 90] and finished in [Sax02] , which itself uses, in certain places, the classification of finite simple groups. Our assumptions imply strong constrains on the order of the group acting, enough to rule out rapidly all the possible cases except the Desarguesian one. It is possible that a more elementary argument exists.
Another family of linear line spaces is that of clique planes (or complete planes, or circle planes). For each q ≥ 2, there is one such plane, obtained from the vertices and edges of the complete graph on q + 2 points. We call q the order of the corresponding clique plane. Theorem 1.9. Let C be the clique plane of order q.
1. The adjacency algebra of C is the algebra Cl(q) generated by T 1 and T 2 , subject to
It has dimension 7, with the "same" basis as Aff(q).
2. C is strongly transitive, so it has an architecture. The associated Coxeter basis is the "same" as that for Aff(q).
Note that Cl(2) = Aff(2), in accordance with the fact that the clique plane of order 2 is just the Desarguesian a ne plane of order 2.
The algebra associated with a Buekenhout diagram
We finish this Introduction with a word about Buekenhout diagrams. Such a diagram is a graph whose vertices are the elements of the set I, and bearing labels on its edges and elsewhere; it is used as a device for quickly conveying information about an edge-coloured graph Γ with I as the set of colours. A little more specifically, the labels adorning the edge between the vertices i and j gives information about the graph obtained from Γ after deleting each edge whose colour is neither i nor j. The usual terminology is to say that Γ "belongs" to the diagram D, when all the information reported on D is correct for Γ.
In the last part of the paper, we explain this in detail and give many examples. For now, we will only mention the case when Γ is a building with associated Coxeter group W : then the classical Coxeter diagram of W , suitably interpreted, is a Buekenhout diagram to which Γ belongs.
We will conclude the paper by giving a simple-minded definition of an algebra A(D) built from the Buekenhout diagram D. When Γ belongs to D, it will be true by construction that A(Γ) is a quotient of A(D). Thus we see A(D) as a first approximation to A(Γ), which is readily computable. When Γ is a building, and D is the Coxeter diagram as above, one always has A(Γ) = A(D).
Organization of the paper
The plan of the paper is very simple, with each section developing a subsection of the Introduction: §2 gives generalities, §3 is about buildings, §4 deals with a ne planes, and §5 covers Buekenhout diagrams. We point out that §2 is much longer than the rest.
G

Edge-coloured graphs and their adjacency algebras
A graph Γ is given by a set Vert(Γ) of vertices, and a set Edge(Γ) of unordered pairs from Vert(Γ). We say that Γ is edge-coloured (over I) when there is a surjective map Edge(Γ) −→ I, where I is some finite set, usually taken to be I = {1, . . . , n} for some integer n ≥ 1. Of course, the elements of I are called the colours, and an edge mapping to i ∈ I under this map is said to be of colour i, and so on. Generally speaking, we use the standard colloquial terminology of "neighbours", edges "incident" with a vertex, etc. All the graphs in this paper are assumed to be locally-finite, in the sense that each vertex has only finitely many neighbours. Almost all examples are actually finite.
A path of length k in Γ is a sequence γ = (x 0 , x 1 , . . . , x k ) of vertices where x j−1 and x j are joined by an edge for 0 < j ≤ k. We sometimes say gallery instead of path, and even chamber instead of vertex. Now suppose that the edge between x j−1 and x j has the colour i j ∈ I; then the type of γ is (i 1 , i 2 , . . . , i k ) (a word in the alphabet I, if you will). The last vertex visited by a gallery γ will be called its end and will be denoted by e(γ ) (so e(γ ) = x k in the notation above).
We shall write V (Γ) = C[Vert(Γ)], and most often we just write V when Γ is understood. The algebra End(V ) of linear endomorphisms of V has the following distinguished elements T i for i ∈ I, whose actions on the vertices are given by:
where, as in the introduction, we put x ∼ i when the vertices x and are joined by an edge of colour i. We call these the adjacency operators. When we think of V as the space of complex-valued functions f on Vert(Γ) with finite support, we have
This second description may prove better suited for checking certain identities mentally.
Here we adhere to a convention which will help us in computations. When S,T ∈ End(V ), we put ST := T • S, which means that ST (x) = T (S(x)) for x ∈ V . Of course one may decide to write x · S instead of S(x), leading to the simple formula x · ST = (x · S) · T . This will hardly be necessary, in any case, since we will always rely on the following lemma.
Lemma 2.1. Let x ∈ Vert(Γ). For any sequence i 1 , . . . , i k of colours, we have
where γ runs through the galleries of type (i 1 , · · · , i k ) starting from x.
Proof. Obvious by induction on k.
Of course, if we had decided that ST were to mean S •T , then this lemma would have involved an ugly reversal of the sequence of colours.
We now define A(Γ), the adjacency algebra of Γ, to be the subalgebra of End(V ) generated by the T i 's. Here the product S,T → ST is meant on End(V ) and all its subalgebras, although it is clear that A(Γ), as a subset of End(V ), would be unchanged if we used the reverse multiplication.
Consider the major case when Γ is finite, so V is finite-dimensional with a canonical basis (up to reordering the vertices). We can think of elements of V as row vectors, and of the operators in End(V ) as square matrices acting by right multiplication. Each T i defines an adjacency matrix, denoted by the same symbol; and we remark that each T i is symmetric, with real entries (indeed, entries in {0, 1}). It follows that for any S ∈ A(Γ), the matrix S t is also in A(Γ), where S t denotes the transpose of S. Similarly, the conjugateS of S ∈ A(Γ) is also an element of A(Γ). Using an appropriate Hermitian product, it is easy to make similar remarks in the infinite-dimensional case.
As a result, we can discover new relations in A(Γ) by taking the transposition of known ones. Say we had established the formula for (T 1 T 2 ) 2 as in (1) of Theorem 1.7; the formula for (T 2 T 1 ) 2 would follow by taking transposes. We also see that the set of relations we would have had with the "opposite" multiplication would have been "the same". Proposition 2.2. When Γ is finite, the algebra A(Γ) is semisimple.
Proof. In fact, any subalgebra A of End(V ) (with V finite-dimensional) which is stable under transposition and complex conjugation is semisimple. To see this classical fact, we may argue as in [CR87, proof of Theorem 67.19], and consider the radical of A, so that A is semisimple if and only if = {0}. It is well-known that is characterized, for example, as the largest twosided, nilpotent ideal of A, and from this it is clear that is itself stable under transposition and conjugation.
So pick a matrix M ∈ , so thatM ∈ and M t ∈ , and of courseMM t ∈ . The matrices in must be nilpotent, and so must have trace zero; however Tr(MM t ) = i,j |m ij | 2 , where M = (m ij ). Hence from Tr(MM t ) = 0 we deduce that M = 0, and we conclude that = {0}.
Example 2.3. Suppose Γ is a complete graph on q + 1 elements: that is, Γ has q + 1 vertices, each of them connected to q neighbours, using only one colour for the edges. The adjacency matrix T 1 , in the natural basis, is − I , where all the coe cients of are 1's. Standard linear algebra shows that (T 1 − qI )(T 1 + I ) = 0, and indeed that (X − q)(X + 1) ∈ C[X ] is the minimal polynomial for T 1 . Thus
Moreover, T 1 is diagonalisable, with the q-eigenspace having dimension 1, spanned by the vector ∈Vert(Γ)
.
The (−1)-eigenspace, consisting of all vectors
has dimension q. It is instructive to use Lemma 2.1 to check directly, for a vertex x, the relation
The computations made in this example will find an echo throughout the paper, for the edgecoloured graphs which are of interest to us usually have special features. We say that Γ is a chamber system when, for each colour i, the graph obtained by deleting all the edges whose colour is not i is a disjoint union of complete graphs. (As announced in the Introduction, we will encounter later the "chamber system of a geometry" and to be sure, the chamber system of a geometry will be a chamber system.) Further, a simple graph is called d-regular when each vertex has exactly d neighbours; an edge-coloured graph Γ is called regular with orders (q i ) i∈I when each vertex has q i neighbours at the end of an edge of colour i, for each i ∈ I. In this second case, if we forget the colours, we obtain a simple graph which is ( i q i )-regular.
Typical graphs in this paper will be chamber systems which are regular with orders (q i ) i∈I . For these, Example 2.3 shows that
for i ∈ I. This explains why relations of this form are ubiquitous in the sequel.
Double cosets & the algebra of intertwining operators
Here we start with a group G and a subgroup B. We will recall some uses of the double cosets B B for ∈ G.
When ∈ G, we will write¯ ∈ G/B for its canonical image. The set of orbits of B in G/B, that is B\(G/B), can be identified with the set B\G/B of double cosets, under B¯ ←→ B B. The distinction between B\(G/B) and B\G/B is often a pedantic one, but in certain situations it will matter; keep in mind that B¯ is a subset of G/B, while B B is a subset of G, so the identification is certainly not the identity. The notation¯ , instead of the popular B, was also chosen to make the distinction clearer.
There is also a very well-known identification of B\G/B with the set of orbits of G on the product
Finally, put V = C[G/B], the corresponding permutation G-module, and consider the algebra End G (V ) of linear maps commuting with the action of G, sometimes called intertwining
for¯ ∈ G/B. One checks that φ w is well-defined (that is, the condition h −1 ∈ BwB really does depend only onh), that it commutes with the action of G on V , and also that φ w depends only on BwB.
Remark 2.4. A peculiarity of the notation is that φ w (1) is the sum of the elements of Bw −1 . Later, we shall work with the operators T w := φ w −1 so as to avoid the inverse.
For an elementary proof of the following proposition, see [LP10, Lemma 1.2.15]:
Proposition 2.5. Let W ⊂ G be a set of representatives for the double cosets of B in G. Then the operators φ w for w ∈ W form a basis for End G (V ).
In particular, we see that dim End G (V ) = |B\G/B| (the two numbers can be simultaneously infinite).
Finally, we describe the correspondence between the G-module structure of V and its structure as an End G (V )-module, sticking to the finite-dimensional case now. Write
However, if we call A the algebra on the right hand side, then we know the structure of its simple modules : there is (up to isomorphism) exactly one for each i ∈ , a orded by the projection A −→ M m i (C). Correspondingly, the isomorphism classes of simple modules of End G (V ) are indexed by , and we pick a representative U i for i ∈ , noting that dim U i = m i . Thus there is a bijection between the simple G-modules occuring in V , and the simple End G (V )-modules (both sets of isomorphism classes are in bijection with the set ).
There is nice way of expressing this. Rewrite m i S i , the direct sum of m i copies of S i , as S i ⊗ U i , where U i is viewed as trivial G-module of dimension m i . Now, with a little thought, we realize that m i S i is stable under the action of End G (V ), and indeed that it can be described as a sum of dim S i copies of U i . It seems reasonable to write S i ⊗U i also for this End G (V )-module. (In general, there is no good reason for us to be able to tensor two End G (V )-modules together, and End G (V ) does not necessarily have a "trivial" module, so this is really just suggestive notation.)
In the end, we can summarize the situation by writing
with the actions and conventions as above. We learn that the multiplicity of U i as an
is precisely the algebra of operators commuting with End G (V ), so this algebra is its own "bi-commutant", a fact which can alternatively be obtained by general principles.)
Architectures
Combining the material above, we let Γ be an edge-coloured graph, and G be a group acting on Γ by graph automorphisms. For a vertex x, an element ∈ G, and an operator T ∈ A(Γ), we have thus
Equally clear is the inclusion A(Γ) ⊂ End G (V ). Now suppose G acts transitively on Vert(Γ). If we choose a favourite vertex x 0 , and if we let B denote its stabilizer in G, then we can identify Vert(Γ) with G/B whenever convenient. The vector space V = V (Γ) is then seen as C[G/B], and the considerations of §2.2 apply.
We repeat here slightly more formally a definition given in the introduction.
Definition 2.6. Let Γ be an edge-coloured graph. An architecture on Γ is a map
such that:
We call W the Coxeter basis (with respect to δ ).
Proposition 2.7. Let δ be an architecture on Γ.
1. Γ is connected.
2. The A(Γ)-module generated by any vertex x within V (Γ) is faithful, or in other words, it is the regular representation of A(Γ). In particular, if T ∈ A(Γ) fixes a vertex, then T = I .
3. For vertices x, , we have δ (x, ) = I ⇐⇒ x = . In particular, the Coxeter basis contains the identity.
In fact, these integers can be interpreted as follows. Let x, z be vertices such that δ (x, z) = T w k . Then the number of vertices such that δ (x, ) = T w i and δ ( , z) = T w j is n ijk (in particular this number depends only on the colours i, j, k, not on x or z).
6. Let x, be vertices, and assume Γ is finite for simplicity. Then δ ( ,
Before giving the proof, a remark on notation. We use the letter T for a "generic" element of A(Γ), and, to the extent possible, we try to use names of the form T * where * is some (hopefully informative) subscript. For example, the adjacency operators are called T i where i is a colour. Moreover, in practice, we will often have a natural indexing set W for the elements of W, that is W = {T w : w ∈ W }; for instance, when the graph is a building then W will be the associated Coxeter group. This is the reason why a "generic" element of W will sometimes be called T w or T w i as in (5) of the proposition -we believe this to be a pretty good name, even when no such indexing set W is explicitly present.
Proof. Let x, be vertices of Γ, and let T = δ (x, ) ∈ A(Γ). By (Ar2), the vertex appears in the expression for T (x). However by Lemma 2.1, we see that T (x) can only involve vertices in the connected component of Γ containing x. This gives (1).
Let T ∈ A(Γ). From (Ar1), we can write
for some uniquely defined scalars λ(T w ) ∈ C, so that for a vertex x:
Here we have used (Ar2) for the second equality. Thus the scalars λ(T w ) can be recovered from the vector T (x) (and we do get all of them from (Ar1)), so (2) is clear. Now continue assuming that T = I . We have
From this, we draw λ(δ (x, x)) = 1 and λ(δ (x, )) = 0 for x. In particular I = δ (x, x), and certainly δ (x, ) δ (x, x) if
x. We have (3). Now apply ∈ Aut(Γ) to the identity in (Ar2), so that for T ∈ W one has :
However · T (x) = T ( · x), so another application of (Ar2), this time at the vertex · x, gives:
Comparing the last two expressions, we see that δ ( · x, z) = T happens precisely when z = · with δ (x, ) = T . In particular δ ( · x, · ) = δ (x, ), and we have (4). As for (5), the proposed identity certainly holds for some complex numbers n ijk , simply because W is a basis for A(Γ), and the point is only to show that these are nonnegative integers. However, this is obvious by (Ar2). We leave the interpretation of the integers n ijk as an exercise (we will never use the result in the sequel).
We turn to (6). Let −, − denote the inner product on V for which the basis of vertices is orthonormal. A restatement of (Ar2) is that
when T ∈ W, and x, are arbitrary vertices. Further, if we pick an operator
it follows that T (x), = λ(δ (x, )). Now write
and use that
It is now clear that when δ is symmetric, all the elements of the algebra A(Γ) are symmetric matrices (from (Ar1) and the identity just established). This implies, for colours i, j, that
is commutative: since its generators T i are symmetric matrices, it is then readily seen that all the elements of A(Γ) are symmetric, and of course δ is then symmetric.
Example 2.8. The simplest example of a graph with architecture is perhaps a complete graph, with only one colour used, where δ (x, x) = I for each x, while δ (x, ) = T 1 , the adjacency matrix, when x . Consider next the case of an association scheme. By definition, this is a (finite) coloured graph Γ, say on the set of colours I = {1, 2, . . . , n}, such that (i) the underlying graph (forgetting the colours) is complete, and (ii) if we put T 0 = I , then the matrices T 0 ,T 1 , . . . ,T n are a basis for A(Γ). In this situation, put δ (x, ) = T i when x ∼ i , and δ (x, x) = I . One checks readily that this is an architecture (generalising the previous example). The integers n ijk are usually called p k ij in the theory of association schemes, and there are beautiful identities involving them. See [GM16] . 
Many more examples follow, so here we would like to give examples of graphs for which no architecture can be found. By (1) of the proposition, of course, non-connected graphs are such counter-examples. Consider also the graph on Figure 2 . Here 1 is connected to 2 and 3 with an edge of colour 1, while 2 and 3 are connected together by an edge of colour 2. Suppose δ were an architecture on this graph. Then δ ( 1 , 1 ) = I by (3) of the proposition, while δ ( 1 , 2 ) = δ ( 1 , 3 ) using (4) (the graph has visibly an automorphism of order 2 exchanging 2 and 3 and fixing 1 ). We must then have δ ( 1 , 2 )( 1 ) = 2 + 3 = T 1 ( 1 ) (the first equality by (Ar2)), so (2) of the proposition shows that δ ( 1 , 2 ) = T 1 . If (Ar1) were to hold, then {I ,T 1 } would be a basis for A(Γ); however, T 2 is clearly not in the algebra generated by T 1 , so δ cannot exist.
In this example, one can check (with more work) that A(Γ) has dimension 5. This is another good reason why no architecture exists on Γ: the dimension of A(Γ), by (Ar1), cannot be more than the number of vertices.
Recall from the Introduction that the action of G on Γ is called strongly transitive when it is transitive on Vert(Γ) and satisfies End G (V ) = A(Γ). Our objective is: Theorem 2.9. Suppose Γ admits a strongly transitive action. Then Γ has a canonical architecture. It is characterized as the only architecture for which, given vertices x and , the operator δ (x, ) is exactly determined by the Stab G (x)-orbit containing .
More precisely, once Vert(Γ) is identified with G/B by the choice of a vertex with stabilizer B, we introduce operators T w ∈ A(Γ) in the proof, for each w ∈ G, where T w depends only on BwB; if W ⊂ G is a set of representatives for the double cosets, then W = {T w : w ∈ W }; and the map δ is defined by
That the architecture is "canonical" means, in particular, that choosing another base-point would not alter δ . However, we caution that the operator T w associated to w does depend on the choice, as is explained at the end of the proof.
Proof. We choose a base vertex x 0 , and for ∈ G put¯ = · x 0 . This lets us identify Vert(Γ) with G/B, where B is the stabilizer of x 0 (with¯ identified with the class of in G/B, also written¯ elsewhere in the paper). At the end of the proof, we study what happens when x 0 is replaced by another vertex.
We have defined in §2.2 the operators φ w ∈ End G (V ) for w ∈ G. By assumption, we have φ w ∈ A(Γ), and we introduce T w := φ w −1 ∈ A(Γ). Now we put, for vertices¯ ,h ∈ G/B:
where w is such that −1 h ∈ BwB. This is well-defined, and moreover we note that the condition −1 h ∈ BwB is equivalent to −1 ∈ Bw. Let us verify that (Ar1) and (Ar2) hold.
First we note an invariance property of δ . When σ ∈ G, we observe that (σ ) −1 (σh) = −1 h, implying that δ (σ¯ , σh) = δ (¯ ,h). In other words, δ is G-invariant. (Of course eventually we shall know that the architecture is Aut(Γ)-invariant, by (4) of the last proposition.)
The easy part of (Ar1) comes at once: the set W, seemingly dependent on the choice of a vertex, really depends only on the G-orbit of the vertex; however, the action is assumed to be vertex-transitive, so W is independent of all choices.
Let us continue with the vertex1. For the rest of property (Ar1), we note that δ (1,h) = T w is equivalent toh ∈ Bw. Thus the set W is comprised of all the operators T w for w ∈ G; as observed above, T w only depends on the double coset BwB (or equivalently on the orbit Bw), and if we pick one w in each double coset, we obtain a basis for End G (V ) = A(Γ) (Proposition 2.5). We have (Ar1), and the set W is as described in the theorem.
As in Remark 2.4, we compute for any w ∈ G:
or in other words T w (1) is the sum of the elements in one B-orbit on G/B, namely Bw. This is (Ar2) for the vertex x =1, whence (Ar2) holds in general by G-invariance. We have established that δ is an architecture on Γ.
We have also just seen that δ (1,h) is determined by the B-orbit containingh. By G-invariance, we deduce immediately that δ (x, ) is determined exactly by the Stab G (x)-orbit containing , for any two vertices x, . Clearly, this characterizes δ among possible architectures. In particular, choosing a di erent base-point would not have a ected δ .
A word of caution, to conclude (expanding on the remark before the proof ). If we had chosen the vertex 0 = σ · 0 instead of 0 , where σ ∈ G, then we would have arrived at the same function δ , as already established (a direct verification is also straightforward). However, this new choice would have defined operators T w , for w ∈ G, and one can check that T w = T σwσ −1 , so here the choice of base-point matters.
Cell multiplication rules
Let B be a subgroup of the group G. Any subset of G which is stable under multiplication by B on either side must be a union of double cosets. This applies in particular to a product B B · BhB. We say that we have given "cell multiplication rules" when we have o ered a recipe for computing the decomposition of any such product explicitly as a union of double cosets. (This is standard terminology in the literature on buildings.) Here we shall do just this under the assumption that G act strongly transitively on an edge-coloured graph Γ, in such a way that B is the stabilizer of some vertex x 0 . We keep this hypothesis for this section, and we use freely the canonical architecture on Γ, as well as the identification of Vert(Γ) with G/B.
A definition will be useful. We may see a vector f ∈ V (Γ) as a function f :
The support of f is then supp
We can now state:
Lemma 2.10. Let w, ∈ G, let T w ,T ∈ Wbe the corresponding operators, and let¯ ,h ∈ G/B be vertices.
Proof. We compute:
When this is the case, we multiply out and
To formulate this as a "cell multiplication rule", select a set W = {w 1 , . . . , w d } of representatives for the double cosets, and for a pair of indices i, j, put
where the integers n ijk are defined by
Corollary 2.11. For any i, j, we have
Reasoning with the right hand side first, we recall that T w k (1) is the sum of the vertices in Bw k , so supp( ) = k∈K i j Bw k . However, from the lemma we know thath ∈ supp( ) if and only if h ∈ Bw i B · Bw j B. The corollary follows.
Here is another way of stating the result. Put
Define an operation on A 01 (Γ) by
The notation A 01 (Γ) hides the dependence on the basis W. It may be worth pointing out, on the other hand, that the definition of A 01 (Γ) and its two operations does not depend on the choice of a set W of representatives, although we have used such a choice for notational convenience.
We will compare A 01 (Γ) with B(G, B), which we define to be the set of all subsets of G which are stable under multiplication by elements of B on either side, or equivalently, the unions of double cosets of B in G. Endowed with union and intersection, B(G, B) is boolean algebra. It also carries a multiplication, unsurprisingly defined by
. This product is distributive with respect to , but is not always commutative.
The following is a summary of the discussion; the details should be obvious now. This can be applied to the problem of finding all the subgroups containing B. To stress the importance of this problem, we recall that one way of proving the simplicity of the classical groups is via their actions on finite buildings, and at the heart of the argument (as conducted, for example, in [Asc86, (43.11)]) is the description of the subgroups containing a given "Borel subgroup" B.
Suppose that G is finite, so that any nonempty subset of G which is stable under multiplication is a subgroup. In this situation, a subgroup of G containing B is just a nonempty X ∈ B(G, B) such that X · X = X . Hence we may state:
Corollary 2.13. The subgroups of G containing B are in bijection with the nonzero X ∈ A 01 (Γ) such that X X = X .
For example, the identity corresponds to B, and the sum of all the elements in W corresponds to G. Let us now turn to a more involved example.
Back to the Petersen graph
We develop the example of the Petersen graph, as in the Introduction. Much of the heavy lifting was done by a computer, so you should not expect the details of intermediate calculations.
So we consider the edge-coloured graph Γ obtained from the Petersen graph Π as explained in the introduction. The group G = S 5 acts on Π, which can be seen most clearly by noting that Π is isomorphic to the graph whose vertices are the unordered pairs from {1, 2, 3, 4, 5}, and whose edges are placed between disjoint pairs. In fact G is the automorphism group of Π, although we will not use this. It follows that G acts on Γ, and again it turns out that G = Aut(Γ).
Once the vertices of Π have been numbered from 1 to 10, we can label the vertices of Γ with ordered pairs (i, j) with 1 ≤ i, j ≤ 10. We pick (1, 2) as our base point, and we let B be the stabilizer of (1, 2) in G. In the sequel, (1, 2) plays the rôle of the vertex named1 in the rest of this section.
We can then ask GAP to compute the double cosets of B in G. There are 11 of them, and GAP even provides representatives w 0 , . . . , w 10 (we will not display them here). Of course they appear in a random order, and we will pretend to be lucky later when the elements T w i will come out in exactly the most convenient order, when this was really done in hindsight. Write W = {w 0 , . . . , w 10 }.
Next we ask the computer to determine the adjacency matrices T 1 and T 2 . The algebra which they generate, we learn, has dimension 11. Since dim End G (V ) = |B\G/B| = 11 = dim A(Γ), we deduce that End G (V ) = A(Γ), or in other words, the action is strongly transitive. (Vertextransitivity is obvious.)
We can work out a presentation for A(Γ). The relations
are expected from Example 2.3. Having guessed what the standard basis (extracted from the family of monomials T 1 T 2 T 1 T 2 · · · , not involving any squares) should be, we ask the computer for confirmation, and we learn that the matrices
are linearly independent, so they form indeed our basis. Then we make the computer express (T 1 T 2 ) 3 in this basis, discovering that
Taking transposes, we deduce that
Now, we see that the displayed relations form a presentation for A(Γ). Indeed, any algebra generated by T 1 and T 2 satisfying these relations must have dimension ≤ 11, since the monomials above are a generating family. Having found one example of algebra of dimension exactly 11 where the relations hold, we see that it must be isomorphic to the universal algebra defined thus by generators and relations.
Using this, we can work out the 1-dimensional representations of A(Γ). Under a homomorphism A(Γ) −→ C, the generator T 1 must be sent to ±1, and T 2 must be sent to either 2 or −1.
In each of the four cases, we only have to check whether the remaing relations hold. We find that (−1, 2) is an impossible combination, but the other three lead to well-defined representations. The one corresponding to the choice (1, 2) is the representation C mentioned in the proof of Proposition 2.17 below.
Since A(Γ) is semisimple (Proposition 2.2), and so must be isomorphic to a product of matrix algebras, we see by trying to write 11 = 1 + 1 + 1+ a sum of squares of integers > 1 that
The considerations of §2.2 apply, with A(Γ) rather than End G (V ), and we discover that V (Γ), as a G-module, involves five di erent irreducible representations, two of them with multiplicity 2, and the remaining three with multiplicity 1.
We need to compute the Coxeter basis. We know that we do have an architecture, so from (2) of Proposition 2.7, it is enough to find, for each w ∈ W , a matrix T w ∈ A(Γ) such that
We can compute the right hand side with ease at this point. On the other hand, the fact that T w ∈ A(Γ) will be expressed by writing this matrix as a linear combination of the 11 matrices in the standard basis. Assuming we number the vertices starting from1, the vector T w (1) is the first row of T w . We solve a linear system, which the theory predicts has a unique solution, and we are done. In the end we find:
Let us determine all the subgroups of G containing B. We start with a brute force approach, which is enough to give a complete answer in a matter of seconds. We compute once and for all the various products T w i T w j and store the results, so for example from we have
Then we go through the 2 11 − 1 = 2047 non-zero elements X ∈ A 01 (Γ), and check whether X X = X . We find exactly 6 such elements, so there are 6 groups between B and G. For instance, T w 0 + T w 5 is one such element, and the corresponding group is thus B ∪ Bw 5 B = B, w 5 . The complete list is:
Since each element X describes for us the decomposition of the corresponding group as a union of double cosets, the inclusions between our six groups are readily worked out. The poset looks like this. G G 1,10
Of course, one may argue that S 5 has only 156 subgroups, and that it may seem easier to go through all of them using GAP and check which of them contain B. We want to argue that the method above would scale well to much larger examples, however. To give a very first idea of how one could optimize the search for intermediate subgroups, we draw a directed graph on {0, 1, . . . , 10} with an arrow from i to j whenever we know the following fact: if X ∈ A 01 (Γ) involves T w i and satisfies X X = X , then it must also involve T w j . For example, we have T w 9 T w 9 = T w 0 + T w 5 + T w 6 + T w 10 , so we can place arrows from 9 to each of 0, 5, 6, 10. On Figure 3 we have placed all the arrows obtained from looking at the squares T w i T w i , as well as one arrow between 9 and 3, because there is already an arrow between 9 and 6, and
Contemplating this figure, we see that if X involves T w i where i ∈ {3, 4, 6, 7, 8, 9}, and satisfies X X = X , then X must be the sum of all the element of the Coxeter basis (corresponding to the subgroup G). We have reduced the search for nontrivial intermediate subgroups to subsets of {0, 1, 2, 5, 10} rather than {0, 1, . . . , 10}. Exploiting the graph further (adding more edges), one concludes rapidly. In fact, once the products T w i T w j have been computed, the search can be done (and has been done) by hand, with no extra information.
Some representation theory
Consider all the graphs having the same adjacency algebra A. What do they have in common? Here, as is clear from the Introduction, we have in mind the graphs obtained from the various projective or a ne planes of the same order. In this section we show that for all the graphs Γ which are provided with an architecture, and having A(Γ) = A, the A-module V (Γ) is "always the same", under simple hypotheses. We reach this in Proposition 2.17 below.
Lemma 2.14. Let A be a finite-dimensional, semisimple algebra (over the complex numbers), and let X be a basis for A with 1 ∈ X . Suppose we have an A-module V with the property that Tr V (T ) = 0 for T ∈ X , when T 1. Finally, let S be any simple A-module.
Put d = dim V and let m be the multiplicity of S in V . In this situation, the integers d and m determine each other.
Proof. We use the theory of characters for algebras such as A, for which see [ §9 in CR I]. Here is a summary. It is possible to find a bilinear form β on A which is symmetric, associative and nondegenerate (for example β(a, b) = Tr(L a • L b ) where L a is multiplication on the left by a on A, and likewise for L b ). If X = {x 1 , . . . , x n } with x 1 = 1, we can consider the dual basis with respect to β, call it Y = { 1 , . . . , n } (so β(x i , j ) = δ ij , the Kronecker delta). Put z = i x i i .
When M is an A-module, its character is the map µ M : A −→ C defined by µ M (a) = Tr M (a) (for example µ M (1) = dim M). The characters corresponding to the distinct simple modules (hereafter called the irreducible characters) are themselves distinct, and indeed linearly independent (Proposition 9.14 in loc. cit.). We can now define a bilinear product on the set of characters by
Crucially, we have the orthogonality relations: µ, µ = 0 if µ and µ are the characters of irreducible modules and µ µ , while µ, µ = µ(z)/µ(1) when µ is irreducible. See Proposition 9.19 in loc. cit. Also, µ(z) 0 for µ irreducible, see Proposition 9.17 (ii) and (iii). It follows that any module is determined by its character.
Back to the situation at hand, we let ρ be the character of V and µ be the character of S. On the one hand, we have
On the other hand, ρ, µ = ρ(1)µ( 1 ) = dµ( 1 ) using (finally!) the assumption on V . So mµ(z) = dµ(1)µ( 1 ), and as µ(z) 0, we see indeed that d and m determine each other.
Corollary 2.15. The module V is determined, up to isomorphism, by either (i) its dimension, or (ii) the multiplicity of a single, simple module S within V .
Proof. If d = dim V is known, by the lemma we know the multiplicity m of any simple module S within V , so we know V up to isomorphism (as it is semisimple). This proves (i). As for (ii), if we know m for a single S, then we know d by the lemma, so we are back in the case (i).
In order to apply these results to graphs, we rely on the next lemma. It makes use of the vocabulary introduced at the end of §2.1.
Lemma 2.16.
1. Suppose Γ is a d-regular graph, with adjacency matrix T . The dimension of the eigenspace of T for the eigenvalue d, in its action on V (Γ), is the number of connected components of Γ.
Suppose Γ is an edge-coloured graph, which is regular with orders
Then the dimension of C is the number of connected components of Γ.
Proof. The first point is a classic (see [Nic18] for example), and it is also a pleasant exercise. The second point will follow easily. Indeed, suppose Γ is connected, and let us prove that the dimension of C is 1. The subspace C is nonzero, for the element = x ∈Vert(Γ)
x is in C. On the other hand, the dimension cannot be more than 1, as we see by forgetting the colours and applying (1).
A fun remark, which we shall never use, is that whenever is an eigenvector for i T i with eigenvalue i q i , then it is individually an eigenvector for each T i , with eigenvalue q i . Proposition 2.17. Let Γ 1 and Γ 2 be edge-coloured graphs. Assume that there is an identification A(Γ 1 ) = A(Γ 2 ), and that Γ 1 and Γ 2 both have an architecture, leading in each case to the same Coxeter basis W for A = A(Γ 1 ) = A(Γ 2 ).
Suppose that either one of the following conditions hold:
1. Γ 1 and Γ 2 have the same number of vertices;
2. Γ 1 and Γ 2 are both connected and regular, for the same orders.
Then V (Γ 1 ) and V (Γ 2 ) are isomorphic as A-modules.
By an identification A(Γ 1 ) = A(Γ 2 ), we mean an isomorphism of algebras-with-distinguishedgenerators, mapping T i to T i .
Proof. Let T ∈ W, with T I . By property (Ar2) of architectures, an arbitrary vertex x never appears in T (x), so the trace of T is 0 in its action on V (Γ i ), for i = 1, 2. Thus the Coxeter basis and the module V (Γ i ) satisfy the hypotheses of Lemma 2.14. Applying (i) of Corollary 2.15, we see that V (Γ i ) is determined by its dimension, which is the number of vertices of Γ i , hence (1) implies V (Γ 1 ) V (Γ 2 ). Now suppose Γ i is connected, and regular for some orders (q i ) i∈I . The subspace C of V (Γ i ) mentioned in the previous lemma is an A-module, with T i acting as q i I ; it is irreducible since its dimension is 1; and V (Γ i ) contains just one copy of C (from the way C is defined, all the simultaneous eigenvectors for the eigenvalues q i in V (Γ i ) are in C, but again it has dimension 1). So we may apply (ii) of Corollary 2.15, and we see that (2) implies V (Γ 1 ) V (Γ 2 ).
B
Preliminaries
We consider buildings as particular edge-coloured graphs (for which vertices are very often called chambers, and paths are very often called galleries, but in this paper we continue to consider these terms as synonymous). Relying on the equivalence of categories given in [Sch95, Theorem 1.3.1], it is easy to translate any argument or definition given in terms of labelled simplicial complexes, as is the alternative, into the language of edge-coloured graphs. Even so, there are many possible definitions of buildings available, each with its own merits. Here we will have to recall two definitions, rather than just one: the first has inspired the idea of architectures, and the second is needed for the original notion of strong transitivity (and is perhaps more familiar).
We will need a Coxeter system (W , S) for the discussion, so W is a group and S = {s i : i ∈ I} is a set of generating involutions for W , indexed by I. The order of s i s j will be denoted by m ij ; the relations (s i s j ) m i j = 1 constitute a presentation for W , by definition of a Coxeter system. Whenever f = (i 1 , . . . , i k ) is a word on the alphabet I -for example f might be the type of a gallery in a graph Γ which is coloured by I -we write r f = s i 1 · · · s i k ∈ W . Here and elsewhere the notation follows [Wei03] rather closely.
Also useful for our discussion is the Cayley graph C(W , S), whose vertices are the elements of W , with an edge of colour i between and w if and only if w = s i (or alternatively = s i w). We note that, whenever γ is a gallery in C(W , S), it is entirely determined by its starting point x and its type f ; indeed if f = (i 1 , . . . , i k ), then the chambers visited are x, xs i 1 , xs i 1 s i 2 , . . ., xr f . It follows that an automorphism φ of C(W , S) fixing a vertex x must be the identity (as it fixes all the galleries starting at x, and C(W , S) is connected). On the other hand, if x, are chambers, then multiplication on the left by x −1 ∈ W is an automorphism of the Cayley graph taking x to . In the end, the automorphism group of C(W , S) is identified with W itself. We say that a type f is reduced when any gallery of type f in C(W , S) is minimal (that is, realizes the combinatorial distance in C(W , S) between its endpoints); clearly this needs to be checked only on a single gallery of type f , for the others are obtained by applying automorphisms. Note that, in what follows, we may consider galleries in arbitrary graphs coloured by I and ask whether their types are reduced. Now suppose the edge-coloured graph Γ is a chamber system (this expression is defined at the end of §2.1). A first definition is: Definition 3.1. We say that the chamber system Γ coloured by I is a building with associated Coxeter system (W , S) when it is endowed with a map δ : Vert(Γ) × Vert(Γ) −→ W with the following property: for any reduced type f , and for chambers x, , we have δ (x, ) = r f if and only if there is a gallery γ in Γ, leading from x to , whose type is f .
To formulate the second definition, recall that an induced subgraph of Γ is the edge-coloured graph obtained by selecting a subset of vertices and keeping the edges between them which are present in Γ. An appartment in Γ (of type (W , S)) is an induced subgraph isomorphic to C(W , S). We may state:
Definition 3.2. We say that the chamber system Γ coloured by I is a building with associated Coxeter system (W , S) when:
1. for any two chambers of Γ, there is an appartment containing both; 2. for any chamber x and appartment A containing x, there is a "folding" map ρ x,A : Γ −→ A which is the identity on A. We also ask that, whenever A is another appartment containing x, the restriction of ρ x,A to A an isomorphism (that is, it is the unique isomorphism A −→ A fixing x).
Here it is meant that ρ = ρ x,A is a homomorphism of edge-coloured graphs, so if x ∼ i in Γ, we have either ρ(x) ∼ i ρ( ) or ρ(x) = ρ( ). Proof. In this proof, Γ is a chamber system coloured by I. If Γ satisfies Definition 3.1, then from Corollary 8.6 and Propositions 8.17, 8.18 and 8.19 from [Wei03] , it also satisfies Definition 3.2. Now assume that Γ satisfies Definition 3.2, and let x, be chambers. Select an appartment A containing both, and let φ : C(W , S) −→ A be an isomorphism. We may as well assume that φ = φ x,A is the unique isomorphism taking 1 ∈ W to x (by precomposing with an automorphism if necessary). Let w ∈ W be the vertex φ −1 ( ), and put δ (x, ) = w. Before we even check that this is well-defined, we note that for any type f , reduced or not, such that w = r f , we can consider the unique gallery γ of type f in C(W , S) leading from 1 to w, and then φ(γ ) is a gallery of type f from x to in Γ.
To see that this w is well-defined, suppose we had chosen another appartment A containing x and . The unique isomorphism α : A −→ A sending x to itself must be the restriction of ρ x,A . The latter is the identity on A, so α( ) = . As the composition α • φ x,A must be φ x,A by uniqueness, we draw φ −1
x,A ( ) = φ −1 x,A ( ). So w is well-defined. We claim that, whenever γ is a gallery of reduced type f between x and in Γ, and A is an appartment containing x, the gallery ρ x,A (γ ) also has type f (or in simpler terms, the folding ρ x,A does not contract any edge of γ ). This is certainly true of galleries of length 1, for ρ −1
x,A (x) = {x }. Now suppose x, , γ and f constitute a counter-example to the claim with the length of γ minimal. Suppose γ = (x, x 1 , . . . , x k−1 , ), with type f = (i 1 , . . . , i k ). Since there exists an appartment A containing x with ρ x,A (γ ) not having type f , then this holds for any such appartment, and we may as well assume that ∈ A. By minimality of k, the gallery (x, x 1 , . . . , x k−1 ) is mapped by ρ x,A to a gallery of type f = (i 1 , . . . , i k−1 ) in A; and since φ x,A ( ) = , we draw φ x,A (x k−1 ) = φ x,A ( ). As a result, we have δ (x, ) = r f = s i 1 · · · s i k−1 . Interchanging the roles of x and , and of x 1 and x k−1 , we draw similarly δ (x, ) = s i 2 · · · s i k . As δ is well defined, we have s i 1 · · · s i k−1 = s i 2 · · · s i k , so that r f = s i 1 s i 2 · · · s i k = s i 2 · · · s i k−1 (using that s 2 i 1 = 1). Expressing r f as a product of k − 2 generators is absurd, however, as f is a reduced word of length k. We have proved the claim.
In particular, suppose there exists a gallery γ of reduced type f from x to in Γ; then, by the claim just established, we may assume that γ lies entirely in an appartment A containing both x and . It is then clear that δ (x, ) = r f . We have finally established the properties required for Definition 3.1. Now we feel free to quote results about buildings from any of the usual sources. The following improves our observations about galleries of reduced type, in the above proof. Proof. We quote from [Wei03] . The first statement is (ii) of Proposition 7.7, and the second is (iii) of the same proposition. The last statement is obvious at this point (using our observation in the previous proof ), and it is also Corollary 8.9 in loc. cit.
Example 3.5. If Γ is a complete graph (on a single colour), then it is a building with Coxeter group S 2 = C 2 = {1, s}, with δ (x, x) = 1 and δ (x, ) = s when x . The appartments are pairs of vertices, with the edge between them, and the folding ρ x,A , when Vert(A) = {x, x }, is defined by ρ x,A (x) = x and ρ x,A ( ) = x when
x.
The product of two buildings is again a building. For example, taking a complete graph on three vertices, with edges of colour 1, and a complete graph on two vertices, with edges of colour 2, we obtain the graph pictured on Figure 4 . The Coxeter group here is W = C 2 × C 2 = s 1 , s 2 : s 2 1 = s 2 2 = (s 1 s 2 ) 2 = 1 , and the appartments are squares with edges of alternating colours. The folding maps are easy to imagine.
Buildings obtained as the product of two complete graphs are called generalised digons and they play a special role in the last part of the paper (namely, the role of the least interesting chamber systems on two colours).
Iwahori-Hecke algebras
We fix a Coxeter system (W , S) as above.
Definition 3.6. For each i ∈ I, let q i be a complex number. The Iwahori-Hecke algebra associated to (W , S, (q i ) i∈I ) is the algebra IH(W , S, (q i ) i∈I ) generated over C by elements T i for i ∈ I, subject to the following relations, for i, j ∈ I:
(3.1)
with m ij terms on either side.
Proposition 3.7. In IH(W , S, (q i ) i∈I ), we put T f = T i 1 T i 2 · · ·T i k when f = (i 1 , . . . , i k ) is a type. With this notation, when f is reduced, the element T f depends only on r f ∈ W , and we may call it T r f . Moreover, the various elements T w thus obtained, for w ∈ W , form a generating family for IH(W , S, (q i ) i∈I ).
Proof. When two reduced words f and satisfy r f = r , then [Wei03] says that we can obtain from f by a series of "elementary homotopies", which consist precisely in replacing a sequence p(i, j) = (i, j, i, j, . . . , ) (of length m ij ) by p(j, i). So T f = T in the algebra.
Moreover, when f is not reduced, then it is homotopic (in the above sense) to a type involving a repetition (i, i) for some i: indeed in [Wei03] this is taken as the definition of "reduced", while Proposition 4.3 in loc. cit. gives the equivalence with our definition. Replacing T 2 i by (q i −1)T 1 +q i , we can express T = T f as a sum of monomials of the form T f with f shorter than f . An obvious induction allows us to conclude.
Remark 3.8. We caution that the proposition does not claim that the elements T w form a basis for the algebra in question. One can show that this holds when the numbers (q i ) i∈I have the property that q i = q j whenever s i and s j are conjugate elements of W (for lack of a reference stating exactly this fact, we point out [Hum90, §7.1], [Gar97, §6.1], from which it can be deduced without too much work). Moreover, when the q i 's are the orders in a regular building Γ, which is the case of chief interest for us, one can show that this condition is automatically fullfilled: see [Par06] . Our approach does not rely on these results, however.
Theorem 3.9. Let Γ be building with associated Coxeter system (W , S), and suppose that Γ is regular with orders (q i ) i∈I . Then the adjacency algebra A(Γ) and the Iwahori-Hecke algebra IH(W , S, (q i ) i∈I ) are isomorphic (as algebras with distinguished generators (T i ) i∈I ). Moreover, the elements T w for w ∈ W form a basis for either algebra. Proof. Let T i ∈ A(Γ) denote the adjacency operator for the colour i, and write T f = T i 1 · · ·T i k whenever f = (i 1 , . . . , i k ) is a type. We claim that, when f is reduced and x is a vertex of Γ, we have
Indeed, from Lemma 2.1, to evaluate T f (x) we must inspect the galleries of type f starting from x; however, by Proposition 3.4, such a gallery is the unique one of its type between its endpoints. Hence the identity (*), keeping in mind that a gallery of type f exists between x and if and only if δ (x, ) = r f , by definition of a building.
It follows now blatently that T f depends only on r f , when f is reduced. In the sequel we may call it T r f . It particular, Eq. (3.2) holds in A(Γ). (It is a classical fact about Coxeter groups that (i, j, i, j, . . .) with m ij terms is a reduced type.) Of course Eq. (3.1) also holds, as we know from Example 2.3 and the following discussion. Thus we have a homomorphism IH(W , S, (q i ) i∈I ) −→ A(Γ), mapping T i to T i , which must be surjective. Note that the elements called T w for w ∈ W in Proposition 3.7 map to the elements with the same name in A(Γ).
To show that this homomorphism is an isomorphism, and at the same time that the elements T w for w ∈ W form a basis, it remains to prove that they are linearly independent in A(Γ). This is, however, obvious: fixing a vertex x, we see that the vectors T w (x), by the relation (*), involve disjoint sets of vertices as w varies.
Corollary 3.10. Γ has a canonical architecture.
Proof. Putδ (x, ) = T w when δ (x, ) = w ∈ W . We need to check thatδ is an architecture. Axiom (Ar1) is trivial, given the theorem; axiom (Ar2) is the identity (*) observed during the proof.
Strongly transitive actions
Theorem 3.11. Let Γ be building with associated Coxeter system (W , S), and suppose that Γ is regular with orders (q i ) i∈I . Assume that G is a group acting on Γ.
Consider the three conditions below:
1. G acts transitively on the pairs (x, A) where x is a chamber and A is an appartment containing x,
G acts vertex-transitively and End
3. G acts vertex-transitively, and given an arbitrary vertex x 0 , the Stab G (x 0 )-orbits on Vert(Γ) are exactly the spheres centered at x 0 , for the canonical architecture δ .
Then (1) =⇒ (2) and (2) ⇐⇒ (3). When the building is spherical (that is, when W is finite), then (3) =⇒ (1), so that all three conditions are equivalent.
Proof. Throughout the proof we have a group G acting vertex-transitively, so we may identify Vert(Γ) with G/B, after choosing a vertex x 0 and letting B denote its stabilizer. We make a general remark: let ∈ G, let w = δ (1,¯ ) ∈ W , then we have
Indeed, the distance δ is Aut(Γ)-invariant by construction, and B acts by automorphisms, fixing1. Condition (3) expresses that ( †) is an equality (for all ∈ G). So we start by assuming (1), and we show (3) first. Let x 1 and x 2 satisfy δ (1, x 1 ) = δ (1, x 2 ) = w, and let A i be an appartment through1 and x i , for i = 1, 2. By assumption there is b ∈ B such that b(A 1 ) = A 2 . However, in A 2 there is just one chamber at distance w from1, namely x 2 , so b(x 1 ) = x 2 . This show that the right hand side of ( †) makes up one B-orbit, so that ( †) is an equality, and we have (3).
Next we show (3) =⇒ (2). Indeed, in §2.2 we have defined, for ∈ G, the operator φ ∈ End G (V ), and we have φ −1 (1) =
x ∈B¯ x =
x:δ (1,x)=w
where w = δ (1,¯ ). This shows that φ −1 = T w ∈ A(Γ), by G-equivariance. The various operators φ , for ∈ G, generate End G (V ) by Proposition 2.5, so End G (V ) = A(Γ). We have (2). We turn to (2) =⇒ (3), which is rather similar. In the notation above, it remains true that φ −1 (1) =
x ∈B¯
x and T w (1) =
x .
Given the inclusion ( †) when w = δ (1,¯ ), and the fact that φ −1 can be expressed as linear combination of the various T for ∈ W , it must be the case that ( †) is an equality (as above, it follows that φ −1 = T w ). Thus (3) holds. Finally, assume that the building is spherical, and that (3) holds; we show (1). So let A 1 and A 2 be two appartments containing1, and let us show that there is b ∈ B such that b(A 1 ) = A 2 . This is where we use that the building is spherical: in this case, in each appartment containing1 there is a unique chamber which is opposite to1, in the sense that it maximizes the distance to1 (computed within the appartment, or within Γ: the two are the same by Proposition 3.4). See [Wei03] . So let i ∈ A i be the opposite of1, for i = 1, 2, and let us pick b ∈ B such that b( 1 ) = 2 : this b exists from ( †) and the fact that δ (1, 1 ) = δ (1, 2 ) (this common distance, as an element of W , is the opposite of 1 ∈ W in C(W , S)).
If x ∈ A 1 is any chamber, then it lies on a minimal gallery γ in A 1 from1 to 1 , by [Wei03, Proposition 5.4] . So b(γ ) is a minimal gallery between1 and 2 , and it must lie entirely in A 2 by Proposition 3.4. In particular b(x) ∈ A 2 , so b(A 1 ) ⊂ A 2 , and since the appartments have the same finite number of chambers, we conclude that b(A 1 ) = A 2 .
Remark 3.12. As an exercise in the definitions, the reader will check that, when all three conditions above hold, the architecture obtained from Corollary 3.10 is the same as that obtained from Theorem 2.9.
Example: projective planes
The definition of a projective plane was given in the Introduction. To avoid trivialities, we take it as part of the definition that each point is incident with at least three lines, and each line is incident with at least three points. (See [Ueb11, Theorem I, 3.5] for a proof that allowing "three" to be replaced by "two" would only add a couple of rather uninteresting projective planes to the list.) Under this assumption, it is easy to show that, given a finite projective plane, there is an integer q ≥ 2 called its order, such that each point is incident with q + 1 lines, and each line is incident with q + 1 points. In what follows, P = (P, L) is a finite projective plane, of order q, and we study Γ = C(P), its chamber system. The edge-coloured graph Γ is thus regular with orders q 1 = q 2 = q. It has (q 2 +q+1)(q+1) vertices (there are q 2 +q+1 points, and so (q 2 +q+1)(q+1) pairs of incident points and lines).
Theorem 2.2.9 in [BC13] shows that projective planes are the same thing as the so-called generalised 3-gons (or generalised triangles), while [Wei03, §7.14] shows that generalised 3-gons are in one-to-one correspondence, via the chamber system construction, with buildings whose associated Coxeter group is W = S 3 (of order 6), with its generators s 1 = (12) and s 2 = (23). Thus our graph Γ is such a building.
Theorem 3.9 applies, showing that A(Γ) is the algebra generated by T 1 and T 2 , with (T i − q)(T i + 1) = 0 for i = 1, 2, end with T 1 T 2 T 1 = T 2 T 1 T 2 . It has dimension = |W |, with Coxeter basis 1,T 1 ,T 2 ,T 1 T 2 ,T 2 T 1 ,T 1 T 2 T 1 .
The easiest way to construct a projective plane of order q, when q is a power of a prime, is of course to consider the 1-dimensional subspaces of F 3 q as points, and the 2-dimensional subspaces as lines (identifying such a plane with the set of lines contained in it). We call this example the Desarguesian projective plane of order q. Now, the di cult result by Ostrom and Wagner [OW59] states that, if a group G acts on P, and if G is 2-transitive on the set of points, then P is Desarguesian.
However, we note that:
Lemma 3.13. Let the group G act on P, and so also on Γ. If the action on Γ is strongly transitive, then the action on the set of points is 2-transitive.
(Of course, saying that we have an action of a group G on P means that G acts on P, preserving the set of lines.)
Proof. Vertex-transitivity on Γ clearly implies that G is transitive on points. Let p be a point, and let H = Stab G (p). We must show that, given points p 1 and p 2 such that p, p 1 , p 2 are distinct, there exists h ∈ H such that h(p 1 ) = p 2 . Indeed, for i = 1, 2 let i be the line through p and p i , and let x i = (p i , i ). Let be a line through p which is distinct from 1 and 2 , and let x = (p, ). Then δ (x, x i ) = T 2 T 1 (to go from x to x i , first cross an edge of colour 2 to get to (p, i ), then an edge of colour 1 to reach (p i , i ) = x i ). If B = Stab G (x), it follows from Theorem 3.11 that there exists b ∈ B with b(x 1 ) = x 2 . In particular b(p 1 ) = p 2 , and as B ⊂ H , we are done.
Applying the Ostrom-Wagner theorem, we get: Corollary 3.14. If Γ is strongly transitive, then P is Desarguesian.
We will now give analogues for a ne planes of these results on projective planes. Note that a ne planes are not buildings -if nothing else, because the dimension of the adjacency algebra will be proved to be odd.
A
Definitions
Again, we refer to the Introduction for the definition of an a ne plane. From now on we assume that each point of an a ne plane is incident with at least two lines, and that each line is incident with at least two points. Given a finite a ne plane, one shows easily that there is an integer q ≥ 2, called its order, such that each point is incident with q + 1 lines, and each line is incident with q points. In what follows, we let A = (P, L) denote a finite a ne plane of order q, and we study its chamber system Γ = C(A). It is regular with orders q 1 = q − 1 and q 2 = q, and it has q 2 (q + 1) vertices.
Given an integer q which is a prime power, the Desarguesian a ne plane of order q is obtained by considering the elements of F 2 q as points, with the usual a ne lines.
Relative positions
Let x = (p, ) and = (p , ) be two flags of P (vertices of Γ). We shall study their relative positions, identifying seven basic situations. In each case, we define an element δ (x, ) ∈ A(Γ).
Of course, it is important to make sure that the seven possibilities are mutually exclusive, but this will be obvious. The first trivial case is when x = ; we put δ (x, ) = I in this case. Next, if = but p p , that is when x ∼ 1 , we put δ (x, ) = T 1 . Similarly when x ∼ 2 , which happens when p = p but , we put δ (x, ) = T 2 . The remaining cases are more interesting:
• Suppose p p , , but p is on the line . This happens if and only if there is a gallery of type (1, 2) between x and , and this gallery is then unique. We put δ (x, ) = T 1 T 2 and for short, we write T 12 = T 1 T 2 .
• Suppose p p , , p is not on , and the lines and intersect in p. This happens if and only if there is a gallery of type (2, 1) between x and , and this gallery is then unique. We put δ (x, ) = T 2 T 1 and we write T 21 = T 2 T 1 .
• Suppose p p ,
, p is not on , and the lines and intersect in p p. This happens if and only if there is a gallery of type (1, 2, 1) between x and , and this gallery is then unique. We put δ (x, ) = T 1 T 2 T 1 and we write T 121 = T 1 T 2 T 1 . A supplementary remark is that in this case, there is also a gallery of type (2, 1, 2) between x and , but this does not characterize the relative position, as we see with the next and final case.
• Suppose p p , , p is not on , and the lines and are parallel. This happens if and only if there is a gallery of type (2, 1, 2), but no gallery of type (1, 2, 1) , between x and . The gallery of type (2, 1, 2) is then unique. We put δ (x, ) = T 2 T 1 T 2 − T 1 T 2 T 1 and we write T 212 * = T 2 T 1 T 2 − T 1 T 2 T 1 . (It seems that the notation T 212 should be kept for T 2 T 1 T 2 .) Now we put W = I ,T 1 ,T 2 ,T 12 ,T 21 ,T 121 ,T 212 * .
We point out that W does not depend on the choice of particular vertices.
Lemma 4.1.
1. For T ∈ W and x an arbitrary vertex, we have
In other words, axiom (Ar2) holds.
2. Each of the seven situations actually occurs. In fact, for T ∈ W, and for an arbitrary vertex x, we can find such that δ (x, ) = T . As a result, the elements of W are linearly independent.
Proof. The point (1) is obvious in the first six cases by an application of Lemma 2.1. For T 212 * , we write the equation as
. Now replace T 2 T 1 T 2 (x) and T 1 T 2 T 1 (x) by the expression given in Lemma 2.1, and the identity becomes obvious by the discussion above.
(2) follows from the fact that each line has at least two points, and each point is on at least two lines.
We have almost proved that δ is an architecture, with Was the associated Coxeter basis. What is missing, of course, is a proof that A(Γ) has dimension 7. We turn to this.
Description of the incidence algebra
Definition 4.2. Let q be a complex number. We define Aff(q) to be the algebra over C generated by T 1 and T 2 subject to
Proposition 4.3. Let Γ be the chamber system of an a ne plane of order q. Then A(Γ) is isomorphic to Aff(q), and has dimension 7. The map δ is an architecture on Γ, with associated Coxeter basis W.
Proof. First we show that there is a homomorphism Aff(q) −→ A(Γ) mapping T i to T i , and for this we need to prove that the defining relations for Aff(q) hold in A(Γ). The first two are a consequence of Example 2.3. We prove Eq. (4.2), and Eq. (4.3) will follow by taking transposes. Using the notation above, we want to show that
We pick a vertex x and compare the e ect of either side, when applied to x. On the left hand side we have
using Lemma 4.1. If x = (p, ) and is such that δ (x, ) = T 121 , then = (p , ) with p p, , and the intersection of and is p p. There are three possibilities for a vertex z with ∼ 2 z, although we always have z = (p , ) with :
• the line may be (pp ), the line through p and p . In this case δ (x, z) = T 21 . Conversely, if we start with z = (p , (pp )), the number of vertices = (p , ) which satisfy at the same time δ (x, ) = T 121 and ∼ 2 z is q − 1: one is free to choose the line among the lines joining p with a point of di erent from p.
• the lines and may be parallel. In this case δ (x, z) = T 212 * . Starting from z = (p , ) with δ (x, z) = T 212 * , there are q−1 vertices = (p , ) which satisfy at the same time δ (x, ) = T 121 and ∼ 2 z: again, one has the same choices for as in the previous case. (This time, the line must avoid p not because we must have , but because δ (x, ) = T 121 .)
• the lines and may intersect in a point r distinct from both p and p . In this case δ (x, z) = T 121 . Starting from z = (p , ) with δ (x, z) = T 121 , so that and intersect at a point r p, we find this time q − 2 vertices = (p , ) which satisfy at the same time δ (x, ) = T 121 and ∼ 2 z: here may be any line through p , intersecting at a point p which is distinct from p and from r .
In the end, we have
Using Lemma 4.1, and since x is arbitrary, we have (*).
We have thus proved that A(Γ) is a quotient of Aff(q). Given the form of the relations, moreover, it is clear that the elements of W are a generating family for A(Γ), and likewise, the elements of Aff(q) defined by analogous formulae are a generating family for Aff(q). However, we know from Lemma 4.1 that these are linearly independent elements. It follows that W is a basis for A(Γ), and that the homomorphism Aff(q) −→ A(Γ) is an isomorphism.
The axiom (Ar1) has just been checked, and we see that δ is an architecture.
Representation theory
In the next statement, we abuse the terminology very slightly, in the sense that a homomorphism ρ : A −→ M d (C), where A is an algebra and d is an integer, will be called a module for A -in fact, it will be identified with C d with A-action provided by ρ, for ease of expression.
Proposition 4.4. The algebra A(Γ) has three (non-isomorphic) 1-dimensional modules ε 1 , ε 2 , ε 3 , taking (T 1 ,T 2 ) to (−1, −1), (q − 1, −1) and (q − 1, q) respectively. It has one 2-dimensional module ρ, which is irreducible, and defined by
Any other irreducible module for A(Γ) is isomorphic to one of the above.
Proof. From Eq. (4.1), we see that any homomorphism A(Γ) −→ C must take T 1 to −1 or q − 1, and T 2 to −1 or q. This leaves four possibilities, and we need to check the remaining relations. We find that (−1, q) is impossible, and the other three combinations work. The proposed formulae (which were found by trial and error) for ρ do define a 2-dimensional representation. We caution that Eq. (4.2) and Eq. (4.3) must be both checked, since the 2 × 2matrices above are not symmetric. Performing the check is straightforward though, as is the verification that no 1-dimensional subspace is invariant under the action, so ρ is irreducible.
Since A(Γ) is semisimple (Proposition 2.2), non-commutative, and of dimension 7, we see immediately that A(Γ) M 2 (C) × C 3 , so it cannot have more irreducible modules than the ones presented here.
Remark 4.5. Suppose we worked with Aff(q) rather than A(Γ), where q is now any complex number. The modules defined in the proposition can still be considered, and if we merely assume that q 0, then they are all irreducible. This shows that Aff(q)/ has dimension at least 2 2 + 1 + 1 + 1 = 7, where is the radical of Aff(q). However it is clear that Aff(q) always has dimension ≤ 7, so we conclude that, when q 0, the algebra Aff(q) is semisimple, of dimension 7 (thus generalizing from those cases when there exists an a ne plane of order q).
Proposition 2.17 now predicts that the A(Γ)-module V (Γ) depends only on q, and not on the particular a ne plane of order q chosen to build Γ. We can confirm this by direct computation: Lemma 4.6. Let n 0 , n 1 , n 2 , n 3 be integers so that V (Γ) n 0 ρ + n 1 ε 1 + n 2 ε 2 + n 3 ε 3 , as an A(Γ)-module. Then n 0 = q 2 − 1, n 1 = (q − 1) 2 (q + 1), n 2 = q, and n 3 = 1.
Proof. It is enough to show that n 0 , n 1 , n 2 , n 3 are solutions of the following system:
2n 0 + n 1 + n 2 + n 3 = q 2 (q + 1) n 0 + n 3 = q 2 n 0 + n 1 + n 2 = q 3 n 0 + n 2 + n 3 = q(q + 1) n 0 + n 1 = q(q 2 − 1)
The first equation is obtained by comparing dimensions.
For the second and third equations, we look at V (Γ) as a module equipped with the sole action of T 2 . Since Γ is a chamber system, when we delete the edges of colour 1, we are left with q 2 copies of the complete graph K q+1 on q + 1 vertices (with all its edges of the colour 2). Hence V (Γ) = q 2 V (K q+1 ), as a T 2 -module. What is more, from Example 2.3, we know that V (K q+1 ) = L q + qL −1 , where L α is 1-dimensional with T 2 acting by multiplication by α, for α ∈ {−1, q}. In the end V (Γ) = q 2 L q + q 3 L −1 . On the other hand, the module L q occurs once in ρ and once in ε 3 , and not in ε 1 or ε 2 , whence q 2 = n 0 + n 3 . For similar reasons, we have q 3 = n 0 + n 1 + n 2 .
Analyzing V (Γ) under the sole action of T 1 , we obtain the third and fourth equation in a similar way. Of course, the fact that n 3 = 1 is also a consequence of Lemma 2.16.
Corollary 4.7. Suppose the group G acts strongly transitively on Γ. Then G has irreducible representations τ 0 , τ 1 , τ 2 of degree q 2 − 1, (q − 1) 2 (q + 1) and q respectively. It follows that |G | is divisible by q 2 (q − 1) 2 (q + 1).
Proof. We know from §2.2 that the irreducible G-modules occuring in V are in correspondence with the irreducible End G (V )-modules, with the multiplicities and the dimensions exchanged. Since we assume now that End G (V ) = A(Γ), we know the multiplicities of the irreducible End G (V )-modules in V from the lemma. Hence the corollary is just a translation.
In particular, as it is classical that the dimension of an irreducible representation of G must divide |G |, the order of the group is divisible by n 1 = (q − 1) 2 (q + 1). Also, the action is transitive on the set of q 2 (q + 1) vertices, so |G | is also divisible by q 2 . These numbers are relatively prime, so we are done.
Corollary 4.8. Let Γ 0 be the simple graph obtained from Γ by forgetting the colours of the edges. Then the adjacency eigenvalues of Γ 0 are −2 with multiplicity (q − 1) 2 (q + 1), then q − 2 with multiplicity q, as well as 2q − 1 with multiplicity 1, and finally 2q − 3 ± 4q + 1 2 , each with multiplicity q 2 − 1.
Proof. The adjacency matrix of Γ 0 is T 1 + T 2 . Under ε 1 , ε 2 , or ε 3 , the operator T 1 + T 2 acts by multiplication by −2, q − 2 or 2q − 1 respectively. On the other hand
The eigenvalues of this matrix are 2q−3± √ 4q+1 2 . It remains to work out the multiplicities, but these are exactly given by the lemma.
Desarguesian planes
Theorem 4.9. Let A be an a ne plane of finite order q. Then A is Desarguesian if and only if there exists a group G acting on A, in such a way that the induced action on Γ = C(A) is strongly transitive.
Proof. We start with the easy half. Assume A is the usual Desarguesian a ne plane on F 2 q , and pick G = F 2 q GL 2 (F q ). Of course G acts on A and so also on Γ, and it is obvious that the action is vertex-transitive (=flag-transitive). Let e 1 , e 2 be the canonical basis for F 2 q , let x 0 = (0, 1 ) where 1 = e 1 , and let B denote the stabilizer of x 0 . To show that End G (V ) = A(Γ), we must check that dim End G (V ) = |B\G/B| = dim A(Γ) = 7. In other words, we must count the orbits of B on G/B. These orbits are easily described. One is {x 0 }. All the (0, ) where 0 ∈ but 1 constitute one orbit, as do the (p, 1 ) with p ∈ 1 , p 0, and also the (p, ) with p 0, p ∈ 1 ∩ , 1 . The flags (p, ) with p 1 break into three orbits: the orbit of (e 2 , e 2 + e 1 ), that of (e 2 , e 2 + e 2 ), and finally that of (e 2 , e 2 + e 1 + e 2 ). In the end there are 7 orbits, and this proves that the action is strongly transitive. Now assume conversely that G acts on A, and that the induced action on Γ is strongly transitive. We use the classification of linear spaces announced in [BDD + 90] and proved in a series of papers, culminating in [Sax02] . The main result classifies the pairs (G, S), where S is a linear space and G acts flag-transitively on it, into two families: (I) a certain finite list described below, and (II) a class of pairs for which the order of G divides q 2 (q 2 − 1)a, where q is the order of the plane and q 2 = p a for a prime p. We can immediately see that our pair (G, A) is not of type (II), for Corollary 4.7 tells us that |G | is divisible by q 2 (q − 1) 2 (q + 1); we would have q − 1|a, which is easily seen to be impossible.
Thus we explore the list (I), which of course contains the Desarguesian a ne planes, and we must exclude all the other a ne planes from that list. Here we follow §3.2 in [BDD + 90], and the notation G 0 will denote the stabilizer of a point, so that G = T G 0 , where T is the translation subgroup, of order q 2 . Corollary 4.7 tells us that |G 0 | is divisible by (q − 1) 2 (q + 1).
One candidate is the Hering plane of order q = 27. In this case G 0 = SL 2 (F 13 ), which has order 2184, and this is not divisible by (q − 1) 2 (q + 1) = 18928. Thus the action cannot be strongly transitive.
Next we treat the case of the Lüneburg planes. These have order q = Q 2 where Q = 2 2e+1 , and G 0 is a subgroup of Aut(Suz(Q)) where Suz(Q) = 2 B 2 (Q) is the Suzuki group, of order (Q 2 + 1)Q 2 (Q − 1). The only outer automorphisms of the Suzuki groups are the field automorphisms of F Q , so Out(Suz(Q)) is cyclic of order 2e + 1. So now we know that (q − 1) 2 (q + 1) = (Q 2 − 1) 2 (Q 2 + 1) divides (Q 2 + 1)Q 2 (Q − 1)(2e + 1). We deduce that (Q + 1) 2 (Q − 1)|Q 2 (2e + 1), and this is impossible (in fact since Q + 1 and Q − 1 are odd, we deduce that (Q + 1) 2 (Q − 1)|2e + 1). Thus Lüneburg planes are excluded.
The hardest case is that of the "nearfield plane" A of order q = 9. Assuming some group G acts strongly transitively on it, then the same can be said of Aut(A), so we pursue with G = Aut(A).
Here the group G = T G 0 is described in [Fou64, §5] : in fact, explicit 4 × 4 matrices are given, which generate the group G 0 . Using Sage/GAP, we compute that the order of G 0 is 3840, which is indeed divisible by (q − 1) 2 (q + 1) = 640. So we must work a bit harder. Or rather, we let the computer do this for us: we build G and ask the GAP library to compute the degrees of its irreducible characters: these are 1, 4, 5, 6, 10, 15, 16, 20, 24, 80, 160, 240, 320 (obtained in a matter of seconds). However, if the action were strongly transitive, the group G would have representations of degree (q − 1) 2 (q + 1) = 640 and q = 9, from Corollary 4.7. This shows that the action is not strongly transitive.
The only remaining a ne planes on the list (I) are the Desarguesian planes, and we are done.
Clique planes
As promised in the Introduction, we also treat the case of clique planes. Since this is rather similar to our study of a ne planes, but somewhat easier, we will be a little sketchy. For each q ≥ 2, the clique plane of order q is thus simply the complete graph on q + 2 points, seen as a linear line space, and we study its chamber system Γ. It may be described as the edgecoloured graph on the vertices (i, j) for 1 ≤ i, j ≤ q + 2 and i j, with an edge of colour 1 between (i, j) and (j, i), and an edge of colour 2 between (i, j) and (i, k) for k j. It is regular with orders q 1 = 1 and q 2 = q. We let G = S q+2 , which obviously acts on Γ, and we shall see that the action is strongly transitive.
Pick a vertex x 0 = (i 0 , j 0 ) and let B = Stab G (x 0 ) S q . We put δ (x, x) = I and otherwise classify the vertices
x according to their B-orbit:
• The set {(i 0 , k) : k i 0 , j 0 } is a B-orbit, and it is comprised of the 2-neighbours of x. For in this orbit, we put δ (x, ) = T 2 .
• The set {(j 0 , k) : k i 0 , j 0 } is a B-orbit, comprised of the vertices at the end of a gallery of type (1, 2) starting from x. We put δ (x, ) = T 12 := T 1 T 2 for such a vertex .
• The set {(k, i 0 ) : k i 0 , j 0 } is also a B-orbit; for in this orbit, we let δ (x, ) = T 21 := T 2 T 1 , for obvious reasons.
• The set {(k, j 0 ) : k i 0 , j 0 } is a B-orbit, and we put δ (x, ) = T 121 := T 1 T 2 T 1 for in this orbit.
• Finally, the set {(k, ) : {k, } ∩ {i 0 , j 0 } = ∅} is a B-orbit, and for in this orbit, we put δ (x, ) = T 212 * := T 2 T 1 T 2 − T 1 T 2 T 1 , for reasons similar to the above in the case of a ne planes.
We put W = I ,T 1 ,T 2 ,T 12 ,T 21 ,T 121 ,T 212 * .
Theorem 4.10. Let C be the clique plane of order q. The adjacency algebra of C is the algebra Cl(q) generated by T 1 and T 2 , subject to
It has dimension 7. The map δ above is an architecture, with associated Coxeter basis W. The action of S q+2 is strongly transitive.
Proof. If we argue as we have done for a ne planes, we see that everything follows if we can only prove that
or equivalently that T 2 (T 121 (x)) = T 21 (x) + T 212 * (x) (*)
for an arbitrary vertex x. On the left hand side, this expands to
from (Ar2), which is easily established. Here, if x = (i 0 , j 0 ), then z = (k, ) with k and j 0 . We have two possibilities. We may have i 0 , in which case δ (x, z) = T 212 * ; on the other hand, for any z with δ (x, ) = T 212 * , we find a unique such that δ (x, ) = T 121 and δ ( , z) = T 2 , trivially. The second possibility is that = i 0 , so that δ (x, z) = T 21 : and again, starting from such a z, there is a unique with δ (x, ) = T 121 and δ ( , z) = T 2 . And so, using (Ar2) again, we do indeed have the relation (*).
T B
Residues, geometries, Buekenhout diagrams
Suppose i and j are colours. Then an ij-residue of the edge-coloured graph Γ is a connected component of the graph obtained by deleting from Γ all those edges whose colour is neither i nor j.
(These are called cells in [BC13] , in order to distinguish them from the residues for geometries, which we mention below; we follow the terminology of [Wei03] .) When a residue is a product of two complete graphs, it is considered trivial, and called a (generalised) digon (see also Example 3.5). The digon diagram of Γ is the graph formed with the set I of colours as vertices, and with an edge between i and j if one of the ij-residues is not a generalised digon. (In typical examples, all the ij-residues for given colours i, j have the same "nature": either they are all digons, or none of them is a digon.)
A Buekenhout diagram is obtained from the digon diagram by decorating its vertices and edges with symbols, referring to properties that the graph Γ may possess. For exemple, an integer m above an edge between i and j indicates that all the ij-residues are buildings, whose Coxeter group is dihedral of order 2m. The case m = 3 is so common that the absence of any label above an edge is understood to stand for a "3". (Placing a "2" would be tantamount to deleting the edge, as one can check, so one really encounters only numbers ≥ 4.)
Of course, there are many properties which one may decide to insert, so that Buekenhout diagrams are not canonically associated with edge-coloured graphs. Instead, if D is a diagram (a graph with labels), we say that Γ belongs to D if the digon diagram of Γ is obtained from D by ignoring all the labels, and if the said labels refer to properties which actually hold true of the residues of Γ.
To produce examples, we need graphs on more than two colours, which have yet to appear in this paper. A convenient source is incidence geometry, generalizing what we have done so far with line spaces. A geometry G over I consists of a set X endowed with a map τ : X −→ I and a reflexive, symmetric relation * ; usually some extra properties are required (such as "residual connectedness", etc), but these are not relevant for the current discussion, so we adopt a simplified point of view. A geometry G defines an edge-coloured graph Γ = C(G), called its chamber system, and defined as follows. The vertices are all the "complete flags", that is, collections (x i ) i∈I of elements of X with τ (x i ) = i and with the property that x i * x j for all indices i, j; and we place an edge of colour j between (x i ) i∈I and ( i ) i∈I if x i = i for all i except i = j.
There is a concept of residue for geometries, compatible with the concept for edge-coloured graphs (in the sense that the chamber system of a residue is a residue of the chamber system). This allows the easy determination of Buekenhout diagrams in many cases. See the first few chapters of [BC13] for an introduction to these topics.
For example, consider the geometry PG n (q) whose objects are the linear subspaces of dimension i in F n+1 q , for i ∈ I = {1, · · · , n}, with incidence defined from inclusion. Its associated chamber system Γ, which is a building, belongs to the diagram below, called A n (q):1 2 3 n − 1 n Here the numbers above the nodes indicate the elements of I (=the colours, so here the dimensions) represented. The number q i underneath the node i means, for us, that each vertex of Γ is incident with q i edges of colour i (thus in the present case q i = q for all i). In this example, the residues which are not digons are projective planes.
Suppose we decide to use the following picture when we want to indicate that the ij-residues of Γ are all a ne planes of order q:
Consider then, as an example, the geometry AG n (q) whose objects of type i are the a ne subspaces of dimension i − 1 in F n q , for i ∈ I = {1, . . . , n}. It belongs to the following diagram, which we call Af n (q) : Af q − 11 2 3 n − 1 n See Proposition 2.4.7 and Proposition 2.4.10 in [BC13] for more on these two examples.
A fun example is that of Steiner systems. A Steiner system with parameters (t, k, ) is a set S of cardinality , with a distinguished collection of subsets of cardinality k called the "blocks", with the property that any t elements of S are contained in a unique block. We can see such a system as a geometry over I = {1, 2, . . . , t } where the objects of type i are the subsets of size i when 1 ≤ i < t, and the objects of type t are the blocks. It is then a pleasant exercise in the definitions (for which one must know about residues of geometries) to verify that the corresponding chamber system Γ belongs to
where m = ( − k)/(k − t + 1). Here the letter "C" is used to denote a clique plane, while the letter "L" stands for a linear line space (so an "L" gives less information than "Af" (indicating an a ne plane) or a plain edge (indicating a projective plane)). See Proposition 5.5.3 in [BC13] for more.
Algebras associated with diagrams
Here the point we want to make is that one can easily construct an algebra A(D) from a diagram D. We pick a generator T i for each i ∈ I, and for each pair (i, j), we add relations as dictated by the diagram, once conventions have been chosen. When there is no edge between i and j, we add T i T j = T j T i ; when there is an edge labeled with the integer m, we add T i T j T i · · · = T j T i T j · · · with m terms on each side; when the integer q i is present next to the node i, we add
where 1 is the identity of the algebra. These are the basics. For other labels, there is room for choice. If we understand completely the adjacency algebra of a residue of the type specified by the diagram, then we throw in those relations which we know to hold in all cases. For example,
we understand now the case of a ne planes entirely, so when the diagram specifies that the ijresidues are a ne planes of order q, we add (T i T j ) 2 = (q − 1)T j T i + (q − 1)T j T i T j − T i T j T i , (T j T i ) 2 = (q − 1)T i T j + (q − 1)T j T i T j − T i T j T i .
These were taken from Proposition 4.3.
Example 5.1. Consider the algebra A(Af n (q)), obtained from the diagram above using the rules just introduced. It is is generated by T 1 , . . . ,T n satisfying (T i − q)(T i + 1) = 0 for i > 1 and (T 1 − (q − 1))(T 1 + 1) = 0 ;
we have furthermore T i T j = T j T i when |i − j | > 2, and T i T j T i = T j T i T j for 1 < i < j; and finally (T 1 T 2 ) 2 = (q − 1)T 2 T 1 + (q − 1)T 2 T 1 T 2 − T 1 T 2 T 1 , (T 2 T 1 ) 2 = (q − 1)T 1 T 2 + (q − 1)T 2 T 1 T 2 − T 1 T 2 T 1 .
Example 5.2. For another example, the algebra A(A n (q)) is the Iwahori-Hecke algebra of the symmetric group. This generalises to all buildings, as follows. Let Γ be a regular buildings with orders (q i ) i∈I , and let D be the Coxeter diagram of the associated Coxeter group W (so the edge between i and j bears the label m ij , and the edge is suppressed if this label is 2). Define D(q) to be this diagram adorned with the integer q i placed next to the vertex i, for each colour i. Then Γ belongs to D(q), a very classical result from the theory of buildings; and A(D(q)) is the Iwahori-Hecke algebra from Theorem 3.9, so that A(D(q)) = A(Γ).
An almost tautological result, but a fondamental one, is:
Lemma 5.3. If Γ belongs to the diagram D, then A(Γ) is a homomorphic image of A(D).
Well, this requires us to have chosen reasonable rules, of course, so perhaps we should be cautious and state, more awkwardly: if the lemma holds for all graphs on two colours, given our rules, then it holds indeed for all graphs.
Thus we can see A(D) as an immediately computable, first approximation to A(Γ). Just how precise this approximation is depends on the labels we put on D, which in turn depend on our understanding of the residues involved.
This raises many questions. For example, it is unclear whether A(AG n (q)) = A(Af n (q)), and even more mysterious is the problem of deciding this for all the geometries, beside GA n (q), which belong to Af n (q). Of course we have settled the case n = 2. It is also an open question to describe, say, the representation theory of A(Af n (q)) for n > 2, or of the similar algebras which we present in the text.
To finish with, we point out that the study of sporadic groups involves many geometries, whose residues are almost all generalised polygons (which are buildings), clique planes, or Petersen graphs. These are all covered in this paper, so we can write down the algebra A(D) in most cases. (The so-called "tilde geometries" are the only residues which appear several times, and which we have not studied here; doing so would be straightforward in principle, although perhaps long.) Example 5.4. We show the type of open questions which arise in connection with sporadic groups, in the light of the concepts introduced in this paper. We follow Example 2.6.5 in [BC13] . There, the Mathieu group G = M 11 is considered, together with three explicit subgroups G 1 , G 2 and G 3 . An incidence geometry is constructed from this, and we can describe the corresponding chamber system Γ as follows. Let G 1 = G 2 ∩ G 3 , G 2 = G 1 ∩ G 3 , and G 3 = G 1 ∩ G 2 , as well as B = G 1 ∩ G 2 ∩ G 3 . The set of vertices of Γ is G/B, the set of colours is I = {1, 2, 3}, and there is an edge of colour i between two elements of G/B when they are taken to the same element under the natural map G/B −→ G/G i .
It is proved in loc. cit. that Γ belongs to the following diagram D:
C ∨ Peter 2 1 2 1 2 3
Here C ∨ stands for the "dual" of a clique plane (here of order q = 2), by which we mean that the names of the two colours have been exchanged. The symbol "Peter" stands for (the chamber system of ) the Petersen graph.
We can then write down a presentation for A(D), of which A(Γ) is a quotient. We have three generators T 1 ,T 2 ,T 3 , and T 1 T 3 = T 3 T 1 since there is no edge between 1 and 3. Then we take the relations for Cl(2) = Aff(2), with 1 and 2 exchanged:
