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Given a Finite State Machine (FSM) M , a Distinguishing Sequence (DS) is a test
that identifies the state of M . While there are two types of DSs, preset DSs
(PDSs) and adaptive DSs (ADSs), not all FSMs possess a DS. In this paper, we
examine the problem of finding incomplete PDSs and ADSs, exploring associated
optimisation problems: finding a largest set of states that has a DS and finding
a smallest set of DSs that, between them, distinguish all of the states. We
also propose a greedy algorithm to produce a small set of incomplete ADSs
and use experiments to compare this with two previously published algorithms
for generating state identifiers. We show that the optimisation problems
related to incomplete ADSs and PDSs are PSPACE-complete as are corresponding
approximation problems. In the experiments we found that incomplete ADSs
produced by the proposed greedy algorithm led to relatively compact state
identifiers.
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1. INTRODUCTION
Software testing is an important part of the software
development process but is often manual, expensive
and error prone. This has led to much interest in
test automation, including work on model based testing
(MBT) where testing is automated on the basis of a
model. Most MBT techniques and tools use behavioural
models and typically operate on either a finite state
machine (FSM) or a labelled transition system (LTS)
that defines the semantics of the model used. There
has thus been significant interest in automating testing
based on an FSM or LTS model in areas such as
sequential circuits [1], lexical analysis [2], software
design [3], communication protocols [4], object-oriented
systems [5], and web services [6] (see, in addition,
[7, 8, 9, 10]). Such techniques have been shown to
be effective when used in significant industrial projects
[11]. We focus on testing from an FSM that is
deterministic, minimal and completely-specified.
Most approaches to generating tests from an FSM
can be seen as processes that test the transitions of
the system under test (SUT), and a crucial part of
testing a transition τ is identifying the starting and
ending states of τ . This problem is known as the
State Identification Problem. Many techniques for
constructing tests use distinguishing sequences (DSs) to
resolve the state identification problem for two reasons:
There are polynomial time algorithms that generate
tests when there is a known DS and the length of
the test is relatively short when designed with a DS
[12, 13, 14, 15, 16].
In this paper we use the term complete DS to denote
the usual notion of a DS; one that distinguishes all of the
states of the FSM from which tests are being derived.
Although complete DSs have a number of advantages
over other approaches used to distinguish states, not all
FSMs possess a complete DS. In this paper we consider
the case where the FSM M does not have a complete DS
and thus we would like to form a collection of incomplete
DSs that, between them, distinguish all of the states of
M .
Interest in the state identification problem has largely
been motivated by checking experiment generation and
fault localisation. A checking experiment is a test that
is guaranteed to distinguish between the specification
and the SUT if the SUT is faulty and satisfies certain
well-defined conditions (typically an upper bound on
the number of states of the SUT). Most techniques
that generate checking experiments use strategies for
solving the state identification problem: they typically
either use a DS [17], a characterisation set (W-set)
[3, 18], or harmonised state identifiers (HSIs) [19].
However, approaches that do not use DSs typically lead
to significantly longer tests [20]. In fault localisation
the problem is to determine the fault in the SUT
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that caused an observed failure and, again, there are
efficient solutions when there is a known DS [21]. The
motivation for the work reported in this paper comes
primarily from the desire to obtain some of the benefits
of complete DSs when a specification FSM does not
have a complete DS.
A distinguishing sequence can be preset or adaptive:
if the input sequence is fixed then it is a Preset
Distinguishing Sequence (PDS) and otherwise, when
the next input to be applied is determined based
on the response to the previous input, it is an
Adaptive Distinguishing Sequence3 (ADS). Throughout
the paper we refer to PDS or ADS when we write DS.
In Section 5 we consider problems associated with
PDSs, where an input sequence is a PDS for a set S̄
of states if it distinguishes the states in S̄. The work
in this section is motivated by the fact that sometimes
we require tests that are not adaptive. We study the
following question.
Definition 1.1 (MaxSubSetPDS problem). Given
deterministic, minimal and completely-specified FSM
M with state set S and S̄ ⊆ S, find a subset S̄′ of
S̄ that has a PDS such that |S̄′| is maximised.
One way of expressing the problem of looking for a
set of PDSs to distinguish all of the states of an FSM
M with state set S is to look for a set PS of subsets of
S such that the following hold.
• For every pair of states s, s′ ∈ S with s 6= s′ there
is some S̄ ∈ PS such that s, s′ ∈ S̄; and
• for every S̄ ∈ PS there is some PDS that
distinguishes all of the states of S̄.
This leads to the following definition of the
MinSetPDS problem.
Definition 1.2 (MinSetPDS problem). Given
deterministic, minimal and completely-specified FSM
M with state set S, find a set PS of subsets of S such
that each set in PS has a PDS, for all s, s
′ ∈ S with
s 6= s′ we have that there exists S̄ ∈ PS such that
s, s′ ∈ S̄, and this choice of PS minimises |PS |.
The MaxSubSetPDS problem is motivated by the
situation in which we have an expected current state s
but we believe that the state is from some set S̄: we
want to distinguish the expected state from as many
states in S̄ as possible. The MinSetPDS problem
is motivated by the desire to use as few incomplete
DSs as possible to identify the state of M . When
we require more than one incomplete DS to identify
a state we have to run multiple tests, separated by
resets. It has been observed that resets can be hard to
realise and expensive to apply since they may require
a complex system to be reinitialised or may require
manual involvement [23, 24]. This has led to work that
aims to minimise the number of input sequences (and
3ADSs are also called Distinguishing Sets [12, 22].
so resets) used [25, 26, 27]. A tester might thus be
particularly interest in the MinSetPDS problem.
We show that the MaxSubSetPDS and MinSet-
PDS problems are PSPACE-complete. Moreover, we
show that the MaxSubSetPDS problem is inapprox-
imable. In Section 6 we adapt the problems introduced
so far to ADSs.
Definition 1.3 (MaxSubSetADS problem).
Given deterministic, minimal and completely-specified
FSM M with state set S and S̄ ⊆ S, find a subset S̄′
of S̄ that has an ADS such that |S̄′| is maximised.
Definition 1.4 (MinSetADS problem). Given
deterministic, minimal and completely-specified FSM
M with state set S, find a set PS of subsets of S such
that each set in PS has an ADS, for all s, s
′ ∈ S with
s 6= s′ we have that there exists S̄ ∈ PS such that
s, s′ ∈ S̄, and this choice of PS minimises |PS |.
We show that the MaxSubSetADS and MinSe-
tADS problems are PSPACE-complete. We also show
that the MaxSubSetADS problem is inapproximable.
This contrasts with looking for a complete ADS, a prob-
lem that can be solved in polynomial time.
Having determined the complexity of these problems,
we propose a greedy algorithm for the MinSetADS
problem and report on the results of experiments. The
experiments used a set of FSMs and compared the state
identification sequences computed by three approaches:
a method for generating a characterisation set (W-
generation method) [28]; a method for generating
harmonised state identifiers (HSI-generation method)
[19]; and state identification sequences derived from
incomplete ADSs generated using the greedy algorithm
(ADS-method). Note that the state identification
sequences derived from incomplete ADSs define a set
of harmonised state identifiers and so the comparison
with the HSI-generation method [19] is a comparison
between two approaches for generating an HSI-set. The
experimental subjects included randomly generated
FSMs and FSMs drawn from a benchmark and
suggest that the ADS-method produces compact state
identification sequences.
The paper is organised as follows. In the next section
we review related work and in Section 3 we define the
terminology and notation used throughout the paper.
In Section 4 we introduce a motivating example in which
we demonstrate what we can gain by using incomplete
ADSs for state identification. In Section 5 we present
results related to PDSs and subsequently, in Section 6,
we present results related to ADSs. In Section 7 we
report on the results of experiments. In Section 8, we
conclude the paper and discuss some possible lines of
future work.
2. RELATED WORK
This section reviews previous work on state identifi-
cation sequences, starting with DSs. There are many
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computational complexity results regarding DSs. It
was show that checking the existence of a PDS is
a PSPACE-complete problem [16]. Although earlier
bounds for ADSs are exponential in the number of
states [29], Sokolovskii proved that if an FSM M with n
states has an ADS then it has an ADS with height no
greater than π2n2/12 [30]. Moreover, Kogan claimed
that for a given n state FSM, the length of an ADS
is bounded above by n(n− 1)/2 [31] and later Rystsov
proved this claim [32]. More than twenty years later,
Lee and Yannakakis proposed an algorithm that con-
structs an ADS with upper bound of n(n− 1)/2 in the
worst case [16]. Kushik et al. present an algorithm
for constructing ADSs for nondeterministic observable
FSMs [33]. Since the class of deterministic FSMs is a
subclass of nondeterministic observable FSMs, the algo-
rithm can also be used to construct ADSs for a given
FSM M . Recently Türker et al. presented a lookahead
based algorithm to construct compact ADSs [34].
Unfortunately, not all FSMs possess a DS. For such
cases, Kohavi et al. [35] suggested that the states of
the FSM should be partitioned in such a way that a DS
exists for each set of states. Lee and Yannakakis showed
that checking the existence of an ADS for a set of states
is PSPACE-complete [16]. However, as far as we know
there has been no previous work on other problems
related to generating a set of DSs that distinguishes
every state of the FSM. In addition, we are not aware
of methods that generate a set of DSs that distinguishes
every state of the FSM.
For FSMs that do not have a DS, the state
identification problem can sometimes be solved by using
unique input output sequences (UIOs) [36]. A UIO for
a state s of FSM M distinguishes s from all other states
of M but need not distinguish other states. When an
FSM does not have a UIO, a partial UIO (pUIO) can be
constructed [37], where a pUIO for state s distinguishes
state s from a subset of states. Some FSMs do not have
either a DS or a UIO for each state. However, every
minimal FSM with n states and m inputs does have a
characterisation set (W-set) which can be computed in
time of O(n2m)[3, 18, 29].
It has long been known that FSM specifications
are sometimes partial (partial FSMs): that some
state-input combinations do not have corresponding
transitions [38, 39, 40, 41]. Recently, it was shown that
for partial FSMs, checking the existence of an ADS can
be done in polynomial time and checking the existence
of a PDS is PSPACE-complete [42].
As in the case of complete FSMs, a partial FSM
need not have an ADS or a PDS. In addition, a
partial FSM need not have a W-set. In this case, the
state identification problem can be resolved by using
harmonised state identifiers [19]. A set of harmonised
state identifiers is actually a partial characterisation set
where for any two states s and s′, the corresponding sets
have sequences w and w′ that have a common prefix
that distinguishes s and s′. For a completely specified
FSM with n states and m inputs, harmonised state
identifiers can be computed in time of O(n4m) [19].
However, for partially specified FSMs, harmonised state
identifiers can be computed in time of O(n5m).
DSs, UIOs, W-sets and HSIs are interesting in their
own right in offering a solution to the state identification
problem. However, it has been shown that these
sequences are building blocks for solutions to another
important problem: fault detection.
In the fault detection problem we are given a
specification FSM M , and an unknown (black-box)
implementation FSM N , and we want to check whether
N is a correct implementation ofM . The fault detection
problem was first posed in Moore’s seminal work [43].
In fault detection, we usually want to construct a test
that can detect faulty transitions in the implementation
machine. To obtain good fault coverage, we want to
identify the ending state of a transition during a test.
Hennie showed that a PDS can be used to construct
a fault detection sequence [44]. Later, it was shown
that instead of a PDS an ADS can be used in the
same method [45]. Later, methods for constructing a
fault detection sequence using UIOs and W-sets were
proposed [3, 18, 46].
As the length of the fault detection sequence
determines the duration and hence the cost of testing,
in the literature there exists a line of work that aims to
reduce the length (number of inputs) of fault detection
sequences. These approaches identify a set of sequences
that need to be included and aim to generate a short
fault detection sequence that contains these sequences.
Important methods include the DS [44, 47], W [3, 18],
Wp [24], UIO [36], UIOv [48], HSI [19], SPY [49],
H [50] and P [27] test derivation methods. As these
methods rely on heuristics, they produce different
results for different types of FSMs and it is difficult to
compare them analytically. Consequently, experimental
evaluation has been conducted to identify trade-offs
among these methods [51, 52].
3. PRELIMINARIES
An FSM has a finite set of states and transitions
between the states, with transitions being labelled with
input/output pairs.
Definition 3.1. An FSM (or Mealy machine) M
is defined by a tuple (S,X, Y, δ, λ, s0) where S =
{s1, s2, . . . sn} is the finite set of states, X =
{a, b, . . . , p} and Y = {1, 2, . . . , q} are the finite sets of
inputs and outputs, δ : S×X → S is the state transition
function, λ : S × X → Y is the output function, and
s0 ∈ S is the initial state.
If FSM M is in state s ∈ S and input x ∈ X is
applied then M moves to the state s′ = δ(s, x) and
produces output y = λ(s, x). Such a transition will
be denoted τ = (s, x/y, s′) and we say that x/y is the
label of τ (label(τ)), s is the start state of τ (start(τ)),
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and s′ is the end state of τ (end(τ)). An FSM M
can be represented by a directed graph G, where the
states of M are represented by corresponding vertices
of G and the transitions of M are represented by edges
of G. An edge is labelled by the input/output pair
of the corresponding transition and so if δ(s, x) =
s′ and λ(s, x) = y, then the edge corresponding to
this transition has label x/y and ends at the vertex
corresponding to s′. Figure 1 represents an FSM in
which S = {s1, s2, s3}, X = {a, b}, Y = {0, 1}, and the









FIGURE 1: An example FSM M0 with initial state s1.
We use juxtaposition to denote concatenation: if x1,
x2, and x3 are inputs, x1x2x3 is an input sequence.
Given a set X we let X∗ denote the set of sequences
of elements of X and let Xk denote the sequences
in X∗ that have length k. The symbol ε is used to
denote the empty sequence. The transition function
and the output function can be extended to sequences
of inputs. In an abuse of notation, we use δ and λ for
the extended functions. These extensions are defined
as follows in which x ∈ X and w ∈ X?: δ(s, ε) = s
and δ(xw) = δ(δ(s, x), w); λ(s, ε) = ε and λ(s, xw) =
λ(s, x)λ(δ(s, x), w). Moreover, we use δ and λ when we
consider transitions from a set of states: given S̄ ⊆ S
and w ∈ X?, we define δ(S̄, w) = ∪s∈S̄{δ(s, w)} and
λ(S̄, w) = ∪s∈S̄{λ(s, w)}. Two states s, s′ ∈ S are
said to be equivalent if for all input sequences α ∈
X?, λ(s, α) = λ(s′, α). If there exists an input sequence
α ∈ X? such that λ(s, α) 6= λ(s′, α), then s and s′
are said to be distinguishable. An FSM M is minimal
if the states of M are pairwise distinguishable. M is
completely-specified if both δ and λ are total functions
(they are defined on all state/input pairs). Since δ and
λ are functions (rather than relations), there can be at
most one transition defined for each state/input pair.
Such machines are said to be deterministic.
An input/output sequence consists of a sequence of
input/output pairs of the form x1/y1x2/y2 . . . xm/ym.
We will also write x1x2 . . . xm/y1y2 . . . ym to denote
the same input/output sequence, where x1x2 . . . xm is
called the input portion and y1y2 . . . ym is called the
output portion of the input/output sequence. A path
in M is a sequence of transitions τ̄ = τ1τ2 . . . τm such
that start(τi) = end(τi−1), for all 1 < i ≤ m. The
label of a path is an input/output sequence which is
the concatenation of the labels (input/output pairs)
of the transitions in that path. For τ̄ = τ1τ2 . . . τm,
we define label(τ̄) = label(τ1)label(τ2) . . . label(τm).
An example of a path in M0 of Figure 1 is τ̄ =
(s1, b/1, s2)(s2, a/1, s2), and we have label(τ̄) = b/1a/1.
In this work, we consider only deterministic,
completely-specified, minimal FSMs. An FSM can be
minimised in polynomial time [53]. Further, an FSM
that is not completely-specified can often be completed
by adding either an error state or transitions with null
output4. For example, in Harel statecharts if input x is
received in state s and there is no specified transition
then x leads to no change in state and no output (a
null transition). The requirement that the specification
and implementation are deterministic is one made by
many FSM based testing methods and one that holds
in important application domains such as protocols and
(many) embedded systems5. Given two states s 6= s′,
an input sequence w is said to be a separating sequence
for s and s′, if λ(s, w) 6= λ(s′, w). A characterisation
set is a set of input sequences (W) such that for any
pair of states s, s′ ∈ S there exists an input sequence
w ∈ W such that λ(s, w) 6= λ(s′, w). The set Ws ⊆ W
is said to be a state identifier for s if for all s′ ∈ S \ {s}
there exists an input sequence w ∈ Ws such that
λ(s, w) 6= λ(s′, w). Note that a separating sequence
that distinguishes states s and s′ is also a PDS for the
state set {s, s′}.
Given deterministic, minimal, completely-specified
FSM M with state set S = {s1, s2, . . . , sn}, the sets
H1, H2, . . . ,Hn of input sequences are harmonised state
identifiers if and only if for all 1 ≤ i, j ≤ n with i 6= j
there exist input sequences wi ∈ Hi and wj ∈ Hj such
that a common prefix w of wi and wj distinguishes si
and sj (λ(si, w) 6= λ(sj , w)).
We now define Preset and Adaptive Distinguishing
Sequences.
Definition 3.2. Given deterministic, minimal and
completely-specified FSM M = (S,X, Y, δ, λ) and S̄ ⊆
S, input sequence w is a Preset Distinguishing Sequence
(PDS) for S̄ if for all s, s′ ∈ S̄ with s 6= s′ we have that
λ(s, w) 6= λ(s′, w).
If w is a PDS for state set S then we say that it is a
complete PDS. Otherwise, w is an incomplete PDS for
S̄.
Adaptive distinguishing sequences are finite trees
4As has been previously noted, it is not always possible to
complete an FSM since, for example, unspecified input may
correspond to input that should not occur [54].
5Most FSM based test methods apply to deterministic FSMs
but there are situations in which a specification will be non-
deterministic and here we require different test generation
methods [55, 24, 56, 19, 57, 58, 59].
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rather than sequences. An ADSA for state set S̄ has an
initial node, which corresponds to the situation before
the ADS has been applied. All edges from the initial
node v1 are labelled with the same input x1 and when A
is used the input x1 is applied first. If the response to x1
is output y1 then Amoves to the node v2 that is reached
from v1 by an edge with label x1/y1. If v2 is a leaf then
the application of A is complete but otherwise the input
x2 that is on edges from v2 is applied to the SUT next,
the output y2 produced is recorded, and the edge of
A from v2 with label x2/y2 is followed. This process
continues until a leaf is reached. An ADS for state set
S̄ of FSM M leads to different input/output sequences
from distinct states of S̄ and so it distinguishes these
states. More formally, we define ADSs as follows.
Definition 3.3. An Adaptive Distinguishing Se-
quence (ADS) for a state set S̄ with m states is a rooted
tree A with exactly m leaves; the edges are labeled with
an input/output pair and the leaves are labeled with a
single state such that: 1) input labels of edges leaving a
common node are the same and output labels of edges
leaving a common node are different. 2) for every leaf
of A, if x̄, ȳ are the input output sequences respectively
formed by the edge labels on the path from the root node
to the leaf and if the leaf is labeled by a single state s,
then λ(s, x̄) = ȳ.
If A is an ADS for state set S then we say that it is a
complete ADS. Otherwise, A is an incomplete ADS for
S̄.
An ADS for S̄ defines an experiment where the next
input to be applied depends on the previously observed
input/output sequence (and so the node reached). If
we apply A in a state s ∈ S̄ then the resultant
input/output sequence is that which labels the path of
A from the root of A to a leaf and is also the label of a
path of M that has starting state s. By the definition
of an ADS the input/output sequences for two distinct
states from S̄ must differ and so A distinguishes the
states from S̄. Throughout the paper we refer to the
depth of ADS tree A when we write the length of A.
Note that when we set S̄ = S, Definitions 3.2 and
3.3 correspond to the classical notions of Preset and
Adaptive Distinguishing sequences.
We present an example FSM, which will be used
throughout the paper, in Figure 2. We also present
a manually computed incomplete ADS for states s1, s2























FIGURE 3: An incomplete ADS for machine
M1 presented in Figure 2 where S̄ =
{s1, s2, s4}.
The adaptive experiment starts with input a: if
the underlying FSM produces 1 then the adaptive
experiment ends and the tester deduces that the FSM
was in state s2, otherwise the tester will apply an input
b and if it observes output 0 then it decides that the
FSM was in state s4 and otherwise it deduces that the
FSM was in state s1.
Let us suppose that we have a set A =
{A1,A2, . . . ,Ak} of incomplete ADSs such that every
pair of distinct states of M is distinguished by some
ADS from A; such a set will be said to be fully
distinguishing. Every pair of states s, s′ ∈ S̄ with
s 6= s′ is distinguished by at least one ADS in A =
{A1,A2, . . . ,Ak}. As noted earlier, we can represent
this as there being a set PS = {S̄1, S̄2, . . . , S̄k} of subsets
of S̄ such that for all s, s′ ∈ S̄ there exists 1 ≤ j ≤ k
such that s, s′ ∈ S̄j and there is an ADS Aj for S̄j . In
this situation, in order to distinguish a state s ∈ S̄ from
other states in S̄ we use every Aj such that s ∈ S̄j .
Given state si ∈ S̄ we will let A(si) denote the set
of ADSs that are to be used to distinguish si from
other states in S̄: the set of Aj such that si ∈ S̄j .
Note that S̄j need not be the largest subset of S̄ that
contains states that are distinguished from si by Aj
since some pairs of states may be distinguished by more
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than one ADS to be used but we only require this pair of
states to be in one S̄j . We will also let H(si,Aj) ∈ X∗
denote the input portion of the input/output sequence
produced when Aj is applied in state si. Given state
si, we will let Hi(A) be the set of maximal sequences in
{H(si,Aj)|Aj ∈ A(si)} (by maximal we mean that if
H(si,Aj) = x̄ and H(si,Aj′) = x̄′ for Aj ,Aj′ ∈ A(si)
and x̄′ is a proper prefix of x̄ then we do not include
x̄′). Then Hi(A) is the set of input sequences applied
when using ADSs from A(si) in state si. We obtain the
following result that shows how ADSs and harmonised
state identifiers relate.
Proposition 3.1. Given deterministic, minimal and
completely-specified FSM M and fully distinguishing
set A = {A1,A2, . . . ,Ak} for M , the Hi(A) are
harmonised state identifiers for M .
Proof. It is sufficient to prove that if si, sj are distinct
states of M then there are input sequences wi ∈ Hi(A)
and wj ∈ Hj(A) such that there is a common prefix
w of wi and wj that distinguishes si and sj . First
observe that since A is fully distinguishing there is some
Al ∈ A that distinguishes si and sj . But by definition
this means that the application of Al from si and sj
leads to different input/output sequences. However, the
input sequence can only differ once a different output
has been observed. Thus, Al has a node v such that the
following hold:
1. The path from the root of Al to v has a label α/β
that labels paths from both si and sj ; and
2. There are edges with labels x/yi and x/yj from
v with yi 6= yj such that αx/βyi labels a path from
si and αx/βyj labels a path from sj .
However, this means that w = αx is a prefix of input
sequences in Hi and Hj and also that w distinguishes
si and sj . The result therefore follows.
4. MOTIVATING EXAMPLE
We manually computed the fully distinguishing set
A = {A1,A2,A3,A4} for FSM M1 given in Figure 2.
The incomplete ADSs are given in Figure 4. The
resulting harmonised state identifiers are given as
follows: H1(A) = {ab, b}, H2(A) = {a, b}, H3(A) = {b}
and H4(A) = {ab, b}.
For the FSM presented in Figure 2 the characterisa-
tion sets (according to the algorithm presented in [29])
are given as W = {a, b, c} and so the state identifiers
for M are W1 = {a, b, c}, W2 = {a, b, c}, W3 = {a, b, c},
and W4 = {a, b, c}. According to the algorithm given
in [19], if we use the characterisation sets W for M1 then
the harmonised state identifiers for the FSM presented
in Figure 2 are: H1 = {a, b, c}, H2 = {a}, H3 = {a, b},
and H4 = {a, b, c}.
From now on for a given FSM M , SI refers
to the average number of sequences in the state
identifiers/harmonised state identifiers and LI depicts
ADS HSI W
SI 1.75 2.33 3
LI 1.7 1 1
TABLE 1: SI and LS results with respect to ADS, HSI
and W-set for FSM M1.
the average length of the state identifiers/harmonised
state identifiers. Given K ∈ {H,W}, the following













where n is the number of states of FSM. For the FSM
given in Figure 2 the SI and LI values are computed
and the results are given in Table 1.
In this simple example, the results suggest that
the use of incomplete ADSs can reduce the average
number of state identifiers by 25% compared to the
HSI-generation method and by 42% compared to the
W-generation method. We also notice that the average
length of distinguishing sequences is relatively high
when incomplete ADSs are used. In Section 7 we show
that this is not generally the case.
5. INCOMPLETE PRESET DISTINGUISH-
ING SEQUENCES
We first introduce some basic terminology that we use
throughout this section.
Definition 5.1. A Finite Automaton (FA) is
defined by a tuple A = (Q,Σ, δ, 0, F ) where Q is the
finite set of states, Σ is the finite alphabet, δ is the
transition function of type Q × Σ → Q, 0 is the initial
state and F ⊆ Q is the set of accepting states.
Since δ is a function we implicitly refer to
deterministic finite automata; whenever we use the term
finite automaton we will be referring to a deterministic
finite automaton. A word is accepted by finite
automaton A, if and only if it takes A from 0 to an
accepting state (a state in F ). The set of all words
accepted by a finite automaton A defines the (regular)
language denoted L(A). We assume that an FA A
considered is minimal in the sense that there is no FA
A′ with fewer states than A such that L(A′) = L(A).
We show that the MaxSubSetPDS problem is
PSPACE-complete through relating it to the Finite Au-
tomata Intersection Problem, which was intro-
duced by Dexter Kozen and is PSPACE-complete [60].
Definition 5.2 (Finite Automata Intersection
Problem (FA-INT)). Let A = {A1, A2, . . . , Az} be z
finite automata with a common alphabet Σ. The FA-
INT problem is to determine whether the Ai accept a





























FIGURE 4: Incomplete ADSs for machine M1 presented in Figure 2. Incomplete ADS A1 that distinguishes pair
of states (s1, s3) (Figure 4a). Incomplete ADS A2 that distinguishes pair of states (s2, s3) (Figure 4b). Incomplete
ADS A3 that distinguishes pair of states (s4, s3) (Figure 4c). Incomplete ADS A4 that distinguishes pair of states
(s1, s2), (s1, s4), and (s2, s4) (Figure 4d).
common element of Σ?, i.e. whether there is a word w
such that w ∈ L(Ai) for all 1 ≤ i ≤ z.
It is straightforward to see that the complexity of the
FA-INT problem is not altered if we restrict attention to
non-empty words since we can decide whether all of the
Ai accept ε in polynomial time. In addition, since a FA
can be minimised in polynomial time, the complexity of
the FA-INT problem is not affected by only considering
minimal FA.
Without loss of generality we assume that the finite
automata in A have disjoint sets of states. Given
an instance of the FA-INT problem, with a finite set
A = {A1, A2, . . . , Az} of finite automata on a common
finite alphabet Σ (Ai = (Qi,Σ, δi, 0i, Fi)), we construct
an FSM M1(A) = (S,X, Y, δ, λ, s0) as follows (this
construction is similar to one in [16]).
We introduce a new state Sink. Then we take two



















of each finite automaton Ai and call them pair
automata. Given q ∈ Qi we let q1 and q2 denote the
corresponding states in Q1i and Q
2
i respectively. We
let S̄ = {011, 021, . . . , 01z, 02z}, which is the set of initial
states of the copies of the finite automata. The set
of states of the FSM to be constructed is given by
S = Q11 ∪Q21 ∪Q12 ∪Q22 ∪ . . . ∪Q2z ∪ {Sink}, where the
initial state is selected as 011. The input alphabet of the
FSM is given by X = Σ∪{D} for an additional input D
whose use will be explained below. The output alphabet
of the FSM is given by Y = Q1∪Q2∪ . . .∪Qz∪{0, 1, 2}.
The state transitions of the finite automata in A are
inherited: if a ∈ Σ and qji ∈ Qji for 1 ≤ i ≤ z and
1 ≤ j ≤ 2 then δ(qji , a) = rji for the state ri of Ai such
that δi(qi, a) = ri. Input D takes all states to Sink.
The output function λ ofM1(A) is defined as follows,
in which 1 ≤ i ≤ z.
λ(s, x) =

qi, If x 6= D and s = qji for some
qji ∈ Q1i ∪Q2i ,
qi, If x = D and s = q
j
i for some
qji ∈ (Q1i ∪Q2i ) \ (F 1i ∪ F 2i ),
0, If s = Sink,
1, If x = D and s ∈ F 1i ,
2, If x = D and s ∈ F 2i .
There are states of this FSM that cannot be reached
from the initial state. This does not affect the proof but
we could choose to extend this FSM by, for example, for
1 ≤ i ≤ z and j ∈ {1, 2} adding an input xji that takes
all states to state 0ji with output y for some fixed y.
We illustrate the construction in Figure 5 in which we
include two copies of the state Sink to aid readability.
The basic idea is that until D is received the
transitions from a state in Q1i ∪ Q2i simulate the state
transitions of Ai but also tell us which states of Ai
are being traversed and so the value of i (the Ai have
disjoint state sets). If D is received in a state qji from
Qji then the output tells us the value of j if and only if
the state qji is such that qi is an accepting state of Ai.
We now explore properties of M1(A), proving results
that will be brought together in Theorem 5.1.
Lemma 5.1. Let us suppose that set A =
{A1, A2, . . . , Az} of finite automata have a common al-
phabet Σ. The FSM M1(A) = (S,X, Y, δ, λ, s0) has a
PDS for S̄ = {011, 021, . . . , 01z, 02z} if and only if there is
a non-empty word ω ∈ Σ? that is accepted by all of the
finite automata (in which case ωD is such a PDS).
Proof. First, let us suppose that ω 6= ε is in the
intersections of the languages of the Ai and consider
w = ωD. By construction, ω distinguishes any two 0αi
and 0βj with i 6= j since ω ∈ Σ? is non-empty, the output
in response to an element of Σ identifies the state of
the corresponding Ai, and the state sets of the Ai are
pairwise disjoint. Further, if we consider states 01i and
The Computer Journal, Vol. ??, No. ??, ????
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FIGURE 5: An FSM M1(A) constructed from an FA-INT problem instance with S̄ = {011, 021, . . . , 01z, 02z}, with
initial state 011.
02i we find that ω takes them to accepting states from Fi
and then D leads to different outputs (1 and 2). Thus,
if there is some non-empty ω ∈ Σ? in the intersections
of the languages of the Ai then M1(A) has a PDS ωD
for S̄.
We now prove that if M1(A) has a PDS for S̄ then
there is some non-empty ω ∈ Σ? in the intersection of
the languages of the Ai. We can observe that in order
to distinguish states 01i and 0
2
i it is necessary to apply
input D but also that after D has been applied the state
must be Sink and further input cannot distinguish the
states. Thus there is a PDS for S̄ if and only if there is
a PDS for S̄ that has the form w = ωD where ω ∈ Σ?
and we now consider such a PDS.
Now let us suppose that δ(01i , ω) /∈ F 1i for some
1 ≤ i ≤ z. Then δ(δ(01i , ω), D) = Sink and similarly
δ(δ(02i , ω), D) = Sink and it is clear that λ(0
1
i , ωD) =
λ(02i , ωD). This contradicts ωD being a PDS for S̄.
Therefore w must be in the form w = ωD such that ω is
non-empty and brings all the initial states to accepting
states. Thus, if M1(A) has a PDS for S̄ then there
is some non-empty ω ∈ Σ? in the intersections of the
languages of the Ai.
We now consider how a non-deterministic Turing
Machine can decide whether there is a PDS for a given
state set S̄ of FSM M . In this process it guesses inputs
one at a time and maintains a current set π of pairs of
states such that (s, s′) is in π if and only if s ∈ S̄ and
the sequences of inputs received takes M from s to s′. It
also maintains an equivalence relation r between states
from S̄: two states s, s′′ are related under r if they have
not been distinguished by the input sequence w that has
been chosen (λ(s, w) = λ(s′′, w)). It is straightforward
to see that these two pieces of information can be
updated when a new input is received; we do not need to
know the previous inputs received. Further, the input
sequence received defines a PDS for S̄ if and only if no
two different states from S̄ are related under r.
Lemma 5.2. The problem of deciding whether a set
S̄ of states of deterministic, minimal and completely-
specified FSM M has a PDS is in PSPACE.
Proof. We will show that a non-deterministic Turing
Machine can solve this using polynomial space. Such
a machine will guess inputs one at a time. It will
maintain the set π of pairs of states and equivalence
relation r as described above and this uses polynomial
space. After guessing a new input x and updating π
and r the machine checks whether the input sequence
received defines a PDS for S̄: this is the case if and
only if r relates no two different states of S̄. Thus, if
M has a PDS for S̄ then this non-deterministic Turing
Machine will find such a PDS using polynomial space.
We now have to consider the case where M does not
have a PDS for S̄: we require that the non-deterministic
Turing Machine terminates. In order to ensure this
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we use the result that if M has n states and S̄ has
m states then M has a PDS for S̄ if and only if it
has such a PDS with length at most B = (m − 1)nm
[29]6. The non-deterministic Turing Machine therefore
includes a counter that counts how many inputs have
been received: the machine terminates with failure if
the counter exceeds the upper bound. We require
additional O(log2B) = O(log2(m − 1) + m log2(n)) =
O(m log2(n)) space for the counter and so the space
required is still polynomial.
We have defined a non-deterministic Turing Machine
that requires only polynomial space in order to solve
the problem and so the problem is in non-deterministic
PSPACE. We can now use Savitch’s Theorem [61],
which tells us that a problem is in PSPACE if and only
if it is in non-deterministic PSPACE, and the result
follows.
Condon et al. introduced the maximisation version
of the FA-INT problem [62].
Definition 5.3 (Maximisation of FA-INT Problem
(MAX FA-INT)). Let us suppose that A = {A1, A2, . . . ,
Am} is a set of finite automata with input alphabet Σ.
The MAX FA-INT problem is: What is the largest k
such that there are k finite automata from A that accept
a common word w ∈ Σ?.
They also proved that it is PSPACE-hard to
approximate the MAX FA-INT problem. We claim that
based on the approach used to prove Lemma 5.1, we can
give a similar result for the MaxSubSetPDS problem
but before this we explore the relationship between the
optimum solutions of the MaxSubSetPDS and MAX
FA-INT problems.
Below, given a property P (such as distinguishing k
states of an FSM) a word w is said to be a minimal
word satisfying P if w satisfies P and no proper prefix
of w satisfies P . The following is clear from the proof
of Lemma 5.1.
Lemma 5.3. Given set A of finite automata, let
OPTA be the set of minimal words that are accepted
by the maximum number of finite automata from A.
Further, given M1(A) let OPTM1(A) be the set of
minimal words that maximise the size of the subset
of S̄ whose states are pairwise distinguished. Then
w ∈ OPTA if and only if wD ∈ OPTM1(A).
We can now show that the MaxSubSetPDS
problem, of finding a PDS that distinguishes the
most states from some set S̄, is PSPACE-complete and
inapproximable. This is important since it shows that
the problem of finding a good approximation to the
optimisation problem is also PSPACE-complete.
The following concerns approximating the MaxSub-
SetPDS problem. Here the approximation is with re-
6In [29], Gill presents this result on pg: 104, Theorem 4.3.
Note that Gill named the set S̄ as the Admissible Set i.e. the
initial states of the underlying FSM.
spect to the size of the set of states distinguished by the
PDS returned by an algorithm (when compared to an
optimal solution).
Theorem 5.1. The MaxSubSetPDS problem is
PSPACE-complete and there exists a constant ε > 0 such
approximating the MaxSubSetPDS problem within
ratio nε is PSPACE-hard.
Proof. The problem being PSPACE-hard follows from
Lemma 5.3 and the MAX FA-INT problems being
PSPACE-hard. To see that this problem is in PSPACE,
first observe that it is sufficient to prove that the
following problem is in PSPACE: for 1 ≤ k ≤ n decide
whether there is a PDS that distinguishes k states of
the FSM M . We can show that this is in PSPACE in
a similar manner to Lemma 5.2, the only differences
being that in a first step the non-deterministic Turing
Machine guesses the set S̄′ of k states.
To prove that the problem of approximating the
MaxSubSetPDS is PSPACE-hard, let us assume that
we have an algorithm P that belongs to a complexity
class C < PSPACE and returns an nε approximation
for the MaxSubSetPDS Problem. In such a case,
given an instance A of the MAX FA-INT problem, we
can construct FSM M1(A) and using P we can obtain
a solution w = ωD. But then Lemma 5.3 implies that ω
defines an approximation for A and hence P defines an
nε approximation for the MAX FA-INT problem. Thus
the result follows.
Finally, we consider the problem of finding a smallest
set PS of sets of states such that each set has a PDS
(MinSetPDS).
Theorem 5.2. The MinSetPDS problem is
PSPACE-complete.
Proof. We first prove that the problem is in PSPACE.
Observe that in PS we require at most one set for each
pair of states of M and so if M has state set S then
the set PS of subsets has size at most |S|(|S| − 1).
It is therefore sufficient to show that we can solve the
problem of trying to find a set k of subsets where each
subset corresponds to a PDS (1 ≤ k ≤ |S|(|S| − 1)); if
we can do this then a Turing Machine could start with
k = |S|(|S|−1) and then reduce k step by step until a set
is found. Given k, a non-deterministic Turing Machine
can thus initially guess such a set PS of k subsets and
for each such set S̄ ∈ PS the Turing Machine tries to
build a PDS that distinguishes all of the states in S̄. As
before, for a given set S̄ the process terminates when
the upper bound on PDS length is exceeded or the PDS
being built is sufficient. Since this can be performed in
polynomial space we have that the result follows from
Savitch’s Theorem [61].
To see that the problem is PSPACE-hard it is sufficient
to observe that M has a complete PDS if and only
if it has a set PS that satisfies the conditions of the
MinSetPDS problem and contains only one set. The
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result therefore follows from the complete PDS problem
being PSPACE-hard [16].
6. INCOMPLETE ADAPTIVE DISTIN-
GUISHING SEQUENCES
In some situations we want to use preset input
sequences in testing and fault localisation since this
requires a relatively simple test infrastructure: one that
simply applies a sequence of inputs and observes the
resultant outputs. However, efficiency can be improved
if we use adaptive tests, where the next input to be
applied is chosen on the basis of the observations made.
In addition, it is known that the problem of deciding
whether an FSM has a (complete) ADS can be solved
in polynomial time and there is a polynomial upper
bound on the size of such an ADS [16]. That is, we can
decide in polynomial time whether the underlying FSM
possesses a complete ADS and then decide whether to
construct incomplete ADSs. Note that this flexibility
exists for ADSs but not PDSs. In other words, in
order to use incomplete PDSs, one may wish to first
check the existence of a complete PDS. However we
know that for both problems checking existence is
PSPACE-complete [16]. These results, together with the
complexity results in Section 5, provide the motivation
for considering incomplete ADSs. In this section we
therefore explore incomplete ADSs and report that the
complexity results given for problems related to PDSs
hold when we consider ADSs.
We assume that we are given a set A =
{A1, A2, . . . , Az} of (minimal) finite automata with
alphabet Σ and now describe the FSM M2(A) that
we construct. We mark the initial states of the finite
automata so that the initial state of Ai is called 0i
and will let S̄ = {01, 02, . . . , 0z, Sink} for a state Sink
described below and set 01 to be the initial state. We
introduce a set D = {d1, d2, . . . , dz} of new inputs and
so there exists one such input di for each Ai ∈ A. The
transitions of the finite automata from A with input
alphabet Σ are inherited (and given output 0) and the
remaining transitions are as follows
• δ(Sink, x) = Sink for all x ∈ Σ ∪ D.
• If x ∈ D then:
– If s ∈ Fi then δ(s, x) = s; and
– δ(s, x) = Sink otherwise.
The output function λ ofM2(A) is defined as follows
in which 1 ≤ i ≤ z.
λ(s, x) =
{
i, If s ∈ Fi and x = di,
0 For all other cases,
Unlike the previous reduction the output function
does not enable us to recognise the states of finite
automaton Ai while we are visiting the states in Qi\Fi.
Instead, we can only distinguish states through applying
an input from D, possibly after a sequence of previous
inputs. Further, we can only distinguish a state 0i from
Sink through applying an input sequence w that takes
Ai to an accepting state and then apply di. We now
prove that we can construct an ADS for S̄ if and only
if the finite automata in A accept a common word.
In the following we represent an incomplete ADS for
S̄ by a set of input/output sequences: the input/output
sequences produced from the states from S̄.
Lemma 6.1. Let us suppose that set A =
{A1, A2, . . . , Az} of finite automata have a common al-
phabet Σ. The FSM M2(A) = (S,X, Y, δ, λ, s0) has an
ADS for S̄ = {01, 02, . . . , 0z, Sink} if and only if there
is a word w ∈ Σ? that is accepted by all of the finite
automata (in which case input sequences wd1, wd1d2,
wd1d2d3, . . . , wd1d2d3 . . . dz define an ADS).
Proof. We first show that if w is accepted by all
the finite automata then input sequences wd1, wd1d2,
wd1d2d3, . . . , wd1d2d3 . . . dz define an ADS for S̄. Since
w is accepted by all the finite automata, input sequence
w will take any initial state 0i to an accepting state.
We show that wd1d2 . . . dj distinguishes states 0i, 0j for
any 1 ≤ i 6= j ≤ z. This follows from the fact that
at state δ(0j , w) the FSM will not change its state, will
produce 0 when any input from set D \ {dj} is applied,
and will produce j as output if input dj is applied. It
is clear also that this word distinguishes any 0j from
Sink since it will lead to the output j being produced
from 0j but not from Sink. Therefore, if there exists
a word w that is accepted by all the finite automata,
then FSM M2(A) has an ADS for set S̄ in the form of
wd1, wd1d2, wd1d2d3, . . . , wd1d2d3 . . . dz.
Now assume that machineM2(A) has an ADS for S̄
and we are required to prove that there is some w ∈ Σ in
the intersections of the languages of the finite automata.
Let us suppose that from S̄ the ADS applies input
sequence w and then input x such that the response
to w does not distinguish any two elements of S̄ but
the response to wx distinguishes two or more states of
S̄. Then the input of x after w must lead to different
outputs for two or more states in S̄ and so we must have
that x ∈ D. If w does not take some 0j to a final state
then wx takes 0j to state Sink producing only zeros as
output and so the ADS does not distinguish 0j from
Sink ∈ S̄. Thus, w must take each Ai to a final state
and so by definition we have that w ∈ Σ? and w is in
the languages defined by all of the Ai and so the result
holds.
We now show that we can check in PSPACE whether
a set of states has an ADS.
Lemma 6.2. Given deterministic, minimal and
completely-specified FSM M and state set S̄, the
problem of deciding whether S̄ has an ADS is in
PSPACE.
Proof. We will show that a non-deterministic Turing
Machine can solve this using polynomial space. Such
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a machine will operate through a sequence of steps,
extending the depth of the ADS by one in each step. It
will maintain a set π of pairs of states and equivalence
relation r as in the proof of Lemma 5.2 and again
this uses polynomial space. As before, we start with
π = {(s, s)|s ∈ S̄}. In each step, if (s, s′) ∈ π then the
current ‘guess’ takes s to s′ and (s, s′) ∈ r if and only if
the current ‘guess’ does not distinguish s and s′. A step
involves the non-deterministic Turing Machine guessing
a next input for each equivalence class of r and updating
π and r accordingly. The machine also checks whether
an ADS has been defined for S̄: this is the case if and
only if r relates no two different states of S̄. Thus, if M
has an ADS for S̄ then this non-deterministic Turing
Machine will find such an ADS using polynomial space.
Similar to before, we now have to consider the case
where M does not have an ADS for S̄ and require that
the non-deterministic Turing Machine terminates. This
is achieved by using the result that ifM has n states and
S̄ has m states then M has an ADS for S̄ if and only if it











is the number of ways of choosing a subset
of size i of a set of size n [30]7. The non-deterministic
Turing Machine thus has a counter that gives the length
of the current ‘guess’ and terminates with failure if
the counter exceeds the upper bound. We require
additional O(log2(2
n)) = O(n) space for the counter
and so the space required is polynomial.
The non-deterministic Turing Machine requires
polynomial space in order to solve the problem and so
the problem is in non-deterministic PSPACE; the result
again follows from Savitch’s Theorem [61].
The structure ofM2(A) ensures that when trying to
distinguish states in S̄ we gain nothing from adaptivity:
once we have observed a non-zero output from one of
the states we have distinguished this state from all other
states in S̄ (we must only observe zeros when starting
in Sink ∈ S̄). Thus, when exploring ADSs for S̄ it is
sufficient to consider input sequences.
We now show that the MaxSubSetADS problem,
of finding an ADS that distinguishes the most states
from some S̄, is PSPACE-complete.
Theorem 6.1. The MaxSubSetADS problem is
PSPACE-complete.
Proof. The problem being PSPACE-hard follows from
Lemma 6.1 and the MAX FA-INT problem being
PSPACE-hard. In order to see that the problem is in
PSPACE, we prove that the following problem is in
PSPACE: “for a minimal, deterministic and completely-
specified FSM with n states and 1 ≤ k ≤ n, decide
whether there is an ADS that distinguishes k states”.
We can deduce that this problem is in PSPACE, by
considering the algorithm presented in Lemma 6.2. This
time as a preprocessing step the Turing Machine will
guess a set of states S̄ with cardinality k then the
7Theorem 1, bound (2).
Turing Machine continues to implement the procedure
that we describe in the proof of Lemma 6.2. Therefore
the MaxSubSetADS problem is in PSPACE.
Lemma 6.1 implies that the optimum solution to the
MAX FA-INT problem constitutes an optimum solution
to the MaxSubSetADS problem and hence we can
reach the following conclusion.
Lemma 6.3. Given a set A of finite automata, let
OPTA be the set of minimal words accepted by the
maximum number of finite automata from A. Further,
let M2(A) be the FSM constructed from A and also let
OPTM2(A) be the set of minimal ADSs that maximise
the size of the subset of S̄ whose states are pairwise
distinguished by ADSs. Then w ∈ OPTA if and only if
ADS wd1, wd1d2, . . . , wd1 . . . dz is in OPTM.
Theorem 6.2. There exists a constant ε > 0
such that approximating the MaxSubSetADS problem
within ratio nε is PSPACE-hard.
Proof. To prove that the problem of approximating
MaxSubSetADS is PSPACE-hard, we consider an
algorithm P that belongs to a complexity class C <
PSPACE and returns an nε approximation for the
MaxSubSetADS Problem. In such a case, given a
MAX FA-INT problem instance A, we can construct
FSM M2(A) and using P we can obtain a solution
wd1, wd1d2, . . . , wd1d2 . . . dz. But then Lemma 6.3
implies that w defines an approximation for A and
hence P is also an approximation for the MAX FA-INT
problem. The result thus follows.
As with PDSs, in testing we might want a smallest
set of ADSs that, between them, distinguish all states
of M (MinSetADS).
Lemma 6.4. The MinSetADS problem is in
PSPACE.
Proof. We can show that this problem is in PSPACE
by following a procedure that is similar to the one
we present in the proof of Theorem 6.1. As before,
if the FSM M has state set S then PS requires at
most |S|(|S| − 1) sets. As a result, it is sufficient to
prove that given k the following problem can be solved
in PSPACE: is there a collection PS = {S̄1, S̄2 . . . S̄k}
of subsets of S such that for every pair s, s′ of states
there is some S̄i such that s, s
′ ∈ S̄i and for each S̄i
(1 ≤ i ≤ k) there is an ADS that distinguishes the
states of S̄i. The Turing Machine guesses such a PS
and then performs the remaining steps for each of the
S̄i separately. Clearly, this procedure takes polynomial
space. The Turing Machine will return failure when it
exceeds the bound given for the maximum depth, while
if suitable ADSs are found then the Turing Machine
returns success.
In the proof of the following, given an instance of FA-
INT problem A = {A1, A2, . . . , Az}, we will define an
The Computer Journal, Vol. ??, No. ??, ????
12 R.M. Hierons, U.C. Türker
FSM M3(A) that is the same as M2(A) except for the
following:
• For all 1 ≤ i ≤ z we add a state 0′i;
• We set S̄ = {0′1, 0′2, . . . , 0′z, Sink};
• We introduce new input st; and
• We add the following transitions: from state 0′i
there is a transition to 0i with label st/0 and all
other inputs take 0′i to Sink with output 0. From
all states other than the 0′i the input of st leads to
state Sink and output 0.
The essential idea is that in order to distinguish two
states from S̄ an ADS must start with input st but
this ensures that this ADS does not distinguish any
two states from S \ S̄ (and also does not distinguish
any state in S \ S̄ from Sink). Thus, any set of
ADSs that distinguishes all of the states of M3(A)
can be partitioned into a subset that distinguishes the
states of S̄ and a subset that distinguish the states in
(S \ S̄) ∪ {Sink} and so there is an ADS for S̄ if and
only if a smallest set of ADSs for M3(A) defines such
an ADS.
Lemma 6.5. The MinSetADS problem is
PSPACE-hard.
Proof. We again consider an instance A =
{A1, A2, . . . , Az} of the FA-INT problem with a
common alphabet Σ and we construct M3(A).
From Lemma 6.1 and the FA-INT problem being
PSPACE-hard we know that the problem of deciding
whether there is an ADS for {01, 02, . . . , 0z, Sink}
is PSPACE-hard. We will prove that any solution to
the MinSetADS problem for M3(A) also determines
whether there is an ADS for {01, 02, . . . , 0z, Sink}.
Let us suppose that PS is a smallest set of subsets of S
such that for every pair of states s, s′ with s 6= s′ there
is some S̄′ ∈ PS that contains both s and s′ and for
every set S̄′ ∈ PS there is an ADS that distinguishes
the states in S̄′. By construction, any set S̄′ ∈ PS
that contains Sink and a state s ∈ S̄ \ {Sink} must
correspond to ADSs that start with st. Similarly, if
S̄′ ∈ PS contains Sink and some s ∈ S \ S̄ then it must
correspond to ADSs that do not start with st.
We will let P ′S denote the set of subsets of PS that
contain Sink and at least one state s ∈ S̄ \ {Sink}. We
will prove that there is an ADS that distinguishes all of
the states of S̄ if and only if P ′S contains only one set.
First assume that P ′S contains only one set. Thus,
the one set in P ′S contains all states from S̄ and this
implies that there is an ADS for S̄ as required.
Now assume that S̄ has an ADS. By definition, no set
in P ′S contains a state s 6∈ S̄ and for all s 6∈ S̄ we have
that PS \ P ′S contain a set that has both s and Sink.
Thus, for each s, s′ ∈ (S \ S̄) ∪ {Sink} with s 6= s′ we
have that PS \P ′S has a set that contains both s and s′.
As a result, it is sufficient for the sets in P ′S to contain
all pairs s, s′ from S̄ with s 6= s′. Since there is an ADS
that achieves this, by the minimality of PS we must
have that P ′S contains only one set.
We now know that S̄ has an ADS if and only if
P ′S contains only one set and so if we can solve the
MinSetADS problem for M3(A) then we can decide
whether S̄ has an ADS. We can now note that S̄ has an
ADS if and only if the state set {01, 02, . . . , 0z, Sink}
of M3(A) has an ADS: the ADS for S̄ in M3(A)
starts with st and then applies an ADS for state
set {01, 02, . . . , 0z, Sink} of M3(A). The result thus
follows from Lemma 6.1 and the FA-INT problem being
PSPACE-hard.
We therefore have the following result.
Theorem 6.3. The MinSetADS problem is
PSPACE-complete.
We saw that a fully distinguishing set
A = {A1,A2, . . . ,Ak} of ADSs defines the set
{A(s1), A(s2), . . . , A(sn)} of harmonised state iden-
tifiers. We also have the converse, that harmonised
state identifiers can be used to construct a fully dis-
tinguishing set of ADSs, since each sequence in a
state identifier defines an ADS (in which there is no
adaptivity). Thus, the complexity results in this pa-
per regarding ADSs correspond to equivalent results
regarding harmonised state identifiers.
Given a set S̄ ⊆ S and harmonised state identifiers
{H1, H2, . . . ,Hn}, we can identify alternative subsets of
the Hi that are sufficient to distinguish the states of S̄.
Let us suppose that H ′i ⊆ Hi for all si ∈ S̄. Then we
will say that the H ′i form harmonised state identifiers
for S̄ if for all distinct si, sj ∈ S̄ we have sequences
wi ∈ H ′i and wj ∈ H ′j such that a common prefix of
wi and wj distinguishes si and sj . The following shows
how the MaxSubSetADS problem relates to problems
regarding harmonised state identifiers.
Proposition 6.1. Let us suppose that S̄ is a set
of states of deterministic, minimal and completely-
specified FSM M . Then the states in S̄ can be
distinguished by a single ADS if and only if there exist
harmonised state identifiers H ′1, . . . ,H
′
n for S̄ where
each H ′i contains only one input sequence.
Proof. First assume that the states in S̄ can be
distinguished by a single ADS A. Given state si ∈ S̄ let
H ′i denote the set containing one input sequence: the
input portion of the input/output sequence produced
when A is applied in state si. It is straightforward
to check that the argument used in the proof of
Proposition 3.1 applies and so the H ′i are state
identifiers for S̄ as required.
Now let us suppose that we have state identifiers
{H ′i|si ∈ S̄} for S̄ such that each H ′i contains only
one input sequence, which we call wi. Form a finite
automaton A that is a tree with |S̄| leaves such that
for each state si ∈ S̄ the tree A has a path from the
root to a leaf such that this path has label wi/λ(si, wi).
Since the H ′i define identifying sets for S̄, for distinct
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states si, sj ∈ S̄ we have that a common prefix w of
wi, wj distinguishes si and sj . This ensures that the tree
satisfies the required condition that from two distinct
states si, sj an ADS applies the same input sequence
until these states are distinguished. Thus, A is an ADS
for S̄ as required.
The following gives a relationship between an HSI
problem and MinSetADS.
Proposition 6.2. If the states in S can be
distinguished by k ADSs then there are harmonised
state identifiers {H1, H2, . . . ,Hn} such that for all si ∈
S we have that Hi has at most k input sequences.
Proof. We will assume that the states in S can be
distinguished by a set A of k ADSs. Given state si ∈ S̄
let Hi denote the set containing the input portion of the
input/output sequence produced when A ∈ A is applied
in state si. By Proposition 3.1 the Hi are harmonised
state identifiers for S as required.
The last two results in this section give relationships
between the results regarding ADSs and corresponding
problems regarding harmonised state identifiers. While
the focus of this paper is on PDSs and ADSs, the
results given here (and techniques used to prove them)
might provide additional insights into optimisation
problems for harmonised state identifiers.
7. EMPIRICAL STUDY
In this section, we first present a greedy algorithm
that aims to compute a fully distinguishing set with
minimum cardinality. Later we present the results of
experiments using randomly generated FSMs and some
benchmark FSMs.
The aim of the experiments was to compare the state
identifiers constructed using the following approaches:
1. Using the standard approach for generating a
characterisation set [28]: we call this the W-
generation method (W).
2. Using the standard approach for generating
harmonised state identifiers [19, Algorithm 2 in
Appendix 2]: we call this the HSI-generation
method.
3. Using a proposed greedy algorithm to generate a
fully distinguishing set of ADSs and deriving state
identifiers from these: we call this the ADS-method.
In the experiments we compared: 1) the number of
input sequences per state; and 2) the mean length of
state identifiers. We also report on the results of an
experiment that investigated the time taken by the
greedy algorithm.
7.1. Greedy Algorithm
Before the algorithm is presented, we first define
notation used. We present the list of symbols with their
Symbol Description
T A set of tree structures.
T A tree structure.
N,E Set of nodes, set of edges.
I(v),C(v) Initial and Current sets for
node v.
i(v), o(v) Input sequence, output se-
quence for node v.
M A set of current sets.
N Set of set of nodes used by the
Greedy algorithm.
` ∈ Z≥1 Upper bound on the tree
height.
Q A set of pairs of states.
Φx(Q,Nx) ∈ R≥0 Heuristic function 1.
Θx(M,Nx) ∈ Z≥0 Heuristic function 2.
F : S × S →∈ {0, 1} A function used by the Heuris-
tic function 2.
argmax{··· } f(.) A function that returns values
for a set of variables {· · · }
such that f is maximised.
argmin{··· } f(.) A function that returns values
for a set of variables {· · · }
such that f is minimised.
TABLE 2: Nomenclature for the greedy algorithm.
definitions in Table 2. The greedy algorithm receives
an FSM M and integer ` and it returns a set of trees
T = {T1, T2, . . . } such that all trees in this set have
depth at most ` and set T defines a fully distinguishing
set (if such a T exists).
The following provides a brief summary of the
algorithm (the details are given later). The greedy
algorithm starts with an empty tree and adds new leaves
in an iterative manner. Given a leaf v the algorithm has
a heuristic regarding how to choose an input to apply
in v and this essentially operates by maximising the
number of states distinguished. This process continues
until either all states have been distinguished or the
preset maximum depth ` has been reached. In the
former case the algorithm terminates and in the latter
the set of states distinguished is updated and the
process is repeated.
7.1.1. Basic Notation
Given set B of states, Bx/y will denote the subset of B
such that each state in Bx/y produces output y when
input x is applied. Thus, Bx/y = {s ∈ B|y = λ(s, x)}.
Similarly, we let B̂x/y denote the states reached from
states in set Bx/y when input symbol x is applied. Thus,
B̂x/y = {δ(s, x)|s ∈ Bx/y}.
A tree T (E,N) ∈ T consists of a set of edges (E)
and nodes (N). An edge e ∈ E is labeled with an input
output pair x/y where x ∈ X and y ∈ Y . A node
v ∈ N captures the following information: Strings i(v)
and o(v) that give the input and output sequences that
label the path from the root of T (E,N) to the node v,
the initial set I(v), and the current set C(v). The initial
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and the current sets are defined as follows: I(v) = {s ∈
S|o(v) = λ(s, i(v))} and C(v) = {δ(s, i(v))|s ∈ I(v)}.
We say that input x refines a node v if the states in the
current set of node v do not produce the same output
symbol when input x is applied i.e. x refines v if there
exist s, s′ ∈ C(v) such that λ(s, x) 6= λ(s′, x).
For the root node v1 we have that i(v1) = o(v1) = ε
and I(v1) = C(v1) = S. Input sequence i(v′) is defined
as i(v′) = i(v)x where v is the parent node of the
current node v′ and x is the input retrieved from the
edge between v and v′. Further, o(v′) = o(v)y where v
is the parent node of the current node v′ and y is the
output retrieved from the edge between v and v′. In T
there are two types of nodes: a node is a leaf node if
and only if it has no outgoing edges; otherwise it is an
internal node.
7.1.2. The Algorithm
The greedy algorithm receives an FSM M and positive
integer `. The summary of the Greedy Algorithm is
given in Algorithm 1. Initially Q contains the set
of all pairs of distinct states. The algorithm iterates
until the set Q becomes empty (Line 3). At each
iteration, the greedy algorithm forms a tree structure
T by introducing a root node v1 (Lines 4–5). The
root node has the following information: I(v1) = S,
C(v1) = S, i(v1) = ε, o(v1) = ε.
The greedy algorithm constructs a tree T iteratively
and at each iteration a single node var is handled.
For a given node var for each input x ∈ X and for
each C(var)x/y in set {C(var)x/y|y ∈ λ(C(var), x)} it
introduces a new node v such that C(v) = Ĉ(var)x/y,
I(v) = {s ∈ I(var)|λ(δ(s, i(var), x)) = y}, i(v) =
i(var)x and o(v) = o(var)y (Lines 10 – 15)
The proposed algorithm uses a set of sets of nodes
N = {N1, N2, . . . , N|X|} for inspecting the suitability
of input symbol x as follows: After forming new nodes
(i.e. v’s) the algorithm forms set Nx and adds these
nodes to the set N (Line 16). Afterwards it checks
whether N is a subset of M. The set M holds the
set of current sets that belong to nodes which cannot
be refined. Therefore, if the current sets of all possible
children of the current node are in set M, there is no
point in investigating this node any more, consequently,
we also add the current set of such a node toM as well
(Lines 17 – 18).
Otherwise the greedy algorithm evaluates the
“goodness” of inputs by calling (Lines 19 – 20) a




|Q ∩ I(v)× I(v′)| (3)
Algorithm 1: Greedy Algorithm.
Data: FSM M , `
Result: A set of trees T
begin
1 Let Q ← {(s1, s2), (s1, s3), . . . (sn−1, sn)} be a
set of distinct pairs of states.
2 Set T← ∅ and M← ∅.
3 while Q 6= ∅ do
4 v1 ← (S, S, ε, ε), N ← ∅,a← 0, h← 0
5 Add v1 to tree T (N,E), var ← v1
6 while var 6= NULL do
7 max← 0, index← −1
8 if |x(var)| < ` then
9 for x ∈ X do
10 foreach y ∈ λ(C(var), x) do
11 Generate new node v
12 I(v)← {s ∈




16 Add v to Nx
17 if N ⊆M then
18 Add C(var) to M
19 else if ∀x ∈ X,Φx(Q, Nx) = 0 then
20 index← argminx∈X Θx(M, Nx)
21 else
22 index← argmaxx∈X Φx(Q, Nx)
23 if index = −1 then
24 Add C(var) to M
25 else
26 for v ∈ Nindex do
27 if No proper ancestor of node
var have a current set C(v)
then
28 Add node v to N and add
edge to E.
29 var ← next unvisited node
30 for All pair of leaf nodes v, v′ where v 6= v′
do
31 if s ∈ I(v) ∧ s′ ∈ I(v′) then
32 Pop pair of states (s, s′) from Q and
push T onto T once.
33 Return T
For any pair of nodes Heuristic 3 forms a set of pairs
of states and counts the number of occurrences of pairs
in set Q. That is to say Heuristic 3 will return the
number of pairs of states in Q distinguished. Intuitively
a “good” input x maximises this mass function: for all
x′ ∈ X,x 6= x′ we have that Φx′ ≤ Φx.
Now consider the machine M2 in Figure 6. According
to Heuristic 3, the greedy algorithm will initially select
input a to distinguish state s3 from other states.
Afterwards, the algorithm will try to distinguish states
s1, s2 and s4. However, according to Heuristic 3, there
is no difference between inputs a and b and thus, the













FIGURE 6: An FSM M2 with initial state s1.
greedy algorithm can try input a repeatedly and fall into
a loop. To prevent this, in such cases, (i.e. if Heuristic
function 3 cannot differentiate between inputs), the
greedy algorithm decides the next input by the usage
of the following greedy function (Lines 19 – 20): Let





where F is a binary function which returns 1 if and
only if the parameters C(i) and C(v) are identical sets.
Otherwise it returns 0. Function F is defined as follows:
F(C(v), C(v′)) =
{
1 if C(v) = C(v′)
0 Otherwise
(5)
If the node cannot be refined by an input, the greedy
algorithm declares a failure and adds the current set of
this node to set M. Otherwise, the greedy algorithm
adds the nodes and edges that are obtained by the
corresponding input to the current tree T . While doing
this the greedy algorithm checks whether the current
set of the new node exists in one of its proper ancestor
v′ i.e. ∃v′ ∈ N such that C(v) = C(v′) and there exists
a simple path from v′ to v (Lines 25 – 27).
Afterwards the greedy algorithm selects another
unvisited node and repeats the procedure (Line 29).
The greedy algorithm repeatedly executes this scheme
until each node is processed or the depth of the tree T
becomes larger than `.
The greedy algorithm removes a pair of states (s, s′)
from Q if s, s′ are members of initial sets of different
leaf nodes i.e. s ∈ I(v) ∧ s′ ∈ I(v′) for v 6= v′ and the
tree is pushed onto T (Lines 30 – 32). Finally, if |Q| = 0
the algorithm terminates and returns set Q (Line 33).
Since the greedy algorithm is a heuristic the resultant
tree T need not be optimal; later we report the results
of experiments used to explore the effectiveness of this
approach.
We now need to show that at each iteration the
greedy algorithm computes an incomplete ADS. In
order to achieve this we first need to emphasise some
properties of tree T . First recall that the greedy
algorithm selects a single set of nodes Nx while
constructing a tree T and since Nx is constructed by
a single input x, the outgoing edges are labeled by
identical inputs and are labeled with different outputs.
Therefore the following immediately follows from the
construction of tree T .
Corollary 7.1. Let v be an internal node of tree T
with children v1, v2, . . . , vp and let x be the input portion
of the labels of the edges from node v. The following
hold:
1. δ(C(v), x) = ∪pi=1C(vi).
2. For all 1 ≤ i ≤ p we have that |λ(I(vi), x(vi))| =
1.
3. For all 1 ≤ i < j ≤ p we have
that λ(I(vi), x(v)) = λ(I(vj), x(v)) and
λ(I(vi), x(v)x) 6= λ(I(vj), x(v)x).
Moreover, consider distinct leaf nodes (v, v′) then
using Corollary 7.1 we know that the output observed
from any pair of states s ∈ I(v) and s′ ∈ I(v′) are
different.
Corollary 7.2. Let v, v′ be distinct leaf nodes of
tree T . If s ∈ I(v) and s′ ∈ I(v′) then λ(s, x(v)) 6=
λ(s′, x(v)) and λ(s, x(v′)) 6= λ(s′, x(v′)).
Now we show that a tree T returned by the greedy
algorithm defines an incomplete ADS.
Lemma 7.1. Let T be a tree returned by the greedy
algorithm such that N̄ = {v1, v2, . . . , vp} is the set of
leaf nodes of T . Let S̄ be a set of states such that for all
1 ≤ i ≤ p we have that |I(vi) ∩ S̄| ≤ 1. Then T defines
an incomplete ADS for set S̄.
Proof. We will show that T can be used to construct
an incomplete ADS A for S̄. Take a copy of tree T and
for every node v remove from I(v) all states not in S̄.
Now remove all nodes with empty initial sets to form
A.
Now we need to show that A is an incomplete ADS
for S̄. By the construction of A, each leaf node must
be labeled by a singleton set. To see this, assume that
an initial set of a leaf node contains two or more states.
Since we drop states that are not in S̄ this implies that
there exist distinct s, s′ ∈ S̄ such that s, s′ ∈ I(va) for
some a, providing a contradiction.
Moreover, it is easy to see that each internal node is
labeled by a set of states, and each edge is labeled by
an input output pair. Further, for an internal node in
A there are at most |Y | outgoing edges such that edges
from a common node have identical input labels and
different output labels. Thus, using Corollary 7.1 and
Corollary 7.2 we can deduce that conditions of being
an incomplete ADS given in Definition 3.3 are satisfied.
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Therefore T defines an incomplete ADS for S̄.
Although the algorithm is easy to implement, it may
not compute a fully distinguishing set for a given FSM.
This will happen if the upper bound on ADS length is
too short. Note that for an FSM M with n states, every
pair of states is distinguished by a sequence of length
at most n − 1 and it is sufficient to use at most n − 1
such sequences in order to distinguish all of the states of
M . Thus, the algorithm is guaranteed to return a fully
distinguishing set if we use a value of ` that is n− 1 or
larger.
Now consider the complexity of the greedy algorithm.
First we can observe that the algorithm may introduce
2n − 1 (excluding the empty set) nodes to the set M
therefore in the worst case the loop controlled by Line
3 can executes exponentially many times. However, if
we assume that the algorithm manages to introduce
an incomplete ADS on each iteration then, due to the
cardinality of set Q, the loop will iterate at most n2
times. In fact, we can improve on this analysis as
follows. Let us suppose that we have added k ADSs
and consider the equivalence relation ∼k on the set
S of states defined by two states being equivalent if
and only if none of these k ADSs distinguish them.
Then, ∼k must have at least k + 1 equivalence classes
since each time we add another ADS, this ADS must
increase the number of equivalence classes by at least 1.
Thus, since a fully distinguishing set of ADSs defines
an equivalence relation with n equivalence classes, there
can be at most n − 1 iterations of the outer loop. The
loop on Line 6 iterates at most ` times and the loop on
Line 9 iterates |X| times and in the worst case at each
iteration it applies input x to n states (Line 10). The
loop on Line 26 iterates n times and at each iteration
it requires n steps of computation. The last loop on
Line 30 iterates n2 times therefore the complexity is
O(n`(mn+n2)) if each iteration is successful in finding
an ADS that distinguishes two or more states not
previously distinguished. Later we report on the results
of experiments that explored the time taken to generate
a set of incomplete ADSs.
Now let us consider the FSM given in Figure 2.
The algorithm initialises Q = {(s1, s2), (s1, s3), (s1, s4),
(s2, s3), (s2, s4), (s3, s4)} and node var where I(var) =
C(var) = {s1, s2, s3, s4}. Then, the algorithm produces
a set of nodes from node var with input symbols
X = {a, b, c}. Since (Φa(Q,Na) = Φb(Q,Nb) =
Φc(Q,Nc)) > 1, the algorithm executes the instruction
given at Line 19 of Algorithm 1 and selects the input
a. Thus, new nodes v1 and v2 are added to N where
C(v1) = {s1}, I(v1) = {s2} and C(v2) = {s3, s4, s4},
I(v2) = {s1, s3, s4} and corresponding edges are added.
In the second iteration node v2 is selected (we omit v1)
and again the new nodes are retrieved and since for
inputs b, c we have that Φb(Q,Nb) = Φc(Q,Nc)) > 0
the algorithm selects input b in Line 19. With input b
new nodes v3 and v4 are generated where C(v3) = {s2},
I(v3) = {s1} and C(v4) = {s1, s1}, I(v4) = {s3, s4}.
With the remaining node (v4), the algorithm cannot
proceed further. The algorithm therefore removes
pairs (s1, s2), (s1, s3), (s1, s4), (s2, s3), (s2, s4) from Q
and loops. Note that the remaining pair in set Q is
(s3, s4) and the algorithm selects input b and processes
the selection. Therefore the state identifiers given by
the algorithm are as follows: H1(A) = {ab}, H2(A) =
{a}, H3(A) = {ab, b}, and H4(A) = {ab, b}.
Note that Lines 20 and 22 introduce nondeterminism,
that is when the cardinalities of sets returned by argmin
or argmax are greater than one, the algorithm selects
an input according to some order dictated by the
implementation (e.g. in lexicographic order). Therefore
the proposed algorithm may also compute the following
harmonised state identifiers: H1(A) = {a, cb}, H2(A) =
{a, cb}, H3(A) = {cb}, and H4(A) = {c}.
In the next subsection we present results of
experiments that evaluated the use of incomplete
ADSs.
7.2. Experimental evaluation
7.2.1. DS Generation and Evaluation
This section describes experiments used to explore the
performance of the greedy algorithm by evaluating the
state identifiers derived from the resultant ADSs. We
randomly generated FSMs with 4, 6, and 8 inputs and
outputs using the tool utilised in [14, 63].
The FSMs were constructed as follows: First, for each
input x and state si we randomly assigned the values of
δ(si, x) and λ(si, x). After an FSM M was generated we
checked its suitability as follows. We checked whether
M is strongly connected8. Afterwards we checked that
M is minimal and then used the LY-algorithm [16] to
check that M does not have a complete ADS. If the
FSM failed one or more of these tests then we omitted
this FSM and produced another. Consequently, all
FSMs were strongly connected and minimal, and had
no complete ADS.
By following this procedure we constructed 200 FSMs
with 5 states, 200 FSMs with 10 states, . . . , 200 FSMs
with 100 states. This was done for each size of the input
and output alphabets so in total we used 1.2∗104 FSMs.
We used an Intel Xeon E5-1650 CPU at 3.20GHz with
16 GB RAM to carry out these tests. We implemented
the three methods, for generating state identifiers,
using C++ and compiled on Visual Studio .Net 2013.
The W-generation and HSI-generation methods were
implemented according to the descriptions presented
in references [28, 19]. As explained earlier, for each
FSM we also used the greedy algorithm to construct a
fully distinguishing set of ADSs and generated state
identifiers from these.
Since the outputs are uniformly distributed during
the generation of FSMs, one would expect the average
8M is strongly connected if for any pair (s, s′) of states of M
there is some input sequence that takes M from s to s′.
The Computer Journal, Vol. ??, No. ??, ????
17
depth of the ADSs to be around dlogq ne, where n and
q are the number of states and the number of outputs,
respectively. For our experiments with 4, 6 and 8
outputs and the number of states ranging between 5
and 100, the length of ` is expected to be 2–4 for 4
outputs (dlog4 5e = 2 and dlog4 100e = 4), 1–3 for 6
outputs (dlog6 5e = 1 and dlog6 100e = 3), and 1–3
for 8 outputs (dlog8 5e = 1 and dlog8 100e = 3). For
each FSM, we set the upper bound on ADS depth to be
twice this value dlogq ne i.e. ` = 2∗dlogq ne. With these
values, we were able to produce fully distinguishing sets.
We present the results using boxplot diagrams
generated by the ggplot2 library of the tool R [64,
65, 66]. For each box the first quartile corresponds
to the lowest 25% of data, the second quartile gives
the median, and the third quartile corresponds to the
highest 25%. For each boxplot we added the smoothing
line computed with the LOESS [67] method, and the
semi-transparent ribbon surrounding the solid line is the
95% confidence interval. We used functions SI and LI
described in Section 4 to evaluate experiment results.
7.2.2. Number of Input Sequences per State
We summarise this study in Figures 7, 8 and 9, where
p/q = 4/4, 6/6 and 8/8 respectively.
In Figure 7, we observe that the boxplot indicates
that the average number of input sequences per state
are comparable for HSI and ADS. Besides, as
expected, the number of input sequences per state is
high when W is used. Moreover, we observe that the
results of the SI metric increase with the number of
states. In Figure 8 we see that when n ≥ 30 the
results of SI are lower when ADSs are used. Similar
observation can be made in Figure 9 when n ≥ 25.
To support our observations, we used R to perform a
non-parametric Kruskal-Wallis Significance [68] test on
the HSI and ADS results. For each method (HSI, ADS),
for each state number (n) and for each input/output
value (p/q), we constructed two sets of samples such
that one set holds the SI results for ADS and the other
set holds the SI results for HSI. Afterwards, we ran the
Kruskal-Wallis difference test on these sets of samples.
The null hypothesis (H0) assumes that these two sets
of samples have identical distributions. We selected the
α value to be 0.05 and df = 19. Therefore according to
the table given for the Chi-Squared values in [69], if the
null-hypothesis is correct then the Chi-Squared values
(X 2) of these measurements should be smaller than
3.841. Otherwise, we should reject the null-hypothesis
and suggest that there is a significant difference.
The results are given in Table 3. We observe that
in all cases we reject the null–hypothesis. Furthermore,
it seems that the cardinalities of the sets of inputs and
outputs have an impact on the sizes of the harmonised
state identifiers constructed by HSI and ADS. Based
9Here df stands for the Degree of Freedom, which is given by
k − 1 where k is the number of samples supplied to the Kruskal-
Wallis test and in our case k = 2.
on the experimental studies, it appears that using a
fully distinguishing set of ADSs can reduce the number
of state identifiers. We did not use statistical tests to
compare W and ADS since the HSI-generation method
outperformed the W-generation method.
7.2.3. Length of Input Sequences
The results of the experiment are given in Figures 10, 11
and 12 where input output numbers are 4, 6 and 8
respectively.
Overall, the results suggest that the use of a fully
distinguishing set reduces the length of the state
identifiers and the difference between the results of ADS
and the HSI increases with the number of states.
Furthermore we observe that the average length of
the state identifiers constructed by the W-generation
and the HSI-generation methods are comparable.
We again applied the Kruskal Wallis test on the
results. For each method (HSI, ADS), for each state
number (n) and for each input/output value (p/q), we
constructed two sets of samples such that one set holds
the LI results for the ADS and the other set holds
the LI results for the HSI. Afterwards, we ran the
Kruskal-Wallis difference test on these sets of samples.
The results are given in Table 4. The results suggest
that average lengths of state identifiers are statistically
different as the results reject the null hypothesis.
7.2.4. The effect of the size of input output symbols
In this section we investigate the effect of the size
of input output symbols on the quality of the state
identification sequences. Figure 13 shows how the SI
values varies as a function of the number of inputs.
We observed that the SI values reduce as the number
of inputs increases. This is as expected since with
more input symbols there are more opportunities to
construct sequences that are capable of distinguishing
more states. This is validated with the relation
between the reduction ratio and the number of states;
the reduction ration increase as the number of states
increases.
We also investigate the variation of LI values with
respect to the number of input and output symbols.
The results are given in Figure 14. We can make a
similar observation for the length of the state identifiers.
That is as the number of input output symbols increase,
the LI values reduces.
7.2.5. Case Studies
While using randomly generated FSMs allowed us to
perform experiments with many subjects and so apply
statistical tests, it is possible that FSMs used in practice
differ from these randomly generated FSMs. We
therefore decided to complement the experiments with
some case studies. In this subsection we present the
results of experiments conducted on FSM specifications
retrieved from the ACM/SIGDA benchmarks, a set
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FIGURE 7: Comparison of average number of input sequences per state. Each boxplot summarises the distributions
of 200 FSMs where p = 4, q = 4.
FIGURE 8: Comparison of average number of input sequences per state. Each boxplot summarises the distributions
of 200 FSMs where p = 6, q = 6.
of test suites (FSMs) used in workshops between
1989-1993 [70]. The benchmark suite has 59 FSM
specifications ranging from simple circuits to more
advanced circuits obtained from industry. The FSM
specifications are presented in the kiss2 format. In
order to process FSMs, we converted the kiss2 file
format to our FSM specification format. We only
used FSMs from the benchmark that were minimal,
deterministic, had no complete ADS, and had fewer
than 10 input bits10. 19% of the FSMs had more
10Since the circuits receive inputs in bits, and since n bits
correspond to 2n inputs, we do not consider FSMs with n ≥ 10
bits
than 10 input bits, 15% of the FSMs had complete
ADS, and 38% were not minimal. 31% of the FSM
specifications passed all of the tests. We computed state
identifiers using the W-generation, HSI-generation and
ADS methods and in Table 5 we present the results.
We observe that the results, except for the FSM s386,
are similar to those obtained in the experiments carried
out with randomly generated FSMs.
7.2.6. Time Comparison
The average time required to compute state identifiers
for randomly generated FSMs with different methods
are provided in Figure 15. The results have
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FIGURE 9: Comparison of average number of input sequences per state. Each boxplot summarises the distributions




Corresponding X 2–values for different number of states (n). Reject H0 when X 2 > 3.841
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
4/4 29.56 57.87 58.2 54.83 43.47 45.58 38.41 69.97 33.02 48.72 80.35 25.36 49.53 78.7 33.66 67.73 60.85 86.54 78.46 82.07
6/6 68.28 69.96 40.26 61.57 25.39 49.71 50.26 95 40.97 39.59 72.45 91.33 54.15 56.04 27.71 24.09 78.14 31.12 94.48 52.35
8/8 68.16 87.28 52.21 83.74 71.85 43.54 68.69 88.82 58.12 64.03 36.7 64.4 48.98 83.11 65.31 49.45 64.52 62.51 22.02 21.59
TABLE 3: The results of a Kruskal-Wallis Significance Tests performed on average length of the state identifiers per
state.
important implications. Although the W-generation
method, HSI-generation method and ADS-method have
different ways of computing a state identifiers, with
these settings, the times required to construct state
identification sequences were comparable. Moreover as
expected, the time grew slowly with the number of
states and with the number of inputs. This suggests
that all three methods will scale well as the number of
states of an FSM increases.
The results for the case studies are presented in
figure 16. These results are similar to those for
randomly generated FSMs except for specifications sand
and nucpwr. The specifications sand and nucpwr have
relatively high numbers of inputs and this may well have
affected the computation time. Interestingly, the ADS
method took slightly longer than the other methods for
these two case studies.
8. CONCLUSIONS
Software testing is typically performed manually and
is an expensive, error prone process. This has led
to interest in automated test generation, including
significant interest in model based testing (MBT). Most
MBT techniques generate tests from either finite state
FIGURE 16: Comparison of average time to construct
state identification sequences for case studies.
machines (FSMs) or labelled transition systems. Many
automated FSM based test techniques use complete
distinguishing sequences (DSs) to check the state of the
system under test after a transition. While complete
DSs have many desirable properties, an FSM M need
not have a complete DS. However, we might still have
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FIGURE 10: Comparison of average length of input sequences per state. Each boxplot summarises the distributions
of 200 FSMs where p = 4, q = 4.
FIGURE 11: Comparison of average length of input sequences per state. Each boxplot summarises the distributions
of 200 FSMs where p = 6, q = 6.
(incomplete) DSs that distinguish some of the states
of M and such DSs might be used in automated test
generation or fault localisation.
In this paper we explored the problem of constructing
DSs for subsets of states of FSMs. We showed that it
is PSPACE-complete to find a preset DS (PDS) that
maximises the number of states distinguished and it
is PSPACE-hard to approximate this problem. It is
also PSPACE-complete to find a smallest set of sets
of states that correspond to PDSs that distinguish
all of the states of the FSM. We then explored the
corresponding problems for Adaptive DSs (ADSs).
It is known that we can decide in polynomial time
whether an FSM has a complete ADS. However, the
results for ADSs were similar to those for such PDSs:
the problems considered were PSPACE-complete and
it is PSPACE-hard to approximate the corresponding
optimisation problem.
We then used experiments to explore the effect
of optimisation by randomly generating FSMs and
comparing the state identifiers produced using three
methods: an algorithm for producing a characterisation
set (W-generation method), a method for generating
HSI sets (HSI-generation method), and ADSs returned
by the greedy algorithm. The results of the experiments
were promising: the greedy algorithm typically returned
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FIGURE 12: Comparison of average length of state input sequences per state. Each boxplot summarises the
distributions of 200 FSMs where p = 8, q = 8.
Input/output
(p/q) values
Corresponding X 2–values for different number of states (n)
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
4/4 25 92.57 36.15 56.57 95.29 85.16 31.4 63.33 46.93 90.2 37.06 20.57 81.56 55.63 70.67 40.04 53.1 89.15 63.91 31.89
6/6 42.06 61 28.85 52.06 98.96 35.71 29.66 85.6 56.05 43.18 38.41 47.85 53.5 42.92 20.12 33.38 97.56 96.95 79.95 22.68
8/8 77.21 92.92 60.28 70.79 89.92 81.46 51.35 41.89 63.29 93.1 65.79 92.15 72.19 99.48 94.05 61.92 66.64 25.12 21.28 57.1
TABLE 4: The results of a Kruskal-Wallis Significance Tests performed on the average number of state identifiers
per state.
fewer sequences in the state identifier sets and also
had smaller mean sequence length. We extended these
experiments to consider 18 FSMs from a benchmark
and obtained similar results. Note that a set of ADSs
also defines harmonised state identifiers and we found
that the results say something about the corresponding
optimisation problems for harmonised state identifiers.
There may well be potential to further develop this
connection between the problems of generating ADSs
and harmonised state identifiers.
The results have potential implications for test
generation. Many techniques that generate test suites
from FSMs use state identification sequences and there
is the potential to use incomplete ADSs in such
techniques. When we use a set H of input sequences
to identify a state, the tester will typically have to
separately follow an initial input sequence with each
sequence from H, separating these tests with resets.
Thus, typically one is interested in state identifiers that
contain only a small number of input sequences. Some
recently developed test generation techniques such as
P [27] and H [50] are much more adaptive and it is less
clear what the results in this paper tell us about such
techniques.
We now outline the main contributions of this
paper beyond previous work. Previous work has
considered complete PDSs and ADSs, showing that
existence is PSPACE-complete for PDSs and polynomial
time decidable for ADSs [16]. It has also been
shown that deciding whether a given set of states
has an ADS is PSPACE-complete [16]. We extended
the consideration of incomplete PDSs and ADSs by
exploring corresponding optimisation problems. We
showed that the problem of finding a maximal subset,
of a given set of states, that has a PDS/ADS is
PSPACE-complete. In addition, approximating these
optimisation problems is PSPACE-hard. We also
considered the problem of finding a smallest set of DSs
that pairwise distinguish all of the states, finding that
this problem is PSPACE-complete for both PDSs and
ADSs. We proposed a greedy algorithm for generating
a set of ADSs that pairwise distinguish the states of
the specification FSM M and explored the effectiveness
by generating state identifiers with the W-generation
method, HSI-generation method and the incomplete
ADS method.
There are several lines of future work. First, it
would be interesting to explore realistic conditions
under which the decision and optimisation problems can
be solved in polynomial time. Such conditions might
lead to new notions of testability. There is also the
question as to how effective is the greedy approach to
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FIGURE 13: Average number of state identification sequences.
TABLE 5: Results of Case Studies.
FSM Properties W method HSI method ADS method
Name |X| |Y | |Q| |Q| ∗ |X| Length Number of state identifiers Length Number of state identifiers Length Number of state identifiers
dk27 2 3 7 14 2.84 2.34 2.73 2.01 2.41 1.97
bbtas 4 4 6 24 5.31 3.25 4.95 2.99 4.55 2.46
dk17 4 5 8 32 5.72 2.15 5.16 1.67 5.01 1.49
dk15 8 3 4 32 2.34 3.64 1.98 3.41 1.40 2.43
ex7 11 5 5 55 1.97 4.28 1.66 3.91 1.25 3.13
mc 5 5 15 75 8.20 3.12 8.02 2.52 7.35 1.89
bbara 11 11 9 99 2.49 3.18 1.94 2.62 1.62 2.42
dk512 15 3 7 105 1.60 4.50 1.23 3.56 0.68 2.93
dk16 4 3 27 108 1.72 3.89 1.45 3.71 0.51 3.10
donfile 6 30 18 180 7.98 17.47 7.67 17.04 6.45 13.76
cse 10 5 47 470 9.63 9.44 9.23 9.30 8.52 8.50
s386 128 11 13 1664 7.45 7.01 6.85 6.54 6.98 6.77
bbsse 128 15 13 1664 6.34 6.01 6.02 5.32 5.61 4.91
s1 256 20 18 5210 9.34 4.74 8.56 4.51 7.88 3.49
planet 128 70 48 6144 14.53 3.31 13.75 3.15 11.23 2.78
ex1 512 18 20 10240 9.61 3.68 8.67 3.03 8.35 2.26
sand 2048 20 32 65536 17.93 13.79 17.63 13.63 15.32 12.06
nucpwr 8192 7 29 237568 10.86 18.15 10.11 17.97 8.63 15.70
generating incomplete ADSs: while the state identifiers
returned were smaller than those produced using the
W-generation and HSI-generation methods there may
be approaches that return smaller sets of ADSs. It
may be possible to improve on the greedy approach by
adding a final stage in which the sets of states associated
with ADSs are reduced (if these sets overlap). Finally,
it would be interesting to extend this work to non-
deterministic FSMs and also explore the effect of using
ADSs in test generation.
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FIGURE 14: Average length of state identification sequences.
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