The FETI-DP domain decomposition method (DDM) is extended to address the iterative solution of a class of indefinite problems of the form (A − σM)x = b, where A and M are two real symmetric positive semi-definite matrices arising from the finite element discretization of second-order elastodynamic problems, and σ is a positive number. A key component of this extension is a new coarse problem based on the free-space solutions of Navier's homogeneous displacement equations of motion. These solutions are waves, and therefore the resulting DDM is reminiscent of the FETI-H method. For this reason, it is named here the FETI-DPH method. For a given σ, this method is numerically shown to be scalable with respect to all of the problem size, subdomain size, and number of subdomains. Its intrinsic CPU performance is illustrated for various ranges of σ with the solution on an Origin 3800 parallel processor of several large-scale structural dynamics problems.
Introduction
Real linear or linearized systems of equations of the form
are frequent in computational structural dynamics. They are encountered, for example, in the finite element simulation of the forced response of a secondorder mechanical system to a periodic excitation [1] . In this case, A and M are the finite element stiffness and mass matrices of the considered mechanical system, respectively, σ is the square of the circular frequency of the external periodic excitation, b is its amplitude, (A − σM) is the impedance of the mechanical system, and x is the amplitude of its forced response. Such problems also arise during the solution by an inverse shifted method [2] of the generalized symmetric eigenvalue problem Ax = ω 2 Mx associated with a second-order mechanical system. In this example, A and M have the same meaning as in the previous case, ω 2 and x are a sought-after pair of eigenvalue and eigenvector representing the square of a natural circular frequency and the corresponding natural vibration mode of the mechanical system, respectively, and the shift σ is introduced to obtain quickly the closest eigenvalues to σ. In both examples mentioned here, the matrices A and M are usually symmetric positive semi-definite, and therefore (A − σM) rapidly becomes indefinite when σ is increased.
With the pressing need for higher-fidelity three-dimensional structural models with millions of degrees of freedom (dof), and the extreme demands placed by direct methods on computer resources for solving the associated large-scale linear and linearized systems of equations, a large segment of the computational structural mechanics community has shifted its attention from direct to iterative solution strategies. More specifically, domain decomposition (DD) based preconditioned conjugate gradient (PCG) methods have emerged as powerful equation solvers in this field on both sequential and parallel computing platforms [3] . However, most if not all successful domain decomposition methods (DDMs) have been designed for the solution of symmetric positive (semi) definite systems, and typically fail or underperform when applied to the solution of problem (1) with a relatively large σ. The objective of this paper is to fill this gap in the range of applications of DDMs by extending the numerically scalable FETI-DP [4, 5] DDM to the solution of problem (1) , when A and M result from the finite element discretization of the three-dimensional secondorder elastodynamic equations. For this purpose, the reminder of this paper is organized as follows.
In Section 2, the FETI-DP method is overviewed and its scalability properties are summarized. In Section 3, the relationship between problem (1) and Navier's displacement equations of motion is recalled. This relation is exploited to construct an auxiliary coarse problem for accelerating the convergence of the solution of problem (1) by a FETI-DP type method named here the FETI-DPH method. In Section 4, a preliminary investigation of the performance and scalability properties of the FETI-DPH method is performed for large-scale structural dynamics problems. Section 5 concludes this paper.
The FETI-DP method
The finite element tearing and interconnecting (FETI) methods [6] [7] [8] are a family of dual DDMs with Lagrange multipliers and auxiliary coarse problems. They were developed during the last decade for the fast parallel (as well as sequential) iterative solution of large-scale systems of equations arising from the finite element discretization of second- [9] and fourth-order [10, 11] partial differential equations. Essentially, a FETI method can be viewed as a two-step PCG algorithm where subdomain problems with Dirichlet boundary conditions are solved in the preconditioning step, and related subdomain problems with Neumann boundary conditions are solved in a second step. When a FETI method is equipped with its appropriate preconditioner and auxiliary coarse problem, the condition number κ of its interface problem grows asymptotically as [12] [13] [14] 
where H and h denote the subdomain and mesh sizes, respectively. The conditioning result (2) proves the numerical scalability of the FETI methodology with respect to all of the problem size, the subdomain size, and the number of subdomains. Most importantly, this result suggests that a FETI method can be expected to solve large-scale problems in a similar number of iterations as small-scale ones. This in turn suggests that a FETI method that is wellimplemented on a parallel processor should be capable of solving an n-times larger problem using an n-times larger number of processors in almost a constant amount of CPU time. Indeed, these numerical and parallel scalability properties have been demonstrated in practice for many complex structural mechanics and structural dynamics problems (for example, see [15, 16] and the references cited therein).
Most recently, the basic principles governing the design of a FETI method were revisited in order to unify the FETI method for second-order systems [6] [7] [8] [9] , the two-level FETI method for fourth-order systems [10, 11] , as well as the various FETI methods developed for the solution of various time-dependent problems [17, 11] into a single dual-primal DDM named the FETI-DP method [4, 5] . This most recent FETI method enjoys the same quasi-optimal condition number estimate (2) for all of second-and fourth-order static and time-dependent problems, while employing a more computationally efficient auxiliary coarse problem than the previously developed FETI methods. Its key aspects are summarized next in the context of a generic symmetric positive semi-definite problem of the form
where A has the same meaning as in problem (1), and b is any right hand-side vector.
Domain decomposition and nomenclature
Let Ω denote the computational support of a second-or fourth-order elastic or elastodynamic problem whose discretization leads to problem (3), {Ω Let N c of the N I nodes lying on the global interface Γ be labeled "corner" nodes (see Fig. 1 ), Γ c denote the set of these corner nodes, and let Γ = Γ\Γ c . The selection of the corner nodes is briefly discussed in Section 2. can be partitioned as follows
Introducing the subscript i to designate those r-type dof lying in the "interior" of a subdomain, and the subscript b to designate those r-type dof located at the interface "boundary" of a subdomain, x r can be partitioned as follows
Let x c denote the global vector of corner dof, and x (s) c denote its restriction to Ω (s) . Let also B 
where the ± sign is set by any convention that implies that 
In [4, 5] , it was shown that solving problem (3) is equivalent to solving the following domain-decomposed problem
where the superscript T designates the transpose, λ is an N λ -long vector of Lagrange multipliers introduced on Γ to enforce the continuity (10) of the solution x, and µ is another vector of Lagrange multipliers introduced to enforce the optional linear constraint (11) . This optional constraint, whose concept was developed in [18] , is determined by a matrix Q b with N Q < N λ columns defined on Γ . The word "optional" refers to the fact that Eq. (11) and the vector of Lagrange multipliers µ are not necessarily needed for formulating the above domain-decomposed problem. On the other hand, since the solution of problem (3) In the remainder of this paper, the j-th column of Q b is denoted by q b j so that
Interface and coarse problems
Let
and
After some algebraic manipulations aimed at eliminating symbolically x (s) r , s = 1, ..., N s , x c , and µ, the domain-decomposed problem (8-11) can be transformed into the following symmetric positive semi-definite interface problem
where
The FETI-DP method is a DDM which solves the original problem (3) by applying a PCG algorithm to the solution of the corresponding dual inter-face problem (14) . At each n-th PCG iteration, the matrix-vector product
incurs the solution of an auxiliary problem of the form
From the fourth of Eqs. (15), it follows that the size of this auxiliary problem is equal to the sum of the number of corner dof, N dof c , and the number of columns of the arbitrary matrix Q b , N Q .
For N Q = 0 -that is, for Q b = 0, the auxiliary problem (16) is a coarse problem, and A * cc is a sparse matrix whose pattern is that of the stiffness matrix obtained when each subdomain is treated as a "superelement" whose nodes are its corner nodes. This coarse problem ensures that the FETI-DP method equipped with the Dirichlet preconditioner (see Section 2.4) is numerically scalable for fourth-order and two-dimensional second-order problems [5, 19] . However, for Q b = 0, the FETI-DP method equipped with the Dirichlet preconditioner is not numerically scalable for three-dimensional second-order problems.
For any choice of Q b = 0, A * cc remains a sparse matrix. If Q b is constructed edge-wise -that is, if each column of Q b is constructed as the restriction of some operator to a specific edge of Γ -the sparsity pattern of A * cc becomes that of a stiffness matrix obtained by treating each subdomain as a superelement whose nodes are its corner nodes augmented by virtual mid-side nodes. The number of dof attached to each virtual mid-side node is equal to the number of columns of Q b associated with the edge on which lies this midside node. If N Q is kept relatively small, the auxiliary problem (16) remains a relatively small coarse problem. This coarse problem was labeled in [4] the "augmented" coarse problem in order to distinguish it from the smaller coarse problem obtained with Q b = 0. Furthermore, each column of Q b is referred to as an "augmentation coarse mode". When for three-dimensional problems these augmentation coarse modes are chosen as the translational rigid body modes of each edge of Γ -that is, when each three consecutive columns of Q b are constructed as follows
the FETI-DP method equipped with the Dirichlet preconditioner becomes numerically scalable for three-dimensional second-order problems [20] . In Eqs. (17) above, a block of the form 1 0 0 refers to the displacement at an interface node induced by a rigid body mode in the x direction, a block of the form 0 1 0 refers to the displacement at an interface node induced by a rigid body mode in the y direction, and a block of the form 0 0 1 refers to the displacement at an interface node induced by a rigid body mode in the z direction.
Corner selection
From the definitions of F I rr , A * cc , and d r given in (15, 13) , it follows that the corner nodes must be chosen so that A (s) rr is non-singular. From Eq. (14), it follows that when Q b = 0, the selection of the corner nodes must futhermore guarantee that A * cc is non-singular. A corner selection algorithm that meets both of these requirements was proposed and discussed in [21] .
Preconditioning
Two preconditioners have been developed so far for the FETI-DP method:
(1) The Dirichlet preconditioner [9] which can be written as
the subscripts i and b have the same meaning as in Section 2.1, and
is a subdomain diagonal scaling matrix that accounts for eventual subdomain heterogeneities [22] . This preconditioner is mathematically optimal in the sense that it leads to the condition number estimate (2) . (2) The lumped preconditioner [7] which can be written as
This preconditioner is not mathematically optimal.
The Dirichlet preconditioner is more computationally expensive than the lumped preconditioner, but is also more computationally efficient for fourth-order problems. However, for second-order problems, the lumped preconditioner is more computationally efficient than the Dirichlet preconditioner, even though it is not mathematically optimal.
The FETI-DPH method
In the context of problem (1),
rr . Hence, the extension of the FETI-DP method to problems of the form given in (1) requires addressing the following issues:
rr is indefinite and therefore the dual interface problem (14) is indefinite. (2) Independently of which interface points are chosen to be corner points, A
rr is in theory singular when σ happens to be an eigenvalue of the pencil (A Here, the first issue is addressed by proposing to solve the dual interface problem (14) by a preconditioned generalized minimum residual (PGMRES) algorithm [23] rather than a PCG algorithm.
The second and third issues were addressed in [24] in the context of the basic FETI method and acoustic scattering problems -that is, for the case of the exterior scalar Helmholtz equation where σ = k 2 and k denotes the wave number. More specifically, a regularization procedure was developed in [24] to prevent all subdomain problems from being singular for any value of the wave number k, without destroying the sparsity of the local matrices A Unfortunately, the regularization procedure characterizing the FETI-H method transforms each real subdomain problem into a complex subdomain problem. For acoustic scattering problems, this incurs a minor computational overhead because in this case, the Sommerfeld radiation condition causes the undecomposed algebraic problem (1) to be in the complex domain. However, when this problem is originally formulated in the real domain, the regularization procedure of the FETI-H method becomes unjustifiable from a computational performance viewpoint.
In practice, experience reveals that perhaps because of round-off effects, for any value of σ, A rr is non-singular. This observation is exploited here to design an extension of the FETI-DP method for indefinite problems of the form given in (1) by:
(1) Replacing the PCG solver by the PGMRES solver.
(2) Keeping the same Dirichlet and lumped preconditioners but replacing in (18) and (19) A 
Edge-based elastic wave modes
Let r denote the residual associated with the iterative solution of the dual interface problem (14) . From Eqs. (8) (9) (10) (11) and Eq. (14), it follows that
which reveals that the residual r represents the jump of the iterate solution across the subdomain interfaces. Hence, the FETI-DP method converges when the iterate solution x n becomes continuous across all the subdomain interfaces.
From Eq. (11), Eq. (15), Eq. (14) and Eq. (10), it follows that at each iteration of the PGMRES algorithm applied to the solution of problem (14), FETI-DP forces the jump of the solution across the subdomain interfaces to be orthogonal to the subspace represented by the matrix Q b . This feature is a strategy for designing an auxiliary coarse problem which, when Q b is well chosen, accelerates the convergence of a DDM [18] .
In this work, the search for a suitable matrix Q b is driven by the following reasoning. Suppose that the space of traces on Γ of the sought-after solution of problem (1) is spanned by a set of orthogonal vectors {v j E } N λ j=1 , where the subscript E indicates that v j E is non-zero only on edge E ∈ Γ . Then, the residual r defined in Eq. (20) can be written as
j=1 is a set of real coefficients. If each augmentation coarse mode is chosen as
Eq. (11) simplifies to
In this case, Eq. (23) (14) . Hence, it remains to exhibit such a set of orthogonal vectors v j E and construct a computationally efficient matrix Q b .
As stated in Section 1, the focus of this paper is on structural dynamics applications where A and M typically arise from the finite element discretization of a three-dimensional elastodynamic or elastodynamic-like problem. Such a problem is governed by Navier's displacement equations of motion
where u ∈ R 3 denotes the displacement (vector) field of the elastodynamic system, Λ and µ its Lamé moduli, b ∈ R 3 its body forces, ρ its density, and t denotes time. If a harmonic motion is assumed, -that is, if
where i denotes here the pure imaginary number satisfying i
denotes the spatial variables, and ω denotes a circular frequency, the homogeneous form of Eq. (24) becomes
The free-space solutions of the above vector equation are
where θ ∈ R 3 is an arbitrary vector of unit length (
are two independent vectors in the plane orthogonal to θ,
, and
The free-space solutions (27) are known as the elastic pressure or longitudinal waves, and the free-space solutions (28) and (29) are known as the elastic shear or transverse waves.
Hence, the general solution of Eq. (26) can be written as
is an arbitrary vector of unit length defining the direction of propagation of an elastic pressure or shear wave, and β j , γ j , δ j , ζ j , η j , and ξ j are real coefficients. From Eq. (31) and Eq. (22), it follows that the soughtafter matrix Q b is composed of blocks of six columns. The six columns q b l+q , q = 0, 1, ..., 5, of each block are associated with one direction of propagation θ j and one edge E of the mesh partition, and can be written as denotes the coordinates of this m-th node. Hence, if N E denotes the number of edges of the mesh partition, and N θ the number of considered directions of wave propagation, the total number of augmentation coarse modes is given in general by N Q = 6N E N θ . To these modes can be added the edge-based translational rigid body modes (17) as these are freespace solutions of Eq. (26) when ω = 0.
In this paper, the number of directions is limited by N max θ = 13, and the directions θ j are generated as follows. A generic cube is discretized into 3×3×3 points. A direction θ j is defined by connecting the center point to any of the other 26 points lying on a face of the cube. Since each direction θ j is used to define both a cosine and a sine mode, only one direction θ j is retained for each pair of opposite directions, which results in a maximum of 13 directions.
Filtering of the coarse space
There are at least three mechanisms that can cause the matrix Q b described in Section 3.1 to be rank deficient:
(1) If a direction θ j turns out to be perpendicular to an edge E ∈ Γ , θ j · X m becomes constant for all X m ∈ E, the rank of the six-column block of Q b associated with the edge E and the direction θ j becomes equal to three, and therefore Q b becomes rank deficient. (2) Similarly, if a direction θ j turns out to be perpendicular to all vectors X m ∈ E, θ j · X m = 0, the rank of the six-column block of Q b associated with E and θ j becomes equal to three, and therefore Q b becomes rank deficient. (3) In Appendix, it is shown that an interplay between a low mesh resolution and N θ can also cause Q b to become rank deficient.
From Eq. (11) or the definition of A * cc given in the fourth of Eqs. (15), it follows that whenever Q b does not have full column rank, A * cc becomes singular. Singular coarse problems can be solved by a number of different techniques, among which the drop-tolerance based direct method described in [25] . However, preventing Q b from being rank deficient -and therefore preventing A * cc from being singular -is desirable as this improves the computational efficiency as well as the robustness of the solution of the coarse problem (16), and therefore enhances the efficiency and robustness of the overall solution method.
Let QR denote a small tolerance value. The following describes a simple method for filtering the matrix of augmentation coarse modes Q b and transforming it into a matrix Q * b that has full column rank:
(1) Perform the QR factorization [26] The following observations are worthy noting:
(1) Since each column of Q b has non-zero entries only for the dof associated with a corresponding edge E, the QR factorization of Q b entails only local computations that can be performed on an edge-by-edge basis. Hence, these computations are amenable to an efficient parallelization. (2) A too small value of QR can result in a matrix Q * b that is still rank deficient, thereby defeating the purpose of the filtering procedure. On the other hand, a too large value of QR can only cause an excessive filtering. Since the columns of Q b serve the only purpose of defining optional constraints aimed at accelerating the convergence of the iterative DDM (see Eq. (11)), it follows that this DDM is better served by setting QR to a value that is sufficiently large to prevent Q * b from being rank deficient, even if such a tolerance can cause occasionally an excessive filtering of the matrix Q b .
A domain decomposition based preconditioned GMRES solver
The FETI-DPH method is introduced in this paper as the FETI-DP method equipped with the PGMRES rather than PCG algorithm for solving the dual interface problem (14), and with the wave-based matrix of augmentation coarse modes described in Section 3.1.
Performance analysis
Here, the FETI-DPH method is applied to the solution of various problems of the form (1) associated with the discretization by quadratic tetrahedral elements (10 nodes per element) of a wheel carrier structure (see Fig. 2 ) fixed at a few of its nodes. In all these problems, the shift is set to σ = ω
is the square of a (possibly natural) circular frequency and f is the corresponding frequency in Hz. As stated in the introduction, such problems arise, for example, in the finite element simulation of the forced response of this structure to a periodic excitation characterized by the frequency f = ω/2π, or during the eigen analysis of this structure by an inverse shifted method. In both cases, the value of σ is related to the natural frequencies of the structure that are reported in Table 1 . In order to investigate the performance, potential, and various scalability properties of the FETI-DPH method, various values of ω (or f ) are considered and three meshes with different resolutions are employed. The coarsest mesh contains 504,375 dof, the intermediate one contains 1,317,123 dof, and the finest mesh contains 2,091,495 dof.
In call cases, the right hand-side of problem (1) is generated by a distributed load, and the FETI-DPH method is equipped with the lumped preconditioner and QR = 10 . The relative residual RE n is monitored and convergence is declared when
All computations are performed on a Silicon Graphics Origin 3800 system with 40 R12000 400 MHz processors. This parallel system consists of 5 bricks (or "boxes") of 8 processors each. In each brick, the 8 processors share 8 gigabytes of real memory. The 5 boxes are interconnected by a Myrinet switch. As coded, the FETI-DPH solver relies on threads or OpenMP for parallel computations within a brick and on MPI for interprocessor communication across different Table 2 . These results show that:
Scalability
(1) For each considered value of σ, the iteration count decreases in general with the number of subdomains, which highlights the numerical scalability of the FETI-DPH method with respect to the number of subdomains. (2) As can be expected, the iteration count increases when σ is increased because problem (1) becomes more indefinite and therefore more difficult to solve iteratively. However, when σ is increased by a factor of 500, the iteration count and CPU time of the FETI-DPH solver are increased by a factor ranging between 2 and 3 only.
Next, all three meshes are considered, and each one is partitioned by a different number of subdomains N s chosen to keep the subdomain problem size constant. Three different frequencies ranging between 500 KHz and 2 MHz are considered, the number of wave directions is set to N θ = 2, and the three translational rigid body modes are included in the construction of the augmentation matrix Q b . The performance results of the FETI-DPH solver obtained on N p = 12 processors are reported in Table 3 . For each considered frequency, the iteration count associated with the chosen number of subdomains appears to be almost independent of the mesh size, which highlights the numerical scalability of the FETI-DPH method with respect to both the subdomain problem size and the total problem size. The reader can check that for these computations where the number of subdomains is chosen to maintain constant subdomain problem size, the CPU performance of the FETI-DPH solver scales almost linearly with the problem size.
Affordable shifts
Finally, attention is focused again on the mesh with 1,317,123 dof and the maximum value of the shift parameter is increased to consider the case of a forcing frequency equal to 4 MHz. From Table 1 , it follows that this frequency is in the neighborhood of the 600−th natural mode and therefore is as high as imaginable for practical applications. For each considered value of the shift parameter σ, the number of subdomains N s and number of wave directions N θ are chosen to maximize the CPU performance of the FETI-DPH solver. This performance is reported in Table 4 together with the performance of the standard FETI-DP solver equipped with the lumped preconditioner, an augmentation matrix Q b constructed using only the translational rigid body modes, and the PGMRES rather than PCG algorithm for solving the dual interface problem in order to address the indefinite nature of the local subdomain problems. All CPU timings correspond to runs performed on a single brick with N p = 8 processors. For σ = 3.9e + 11, the standard FETI-DP algorithm is capable of solving problem (1) but is slower than the FETI-DPH solver. For σ = 8.9e + 13, the FETI-DP algorithm almost reaches the stopping criterion (33), but after 8 times more iterations than the FETI-DPH solver and nine times its CPU time. For σ = 6.3e + 14, the FETI-DP solver fails at solving problem (1) whereas the FETI-DPH succeeds at this task with N θ = 10. 
Conclusions
The domain decomposition based FETI-DPH iterative solution method introduced in this paper addresses the class of real indefinite problems of the form (A − σM)x = b, where A and M are symmetric positive semi-definite and arise from the finite element discretization of second-order elastodynamic problems. It is essentially an extension of the FETI-DP [4, 5] method which replaces the PCG solver by the PGMRES solver, and augments the basic coarse problem with the free-space solutions of Navier's homogeneous displacement equations of motion. Preliminary numerical investigations reveal that the FETI-DPH method can handle values of σ that are large in comparison with the converged eigenvalues of the pencil (A, M), and that for a given σ, the FETI-DPH method is numerically scalable with respect to all of the subdomain size, number of subdomains, and problem size. The extension of the FETI-DPH method to fourth-order dynamic plate bending problems is straightforward as the FETI-DP method is readily available as well as numerically scalable for fourth-order plate bending problems, and the free-space solutions of the fourth-order partial differential equation governing the freevibration of thin plates are well-known (for example, see [1] ). Current work is focusing on extending the FETI-DPH method to the case where A and M arise from the finite element discretization of plate and shell problems.
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A Appendix
The objective of this appendix is to show that an interplay between a low mesh resolution and the number of wave directions N θ can cause Q b to become rank deficient. Hence, this interplay is one among several motivations for filtering the matrix of augmentation coarse modes Q b as described in Section 3.2.
For simplicity, the following proposition considers the case of a two-dimensional problem, a uniform discretization characterized by a mesh size h, and an edge E of the mesh partition that is aligned with the x-axis and begins at its origin. In this case, Proof Since E is aligned with the x-axis and begins at its origin, and the mesh is assumed to be uniform, then Hence, ∀ X m ∈ E, cos(kx m cos ϑ i ) = ± cos(kx m cos ϑ j ).
From Eq. (A.2) and the above result, it follows that the matrix Q b has at least two identical columns and therefore is rank deficient.
Since | cos ϑ i ± cos ϑ j | ≤ 2, the result stated in the above proposition is significant when 2π kh ≤ 4 n , and therefore when the mesh resolution is less or equal to 4 elements per wave length (n = 1).
