We consider constant-coefficient initial-boundary value problems, with a first or second derivative in time and a highest spatial derivative of order q, and their semi-discrete finite difference approximations. With an internal truncation error of order p ≥ 1, and a boundary error of order r ≥ 0, we prove that the convergence rate is: min(p, r + q).
Introduction
In the finite-difference community, the relation between truncation errors and convergence rates has been a longstanding subject for research. The reason is that for methods with order of accuracy higher than one (p > 1) at interior points, it is usually very difficult, although not impossible, to prove stability when the truncation error for the boundary scheme is also of order p. (See [5] , page 460, for an example where it is possible and [8, 9] for analysis of schemes with uniform order of accuracy. See also [15] in regards to Summation-by-Parts (SBP) schemes.) To prove stability, a boundary truncation error of order r < p is usually necessary and the question is what the convergence rate of the numerical solution will be.
For a stable scheme, it is clear that the convergence rate is at least r and for schemes satisfying an energy estimate one can show that the rate in L 2 has to be at least r + 1/2. (See e.g. [5] .) However, higher convergence rates are often observed in practice. A number of questions emerge:
• Will the convergence rate drop to r + 1/2 with sufficient grid refinement?
• Can it be proven that the convergence rate is better than r + 1/2?
• What are the weakest conditions that give an improved convergence rate?
• What are the optimal rates?
The two first questions were decisively answered in the well-known papers [6, 7] . Precise conditions that imply a convergence of r + 1 (which is often observed for first-order hyperbolic equations) were given. The analysis used the Laplacetransform technique (normal-mode analysis) and the conditions, although precise, are not easily evaluated for high-order schemes. For parabolic equations, a convergence rate of min(p, r + 2) is often observed in practice and in [1] it was proven that the rate is at least min(p, r + 3/2). The next step was taken in [28] where it was shown that the convergence rate of the boundary errors could be improved by the same order as the highest spatial derivative (denoted q). That is, for a parabolic equation with a second-order derivative (q = 2), the rate is min(p, r + 2). For the biharmonic equation, with a fourth derivative (q = 4), it is min(p, r + 4) and so on. The requirements for this improved rate was that the scheme was stable in L 2 and L ∞ (pointwise). These conditions are significantly more tractable than the conditions emerging from the Laplace transform analysis. Nevertheless, proving an L ∞ bound is usually beyond reach for most schemes.
Returning to the questions above, we conclude that there are cases where a higher rate can be expected from a theoretical viewpoint and that they are not merely an illusion due to poor grid refinement. In many cases, the theoretical rates match the observed rates and thus appear to be sharp. However, there is no proof of the latter.
All the different convergence theories rely on an available energy estimate, which is required to prove that the errors generated by the internal scheme converges with order p. However, when analyzing the boundary errors, the energy stability is often not used. Instead, the scheme is proven stable by means of Laplace transform analysis and the boundary error convergence is inferred from that. (This is the method in [6, 7, 5] .) In [28] another approach is taken. Schemes that a priori satisfy certain stability conditions are shown to converge at improved rates. The Laplace transform analysis is not used as a tool to prove stability but only to analyze convergence rates. This is the approach we are taking here as well.
Herein, we prove that the convergence rate is min(p, r + q), under the assumption that the scheme is energy stable, consistent, nullspace consistent, and nullspace invariant. Furthermore, we present arguments supporting that the rates min(p, r + q) are sharp. This implies that the convergence rates are the same as in [28] but the L ∞ -stability assumption is made redundant, leading to significantly more tractable conditions.
To aid the reader, we briefly summarise the theory. We begin by carefully defining what we mean by energy stability. Furthermore, we do not allow schemes with errors other than truncation errors stemming from Taylor series expansions. That is, we only consider schemes with integer order of accuracy, which most schemes satisfy. Next, we note that there may sometimes exist modes that are unaffected by the initial-boundary value problems. Such modes are termed nullmodes and the collection of non-trivial nullmodes is the nullspace. Then we introduce the novel concept of nullspace consistency. Briefly, this property ensures that the mapping between the nullspaces of the continuous operator and the discrete operator is one-to-one. Nullspace consistency is closely related to consistency and is often satisfied or is easy to satisfy.
Next, we discuss nullspace invariance, which ensures that nullspace modes of the initial-boundary value problem evolve independently of the spatial part of the Partial Differential Equation (PDE). This is the key property that allows us to prove the improved convergence rates even when the spatial discretisation is singular (caused by nullmodes). We show that nullspace invariance follows from our definition of energy stability. The properties just outlined then lead to a crucial stability property: a complete link between energy stability and the well-known determinant condition (herein called solvability condition) resulting from normal-mode analysis. Knowing that the solvability condition is satisfied for our schemes, we can finally address the convergence rates. This is done by a novel approach whereby the error is not only divided into a boundary and internal error, but also a nullspace error. We then derive the convergence rates for each of the three errors, to obtain the convergence rate of the total error.
Preliminaries

Definitions
Throughout this paper, we consider one-dimensional linear PDE:s on a spatial domain, = (0, 1) . Hence, we define the Note that this definition implies that (1, v) is the mean value of v, and (u, u) = u 2 is the L 2 -norm.
Let u kt denote the kth derivative in time, where in particular k = 0 denotes the non-differentiated variable. The general linear symmetric constant-coefficient Initial-Boundary Value Problem (IBVP) we are interested in is,
Furthermore, we consider differential operators P that do not contain zeroth-order terms and we will later add restrictions on the structure of L 0 , L 1 . , and with L 0 , L 1 enforcing the fewest possible boundary conditions. (C may depend on g 0 , g 1 but not on u , since we do not consider problems with zeroth-order terms.) Furthermore, if k = 1 and g 0 = g 1 = 0 and the problem is purely dispersive (only odd derivatives on P ), we require that the boundary terms in the energy rate are not all identically zero such that there is energy dissipation in all components. Then we say that the problem is energy well-posed.
In the accuracy analysis below, we additionally require that the initial and boundary data are smooth and compatible such that the problem (1) has a smooth solution. (Specifically this means that all f j are bounded in L 2 . In fact, f j ∈ L p p = 1...∞ since the domain is bounded.) Remark 2.2. High-order convergence rates require sufficient smoothness of the functions f j , g 0 , g 1 . The smoothness assumption can be relaxed to a certain number of smooth derivatives where the number depends on the order of the principal part and the order of accuracy.
Next, we introduce a discrete spatial domain N , which consists of the equally distributed points x i = ih, i = 0, ...N where h = 1/N is the grid spacing. Furthermore, let v(t) denote the approximate solution vector where v i (t) is the semi-discrete solution at x i . Similarly, we define the grid functions [f j ] i = f j (x i ). We introduce a general semi-discrete approximation of the energy well-posed linear initial-boundary value problem (1),
The boundary conditions are built into (2) . Their contributions are included in P h (v dependent part) and B h g (data). Furthermore, since we consider finite difference approximations of constant coefficient PDEs, we assume throughout the paper that the internal stencil is repeated. That is, modified stencils only appear at a finite number of grid points close to the boundaries.
Definition 2.3.
Assume that the problem (1) is energy well-posed. Let f j and g be the pointwise projection of (the arbitrary) L 2 bounded data. Furthermore, assume that (2) satisfies an analogous energy estimate: v (k−1)t t ≤ C, for all t ∈ (0, T ], in a discrete L 2 -norm. (C has the same restrictions as in Definition 2.1.) Furthermore, if k = 1 and g 0 = g 1 = 0 and the problem is purely dispersive (only odd derivatives in P ), we require that the boundary terms are not all identically zero such that there is energy dissipation in all components. Then, we say that (2) is energy stable.
To develop the theory, it is convenient to work with the homogeneous version of problem (1) where the boundary data,
and its corresponding semi-discrete approximation
We make a few remarks on the homogeneous and inhomogeneous problems.
• It is straightforward to transform (1) into (3) (augmented with a forcing function) by the transformation, u = v + where is a smooth function satisfying the boundary conditions. The only condition is that g 0,1 are smooth, which we have assumed. (See [5] and equation (36) below where we carry out the transformation.)
• The previous point implies that if one problem is well-posed, so is the other. Similarly, if either of the semi-discrete schemes is energy stable, then so is the other. (In the sense that when data is smooth, the two forms are equivalent since a bounded forcing function neither affect well-posedness nor stability.)
If k = 1 and dispersive, our definition of energy well-posedness/stability requires that the homogenous problem does not preserve the energy for any initial data. This is mainly significant for systems that may have boundary conditions that losslessly feed energy back into the domain (mimicking periodic problems). For scalar problems, there is always an "outflow" boundary that dissipates energy. (For systems, standard characteristic boundary conditions have the same effect.) A simple example of energy dissipating boundary conditions for a dispersive problem, is given below.
Example 2.4. The energy estimate of
We may provide three boundary conditions. The choice u|
1 which is dissipative. Note that there is no choice where all the boundary terms cancel identically.
Finally, we need the following assumption:
Assumption 2.5. For m ×m incompletely parabolic systems, we assume that when all off-diagonal elements in the coefficient matrices are set to zero (including those in the boundary conditions), the m decoupled equations are all energy well-posed and the corresponding semi-discrete approximations are energy stable.
This assumption is necessary since the parabolic part does not have full rank.
Energy stable schemes
The development of Summation-By-Parts (SBP) finite-difference schemes combined with the Simultaneous Approximation Term (SAT) methodology enables straightforward construction of energy stable finite difference schemes. We will give a brief introduction to SBP-SAT schemes and refer to the review articles [29, 4] for more information. Definition 2.6. An SBP first-derivative approximation on N is defined by A second-derivative SBP approximation is given by
where Ā is symmetric positive semi-definite and Sv is a first-derivative approximation. It suffices that S is defined on the boundaries; it can be zero elsewhere.
For more information on SBP operators, we refer to [16, 17, 32] . In fact, the definitions of both the first-derivative and second-derivative approximations can be stated on a generic form which is common for SBP operators approximating any derivative: Definition 2.7. Let H be defined as in Definition 2.6. Then an SBP mth-order derivative approximation takes the form:
If m is odd A is skew-symmetric and if m is even, (−1) m/2 A is symmetric positive definite. The matrix R produces approximations of the suite of boundary terms.
As an example of Definition 2.7, consider the first-derivative approximation D 1 , where A is the skew-symmetric part of
B. The analogy with the derivative is seen in,
It is straightforward to make the same analogy for D 2 . Note that for higher derivatives, R contains several boundary terms on each boundary due to the multiple partial integrations needed to reach a skew-symmetric or symmetric form.
In general the order of the truncation errors of the SBP approximations are r in a few points adjacent to the boundaries and p > r at the interior points. In the special case where H is diagonal, r = p/2. (See [13] [14] [15] .)
The SAT method ( [2, 3] ) is one systematic method (but not the only one (see [25, 26, 18] ) to implement boundary conditions in conjunction with SBP schemes such that energy estimates can be derived. We present the SAT technique by means of a simple example. Consider
This problem satisfies the energy estimate u(·, t)
A semi-discretization is given by,
T has length N + 1. The right-hand side is the weak enforcement of the boundary condition termed
SAT. This scheme satisfies the analogous estimate
The last term on the left-hand side introduces extra numerical damping that vanishes as v 0 → g(t).
Consistency of finite difference stencils
A straightforward way to derive a consistent finite difference operator, is to require that it exactly differentiates polynomials up to a certain degree. That is,
where the difference operator D m approximates d m /dx m and
We assume that x and 1 have the appropriate lengths and take 0 0 = 1 as a definition. If the conditions (6) and (7) The consistency conditions (6) and (7) are equivalent to the conditions obtained from another commonly used method where as many terms in a Taylor series as possible are cancelled by appropriate choices of the coefficients in a finite difference scheme. For instance,
would be a second-order second-derivative approximation, where u(x) is a smooth function and the vector function u is its projection on the grid (i.e., u i = u(x i )). Note that the order of accuracy is always integer-valued by these two equivalent procedures.
Remark 2.8. In the analysis of convergence rates it is important that consistency is defined as above. Although this is a natural definition, it is not the only one. In numerical analysis textbooks, consistency is often defined as,
where E(h) → 0 as h → 0. The rationale for definition (9) is that it is the weakest definition that will satisfy Lax-Richtmyer's Equivalence Theorem, [31] . Since it is weaker, it does not rule out the following approximation of u xx :
According to (9) , D 2 is a consistent approximation (of order α), as long as α > 0 and C u is O (1) . (C u can e.g. be a first-derivative approximation.) However, (10) is not consistent according to (6) and (7). The reason is that the error, h α C u, is not a truncation error appearing in a Taylor series of the error. It is an artificially added error term.
To end the discussion on consistency we point out that for finite differences it is always possible to construct schemes by exactly differentiating polynomials with increasing order and this will only lead to integer-valued truncation errors. Since approximations like (10) always can be avoided, we will only consider schemes that satisfy (6) and (7) (or equivalently the Taylor-series method). (Foregoing the discussion, we remark that approximations like (10), may induce suboptimal convergence rates.)
Nullspace of difference operators
Central to the analysis in this paper is the notion of nullspace of a linear operator L. Definition 2.9. The nullspace of a linear operator L is the set of elements v of a vector space that satisfies Lv = 0. We denote the nullspace N and say that it is trivial if v = 0 is its only element.
Since this paper addresses linear PDEs, it is the nullspace of a linear differential operator that is of interest. We observe that, Similarly, the nullspace of a discrete operator is denoted N h . That is v ∈ N h if D m v = 0. Note that, any difference operator that satisfies (6) , encompasses the nullspace of the corresponding derivative operator, where we use the obvious injection → N by v i = v(x i ). This should hold for all h > 0. Remark 2.11. A nullspace consistent operator need not be consistent, since it may fail to satisfy (7).
However, a consistent difference operator need not be nullspace consistent since it may have more nullspace modes than the corresponding derivative approximation. A second-order accurate approximation is:
Equating (11) (6) and (7) but not nullspace consistent. 2
Remark 2.13. In view of the previous example, we introduce a simplified nomenclature for nullspaces. We characterize the nullspace by the functions that span it. That is, we say that the non-trivial nullspace of e.g. d/dx is v(x) = 1, with the implicit meaning that the nullspace is c · 1.
Turning to finite (non-periodic) domains, the nullspaces of the differential operator and the difference operator are often the same. Example 2.14. A second-order SBP derivative approximation (with first-order boundary closures) is 
This derivative approximation is not in SBP form since it lacks the necessary symmetry properties to mimic integration by parts. This is not a coincidence. Below, we show that nullspace consistency and the SBP property are often interlinked. 2
Since all SBP schemes have the same structure, a repeated interior stencil and finitely many stencils forming the boundary closures, we can formulate a procedure for determining the nullspace of an SBP operator.
(1) Solve the internal scheme, equated with zero, as a difference equation, to obtain a set of internal solutions. (2) Test which of the internal solutions that belong to the nullspace of all boundary stencils.
Alternatively, one can numerically compute the eigenvalues and eigenvectors of the operator. The eigenvectors associated with zero eigenvalues are the nullspace modes.
When the difference approximation has minimal stencil widths, nullspace consistency is usually a direct consequence of consistency, as in the following example. Example 2.16. Consider the standard second-order first-derivative SBP operator (12) .
As before, the nullspace modes of the interior scheme (interior part of the matrix A) are 1 and (−1) 
Nullspace of finite difference schemes
Having defined the nullspace of difference operators, we continue to investigate the nullspace in the presence of boundary conditions for the spatial part of the PDE. Note that P h includes the boundary schemes that enforce the homogeneous boundary conditions. The spatial nullspace will often be referred to simply as the nullspace. Furthermore, if the nullspaces of (13) and (14) are the same (in the sense of Definition 2.10), we say that P h is nullspace consistent.
Many times, the boundary conditions of an IBVP will render the nullspace trivial, as in the following example.
Example 2.20.
The nullspace of u x is u = 1. However, since u(0, t) = 0, u = 1 is not in the nullspace of the boundary condition. (According to Definitions 2.18 and 2.19 the nullspace is given by the homogeneous problem.) Hence, the boundary condition makes the nullspace of the initial-boundary value problem trivial. Next, we consider the 2nd-order SBP-SAT approximation of (15) .
The right-hand side is the SAT that enforces the boundary condition.
Considering the nullspace of the spatial operator, we note that v i = 1 satisfies the internal and right boundary scheme. However, at the left boundary (with g = 0)
Hence, the constant is not in the nullspace. The approximation is both consistent and nullspace consistent. 2
Even in cases when the boundary conditions remove the nullspace modes of the PDE, there may be non-trivial nullspace modes present in the corresponding semi-discrete scheme. 
The nullspace of the spatial part is trivial. (The constant and the linear function are removed from the nullspace by the boundary conditions.) An SBP-SAT discretization (where we ignore the right boundary) takes the form,
where [E 0 ] 11 = 1 and elsewhere zero, and τ is a parameter. For stability, τ must be chosen to make the matrix M negative semi-definite. For most stable choices of τ , M is negative definite, i.e., there is no zero eigenvalue and hence no nullspace mode. Then the scheme is nullspace consistent. However, for the marginal value of τ that leads to stability, M becomes negative semi-definite. It has one zero eigenvalue. Hence, the nullspace of the scheme is larger than the nullspace for the IBVP, i.e., nullspace consistency is violated. However, the scheme is still stable and consistent. This example shows that nullspace consistency does not follow immediately from nullspace consistency of the individual derivative approximations. It must be tested for the complete semi-discrete scheme. Furthermore, the example also shows that stability does not imply nullspace consistency. 2
The nullspace modes of a differential operator need not only be polynomials. P u = 0 is a constant-coefficient ordinary differential equation (ODE) with solutions u = e rx , which are also potential nullspace modes. If r has a real part, these modes are by necessity determined by the boundary conditions (and therefore not part of the nullspace), or else the problem is not well-posed. (See [5] .) If r is purely imaginary, there is a possibility for trigonometric nullmodes. To allow this, the terms of P u must be possible to arrange in groups of only even and only odd derivatives that simultaneously cancel the same nullmode. Furthermore, in order for the boundary terms to be zero, only even or only odd derivatives must be present. Nevertheless, such modes complicate the analysis, and we simply assume that the problems under consideration do not support trigonometric nullspace modes. (All the necessary assumptions, including this one, will be formally listed in Assumption 4.2 below.)
Properties of the nullspace
We introduce one of the main new ideas of this paper, by means of an example.
Example 2.22. Consider the problem,
This problem has one nullspace mode,
That is, the differential equation does not affect the initial data/solution.
On the other hand, consider the problem
(for a general L 2 function f .) It has the solution v = u −f , whose mean is v = 0. That is, the variational part of the solution is not affected by the mean, and, as we have already seen, the mean value of u in (17) is set initially and thereafter it is not affected by the PDE. The spatial operator maintains a division between the nullspace and non-nullspace part of the solution.
The properties in Example 2.22 will be important in the analysis of the convergence rates and therefore we will proceed to demonstrate that nullspace-consistent schemes for the problems that we consider, also separate the nullspace solution and the non-nullspace solution.
Example 2.23. Consider u t = −u xxxx + u xxx . The energy method gives,
Irrespective of how we choose the boundary conditions, all positive terms on the right-hand side must disappear for wellposedness. (For instance, u = u x = 0 on both boundaries is a well-posed choice but leaves no non-trivial nullmode.) Choices without Dirichlet components, require a boundary condition that simultaneously cancels all uu px terms that appear. Here, −uu xxx + uu xx must vanish on both boundaries, which implies u xxx − u xx = 0. That leaves us with the choices u x = 0 at x = 0 and u x = 0 or u xx = 0 at x = 1. These boundary conditions allow the nullmode x = 1, which lead to a non-varying energy for the nullmode since also 
Applying the boundary condition u xxx − u xx = 0, leads to
The last equality is obtained since u N x = 0 cancels the remaining terms. However, u N x = 0 because the boundary conditions allow u N = 1 as a nullmode. The energy rate (18) for u = u N has to be zero, and hence the right-hand side of (18) must vanish. If the right-hand side of (18) vanishes, then so must (19) since it is obtained by the same integration-by-parts operations. In short, the existence of an energy estimate leads to (u N , P u) = 0.
Next, we phrase this argument for the general continuous case. Assuming that u N is a nullmode of the IBVP, we wish to prove that the nullspace is invariant if the inner product (u N , P u) = 0. In fact, this is always the case: Integrating (u, P u)
by parts (as in the energy method), applying the homogeneous boundary conditions removes all positive or indefinite boundary terms, and only negative boundary terms of the form −u u N q 2 x u q 2 x dx, which must therefore be zero. Hence, the IBVP satisfies the following definition.
Next, we consider the semi-discretisation. For brevity, we again consider the scalar equation
but the arguments generalise to symmetric systems. In (20) , α i are constants with the necessary signs that along appropriate boundary conditions ensure well-posedness. We semi-discretise using (nullspace consistent) SBP operators of the form given in Definition 2.7:
where M is a matrix and M(v − g), represents the SAT terms that enforce all the boundary conditions energy stably. Next, assume that v N is a nullmode such that
(Recall that we take g = 0 when determining the nullspace.) Hence, if the initial data only consists of a linear combination of nullmodes, the time evolution is zero, and the solution (nullmodes) will remain constant.
Next, we consider general initial data, f. At any given time, we split the solution into v = v N + v ⊥ (the projection on the nullspace and its complement). Assume that
where
Hv 2 denotes the SBP inner product. Then, the problem can be split into two independent problems,
Next, we will derive conditions on P h , such that (22) In analogy with Example 2.23, we consider (22) in the context of the generic SBP-SAT scheme (21),
We consider the terms separately. First, assume that i = even such that A even is symmetric. Then v N A even v ⊥ = 0 by symmetry and nullspace consistency. Finally, we emphasise that the order of the time-derivative does not play a role in the previous discussion. Furthermore, the nullspace modes are polynomials and therefore expressible in an orthonormal basis. Hence, we have proven the following proposition.
Proposition 2.26. Let P h be the nullspace-consistent and nullspace-invariant spatial operator in the general semi-discrete approximation of (2) of the well-posed problem (1). Then:
The proposition implies that the nullspace remains invariant when the system of ODEs, v t = P h v, is solved. That is, there is no transfer of information between N h and N ⊥ h . The nullspace part evolves separately from the non-nullspace part.
Non-trivial nullspaces
In some cases, part of the nullspace remains in the initial-boundary value problem. Consider the well-posed linear scalar IBVP,
where P is a linear differential operator of order q. Let us assume that there exists a function v ∈ N . (To reduce notation, we assume that N is one-dimensional and thereby spanned by v.) That is,
Such a v ∈ N is not affected by the PDE. It satisfies v t = P v = 0. Hence, v is independent of time (but not necessarily of x).
Since the problem (24) is a priori assumed to be well-posed, we know that a unique solution exists in L 2 . Hence, we can write the solution as u = αv + v ⊥ where α is a scalar and, v ⊥ ∈ N ⊥ and v ∈ N . We can now conclude that α is given by the initial data since (26) and by orthogonality of v and
Hence, it is defined initially and thereafter it remains the same. The analogous procedure is valid for the semi-discretization provided that the spatial operator is nullspace consistent and nullspace invariant. Definition 2.27. The nullspace of the initial-boundary value problem (1) (not just the spatial part) is called the complete nullspace.
Equally, important for the analysis of convergence rates is the case with second-derivatives in time and a non-zero nullspace. That is,
We assume that this problem is well-posed and that v ∈ N of the spatial operator including the homogeneous boundary conditions. Then, αtv + β v is in the complete nullspace of the initial-boundary value problem. We can write the solution
, which are thereafter unaffected by the PDE.
The previous discussion leads to the following Theorem.
Theorem 2.28. Any mode in the nullspace of a well-posed linear homogeneous initial-boundary value problem (3), is determined by the initial data and is thereafter unaffected by the PDE. The equivalent statement holds for the approximation (4), if it is nullspace consistent and nullspace invariant.
Proof. The complete nullspace of the IBVP (3) consists of the modes t z w i , z = 0...k − 1 and where w i ∈ N , i = 1...n N . Without restriction we can consider w i to be the orthogonal elements of a basis that spans the n N -dimensional nullspace N . By letting v ⊥ denote the solution in N ⊥ , we can write
Projecting the initial data on the nullspace
allows us to conclude that all α 0 j , j = 1...n N are uniquely defined. Similarly, taking the time derivative of (28) and equating (w j , f 1 ) = (w j , u t (·, 0)) determines all α 1 j , and similarly for higher derivatives of time. Since there are k modes in time and k initial data, all modes of the complete nullspace can be determined. An analogous proof holds for the semi-discrete scheme (4). 2
Remark 2.29. Note that the theorem concerns the homogeneous problems (3) and (4). We shall later see that nonhomogeneous boundary conditions and/or a non-trivial forcing function, feeds energy into the nullspace modes. Still, as implied by the theorem, the nullspace modes are unaffected by the operators P and P h .
Furthermore, in both of the two examples, (24) and (27), we can recast the problem by a change of variables such that the nullspace modes of the new problem do not carry any energy. (That is, α = β = 0 in the example (27) .) This procedure is shown in the next example.
Example 2.30. Assume that data are smooth and compatible, and consider
Here, the nullspace of u xx contains the elements 1 and x. The mode x is annihilated by the boundary conditions. However, the constant mode still remains in the nullspace and is unaffected by the PDE. In analogy with the previous example (27) , the complete nullspace is thus αtv + β v, where α and β are determined by the initial conditions:
(Note that β is the mean value of f and α the mean of h.) Next, we split the solution into the time varying mean value (β v + tα v) and a spatially varying part, w = u − (β + tα) (where we have used that v = 1). By linearity w satisfies
It is easy to see that if we carry out the same analysis for (30), we find that w = 1 is in the nullspace and hence the complete nullspace is α t + β . However, the mean values of the initial data are now zero, i.e., α = β = 0. 2
We include the next Lemma merely as an observation. We will not need it in the subsequent analysis but one assumption in [28] is that the solution is pointwise bounded and this is met by (29) . (We present the continuous proof but an energy stable (nullspace consistent) semi-discrete approximation has the same property.) Lemma 2.31. The solution u of (29) 
Proof. For (29) it is an elementary exercise to derive a bound on the energy E = u t 2 + u x 2 . Hence, by the standard Poincare estimate we get
where u m is the mean value of u. Here, u m = β + tα is bounded. Hence, we get an L 2 estimate of u (by the triangle inequality applied on (u − u m ) + u m ), and hence u is bounded in
In this section we have shown that the presence of a nullspace in a well-posed IBVP means that the homogeneous PDE evolves the solution in the complement of the nullspace. The nullspace modes themselves are unaffected by the PDE and they are set by the initial data.
In the particular example (29) this principle is demonstrated. There, it is in fact the mean value that remains unaffected and the PDE determines the evolution around that mean. Hence, the nullspace mode of (29) is benign in the sense that it does not prohibit the existence of strong estimates as shown in Lemma 2.31.
Stability
In this section we will analyze the relation between energy based stability analysis and Laplace-transform based stability analysis. (See [5] for an introduction.)
First derivative in time
We introduce the initial-boundary value problem
and a general semi-discretization of (31),
To reduce notation, let f = 0. Laplace transforming the above problem leads to, sv = P hv + B hĝ . (33) Furthermore, we rescale P h such that the elements of P h become O(1). E.g., if the principal part of P h has a qth derivative, then (33) 
If det(sI −P h ) = 0 for all s with Re s ≥ 0 (uniformly as N → ∞), then we say that the problem satisfies the solvability condition and the semi-discrete problem is bounded in Laplace space. This is equivalent to saying that there is no eigenvalue s =s 0 with Re s 0 ≥ 0, for the eigenvalue problem P hv =sv. Hence, the transformed solution can be inverted to obtain a bounded solution in the x − t-space.
Remark 3.1. For half-space problems, the solvability condition is equivalent to the well-known determinant condition.
The challenge is to determine whether the solvability condition is satisfied or not. If addressed directly, it leads to a complicated algebraic problem that is usually only solvable approximately. Another more appealing route, which we used in [28] and that we will use herein, is to infer the solvability condition directly from known stability properties.
First we note that if there is an eigenvalue with Re s 0 > 0, then the scheme is unconditionally unstable. This is known as the Godunov-Ryanbenkii condition. The proof of the Godunov-Ryabenkii is found in [5] . Hence, an energy stable scheme can not have eigenvalues with positive real part. We state that in the following Lemma. (32) 
Lemma 3.2. If solutions of the semi-discrete scheme
Each Jordan block corresponds to a set of modes of the solution, that is invariant to modes associated with other Jordan blocks. Hence, we consider one 2 × 2-block,
where s is an eigenvalue of P h . The general solution to this subproblem is:
Hence, by choosing the initial data w(0) 1 (and w 2 remains constant) , which contradicts the fact that nullmodes remain constant (and energy is non-increasing for all initial data). As before, each nullmode has to be represented by a 1 × 1 Jordan block, in order for the nullmodes to remain constant. (This shows that zero eigenvalues have a one-to-one correspondence with an eigenvector which has to be a nullmode.)
Fourthly, we consider a non-nullspace mode with s = iξ , ξ ∈ R and the same argument can be repeated to conclude that the Jordan block has to be 1 × 1. Hence, we have proven that all Jordan blocks are 1 × 1 such that the problem is diagonalisable. (We stress that none of the above conclusions hinge on the Jordan block originally being assumed to 2 × 2.
Had we assumed a larger Jordan block, the two last components would still have the indicated growth, irrespective of the extra modes.) Remark 3.4. In order to have real initial data in v, it may be necessary to initiate more than one mode in w such that the imaginary part is cancelled. Nevertheless, the real part will behave as described and violate energy stability. We do not spell this out explicitly but make the arguments for the real part of a single mode.
Next, we turn to the non-existence of purely imaginary (non-zero) eigenvalues. For a 1 × 1 Jordan block the solution is w i (t) = exp(st)w i (0), and if Re s = 0, the norm remain constant (the nullmode case). We will make the argument that the norm can not remain constant for a non-nullmode.
First, we consider equations with dissipative terms, u 2px . The energy estimate is then: u t + c · u px + non-negative terms ≤ 0, where c is a positive constant. For dissipative problems, we allow that the boundary terms are identically zero, such that the least dissipative possibility is: u t + c · u px ≤ 0. (For brevity we consider, one dissipative term. Additional terms do not change the argument.) If there is a non-trivial (polynomial) nullmode, u px = 0 and, by definition, if any other mode is present in the solution, u px > 0, i.e. the norm of the energy must decay for all non-nullspace modes.
Secondly, if there are only dispersive terms, our definition of energy stability, requires that at least one boundary term drains energy and makes the norm decay. As discussed, these boundary terms do not affect the possible nullmodes and therefore allow them to remain constant. Furthermore, for any non-nullmode, the remaining boundary terms can not be zero for the following reason: If there is such a mode, that always cancels the boundary terms, it means that the boundary conditions do not influence that mode for any arbitrary large time. (It is not a nullmode, so it is affected by the internal discretisation (and the PDE).) Since we consider a compact domain, the solution of a dispersive equation must eventually interact with the boundary. This is also true for a discretisation that is consistent in the interior. Once, the mode interacts with the boundary it is affected by the boundary conditions, that for non-nullmodes are non-zero and imply decay. Hence, a non-decaying non-nullmode, can not exist. (See also [24, 22] .)
We can now rule out imaginary eigenvalues, since imaginary eigenvalues correspond to non-nullspace modes with preserved the energy. For both dispersive and/or dissipative equations, we have demonstrated that the energy of non-nullspace modes decays. We have a contradiction. First, assume that s → 0 as h → 0. Then there is a v, such that P h v → 0. However, only nullmodes can satisfy this equation. This does not change as h → 0 since there is only one internal stencil that is repeated and the boundary stencils remain fixed. Hence, even in the limit h → 0, there can be no zero eigenvalue (if there were none for a finite N).
Next, in order for the determinant to be uniformly bounded for Re s > 0 as h → 0, we must prove that there are no purely imaginary eigenvalues in the limit h → 0. Once again, we know that for all h the coefficients in P h are O(1) (recall the scaling in (34)) and its coefficients are the same (up to lower order terms that are perturbation of size O(h)). When h → 0 more and more internal stencils are added but the boundary stencils remain the same. Hence, for all h < h 0 , the possible s:s are confined to a compact set (by the Gerschgorin theorem). For any arbitrary, s in this compact set the solution procedure is independent of N: the internal scheme is solved (as a difference equation) yielding a linear combination of solutions with unknown coefficients. These coefficients are determined by the left and right boundary stencils (augmented with extra unknowns if necessary). Since we have concluded that there are no purely imaginary eigenvalues for the system for a fixed N, there can be none as N → ∞ since it is the same problem. 
the component, and rotating back for the reduced system, then the reduced system is identical for the evolution of the non-nullspace modes. This system does not have a nullmode and the previous discussion holds.
We conclude that there can be no imaginary eigenvalues even in the limit h → 0 and hence, if there are no nullmodes, det(sI −P h ) ≥ δ > 0. Furthermore, if there are nullmodes, they can be removed and the determinant of the reduced system is uniformly bounded away from zero. 2 Remark 3.5. We stress that there is a fundamental difference between this proof and how the Laplace transform analysis is used in [5] , where it is used to prove stability. That is, they first check that the Laplace transformed system only has the trivial solution when Res > 0. To be able to take the inverse transform, they must then check that this is uniformly true as h → 0 and rule out imaginary eigenvalues. Here, we know a priori that the problem is energy stable in our particular sense. Therefore, we can rule out all eigenvalues with Re s ≥ 0 for a fixed N. Since the set where new eigenvalues may appear is invariant of N (since the Gershgorin circles of h p P h do not change with additional internal stencils), and the difference equation, expressed in s, to solve is not explicitly dependent of N, no imaginary eigenvalues can appear.
In cases where it can be shown that ξ 0 = 0 is not an eigenvalue either, it implies that the solvability condition is satisfied for (32) . The solvability condition ensures that the Laplace transformed solution, v is well-defined and bounded, such that the inverse Laplace transform (for all h > 0) is well-defined and results in a bounded solution v(t). (See [5] .) We emphasize that it is boundedness of v that is the fundamental requirement rather than the solvability condition per se. The latter is only a sufficient condition.
Nevertheless, Lemma 3.3 and 3.2 almost implies that the solvability condition is satisfied. For hyperbolic problems, the last step is taken in the next theorem. Proof. Since the solvability condition is a property of the spatial discretization, we can without restriction consider homogeneous boundary conditions. Energy stability implies an L 2 estimate of the solution. By Lemma 3.3 and 3.2 there are no eigenvalues Re s 0 ≥ 0 except possibly s 0 = 0, which corresponds to a time-independent nullspace mode. For if there is an eigenvalue s = 0 to (32), then P h w = 0 where w is the associated eigenvector. However, any such w is by definition in N h . Since the problem is hyperbolic only the constant can be in the nullspace. Furthermore, since the scheme is energy stable and the boundary conditions are of Dirichlet type, the constant is annihilated from the nullspace. Hence there can be no eigenvalue s 0 = 0. 2 Remark 3.7. The assumption that the boundary conditions are Dirichlet, excludes periodic boundary conditions for scalar problems. It also excludes boundary conditions for systems where the out-going waves (partly) specifies the in-going waves. (See [5] for a thorough description.) Such boundary conditions resemble periodic boundary conditions and may allow a non-trivial nullspace. (See [3] for an example of a hyperbolic system with a non-trivial nullspace.) We exclude these cases in Theorem 3.6 and 3.9.
Nullspace removal
For problems with higher derivatives in space, there may be a non-trivial nullspace mode, which implies that there is an eigenvalue s = 0. Yet, we have already seen that such modes are essentially unaffected by the PDE/scheme. Hence, they should not affect stability. In the following, we shall show that this indeed is the case since the nullspace modes are determined a priori, and can be removed from the scheme during the solution process, and added again a posteriori. Consider a well-posed and energy stable problem with a non-trivial nullspace. To reduce notation, we assume that the nullspace is one-dimensional. Since the nullspace is unaffected in homogeneous problems, the first step is to recast the PDE such that we get homogeneous boundary conditions. To this end, introduce a smooth function that satisfies the boundary conditions. We make a change of variables, u = v + and recast (31) into
This problem is discretized by
Next, we divide the solution of (37) into one part that is unaffected by the PDE and one part that is affected. Assume now that w is in the (one-dimensional) spatial nullspace, N h , and normalized such that w = 1. Split v = wξ(t) + v where ξ(t) represents the unknown time evolution of the spatial nullspace and v ∈ N ⊥ h . Moreover, introduce F N = w(w, F) ∈ N h and split F = F N + F where F ∈ N ⊥ h . This allows us to divide the problem into the following two orthogonal equations.
ξ(0)w = (w,f)w
where we have used that P h (wξ) = 0 in (38), which follows from w ∈ N h . From (37), we obtain ξ(0) = (w, f ) in (38). Equation (38) is simply an ordinary differential equation in ξ(t) that can be explicitly integrated since F (and hence F N ) is a known function of t. Hence, it governs the time evolution of the nullspace of (37). The second equation in (39) has homogeneous boundary data and by Proposition 2.26 neither the forcing function, F , nor P h v and nor v (0), has a component in the w direction. Hence, the time change of v in the w direction is zero, and since it is zero initially it will remain so for all time. Consequently, the number of vector components of v is one more than the number of dimensions v spans. Furthermore, since any stencil in the scheme applied on the nullspace mode results in zero, and since the stencils are not all global, the nullspace mode has to involve all components of v . (That is, it can not be spanned by a subset of the components of v . v is a global (smooth) grid function.)
This implies that we can solve for one component of v , say v 0 , using the relation (w, v ) = 0. That is, v 0 is a linear combination of v i , i = 1...N. Therefore, v 0 is redundant and we can remove the first equation in the semi-discrete scheme that evolves v 0 , i.e., the first row and column of P h . We denote the reduced operator P h and obtain,
where v and F are obtained by removing the first element of v and F .
Based on the reduction process described above, we make the following definition. To obtain (40), we have merely rewritten the scheme. The solution v inherits all the stability properties from v. If the scheme (32) is nullspace consistent and energy stable, the only eigenvalues with Re s = 0 that could exist are (possibly multiple) s = 0, but those have now been removed from (40). Hence, the solvability condition must be satisfied for (40).
Consequently, the generalized solvability condition is satisfied for the original scheme. The previous discussion is directly applicable to parabolic problems, whose nullspaces are at most one-dimensional for scalar problems. For symmetric parabolic systems, it corresponds to a one-dimensional nullspace in each component.
Theorem 3.9. Assume that the problem (31) is energy well-posed, linear and parabolic. Let (32) be an energy stable, nullspace consistent and nullspace invariant, semi-discretization. Then the generalized solvability condition is satisfied if the boundary conditions are of Neumann-or Robin-type. The solvability condition is satisfied for Dirichlet boundary conditions.
Proof. By Lemma 3.3 and 3.2 there are no eigenvalues Re s 0 ≥ 0 except possibly s 0 = 0. Energy stability and parabolicity gives the following options for boundary conditions: Dirichlet, Neumann or Robin (mixed). In the case of Dirichlet, both the constant and the linear function are annihilated from the nullspace and the problem satisfies the solvability condition by Lemma 3.2 and 3.3.
In the case of Neumann conditions, the constant solution is part of the nullspace. For Robin boundary conditions a linear function may span the nullspace. In either case, the problem takes the form (32) and we need to consider the details of the Laplace transform analysis. We reduce the problem by carrying out the steps (38) to (40). Having done so, we have merely rewritten the scheme so it has not changed its stability properties. However, the nullspace of (40) is now trivial. Since the solution is energy stable and there are no eigenvalues s = 0, the solvability condition is satisfied for the reduced problem (40), and (32) satisfies the generalised solvability condition. 2
In the general case with a pth-order spatial derivative, we can have several nullspace modes. Say that we have two such nodes. These would be 1 and x, which would be the case if the boundary conditions had no lower derivatives than u xx . (There could be additional boundary conditions but with higher derivatives.) In any case, it is still possible to choose a function that satisfies all the boundary conditions, and thereby transform the problem to a homogeneous counterpart. This time neither 1 nor x would be affected by the scheme but instead be determined by the resulting forcing function.
Choosing orthogonal basis functions, 1, 1/2 − x (on [0, 1]) and by splitting the solution as u = ξ 1 (t) + (1/2 − x)ξ 2 (t) + u , we obtain two ODEs for ξ 1 and ξ 2 respectively. In u , the nullspace orthogonal part, the modes 1, 1/2 − x would remain constant and identically zero, and we can remove two rows and columns from the semi-discrete system to make it non-singular.
The procedure is completely general. influence from, or on, the spatial operator. Furthermore, the operator P h has an eigenvalue zero of multiplicity (at most) p − 1. We can use the predetermined nullspace modes to reduce the number of unknowns and obtain a discretization,
which inherits the stability properties of the original system, i.e., v satisfies all the same estimates as v. This system has no eigenvalue equal to zero and satisfies a solvability condition. 2
In summary: if a scheme with a first derivative in time is energy stable, null-space consistent and nullspace invariant, the solvability condition is satisfied for a reduced system where the nullspace has been removed.
Systems
The generalization of the results in the previous section to hyperbolic and parabolic systems, or higher-order principal parts is straightforward. The arguments regarding the connection between energy stability and eigenvalues are the same.
However, the different equations that form the system, need not have the same character. One such example, is the compressible Navier-Stokes equations which is incompletely parabolic. That is, one equation is hyperbolic and the others are parabolic. We will analyse such a problem in the next example. To reduce notation we settle with one hyperbolic and one parabolic equation and follow the derivation in [28] . 41) with appropriate initial and boundary conditions. We assume that the system is symmetric which is a necessary requirement for energy stability. Since it is symmetric we can choose to diagonalise either the hyperbolic or the parabolic part. Hence, for two equations, the system (41) represents a completely general example. For brevity, we will restrict our analysis somewhat by assuming that 1) a 11 = 0 and 2) that the system decouples and both problems are energy stable, if a 12 = 0. The second assumption implies that boundary conditions that couple the two equations, decouple when a 12 (42) 
where s = h 2 s and s = hs. Note that these are not independent variables. In particular, when h = 0, both are 0. First, consider the case when Re s, s ≥ 0 excluding the case s =s = 0. We employ the usual energy arguments to rule out any other singularities. Next, we turn to the critical case when s =s = 0. If the nullspace is trivial, no such eigenvalues exist and the solvability condition is satisfied. (To connect the Laplace-transform analysis with the nullspace, we proceed with the assumption that g 1 = g 2 = 0. This is not a restriction as discussed earlier.)
On the other hand, if the nullspace is non-trivial, we proceed and investigate the nature of the singularity. To this end, we set s = 0 in (44) 
If this system is singular we can remove the nullspace mode by the standard procedure discussed above. The remaining system satisfies the solvability condition. Consequently, v is uniquely determined and thereby û as well. We conclude that the problem satisfies the generalized solvability condition.
Second derivatives in time
We begin by proving a general stability property.
Lemma 3.12.
The energy-stable scheme (2) , with k = 2, bounds v .
is bounded.) Therefore, we can proceed and integrate in time
Noting that
Next, consider the energy stable problem
where the highest spatial derivative is q(≥ 1). Energy stability implies that v t is directly bounded by the energy estimate (See Definition 2.3) and by Lemma 3.12 also v(t) is bounded in L 2 . We proceed to study the eigenvalues of (47) for the homogeneous problem.
We begin by showing that there are no eigenvalues Re s > 0. We assume there is an eigenvalue s 0 for some h 0 such that v(t) = exp(s 0 t)f solves the homogeneous equation, i.e. (47) Given that (47) with g = 0 is satisfied, we note that v = h q/2 exp(s 0 t/h q/2 )f is also a solution of (47) with g = 0. It is well defined, since its initial data is bounded and given by v(0) = h q/2 f and v t (0) =s 0 f. However, both v and v t = s 0 exp(s 0 t/h q/2 )f grow arbitrarily fast (from L 2 bounded initial data) as h → 0 and hence violate energy stability. Next, we determine sufficient conditions to avoid growing solutions, by considering the homogeneous problem (g = 0).
We note that the scheme can generally be stated as 
Laplace transforming (49) yields,
If ŵ is uniquely solvable for Re s ≥ 0, we say that solvability condition for PDEs with second derivatives in time is satisfied. Let us first consider a fixed N. The only way we can avoid eigenvalues with Re s > 0, is if G has purely real and non-negative eigenvalues. That implies that all eigenvalues s are purely imaginary (including possibly s = 0). The easiest way to ensure non-positive eigenvalues is thusly to assume that G and G are symmetric positive semi-definite.
First, we assume that G is positive definite. (The case when G is positive semi-definite is treated below.) Then there is no eigenvalue, s = 0, i.e., there is no nullmode. We proceed by showing that for purely complex s, the problem is uniquely solvable for ŵ, although (50) has purely imaginary eigenvalues rendering the resolvent singular.
To resolve this, we turn to the Fourier transform (in time). Since we consider compactly supported solutions in time and space and since, for a fixed N, the energy estimate implies that these solutions are bounded pointwise, the Fourier transform of (49) in time, is unique and invertible. Since inserting s = iω, ω ∈ R, in (50) directly, does not lead to the same conclusion, we use a Paley-Wiener theorem (see [27] , Chapter 19), to conclude that the limit Re s → 0 + , of the Laplace transformed solution is the Fourier transformed solution. Hence, the Laplace transformed solution is uniquely invertible for a fixed N and Re s ≥ 0 + . (Note that if this was not true, we could construct other solutions, which violates uniqueness.).
Secondly, we note that the system (50) can also be viewed as a boundary-value difference equation. By making the ansatz ŵ(s) j = κ(s) j , we can solve the interior scheme as a difference equation and use the boundary stencils as boundary conditions. Since we have already shown that the system is uniquely solvable for a fixed N and Re s ≥ 0, we only need to observe that the boundary-value difference equation is independent of N (and h) to conclude that the result is uniform as N → ∞.
We summarise these results in the following Lemma. Remark 3.14. The assumptions of energy stability and symmetry of G, implies that G is at least positive semi-definite. Conversely, symmetry and positive semi-definiteness of G implies energy stability.
Finally, we point out that the assumption of a symmetric G implies nullspace invariance and automatically makes the scheme satisfy Proposition 2.26. We conclude that the nullspace and its orthogonal component do not interfere with each other.
However, if G is symmetric and positive semi-definite there is one or more eigenvalues s = 0, which coincides with the nullspace. (The following arguments are analogous to those in the proof of Theorem 3.9.) The first conclusion is that if the boundary conditions annihilate all nullspace modes, then the solvability condition is satisfied. Otherwise, the spatial nullspace consists of w i , i = 1...n N where n N is the dimension of the nullspace, and the complete nullspace contains α i w i + tβ i w i . According to Theorem 2.28, the α i and β i are a priori determined by the initial conditions and thereafter unaffected by the scheme for problems with homogeneous boundary conditions. Hence, we recast the semi-discrete problem into one with homogeneous boundary conditions and remove unknowns (using the nullspace modes) from the scheme to obtain a reduced scheme. (See (36) and the subsequent discussion.) The procedure to remove nullspace modes is equivalent to diagonalising the problem (49), which is possible thanks to symmetry, removing the nullspace modes and rotating the reduced system back.
The reduced problem has a trivial nullspace, is energy stable, and still symmetric but now positive definite. Hence, the solvability condition for the reduced problem is satisfied, and we say that the generalized solvability condition is satisfied for the original problem. We summarize the results in the following theorem. If the nullspace is trivial, the solvability condition is satisfied.) 
Theorem 3.15. If the scheme (47) is energy stable, nullspace consistent and G is symmetric, the generalized solvability condition is satisfied. (
Convergence rates
In this Section, we address the convergence rates of energy-stable, nullspace-consistent, and nullspace-invariant schemes. To this end, we use the Laplace-transform technique and rely on the stability results in the previous section. The reason that we need the Laplace transform is to deduce sharper convergence rates than obtainable directly from the energy method. The underlying theory is found in [5] and we also refer to the seminal papers [6, 7] . We will extend this theory to cases when the solvability condition is not satisfied due to a non-trivial nullspace.
Consider (1) semi-discretized by (2) . We assume that (1) is well-posed such that a smooth solution exists. By projecting the smooth solution, u, onto the grid (denoted u), it can be inserted in the scheme (2). The solution u will not satisfy (2) and the residual is the truncation error that enters the error equation as a forcing function. It follows that the error
Note that e satisfies homogeneous boundary conditions, modulo truncation errors that we incorporate in T. Furthermore, the truncation error is given by the spatial discretization as,
We divide the truncation error as, T = T i + T b where T b is zero except at the rows corresponding to the boundary schemes and hence, T i is zero at the boundary positions and non-zero elsewhere.
Remark 4.1. We could allow that the initial data is satisfied to within the order of accuracy. However, the choice above is more natural in practice and reduces notation.
We summarize all the necessary assumptions.
Assumption 4.2. We assume that
• data is smooth and compatible, such that the exact solution is smooth.
• the highest derivative in P is of order q.
• all nullmodes are polynomials.
• the problem (1) is energy well-posed.
• the scheme (2) is energy stable.
• the scheme (2) is nullspace consistent.
• the scheme (2) is nullspace invariant.
, where r < p • the discrete inner product is a pth-order quadrature rule.
• if the time derivative is second-order, P h = H −1 (−G) where G is symmetric positive semi-definite.
• Assumption 2.5 is satisfied for systems.
The convergence rate is deduced by investigating the rate by which e approaches zero. We follow the usual procedure and split e = e i + e b . Since the problem is linear, we can divide it as 
Since e i (0) = 0, we obtain e i (t) = O(h p ). Necessity follows from our basic assumption in Section 2.3 that p is an integer. Hence, if p ≥ 1 is not satisfied, p = 0 or less. That is, the scheme is inconsistent in which case it need not converge. 2 Remark 4.4. Note that Lemma 4.3 only states that consistency is a necessity for the internal stencil. It does not concern the boundary stencils.
Before we address the boundary errors, we need an auxiliary result.
Lemma 4.5. Consider (1) semi-discretized by (2). If Assumption 4.2 holds, then the truncation error in (51) satisfies,
Proof. We begin by transforming the problem (1) into one with homogeneous boundary conditions. That is, we choose a smooth function, , that satisfies the boundary conditions and introduce χ = u + . Then χ satisfies,
and the semi-discretization becomes
The truncation error is obtained by first projecting the exact solution χ (x, t) onto the grid, here denoted χ . From (53),
we have the identity
Since it is now a grid function, we can apply the spatial scheme on χ and deduce
where T i is the component of the truncation error at x i . (The error e = v − χ satisfies e kt = P h e + T.)
Next, we use the assumption that the inner product is a pth-order quadrature. That is, for any smooth functions u, w projected onto the grid,
(In [10] it was proven that the H matrix appearing in SBP schemes is a pth-order accurate quadrature rule.)
With w ∈ N and using the quadrature relation, we compute
By nullspace invariance, the first and last term on the right-hand side vanish, and we conclude that w
(See Section 2.5.1 where it is shown that energy well-posed problems, in the sense herein, are always nullspace invariant.) 2
Now we are ready to state the main result of this article. Let q be the order of the (spatial) principal part, r the order of the boundary truncation error, and p • r + q if the nullspace of P h is trivial.
• min(p, r + q) if the nullspace of P h is non-trivial.
Proof. We begin with the case with no nullspace modes. Laplace transforming (52) yields,
where s = sh q/k and the entries of h
The difference equation (55) is solved in the interior, yielding a solution of the form
where z is the width of the internal stencil. The σ i :s are unknown constants that will be determined by the boundary stencils. The ones associated with |κ i | < 1 (i.e., half of the κ:s) are determined by the boundary stencils at the left boundary and the other half by the right boundary. Since the scheme is assumed to be (energy) stable, there has to be at least as many boundary stencils as σ :s or else the solution would be undetermined rendering the scheme unstable. However, there may be more boundary stencils that require extra unknowns τ i at the boundaries.
To determine the unknowns, the solution (56) Turning to the case with a non-trivial nullspace, we make an observation. Although the nullspace modes are unaffected by P h , they might still be "fed with energy" since T b generally does not lack the nullspace mode. Taking a few steps back, the error equation for the boundary error is:
We split the error into the nullspace part e N and the orthogonal complement e ⊥ , such that e b = e N + e ⊥ . Furthermore, we let w j , j = 1...n, denote an orthonormal basis of N h and split the truncation error as
In analogy with (37) to (39), we obtain
By the definition of the spatial nullspace, P h preserves this structure in the sense that P h e ⊥ ∈ N ⊥ and P h e N = 0. (61) The next step is to find the L 2 evolution of e N . To this end, we take the inner product of one of the time-independent orthonormal functions w j ∈ N h and (61), which results in 
Next, we write e N = n j=1 α j (t)w j and use the short-hand (α j ) ( 
where we have used that the w j :s are orthonormal and the relation (62). Hence, by orthonormality, we obtain We end this section with a few remarks.
• Nullspace consistency and nullspace invariance are of utmost importance. Without these properties, we could not have isolated the nullspace growth since the modes would mix. Without a separation of the modes, the system (57) remains uninvertible.
• As long as the scheme is nullspace consistent and nullspace invariant, it need not be consistent in the boundary stencils to converge. It suffices that r + q ≥ 1.
• When the nullspace is non-trivial, the (nullspace orthogonal part, i.e., e ⊥ , of the) boundary errors converge with the rate r + q but the accuracy of the nullspace modes (e N ) are also limited by the rate, p, of the internal accuracy. (Hence, it is only when the nullspace contribution is negligible or e ⊥ very large, that one can record the r + q rate.)
Incompletely parabolic system
Once again, we focus on the incompletely parabolic case since for hyperbolic or parabolic systems the accuracy results from the scalar counterparts generalize trivially.
Hence, we consider (42). We assume that the internal accuracy of both D 1 and D 2 is p. The boundary accuracy of D 1 is r 1 and D 2 is r 2 . Assuming that both schemes are nullspace consistent, nullspace invariant and energy stable, we know from Section 3.2 that the problem satisfies the (generalized) solvability condition. We divide the error into internal and boundary parts as before. The internal error converges to zero at the rate p (by the energy estimate.) The boundary part satisfies an equation, 
where 
Equation (64) will be of the order of the right-hand side. That is the convergence rate will be: min(r 1 + 1, r 2 + 2, p).
Examples and discussion
According to Corollary 4.7, r can be zero or even negative, which corresponds to an inconsistent boundary discretization, as long as the discretization is nullspace consistent. This may seem counterintuitive but it is nevertheless the case.
First-derivative in time
Computational examples where r is negative and still obey the convergence rules outlined in this paper are, for example, found in [16, 19, 21] . Here, we present one example with an inconsistent boundary treatment, that still converges.
Example 5.1. In [28] , the biharmonic equation,
subject to the boundary conditions
was used as an example. It was discretized using the first-derivative SBP operator, D 1 . That is, the fourth-derivative was discretized as [28] for implementation of the boundary conditions.) The scheme is energy stable and satisfies Assumption 4.2. Furthermore, D 1 is sixth-order in the interior and third-order near the boundary. This implies that D 4 has accuracy p = 6 and r = 0. The boundary schemes are inconsistent.
The nullspace of the initial-boundary value problem is 1, x and it is easy to deduce that the semi-discrete scheme is nullspace consistent and nullspace invariant. Hence, the convergence rate should be min(p, r + 4) = 4 which indeed was the case. 2 Remark 5.2. To deduce nullspace consistency in practice, one first tests if the nullspace modes of the PDE are nullspace modes of the scheme. That is, project the modes on the grid and apply the discrete scheme. If the result is zero, they are in the nullspace of the spatial operator. Furthermore, one needs to test if there are more discrete nullspace modes, e.g., by numerically calculating the eigenvalues of the spatial scheme. There should be as many zero eigenvalues as the number of nullspace modes in the continuous problem. If there are more, the scheme is not nullspace consistent. The eigenvalues can be calculated for a fixed grid size and the number of zeros counted. No further zero eigenvalues can appear since the stencils added to an enlarged grid are by construction linearly independent to all others.
In the literature, there are numerous examples of energy stable schemes, including advection-diffusion and incompletely parabolic system, obeying the convergence rates derived in this article. We direct the reader to e.g. [28, 20, 33, 11, 12, 23] .
The second-order wave equation
The canonical example of an equation with a second-derivative in time is the wave equation. According to the present theory, an energy stable, symmetric and nullspace consistent scheme should gain two orders in the boundary errors (excluding the nullspace modes). For instance, an energy stable, symmetric and nullspace consistent SBP-SAT scheme for the wave equation with Neumann boundary conditions was shown in [28] to converge according to the present theory.
Next, we will discuss some recent numerical results for the wave equation with SBP-SAT schemes presented in [34] . To be directly comparable, we use the same SBP operator (found in [17] ) of order (p, r) = (6, 3).
Dirichlet boundary conditions
The first example is the wave equation with Dirichlet boundary conditions, given by
(We have dropped the forcing function which is of no concern here. Furthermore, we ignore the right boundary to reduce notation.) This problem is semi-discretely approximated by
(The problem and the scheme are the same as discussed in Example 2.21.) By construction, G in the identity
is symmetric. To prove that this problem is stable a so-called "borrowing trick" must be used. (See [3] .) In the standard definition, we have D 2 = H −1 (−Ā + B S) where Ā is positive semi-definite. In order to bound the derivatives that appear on the boundary in the energy estimate, one has to borrow a derivative approximation from Ā . This is done by rephrasing D 2 as
where Ā = hα 2p (B S)
T B S +Ã and α 2p is the largest possible scalar that maintains positive semi-definiteness of Ã . In [34] , energy stability is proven for the scheme above under the condition that τ ≥ 1/α 2p . In the marginal case, τ = 1/α 2p , the scheme is energy stable but not nullspace consistent. There is a nullspace mode introduced that is not present in the initialboundary value problem. (An extra zero eigenvalue in the spatial operator.) Since the theory in this article requires nullspace consistency, we should not expect a gain of two orders. This conclusion is corroborated by the numerical simulations in [34] , which show a drop in the convergence rate and demonstrates the importance of nullspace consistency. mode. It would appear that this rate is indeed sharp. To test this on the problem (65) (cast as a first-order system), we ran simulations using the (6,3) scheme on ever finer grids. We use the standard fourth-order Runge-Kutta scheme to march in time and stopped at T = 0.2 where the errors were measured.
The first test uses the exact solution u ex = sin(2π x) cos(2πt). The results are tabulated in Table 1 . Beginning with the L 2 -errors we see that the errors level out at a resolution of 500 points. The convergence rate in L 2 appears to be around 5.5.
The column denoted "mean rate" lists the averages of the rates in the previous column up to and including the current grid.
(Mean rate = 1/k k j=1 rate j for the k first refinements.) Also this appears to be 5.5. The remaining grids are polluted by round off and this is clearly seen in the erratic convergence rates. Had we only studied the L 2 -errors, it would appear that our theoretical prediction was not sharp and that the true rate is 5.5. However, the L 2 -errors are a mix of boundary errors (that according to our theory converge to 5th order) and internal errors (6th order). At the available accuracy levels, the internal errors may be dominating and the L 2 -rate may appear higher than 5. Turning to the L ∞ -errors we see a similar pattern that the errors level out at around the same grid resolution. Since it is a linear problem, and the solution is smooth, all modes are global and we should expect to see that the L ∞ convergence rate asymptotically approaches the L 2 rate. However, the L ∞ rate should give an earlier indication of what the global rate will be since it is more likely to pick up the lowest convergence rate. In Table 1 , the L ∞ rate is more erratic than the L 2 rate, but it is clearly lower. This is evident in the mean rate displayed in the last column, which is closer to 5th order. However, this particular exact solution is not tailored for displaying boundary errors. The integer in the parentheses in Table 1 is the grid index where the maximal error appear. Clearly, it is not at the boundary but at different locations in the interior. Hence, it is likely that the internal errors contribute significantly to the total error and the internal errors are known to converge at a higher rate. Since the L ∞ errors do not appear at the boundary, we next choose another solution that highlight boundary errors better.
To this end, we follow the technique used in [30] and choose the solution u(x, t) = cos(t)(x l − x). This function does not solve the wave equation and we augment the wave equation with an appropriate forcing function. (This does not affect the convergence theory.) The function has strong curvature close to the right boundary, and we should hence expect to see the maximum error at that location. If so, it provides a good measure of the boundary error since they decay into the domain. Furthermore, if the global error is 5th order, we should expect the maximal error to decay as 5th order.
We compute the solution, u(x, t), for l = 15. The results are given in Table 2 .
The L 2 errors are quite erratic but the mean value is consistently beneath 5.5. Also the L ∞ errors appear erratic but they consistently appear at the right boundary as expected. What is clear is that the mean rates of the L ∞ -errors are well below 5.5 and with one exception below 5. The mean rates increase as the grids are refined and indicate a convergence rate of 5, in accordance with our theoretical estimates.
To further emphasize that the L ∞ rate is 5, the problem was computed on grids with 20 We end this section, with an observation. The two numerical examples demonstrate that it is difficult to capture the optimal rates since the boundary errors might not dominate at the available grid resolutions. (The problem is not what we can afford to run within a reasonable time but rather the arithmetic limits. This is a consequence of the solutions being too regular.) It is important to note that to investigate boundary errors numerically, one can not settle with one example and measure the L 2 rates and expect to have recorded the optimal rates.
In practice this means that for some problems one may enjoy a higher than expected rates, if interior errors dominate, but in other cases the boundary errors dominate and the rates fall to the ones predicted in this paper.
Neumann boundary conditions
Consider the problem 
(Once again, we focus on one boundary. For the computations, the scheme is appropriately mirrored.) The SBP-SAT scheme is
where e 0 = (1, 0, 0, ..., 0)
T . Choosing the (6,3) operators of [17] , we have run simulations to study the practical convergence rates of this scheme. The current theory predicts that the boundary errors gain two orders and converges with a rate of five, while the internal errors and nullspace errors converge with a rate of six. The convergence rates measured in practice are highly dependent on the choice of data. The exact solution used in [34] for this particular case is
(68)
With the solution (68), it is likely that the internal errors, which are 6th order, dominate the boundary errors making the convergence rate appear greater than 5th order (which is our theoretical result). Indeed, running this case suggests a convergence rate that is greater than 5. Table 3 . The L 2 convergence rate appears higher than 5. However, the L ∞ errors tell a different story. The maximum errors appear on the right boundary, and as such it is a good measure of the boundary errors that are modes that decay exponentially into the domain and should attain their greatest values on the boundary. We see that they are less than 5, and increasing towards 5. A strong indication that the boundary errors are converging to 5th order and that our theoretical result is sharp. (Since the rate is increasing, it shows that the temporal 4th-order errors do not affect the accuracy at these resolutions.) Remark 5.6. Note that boundary modes are decaying exponentially into the domain but their support do not shrink as h → 0 since then they would not approximate their continuous counterpart. (If they did shrink with h, it would imply that the influence of the boundary conditions would ultimately disappear, which is impossible for a convergent scheme and a well-posed problem.) Hence, the L 2 rate of the boundary modes can not exceed the L ∞ rate. This implies that, while the lower-order boundary-truncation errors only appear at a few points close to the boundaries, their influence on the solution is global and govern the asymptotic convergence rate everywhere in the domain, not just close to the boundaries.
Remark 5.7. The theory in [34] predicted a convergence rate of 5.5, both for this case (with Neumann boundary conditions) and the previous one in Section 5.2.1 (with Dirichlet boundary conditions), for the exact same scheme that we have used herein. This is neither supported by the current theory nor the numerical simulations. See also Appendix II and [30] for more details.
Summary
The main result in this paper is that the "gain of boundary accuracy" for energy stable finite difference schemes is equal to the order of the (spatial) principal part of the differential operator. The key requirements are that the scheme satisfies the standard consistency conditions (6) and (7), that it is nullspace consistent (see Definition 2.10), nullspace invariant (Definition 2.25), and energy stable. Our theoretical results are consistent with convergence reported for energy stable schemes in the literature and the simulations reported in this article. In particular, this article supersedes [28] by relaxing the strong requirement of pointwise stability.
Of particular interest, is the case when the nullspace of (1) and (2) is non-trivial. We have shown the differential/difference operator does not affect the nullspace modes. If the problem is homogeneous, the nullspace modes are initially set by initial data and thereafter evolves independently as an ordinary differential equation (ODE). The non-nullspace part of the solution (the PDE-part) is, of course, also set by initial data but subsequently evolved by the differential operator.
If a forcing function is added, it means that part of it will feed the nullspace, which is governed by an ODE (or ODE:s) that is (are) independent of the differential operator, and another part will drive the PDE-part of the problem in the usual way. To treat non-homogeneous boundary conditions, we transformed the problem to a homogeneous problem with a smooth forcing function, and it behaves as described above. Another interpretation is that the boundary conditions "feed" the nullspace modes and the PDE-part separately.
Analogously, the nullspace part of the solution does not affect the convergence rate of the semi-discrete scheme. The reason for this is that the non-nullspace error and nullspace error do not mix in the semi-discrete scheme, which, with the help of Lemma 4.5, allowed us to prove that the nullspace error remains of the same size as the error of the interior base scheme.
Although, the analysis of convergence rates was the main topic of this article, we proved a number of auxiliary results that are significant in their own right. For instance, in Section 3.3, we define the solvability condition for second derivatives in time. Furthermore, in Lemmas 3.3 and 3.13, we proved that energy stability implies that the solvability condition is satisfied, both with first and second derivatives in time. By assuming nullspace consistency, we could also handle the s = 0 case, and prove that the (generalized) solvability condition is satisfied. Hence, we have linked energy stability to Laplace-transform stability.
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Appendix I. Examples of SBP schemes that separate N and N ⊥
We discuss a few examples that satisfy (22) and (23).
I.1. The advection and advection-diffusion equation
The energy well-posed advection equation has a Dirichlet boundary conditions and therefore only the trivial nullspace. Turning to the advection-diffusion equation, the presence of a first-derivative in the PDE requires a Dirichlet or Robin boundary condition which annihilates any nullmode.
In both cases, (22) plays no role.
I.2. Heat and wave equation
Since the heat and wave equation have the same spatial operator, the following discussion applies to both. If there is a Dirichlet-component in either of the boundary conditions, there can be no non-trivial nullmodes. Hence, we consider the case with only Neumann boundary conditions. The scheme (for the wave equation) is given in (67). It is v tt = H −1 (−Ā), where −Ā = A in the notation of Definition 2.7. v = 1 is the only nullmode of −Ā, such that it is nullspace consistent. Furthermore, −Ā is symmetric. Moreover, we emphasise that all boundary terms cancel in this case, which is the only option to obtain a nullspace consistent energy stable scheme. Hence, condition (22) is satisfied.
I.3. u t = u xxx
This example is intended to demonstrate a more complicated structure that still satisfies (22) . Calculating the energy (on Beginning with the left boundary, we have to choose boundary conditions that cancel uu xx . That is either u = 0 or u xx = 0. The former annihilates the nullspace, and we proceed with the interesting case is u xx | 0 = 0. By the same argument, we choose u xx | 1 = 0 and we must also set u x | 0 = 0. The last boundary condition has the lowest derivative and reduces the nullspace to u = Hence, when a real truncation error "feeds" the nullspace, it does not affect the overall convergence rate. An arbitrary non-smooth forcing that is used to "model" a truncation error, does not have this property in general, unless it is very carefully designed.
Moreover, the current theory provides yet another way of viewing the effect of the discontinuous forcing. Let us not regard the "added truncation error" as a forcing but as a direct modification of the scheme. This would imply that a constant c is added to the scheme in the first grid point. This alters the first equation of (69) to become
The nullspace of the IBVP is w(x) = 1. The unmodified scheme (69) is nullspace consistent since v i = 1 results in the spatial discretization being zero. However, in (70) v i = 1 is not a nullspace mode. Hence, this scheme is not nullspace consistent according to Definition 2.10 and not consistent in the sense of (6) and (7). In fact, this is a prime example of a scheme where the truncation error is not a Taylor series, as discussed in Section 2.3. (Note that by choosing c ∼ h α , 0 < α < 1 the scheme is consistent in the sense (10) but still not nullspace consistent.) This illustrates the importance of nullspace consistency. Finally, we conclude that it is very difficult to single out the nullspace orthogonal (boundary) part of the error in a numerical computation. In [30] , a manufactured solution that only produced numerical errors from the boundary scheme was used in a simulation. Although the internal errors are zero, it is still not possible to isolate a 3rd order convergence rate of the orthogonal errors because the remaining errors contains nullspace and orthogonal errors from both boundaries, i.e., four components of the error. Nevertheless, in these simulations, as in all other simulations with this scheme, the convergence rate approaches two from above. A strong indication that there is a component converging at a faster rate than two. Since the rates are integer-valued, that rate has to be three, which is the rate predicted by the present theory for the boundary errors.
