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THE QUASI-INVARIANCE PROPERTY FOR THE
GAMMA KERNEL DETERMINANTAL MEASURE
GRIGORI OLSHANSKI
Abstract. The Gamma kernel is a projection kernel of the form
(A(x)B(y) −B(x)A(y))/(x− y), where A and B are certain func-
tions on the one-dimensional lattice expressed through Euler’s Γ-
function. The Gamma kernel depends on two continuous param-
eters; its principal minors serve as the correlation functions of a
determinantal probability measure P defined on the space of in-
finite point configurations on the lattice. As was shown earlier
(Borodin and Olshanski, Advances in Math. 194 (2005), 141-202;
arXiv:math-ph/0305043), P describes the asymptotics of certain
ensembles of random partitions in a limit regime.
Theorem: The determinantal measure P is quasi-invariant with
respect to finitary permutations of the nodes of the lattice.
This result is motivated by an application to a model of infinite
particle stochastic dynamics.
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Introduction
0.1. Preliminaries: a general problem. Recall a few well-known
notions from measure theory. Let A be a Borel space (that is, a set
with a distinguished sigma-algebra of subsets). Two Borel measures
P1, P2 on A are said to be equivalent if P1 has a density with respect to
P2 and vice versa. They are said to disjoint ormutually singular if there
exist disjoint Borel subsets B1 and B2 such that P1 is supported by B1
and P2 is supported by B2 (that is, P1(A \ B1) = P2(A \ B2) = 0).
Assume G is a group acting on A by Borel transformations; then a
Borel measure P is said to be G-quasi-invariant if P is equivalent to
its transform by any element g ∈ G.
In practice, especially for measures living on “large” spaces, verifying
the property of equivalence, disjointness or quasi-invariance, and ex-
plicit computation of densities (Radon–Nikody´m derivatives) for equiv-
alent measures can be a nontrivial task. There exist nice general results
for particular classes of measures: infinite product measures (Kaku-
tani’s theorem [Ka]), Gaussian measures on infinite-dimensional spaces
(Feldman–Hajek’s theorem and related results, see [Kuo, Ch. II]), Pois-
son measures (see [Bro]).
Assume that X is a locally compact space, take as the “large” space
A the space Conf(X) of locally finite point configurations on X, and as-
sume that the measures under consideration are probability measures
on A = Conf(X); they are also called point processes on X (for funda-
mentals of point processes, see, e.g., [Le]). Poisson measures are just
the simplest yet important example of point processes. The next by
complexity example is the class of determinantal measures (processes).
Determinantal measures are specified by their correlation kernels which
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are functions K(x, y) on X×X. Note an analogy with covariation ker-
nels of Gaussian measures which are also functions in two variables.
Note also that, informally, Poisson measures can be viewed as a degen-
erate case of determinantal measures corresponding to kernels K(x, y)
concentrated on the diagonal x = y.
Many concrete examples of determinantal measures are furnished by
random matrix theory and other sources, see, e.g., the surveys [So] and
[Bor]. The interest to determinantal measures especially increased in
the last years. However, to the best of my knowledge, the following
problem was never discussed in the literature:
Problem 1. Assume we are given two determinantal measures, P1 and
P2 on a common space Conf(X). How to test their equivalence (or, on
the contrary, disjointness)? Is it possible to decide this by inspection
of the respective correlation kernels K1(x, y) and K2(x, y)?
One could imagine that equivalence P1 ∼ P2 holds if the kernels are
close to each other in an appropriate sense. However, there is a subtlety
here, see Subsection 1.6 below.
Let G be a group of homeomorphisms g : X → X. Then G also
acts, in a natural way, on the space Conf(X) and hence on the space of
probability measures on Conf(X). Observe that the latter action pre-
serves the determinantal property: If P is a determinantal measure on
Conf(X) with correlation kernel K(x, y), then the transformed measure
g(P ) is determinantal, too, and K(g−1x, g−1y) serves as its correlation
kernel. Thus, the question of G-quasi-invariance of P becomes a special
instance of Problem 1:
Problem 2. Let P and G be as above. How to test whether P is
G-quasi-invariant? Is it possible to decide this by comparing the corre-
lation kernels K(x, y) and K(g−1x, g−1y) for g ∈ G?
I think it would be interesting to develop general methods for solving
Problem 2 and more general Problem 1. They seem to be nontrivial
even in the case when X is a countably infinite set with discrete topol-
ogy.
0.2. The Gamma kernel measure. In the present paper we are deal-
ing with a concrete model of determinantal measures, introduced in
[BO2]. The space X is assumed to be discrete and countable; it is
convenient to identify it with the lattice Z′ := Z + 1
2
of half–integers.
Then the space Conf(X) = Conf(Z′) is simply the space of all subsets
of Z′. We consider a two-parameter family of kernels on Z′ × Z′. Fol-
lowing [BO2], we denote them as K z,z′(x, y); here z and z
′ are some
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continuous parameters, and x, y are the arguments, which range over
Z′. Each kernel is real-valued and symmetric. Moreover, it is a pro-
jection kernel meaning that it corresponds to a projection operator in
the Hilbert space ℓ2(Z′). Like many examples of kernels from random
matrix theory, our kernels can be written in the so-called integrable
form [IIKS], [De]
A(x)B(y)− B(x)A(y)
x− y ,
resembling Christoffel–Darboux kernels associated to orthogonal poly-
nomials. In our situation A and B are certain functions on the lattice
Z′, which are expressed through Euler’s Γ-function. For this reason we
call K z,z′(x, y) the Gamma kernel . In [BO2] we conjectured that the
Gamma kernel might be a universal microscopic limit of the Christoffel–
Darboux kernels for generic discrete orthogonal polynomials, in an ap-
propriate asymptotic regime.
The Gamma kernel serves as the correlation kernel for a determi-
nantal measure on Conf(Z′), called the Gamma kernel measure and
denoted as P z,z′. According to the general definition of determinan-
tal measures (see [So], [Bor]), the measure P z,z′ is characterized by its
correlation functions
ρn(x1, . . . , xn) := P z,z′{X ∈ Conf(Z′) | X ∋ x1, . . . , xn}
which in turn are equal to principal n× n minors of the kernel:
ρ(x1, . . . , xn) := det[K z,z′(xi, xj)]
n
i,j=1.
Here n = 1, 2, . . . and x1, . . . , xn is an arbitrary n-tuple x1, . . . , xn of
pairwise distinct points from Z′.
As shown in [BO2], the Gamma kernel measure arises from several
models of representation–theoretic origin, through certain limit transi-
tions.
A more detailed information about K z,z′(x, y) and P z,z′ is given in
Section 1 below, see also [BO2], [Ol2].
0.3. The main result. We take as G the group S of permutations of
the set Z′ fixing all but finitely many points. Such permutations are
said to be finitary . Clearly, S is a countable group. It is generated by
the elementary transpositions σn of the lattice Z
′: Here n ∈ Z and σn
transposes the points n− 1
2
and n+ 1
2
of Z′. Each permutation σ ∈ S
induces, in a natural fashion, a transformation of the space Conf(Z′),
which in turn results in a transformation P 7→ σ(P ) of probability
measures on Conf(Z′).
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The main result of the paper says that the Gamma kernel measure
is quasi-invariant with respect to the action of the group S:
Main Theorem. For any σ ∈ S, the measures P z,z′ and σ(P z,z′) are
equivalent. Moreover, the Radon–Nikody´m derivative σ(P z,z′)/P z,z′
can be explicitly computed.
This result gives a solution to the first question of Problem 2 in a con-
crete situation. As will be shown in another paper, the quasi-invariance
property established in the theorem makes it possible to construct an
equilibrium Markov process on Conf(Z′) with determinantal dynamical
correlation functions and equilibrium distribution P z,z′. This applica-
tion is one of the motivations of the present work. 1
It seems plausible that P z,z′ is not quasi-invariant with respect to
the transformations of Conf(Z′) generated by the translations of the
lattice. Note that the translation x 7→ x + k with k ∈ Z amounts to
the shift (z, z′)→ (z − k, z′ − k) of the parameters (see Theorem 1.4).
One can ask, more generally, whether any two Gamma kernel measures
with distinct parameters are disjoint. 2
0.4. Scheme of proof of Main Theorem. The proof relies on the
fact that for fixed z, z′, the measure P z,z′ can be approximated by sim-
pler measures which are S–quasiinvariant and whose Radon–Nikody´m
derivatives (with respect to the action of the group S) are readily com-
putable.
The approximating measures depend on an additional parameter
ξ ∈ (0, 1) and are denoted as P z,z′,ξ. These are purely atomic prob-
ability measures supported by a single S–orbit. They come from
certain probability distributions on Young diagrams, and are called
the z–measures (Kerov–Olshanski–Vershik [KOV], Borodin–Olshanski
[BO1]). As ξ goes to 1, the measures P z,z′,ξ weakly converge to P z,z′:
this is simply the initial definition of P z,z′ given in [BO2].
What we actually need to prove is that the convergence of the mea-
sures holds not only in the weak topology (that is, on bounded contin-
uous test functions) but also in a much stronger sense: Namely,
〈F, P z,z′,ξ〉 −→
ξ→1
〈F, P z,z′〉
for certain test functions F which, like the Radon–Nikody´m deriva-
tives, may be unbounded and not everywhere defined. Here and in the
1A connection between quasi-invariance and existence of Markov dynamics,
sometimes in hidden form, is present in various situations. See, e.g., [AKR], [SY].
2The pair (z, z′) should be viewed as an unordered pair of parameters, because
the transposition z ↔ z′ does not affect the measure, see Theorem 1.4.
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sequel the angular brackets denote the pairing between functions and
measures.
To explain this point more precisely we need some preparation.
First of all, it is convenient to transform all the measures in ques-
tion by means of an involutive homeomorphism of the compact space
Conf(Z′). This homeomorphism, denoted as “inv”, assigns to a con-
figuration X ∈ Conf(Z′) its symmetric difference with the set Z′− =
{. . . ,−3
2
,−1
2
}.
An equivalent description is the following. Regard X as a configu-
ration of charged particles occupying some of the sites of the lattice
Z′, while the holes (that is, the unoccupied sites of Z′) are interpreted
as anti–particles with opposite charge. Now, the new configuration
inv(X) is formed by the particles sitting to the right of 0 and the anti–
particles to the left of 0. We call “inv” the particle/hole involution on
Z′−.
For instance, if X = Z′− then inv(X) = ∅, the empty configuration.
The configuration X = Z′− plays a distinguished role because the S–
orbit of this configuration is the support of the pre–limit measures
P z,z′,ξ. The map “inv” transforms this distinguished orbit into the set
of all finite balanced configurations, that is, finite configurations with
equally many points to the right and to the left of 0.
Note that the transform by “inv” leaves intact the action of all the
elementary transpositions σn with n 6= 0, only the action of σ0 is per-
turbed.
Note also that if P is a determinantal measure on Conf(Z′) then so
is its push–forward P := inv(P ), and there is a simple relation between
the correlation kernels of P and P ([BOO, Appendix]). If the kernel
of P is symmetric then that of P has a different kind of symmetry:
it is symmetric with respect to an indefinite inner product (see [BO1,
Proposition 2.3 and Remark 2.4]), which reflects the presence of two
kinds of particles.
Instead of the measures P z,z′,ξ and P z,z′ we will deal with their
transforms by “inv”, denoted as Pz,z′,ξ := inv(P z,z′,ξ) and Pz,z′ :=
inv(P z,z′). Clearly, the transform does not affect the formulation of
the theorem, only the initial action of the group S on Conf(Z′) has to
be conjugated by the involution: an element σ ∈ S now acts as the
transformation
σ˜ := inv ◦ σ ◦ inv . (0.1)
An advantage of the transformed measures as compared to the initial
ones is that the pre–limit measures Pz,z′,ξ live on finite configurations.
In a weaker form, this property is inherited by the limit measures.
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Namely, let us say that a configuration X ∈ Conf(Z′) is sparse if∑
x∈X
|x|−1 <∞.
Denote the set of all sparse configurations as Confsparse(Z
′). There
is a natural embedding Confsparse(Z
′) →֒ ℓ1(Z′) assigning to a sparse
configuration X its characteristic function multiplied by the function
|x|−1, and we equip Confsparse(Z′) with the “ℓ1–topology”, that is, the
one induced by the norm of the Banach space ℓ1(Z′). The ℓ1–topology
is finer than the topology induced from the ambient space Conf(Z′).
Now we are in a position to describe the scheme of proof.
Claim 1. The limit measures Pz,z′ are concentrated on the set of sparse
configurations.
The claim makes sense because the set Confsparse(Z
′) is a Borel subset
in Conf(Z′).
Given a function f on the lattice Z′ such that |f(x)| = O(|x|−1),
we define a function Φf (X) on the set of sparse configurations by the
formula
Φf (X) =
∏
x∈X
(1 + f(x)) (0.2)
(the product is convergent). Such functions Φf will be called multi-
plicative functionals on configurations. Any multiplicative functional
Φf is continuous in the ℓ
1–topology.
Given a permutation σ ∈ S and a measure P on Conf(Z′), we denote
by σ˜(P ) the push–forward of P under the transformation σ˜, see (0.1).
Let z, z′ be fixed and ξ range over (0, 1). For any σ ∈ S, let
µz,z′,ξ(σ,X) be the Radon–Nikody´m derivative of the measure σ˜(Pz,z′,ξ)
with respect to the measure Pz,z′,ξ. That is,
µz,z′,ξ(σ,X) =
σ˜(Pz,z′,ξ)(X)
Pz,z′,ξ(X)
=
Pz,z′,ξ(σ˜
−1(X))
Pz,z′,ξ(X)
;
here X belongs to the countable set of finite balanced configurations.
Claim 2. Fix an arbitrary σ ∈ S.
(i) The function µz,z′,ξ(σ,X) has a unique extension to a continuous
function on Confsparse(Z
′).
(ii) As ξ → 1, the extended functions obtained in this way converge
pointwise to a continuous function µz,z′(σ,X) on Confsparse(Z
′).
(iii) The limit function µz,z′(σ,X) can be written as a finite linear
combination of multiplicative functionals of the form (0.2).
8 GRIGORI OLSHANSKI
Here continuity is assumed with respect to the ℓ1–topology. Ac-
tually, a somewhat stronger claim holds, see Proposition 3.1 and the
subsequent discussion.
Claim 2 suggests that the limit function µz,z′(σ,X) might serve as
the Radon–Nikody´m derivative for the limit measure, that is,
σ˜(Pz,z′) = µz,z′(σ, · )Pz,z′.
This relation is indeed true. We reduce it to the following claim.
Claim 3. Let f be an arbitrary function on Z′ such that |f(x)| =
O(|x|−1). Then the multiplicative functional Φf given by (0.2) is abso-
lutely integrable with respect to both the pre–limit and limit measures,
and we have
lim
ξ→1
〈Φf , Pz,z′,ξ〉 = 〈Φf , Pz,z′〉.
This claim is stronger than the assertion about the weak convergence
of measures Pz,z′,ξ → Pz,z′ which was known previously. Indeed, weak
convergence of measures on Conf(Z′) means convergence on continuous
test functions, while multiplicative functionals are, generally speaking,
unbounded functions on Confsparse(Z
′) and thus cannot be extended to
continuous functions on the compact space Conf(Z′).
To prove Claim 3 we use the well–known fact that the expectation
of a multiplicative functional with respect to a determinantal measure
can be expressed as a Fredholm determinant involving the correlation
kernel. This makes it possible to reformulate the claim in terms of
the correlation operators Kz,z′,ξ and Kz,z′ (these are operators in the
Hilbert space ℓ2(Z′) whose matrices are the correlation kernels of the
measures Pz,z′,ξ and Pz,z′, respectively).
The reformulation is given in Claim 4 below. Represent the Hilbert
space H := ℓ2(Z′) as the direct sum of two subspaces H± = ℓ2(Z′±)
according to the splitting Z′ = Z′+ ⊔ Z′− (positive and negative half–
integers). Then any bounded operator in H can be written as a 2× 2
matrix with operator entries (or “blocks”). Let L1|2(H) denote the
set (actually, algebra) of bounded operators in H whose two diagonal
blocks are trace class operators and two off–diagonal blocks are Hilbert–
Schmidt operators. If K ∈ L1|2(H) then the Fredholm determinant
det(1+K) makes sense ([BOO, Appendix]). We equip L1|2(H) with the
combined topology determined by the trace class norm on the diagonal
blocks and the Hilbert–Schmidt norm on the off–diagonal ones.
Claim 4. Let A stand for the operator of pointwise multiplication by
the function x 7→ |x|−1/2 in the space H. The operator AKz,z′A lies
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in L1|2(H), and, as ξ goes to 1, the operators AKz,z′,ξA approach the
operator AKz,z′A in the combined topology of L1|2(H).
Note that the operator A2 is not in L1|2(H), because the series∑ |x|−1 taken over all x ∈ Z′ is divergent. This is the source of diffi-
culties. For instance, the assertion that AKz,z′A belongs to L1|2(H) is
not a formal consequence of the boundedness of Kz,z′.
Claim 4 is the key technical result of the paper. The proof relies
on explicit expressions for the correlation kernels in terms of contour
integrals and requires a considerable computational work.
I do not know whether the operators AKz,z′,ξA approach AKz,z′A
simply in the trace class norm. The point is that the diagonal blocks
are Hermitian nonnegative operators while the operators themselves
are not. For nonnegative operators, one can use the fact that the con-
vergence in the trace class norm is equivalent to the weak convergence
together with the convergence of traces. For non–Hermitian operators,
dealing with the trace class norm is difficult, while the Hilbert–Schmidt
norm turns out to be much easier to handle. Fortunately, for the off–
diagonal blocks, the convergence in the Hilbert–Schmidt norm already
suffices.
0.5. Organization of the paper. Section 1 contains the basic nota-
tion and definitions related to the measures under consideration and
their correlation kernels. Section 2 starts with basic facts related to
multiplicative functionals and their connection to Fredholm determi-
nants; then the proof of Claim 1 follows; it is readily derived from
the explicit expression for the first correlation function of the measure
P z,z′. Section 3 is devoted to the proof of Claim 2. In Section 4, we
formulate the main result (Theorem 4.1). Then we reduce to it to The-
orem 4.2 and next to Theorem 4.3; they correspond to Claims 3 and
4, respectively. The main technical work is done in Sections 5 and 6,
where we prove Theorem 4.3 (or Claim 4) separately for diagonal and
off–diagonal blocks.
0.6. Acknowledgment. I am very much indebted to Alexei Borodin
for a number of important suggestions which helped me in dealing with
asymptotics of contour integral representations. I am also grateful to
Leonid Petrov and Sergey Pirogov for valuable remarks.
1. Z–measures and related objects
1.1. Partitions and lattice point configurations. A partition is an
infinite sequence λ = (λ1, λ2, . . . ) of nonnegative integers λi such that
λi ≥ λi+1 and only finitely many λi’s are nonzero. We set |λ| =
∑
λi.
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Let Y denote the set of all partitions; it is a countable set. Following
[Ma], we identify partitions and Young diagrams.
Let Z′ denote the set of all half–integers; that is, Z′ = Z+ 1
2
. By Z′+
and Z′− we denote the subsets of positive and negative half–integers,
so that Z′ is the disjoint union of Z′+ and Z
′
−.
Subsets of Z′ are viewed as configurations of particles occupying the
nodes of the lattice Z′. The unoccupied nodes are called holes . Let
Conf(Z′) denote the space of all particle configurations on Z′. The
space Conf(Z′) can be identified with the infinite product space {0, 1}Z′
and we equip it with the product topology. In this topology, Conf(Z′)
is a totally disconnected compact space.
Recall (see Subsection 0.4) that the particle/hole involution on Z′−
is the involutive map Conf(Z′) → Conf(Z′) keeping intact particles
and holes on Z′+ ⊂ Z′ and changing particles by holes and vice versa
on Z′− ⊂ Z′. We denote the particle/hole involution by the symbol
“inv”. In a more formal description, “inv” assigns to a configuration
its symmetric difference with Z′−. In particular, inv(Z
′
−) = ∅.
To a partition λ ∈ Y we assign the semi–infinite point configuration
X(λ) = {λi − i+ 12}i=1,2,... ∈ Conf(Z′).
Note that among λi’s some terms may repeat while the numbers λi −
i + 1
2
are all pairwise distinct. Clearly, the correspondence λ 7→ X(λ)
is one–to–one. The configuration X(λ) is sometimes called the Maya
diagram of λ, see Miwa–Jimbo–Date [MJD].
For instance, the Maya diagram of the zero partition λ = (0, 0, . . . ) is
Z′−. Any Maya diagram can be obtained from this one by finitely many
elementary moves consisting in shifting one particle to the neighboring
position on the right provided that it is unoccupied.
A finite configuration X ⊂ Z′ is called balanced if |X ∩ Z′+| =
|X ∩ Z′−|. An important fact is that “inv” establishes a bijective
correspondence between the Maya diagrams X(λ) and the balanced
configurations. We set
X(λ) = inv(X(λ)), X±(λ) = X(λ) ∩ Z′±.
An alternative interpretation of the balanced configuration X(λ) is
as follows: X(λ) = X+(λ) ∪X−(λ) with
X+(λ) = {p1 < · · · < pd}, X−(λ) = {−qd < · · · < −q1}
(recall that |X+(λ)| = |X−(λ)|), where the positive half–integers pi
and qi are the modified Frobenius coordinates (Vershik–Kerov [VK]) of
the Young diagram λ. They differ from the conventional Frobenius
coordinates [Ma] by the additional summand 1
2
. A slight divergence
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with the conventional notation is that we arrange the coordinates in
the ascending order.
A direct explanation: d is the number of diagonal boxes in λ and
(λ1 − 1 + 12 , λ2 − 2 + 12 , . . . , λd − d+ 12) = (pd, pd−1 . . . , p1)
(λ′1 − 1 + 12 , λ′2 − 2 + 12 , . . . , λ′d − d+ 12) = (qd, qd−1, . . . , q1),
where λ′ is the transposed diagram.
Thus, we have defined two embeddings of the countable set Y into
the space Conf(Z′), namely, λ 7→ X(λ) and λ 7→ X(λ). These two
embeddings are related to each other by the particle/hole involution
on Z′−.
Note that each of the two embeddings maps Y onto a dense subset
in Conf(Z′).
1.2. Z-measures on partitions. Here we introduce a family {Mz,z′,ξ}
of probability measures on Y, called the z–measures . The subscripts
z, z′, and ξ are continuous parameters. Their range is as follows:
parameter ξ belongs to the open unit interval (0, 1), and parameters
z and z′ should be such that (z + k)(z′ + k) > 0 for any integer k.
Detailed examination of this condition shows that either z ∈ C \ R
and z′ = z¯ (the principal series of values), or both z and z′ are real
numbers contained in an open interval (N,N + 1) with N ∈ Z (the
complementary series of values).
We shall need the generalized Pochhammer symbol (x)λ:
(x)λ =
ℓ(λ)∏
i=1
(x− i+ 1)λi , x ∈ C, λ ∈ Y,
where ℓ(λ) is the number of nonzero coordinates λi and
(x)k = x(x+ 1) . . . (x+ k − 1) = Γ(x+ k)
Γ(x)
is the conventional Pochhammer symbol. Note that
(x)λ =
∏
(i,j)∈λ
(x+ j − i),
where the product is taken over the boxes (i, j) of the Young diagram
λ, and i and j stand for the row and column numbers of a box.
In this notation, the weight of λ ∈ Y assigned by the z–measure
Mz,z′,ξ is written as
Mz,z′,ξ(λ) = (1− ξ)zz′ ξ|λ| (z)λ(z′)λ
(
dimλ
|λ|!
)2
, (1.1)
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where dimλ is the dimension of the irreducible representation of the
symmetric group of degree |λ| indexed by λ.
Note that z and z′ enter the formula symmetrically, so that their
interchange does not affect the z-measure.
For the origin of formula (1.1) and the proof that Mz,z′,ξ is indeed a
probability measure, see Borodin–Olshanski [BO1], [BO2], [BO3] and
references therein. Note that all the weights are strictly positive: this
follows from the conditions imposed on parameters z and z′. The z–
measures form a deformation of the poissonized Plancherel measure
and are a special case of Schur measures (see Okounkov [Ok]).
1.3. Limit measures. Throughout the paper the parameters z and
z′ are assumed to be fixed. If the third parameter ξ approaches 0,
then the z–measures Mz,z′,ξ converge to the Dirac measure at the zero
partition: this is caused by the factor ξ|λ|.
A much more interesting picture arises as ξ approaches 1. Then
the factor (1 − ξ)zz′ forces each of the weights Mz,z′,ξ(λ) to tend to 0
(note that zz′ > 0). This means that the z–measures on the discrete
space Y escape to infinity. However, the situation changes when we
embed Y into Conf(Z′). Recall that we have two embeddings, one
producing semi–infinite configurations X(λ) and the other producing
finite balanced configurations X(λ). Denote by P z,z′,ξ and Pz,z′,ξ the
push–forwards of the z–measure Mz,z′,ξ under these two embeddings.
Then the following result holds, see [BO2]:
Theorem 1.1. In the space of probability measures on the compact
space Conf(Z′), there exist weak limits
P z,z′ = lim
ξ→1
P z,z′,ξ, Pz,z′ = lim
ξ→1
Pz,z′,ξ.
Of course, P z,z′,ξ and Pz,z′,ξ are transformed to each other under
the particle/hole involution on Z′−, and the same holds for the limit
measures.
1.4. Projection correlation kernels. All the measures appearing in
Theorem 1.1 are determinantal measures. Here we explain the struc-
ture of their correlation kernels (for a detailed exposition, see [BO2],
[BO3], [BO4], and [Ol2]).
The key object is a second order difference operator Dz,z′,ξ on the
lattice Z′. This operator acts on a test function f(x), x ∈ Z′, according
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to
Dz,z′,ξf(x) =
√
ξ(z + x+ 1
2
)(z′ + x+ 1
2
) f(x+ 1)
+
√
ξ(z + x− 1
2
)(z′ + x− 1
2
) f(x− 1)
− [x+ ξ(z + z′ + x)] f(x).
Since x± 1
2
is an integer for x ∈ Z′, the expressions under the square root
are strictly positive, due to the conditions imposed on the parameters
z and z′.
As shown in [BO4], Dz,z′,ξ determines an unbounded selfadjoint oper-
ator in the Hilbert space H = ℓ2(Z′). This operator has simple, purely
discrete spectrum filling the subset (1− ξ)Z′ ⊂ R.
In the sequel we will freely pass from bounded operators in H to
their kernels and vice versa using the natural orthonormal basis {ex}
in H indexed by points x ∈ Z′: If A is an operator in H then its kernel
(or simply matrix) is defined as A(x, y) = (Aey, ex).
Let K z,z′,ξ denote the projection in H onto the positive part of the
spectrum of Dz,z′,ξ, and let K z,z′,ξ(x, y) denote the corresponding ker-
nel. (Here and below all projection operators are assumed to be or-
thogonal projections.)
Theorem 1.2. K z,z′,ξ(x, y) is the correlation kernel of the measure
P z,z′,ξ.
The operator corresponding to a correlation kernel of a determinantal
measure will be called its correlation operator . Thus, the projection
K z,z′,ξ is the correlation operator of P z,z′,ξ.
Let Dz,z′ denote the difference operator on Z
′ which is obtained by
setting ξ = 1 in the above formula defining Dz,z′,ξ. One can show that
Dz,z′ still determines a selfadjoint operator in ℓ
2(Z′). Its spectrum is
simple, purely continuous, filling the whole real line. Let K z,z′ denote
the projection onto the positive part of the spectrum.
Theorem 1.3. (i) As ξ goes to 1, the projection operators K z,z′,ξ
weakly converge to a projection operator K z,z′.
(ii) K z,z′ serves as the correlation operator of the limit measure P z,z′,
that is, the kernel K z,z′(x, y) is the correlation kernel of P z,z′.
Note that the weak convergence of operators in ℓ2(Z′) whose norms
are uniformly bounded is the same as the pointwise convergence of the
corresponding kernels. Note also that on the set of projections, the
weak operator topology coincides with the strong operator topology.
The above definition of the operators K z,z′,ξ and K z,z′ through the
difference operators Dz,z′,ξ and Dz,z′ is nice and useful but one often
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needs explicit expressions for the correlation kernels. Various such
expressions are available:
• Presentation in the integrable form [BO1], [BO2]
A(x)B(y)− B(x)A(y)
x− y .
• Series expansion (or integral representation) involving eigen-
functions of the difference operators [BO3], [BO4].
• Double contour integral representation [BO3], [BO4].
In Sections 5 and 6 we will work with contour integrals. Theorems
1.4 and 1.5 below describe the integrable form for the limit kernel
K z,z′(x, y). This presentation will be used in Section 2.
Theorem 1.4. Assume z 6= z′. For x, y ∈ Z′ and outside the diagonal
x = y,
K z,z′(x, y) =
sin(πz) sin(πz′)
π sin(π(z − z′)) ·
P(x)Q(y)−Q(x)P(y)
x− y ,
where
P(x) = Γ(z + x+
1
2
)√
Γ(z + x+ 1
2
)Γ(z′ + x+ 1
2
)
,
Q(x) = Γ(z
′ + x+ 1
2
)√
Γ(z + x+ 1
2
)Γ(z′ + x+ 1
2
)
and Γ(·) is Euler’s Γ–function.
On the diagonal x = y,
K z,z′(x, x) =
sin(πz) sin(πz′)
π sin(π(z − z′)) (ψ(z + x+
1
2
)− ψ(z′ + x+ 1
2
)),
where ψ(x) = Γ′(x)/Γ(x) is the logarithmic derivative of the Γ–function.
See [BO2] for a proof. In that paper, we called the kernel K z,z′(x, y)
the Gamma kernel .
In the case z = z′ (then necessarily z ∈ R \Z) an explicit expression
can be obtained by taking the limit z′ → z (see [BO2]), and the result is
expressed through the ψ function (outside the diagonal) or its derivative
ψ′ (on the diagonal):
Theorem 1.5. Assume z = z′ ∈ R \ Z. For x, y ∈ Z′ and outside the
diagonal x = y,
K z,z′(x, y) =
(
sin(πz)
π
)2 ψ(z + x+ 1
2
)− ψ(z + y + 1
2
)
x− y .
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On the diagonal x = y,
K z,z′(x, x) =
(
sin(πz)
π
)2
ψ′(z + x+ 1
2
).
Here is a simple corollary of the above formulas, which we will need
later on:
Corollary 1.6. Let ρ
(z,z′)
1 (x) denote the density function of Pz,z′. We
have
ρ
(z,z′)
1 (x) ∼
C(z, z′)
|x| , |x| → ∞,
where
C(z, z′) =

sin(πz) sin(πz′)(z − z′)
π sin(π(z − z′)) , z 6= z
′(
sin(πz)
π
)2
, z = z′ ∈ R \ Z.
Proof. Recall that Pz,z′ is related to P z,z′ by the particle/hole involu-
tion transformation on Z′−. It follows that the density functions of the
both measures coincide on Z′+. By the very definition of determinantal
measures, the density function of P z,z′ is given by the values of the
correlation kernel on the diagonal x = y. The formulas of Theorem 1.4
and Theorem 1.5 express K z,z′(x, x) through the psi–function and its
derivative. The asymptotic expansion of ψ(y) as y → +∞ is given by
formula 1.18(7) in Erdelyi [Er], which implies
ψ(y) = log y−(2y)−1+O(y−2), ψ′(y) = y−1+O(y−2) (y → +∞).
Using this we readily get
ρ
(z,z′)
1 (x) =
C(z, z′)
x
+O(x−2), x→ +∞,
To handle the case x→ −∞ one can use the relation (see (1.2))
Kz,z′(x, x) = 1−K z,z′(x, x), x ∈ Z′− ,
and then employ the identity ([Er, 1.7.1])
ψ(y + 1
2
)− ψ(−y + 1
2
) = π tan(πy).
A simpler way is to use the symmetry property of Pz,z′ discussed in
Subsection 1.7 below. It immediately gives
ρ
(z,z′)
1 (−x) = ρ(−z,−z
′)
1 (x), x ∈ Z′+ .
Since C(−z,−z′) = C(z, z′), we get the desired formula. 
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Remark 1.7. As is seen from Theorems 1.4 and 1.5, the limit kernel
K z,z′(x, y) is real-valued. The same is true for the pre–limit kernels
K z,z′,ξ(x, y): this can be seen from their integrable form presentation
or from the series expansion. The fact that the kernels are real-valued
will be employed in Section 6.
1.5. J–Symmetric kernels and block decomposition. For techni-
cal reasons, it will be more convenient for us to deal, instead of K z,z′,ξ
andK z,z′, with the correlation kernels for the measures Pz,z′,ξ and Pz,z′.
The latter kernels will be denoted asKz,z′,ξ(x, y) andKz,z′(x, y), respec-
tively. The link between two kinds of kernels, the “K kernels” and the
“K kernels”, is given by the following relation (see [BOO, Appendix]
for a proof):
ε(x)K(x, y)ε(y) =
{
K (x, y), x ∈ Z′+
δxy −K (x, y), x ∈ Z′−
, (1.2)
where
ε(x) =
{
1, x ∈ Z′+
(−1)|x|− 12 , x ∈ Z′−
.
Note that the factor ε(x) = ±1 does not affect the correlation func-
tions (see Subsection 1.6). This factor becomes important in the limit
regime considered in [BO1] and [BO3, §8], but for the purpose of the
present paper, it is inessential and could be omitted; I wrote it only to
keep the notation consistent with that of the previous papers [BO1],
[BO2], [BO3].
Decompose the Hilbert space H = ℓ2(Z′) into the direct sum H =
H+ ⊕ H−, where H± = ℓ2(Z′±). Then every operator A in H can be
written in a block form,
A =
[
A++ A+−
A−+ A−−
]
,
where A++ acts from H+ to H+, A+− acts from H− to H+, etc.
In terms of the block form, (1.2) can be rewritten as follows (below
Aε denotes the operator of multiplication by ε(x)):
K++ = K ++ K+− = K +−Aε
K−+ = −AεK −+ K−− = 1− AεK −−Aε.
It follows that if K is an Hermitian operator in H then K is also
Hermitian, but with respect to an indefinite inner product in H :
[f, g] := (Jf, g), f, g ∈ H, J =
[
1 0
0 −1
]
.
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Such operators are called J–Hermitian or J–symmetric operators. Thus,
the operators Kz,z′,ξ and Kz,z′ are J–symmetric.
Proposition 1.8. The pre–limit operators Kz,z′,ξ belong to the trace
class.
This claim is not obvious from the definition of the operators nor
from the explicit expressions for the kernels, but can be easily derived
from the results of [BO1] (it is immediately seen that the “L–operator”
related to K := Kz,z′,ξ through the formula K = L(1 +L)
−1 is of trace
class). The trace class property of Kz,z′,ξ is related to the fact that the
measure Pz,z′,ξ lives on finite configurations (note that the trace of a
correlation operator equals the expected total number of particles).
As for the limit measure Pz,z′, it lives on infinite configurations, and
the limit operator Kz,z′ is not of trace class.
1.6. Gauge transformation of correlation kernels. An arbitrary
transformation of correlation kernels of the form
K(x, y) 7→ φ(x)K(x, y)φ(y)−1
with a nonvanishing function φ(x) does not affect the minors giving the
values of the correlation functions. We call this a gauge transformation.
Thus, the correlation kernel is not a canonical object attached to a
determinantal measure. This circumstance must be taken into account
in attempting to solve Problem 1.
1.7. Symmetry. Recall that by λ 7→ λ′ we denote transposition of
Young diagrams. Return to formula (1.1) for the z–measure weights
and observe that dimλ′ = dimλ and (z)λ = (−1)|λ|(−z)λ′ . This implies
the important symmetry relation
Mz,z′,ξ(λ
′) =M−z,−z′,ξ(λ), λ ∈ Y. (1.3)
Next, observe that under transposition λ 7→ λ′, the modified Frobe-
nius coordinates interchange: pi ↔ qi. Together with the above symme-
try relation this implies that the transformation of the measure Pz,z′,ξ
induced by the reflection symmetry x 7→ −x of the lattice Z′ amounts
to the index transformation (z, z′) → (−z,−z′). The same holds for
the limit measures Pz,z′.
It is worth noting that the behavior of the measures P z,z′,ξ and their
limits under the reflection symmetry of Z′ is more complex: besides the
change of sign of z and z′ one has to apply the particle/hole involution
on the whole lattice.
The symmetry (1.3) is reflected in the following symmetry property
for the kernels Kz,z′,ξ:
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Proposition 1.9. We have
Kz,z′,ξ(x, y) = (−1)sgn(x) sgn(y)K−z,−z′,ξ(−x,−y).
This follows from [BO3, Theorem 7.2], see the comments to this
theorem. Passing to the limit as ξ → 1, we get the same property for
the limit kernel Kz,z′(x, y).
2. Multiplicative functionals and Fredholm determinants
2.1. Generalities. Let X be a countable set. Below we will return to
X = Z′ but at this moment we do not need any structure on X.
As in Subsection 1.1, we mean by a configuration in X an arbitrary
subset X ⊆ X and we denote by Conf(X) the space of all configura-
tions. Again, we equip Conf(X) with the topology determined by the
identification Conf(X) with the infinite product space {0, 1}X; then
Conf(X) becomes a metrizable compact topological space. We also
endow Conf(X) with the corresponding Borel structure.
Given a configuration X ∈ Conf(X), let 1X denote its indicator
function: for x ∈ X, the value 1X(x) equals 1 or 0 depending on whether
x belongs or not to X . Viewing 1X as a collection of 0’s and 1’s indexed
by points x ∈ X we just get the identification of Conf(X) with {0, 1}X.
A function F (X) on Conf(X) is said to be a cylinder function if
it depends only on the intersection X ∩ Y with some finite subset
Y ⊂ X. Cylinder functions are continuous and form a dense subalge-
bra in C(Conf(X)), the Banach algebra of continuous functions on the
compact space Conf(X). We will need cylinder functions in Section 4.
2.2. Multiplicative functionals Φf . To a function f(x) on X, we
would like to assign a multiplicative functional on Conf(X) by means
of the formula
Φf(X) =
∏
x∈X
(1 + f(x)) =
∏
x∈X
(1 + 1X(x)f(x)), X ∈ Conf(X).
Let us say that Φf (X) is defined at X if the above product is absolutely
convergent, which is equivalent to saying that the sum∑
x∈X
|f(x)| =
∑
x∈X
1X(x)|f(x)| (2.1)
is finite. Thus, the domain of definition for Φf is the set of all config-
urations X for which (2.1) is finite.
Obviously, this set coincides with the whole space Conf(X) if and
only if f belongs to ℓ1(X). In particular, this happens if f vanishes
outside a finite subset Y ⊂ X, and then Φf is simply a cylinder function.
However, we will need to deal with multiplicative functionals which
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are defined on a proper subset of Conf(X) only. Observe that for any
function f , the domain of definition of Φf is a Borel subset in Conf(X)
(more precisely, a subset of type Fσ), and Φf is a Borel function on
this subset, because Φf is a pointwise limit of cylinder functions.
Given a probability measure P on Conf(X), it is important for us
to see if the domain of definition of Φf is of full P–measure. Here is
a simple sufficient condition for this, expressed in terms of the density
function ρ1(x). Recall its meaning: ρ1(x) is the probability that the
random (with respect to P ) configuration X contains x.
Proposition 2.1. Let P be a probability measure on Conf(X), ρ1(x)
be its density function, and f(x) be a function on X. If∑
x∈X
ρ1(x)|f(x)| <∞
then the multiplicative functional Φf(X) is defined P–almost every-
where on Conf(X).
Proof. Regard the quantity (2.1) as a function in X , with values in
[0,+∞]. This function is almost everywhere finite if its expectation is
finite. Now, take the expectation of the right–hand side of (2.1). Since
the expectation of 1X(x) is ρ1(x), the result is
∑
x∈Xρ1(x)|f(x)|, which
is finite by the assumption. 
Fix a function r(x) > 0 on X. Let us say that a configuration X
is r–sparse (more precisely, sparse with respect to weight r−1) if the
series ∑
x∈X
r−1(x) =
∑
x∈X
1X(x)r
−1(x)
converges. Let Confr(X) denote the subset of all r–sparse configura-
tions. If the series
∑
x∈X r
−1(x) converges then obviously Confr(X) =
Conf(X); otherwise Confr(X) is a proper subset of Conf(X). Note that
it is a Borel subset (more precisely, a subset of type Fσ).
Proposition 2.2. Let P be a probability measure on Conf(X) and
ρ1(x) be its density function. If∑
x∈X
ρ1(x)r
−1(x) <∞
then P is concentrated on the Borel subset Confr(X).
Proof. The argument is the same as in the proof of Proposition 2.1.
Consider the function
ϕ(X) =
∑
x∈X
1X(x)r
−1(x), X ∈ Conf(X),
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which is allowed to take the value +∞. We have to prove that ϕ(X)
is finite almost surely with respect to the measure P . This is obvious,
because the expectation of ϕ equals∑
x∈X
ρ1(x)r
−1(x),
which is finite by the assumption. 
Consider the correspondence X 7→ mX that assigns to a configura-
tion X the function mX(x) = 1X(x)r
−1(x) on X. This correspondence
determines an embedding of the set Confr(X) into the Banach space
ℓ1(X). Using this embedding we equip Confr(X) with the topology
induced by the norm topology of ℓ1(X). Let us call this topology the
ℓ1–topology ; of course, the definition depends on the choice of the func-
tion r(x). If the series
∑
x∈X r
−1(x) diverges then the ℓ1–topology on
Confr(X) is stronger than that induced by the canonical topology of
the space Conf(X).
Proposition 2.3. Let f be a function on X such that the function
|f(x)|r(x) is bounded. Then the multiplicative functional Φf is well
defined on Confr(X). Moreover, Φf is continuous in the ℓ
1–topology of
Confr(X) defined above.
Proof. The first claim is trivial. Indeed, set g(x) = f(x)r(x). This
function is in ℓ∞(X) while the function mX(x) is in ℓ1(X). Since the
quantity (2.1) can be represented as the pairing between |g| and mX ,
we conclude that (2.1) is finite.
To prove the second claim we observe that
Φf (X) =
∏
x∈X
(1 +mX(x)g(x)).
Now the claim readily follows from the fact that the pairing between
g ∈ ℓ∞(X) and mX ∈ ℓ1(X) is continuous in the second argument. 
Example 2.4. Let X = Z′ and P = Pz,z′. We know from Corollary
1.6 that in this concrete case the density function ρ1(x) on Z
′ decays as
|x|−1 as x→ ±∞. Then Proposition 2.2 says that Pz,z′ is concentrated
on Confr(Z
′) provided that the function r(x) > 0 on Z′ is such that
the series
∑
x∈Z′ r
−1(x)|x|−1 converges. For instance, one may take
r(x) = |x|δ with any δ > 0. (Later on we will choose r(x) = |x|.)
Proposition 2.3 says that a multiplicative functional Φf is well de-
fined on Confr(Z
′) if f(x) = O(r−1(x)) as x → ±∞. In particular,
Φf(X) is well defined for Pz,z′–almost all configurations X provided
that f satisfies the above condition for a positive function r such that
THE QUASI-INVARIANCE PROPERTY 21∑
x∈Z′ r
−1(x)|x|−1 <∞. This condition on f essentially coincides with
the condition of Proposition 2.1 (only that proposition avoids the inter-
mediation of r), which is not surprising because the both propositions
exploit the same idea.
2.3. Condition of integrability for Φf . Let again X be a count-
able set and P be a probability Borel measure on Conf(X). Here we
give a condition for Φf to be not only defined P–almost everywhere
but also to have finite expectation. The condition involves the corre-
lation functions of all orders. It is convenient to combine them into a
single function ρ(X ′) defined on arbitrary finite subsets X ′ ⊂ X: By
definition, ρ(X ′) equals the probability of the event that the random
configuration X contains X ′.
Let X ′ ⋐ X mean that X ′ is a finite subset of X . By EP ( · ) we
denote expectation with respect to P .
Proposition 2.5. Let f(x) be a function on X such that∑
X′⋐X
ρ(X ′)
∏
x∈X′
|f(x)| <∞.
Then the multiplicative functional Φf is defined almost everywhere with
respect to P , is absolutely integrable, and its expectation equals
EP (Φf ) =
∑
X′⋐X
ρ(X ′)
∏
x∈X′
f(x). (2.2)
Proof. The above condition on f is stronger than the condition of
Proposition 2.1, so that the first claim follows from Proposition 2.1.
Checking the second and third claims uses the same argument as in
that proposition.
Observe that ∏
x∈X
(1 + |f(x)|) =
∑
X′⋐X
∏
x∈X′
|f(x)|
in the sense that the both sides are simultaneously either finite or
infinite, and if they are finite then they are equal.
Denote by ηX′(X) the function on Conf(X) equal to 1 or 0 depending
on whether X contains X ′ or not. The above equality can be rewritten
as ∏
x∈X
(1 + |f(x)|) =
∑
X′⋐X
ηX′(X)
∏
x∈X′
|f(x)|.
Take the expectation of the both sides. Since EP (ηX′) = ρ(X
′), we get
EP (Φ|f |) =
∑
X′⋐X
ρ(X ′)
∏
x∈X′
|f(x)| <∞.
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Thus, we have checked the second and third claims for the function |f |.
Since |Φf(X)| ≤ Φ|f |(X), it follows that Φf is absolutely integrable.
Now we can repeat the above argument with f instead of |f |. The above
computation with |f | provides the necessary justification for manipu-
lations with infinite sums. 
2.4. Fredholm determinants. Let X and P be as in Subsection 2.3,
and assume additionally that P is determinantal with a correlation
kernel K(x, y) corresponding to a bounded operator K in the Hilbert
space H := ℓ2(X) (so K is the correlation operator of P ).
For a bounded function f(x) on X, we denote by Af the operator in
H given by multiplication by f .
Lemma 2.6. If f is finitely supported then
EP (Φf ) = det(1 + AfK).
Note that the determinant is well defined because, due to the as-
sumption on f , the operator AfK has finite–dimensional range.
Proof. This directly follows from (2.2). Indeed, according to the def-
inition of determinantal measures, ρ(X ′) = det ([K(x, y)]x,y∈X′). This
implies
ρ(X ′)
∏
x∈X′
f(x) = det ([f(x)K(x, y)]x,y∈X′) .
Then we employ a well–known identity from linear algebra: If B =
[B(x, y)] is a matrix then det(1 + B) equals the sum of the principal
minors of B. The identity holds for matrices of finite size but we can
apply it to B = AfK because the matrix [f(x)K(x, y)] has only finitely
many nonzero rows. This gives us the equality∑
X′⋐X
det ([f(x)K(x, y)]x,y∈X′) = det(1 + AfK),
which concludes the proof. 
The hypothesis of the lemma is, of course, too restrictive: the above
argument can be easily extended to the case when the operator AfK
is of trace class. A slightly more general fact is established below in
Proposition 2.7, which is specially adapted to the application we need.
First, state a few general results from [BOO, Appendix].
Let H = H+ ⊕ H− be a Z2–graded Hilbert space. Any operator A
in H can be written in block form,
A =
[
A++ A+−
A−+ A−−
]
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where A++ acts from H+ to H+, A+− acts from H− to H+, etc. Let
L1|2(H) be the set of bounded operators A whose diagonal blocks A++
and A−− are trace class operators while the off–diagonal blocks A+−
and A−+ are Hilbert–Schmidt operators. The set L1|2(H) is an algebra.
We equip it with the corresponding combined topology: the topology
of the trace class norm ‖ · ‖1 for the diagonal blocks and the topology
of the Hilbert–Schmidt norm ‖ · ‖2 for the off–diagonal blocks.
There exists a unique continuous function on L1|2(H),
A→ det(1 + A),
coinciding with the conventional determinant when A is a finite rank
operator. This function can be defined as
det(1 + A) = det((1 + A)e−A)etr(A++)+tr(A−−),
where the determinant in the right–hand side is the conventional one:
the point is that A 7→ (1+A)e−A−1 is a continuous map from L1|2(H)
to the set of trace class operators.
If {EN}N=1,2,... is an ascending chain of projection operators in H
strongly convergent to 1 then
det(1 + A) = lim
N→∞
(1 + ENAEN ). (2.3)
From now on we assume X = Z′ and we set
H = ℓ2(Z′), H+ = ℓ2(Z′+), H− = ℓ
2(Z′−).
As before, {ex}x∈Z′ denotes the natural basis in H .
Proposition 2.7. Let P be a determinantal probability measure on
Conf(Z′), K(x, y) be its correlation kernel and K denote the corre-
sponding correlation operator in H = ℓ2(Z′).
Further, assume that f(x) is a function on Z′ which can be written in
the form f(x) = g(x)h2(x), where g(x) is bounded and h is nonnegative
and such that AhKAh ∈ L1|2(H).
Then the functional Φf is defined almost everywhere with respect to
P , is absolutely integrable with respect to P , and
EP (Φf ) = det(1 + AgAhKAh).
Proof. For N = 1, 2, . . . , let EN be the projection in H onto the finite–
dimensional subspace of functions concentrated on [−N,N ] ∩ Z′. As
N →∞, the projections EN converge to 1.
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Assume first that g ≡ 1. Then f(x) is nonnegative and the same
argument as in Lemma 2.6 shows that
det(1 + ENAhKAhEN) = det(1 + AfENKEN)
=
∑
X′⊂[−N,N ]∩Z′
det ([K(x, y)]x,y∈X′)
∏
x∈X′
f(x)
=
∑
X′⊂[−N,N ]∩Z′
ρ(X ′)
∏
x∈X′
f(x),
where we used the fact that EN and Ah commute. As N → ∞, the
resulting quantity converges to the infinite sum∑
X′⋐Z′
ρ(X ′)
∏
x∈X′
f(x).
On the other hand, by virtue of (2.3),
det(1 + ENAgAhKAhEN)→ det(1 + AhKAh).
Consequently,
det(1 + AhKAh) =
∑
X′⋐Z′
ρ(X ′)
∏
x∈X′
f(x) = EP (Φf ),
where the last equality follows from Proposition 2.5.
For an arbitrary bounded g the computation is the same, and the
above argument with f ≥ 0 is used to check the absolute convergence
of the arising infinite sum and to guarantee applicability of Proposition
2.5. 
3. Radon–Nikody´m derivatives
Denote by S the group of finitary permutations of the set Z′. This
is a countable group generated by the elementary transpositions
. . . , σ−1, σ0, σ1, . . . ,
where σn transposes n− 12 and n+ 12 . The action of the group S on Z′
induces its action on Conf(Z′). For σ ∈ S, we denote the corresponding
transformation of Conf(Z′) by the same symbol σ.
Let us represent configurations X ∈ Conf(Z′) as two–sided infinite
sequences of black and white circles separated by vertical bars, like
this:
· · · • |
n−2
• |
n−1
◦ |
n
• |
n+1
◦ |
n+2
◦ · · ·
Here black and white circles represent particles and holes, respec-
tively, and the subscripts under the bars are used to mark the positions
of integers interlacing with half–integers. In this picture, the action of
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σn affects only the two–circle fragment around the nth vertical bar and
amounts to replacing “◦ |
n
•” by “• |
n
◦” and vice versa (the fragments
“◦ |
n
◦” and “• |
n
•” remain intact).
This action preserves the set of Maya diagrams X(λ), so that we
get an action of S on Y, which can be directly described as follows:
application of the elementary transposition σn to a Young diagram λ
amounts to adding or removing a box (i, j) with j − i = n, if this op-
eration is possible. The transformation “• |
n
◦ → ◦ |
n
•” corresponds to
adding a box, and the inverse transformation corresponds to removing
a box. In particular, σ0 adds/removes boxes on the main diagonal of
λ.
Our aim is to study the transformation of the measures P z,z′,ξ and
their limits P z,z′ under the action ofS. However, for technical reasons,
it is more convenient to deal with the measures Pz,z′,ξ and Pz,z′ which
are related to the former measures by the particle/hole involution on
Z′−. To this end we introduce the modified action of S on Conf(Z
′): it
differs from the natural one by conjugation with the particle/hole invo-
lution. Given σ ∈ S, we denote the modified action of σ on Conf(Z′)
by the symbol σ˜. The relation between σ and σ˜ is
σ˜(X) = inv(σ(inv(X))), σ ∈ S, X ∈ Conf(Z′).
The modified transformations σ˜ : Conf(Z′) → Conf(Z′) induce trans-
formations of measures denoted as P 7→ σ˜(P ).
Let us emphasize that the modified action is defined only on Conf(Z′),
not on Z′ itself.
In the case of elementary transpositions σ = σn, the modified action
differs from the natural one for n = 0 only. Namely, the modified action
of σ0 amounts to switching “◦ |
0
◦ ↔ • |
0
•”, while the fragments “• |
0
◦”
and “◦ |
0
•” remain intact.
Recall that a finite configuration X ⋐ Z′ has the form inv(X(λ))
with λ ∈ Y if and only if X is balanced in the sense that |X ∩ Z′+| =
|X ∩ Z′−|. Since the initial action of S preserves the set of the semi–
infinite configurations of the form X(λ), the modified action preserves
the set of the finite balanced configurations. Obviously, if σ ∈ S,
X = X(λ), and X = X(λ) = inv(X), then we have
σ(P z,z′,ξ)(X)
P z,z′,ξ(X)
=
σ˜(Pz,z′,ξ)(X)
Pz,z′,ξ(X)
.
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We introduce a special notation for this Radon–Nikody´m derivative:
µz,z′,ξ(σ,X) :=
σ˜(Pz,z′,ξ)(X)
Pz,z′,ξ(X)
=
Pz,z′,ξ(σ˜
−1(X))
Pz,z′,ξ(X)
, σ ∈ S, (3.1)
where X is a finite balanced configuration.
In the remaining part of the section we prove the following result.
Proposition 3.1. Fix an arbitrary couple (z, z′) of parameters belong-
ing to the principal or complementary series. Let ξ range over (0, 1)
and X range over the set of finite balanced configurations on Z′.
For any fixed σ ∈ S, the Radon–Nikody´m derivative (3.1) can be
written as a finite linear combination of multiplicative functionals of
the form Φf multiplied by factors ξ
k with k ∈ Z, where each function
f(x) decays at infinity at least as |x|−1:
µz,z′,ξ(σ,X) =
m∑
i=1
aiξ
kiΦfi(X),
ai ∈ R, ki ∈ Z, fi(x) = O(|x|−1).
(3.2)
Let us emphasize that the right–hand side depends on ξ through the
factors ξk only. Proposition 3.1 provides a refinement of Claim 2 of the
Introduction, as explained after the end of the proof of the proposition.
Proof. Step 1. Given a subsetX ′ ⊆ Z′∩[−N,N ], where N ∈ {1, 2, . . .},
and a function f out on Z′ \ [−N,N ], we set
ηN,X′(X) =
{
1, X ∩ [−N,N ] = X ′
0, otherwise
,
ΦN,f out(X) =
∏
x∈X\[−N,N ]
(1 + f out(x)).
We will prove that for any σ ∈ S and all N large enough there exists
a representation of the form
µz,z′,ξ(σ,X) =
m∑
i=1
aiξ
kiηN,X′
i
(X)ΦN,f out
i
(X),
ai ∈ R, ki ∈ Z, X ′i ⊆ Z′ ∩ [−N,N ], f outi (x) = O(|x|−1).
(3.3)
Observe that (3.3) is equivalent to (3.2), because each function of the
form ηN,X′(X), being a cylinder functional depending on X ∩ [−N,N ]
only, can be written as a linear combination of functionals of the form
X 7→
∏
x∈X∩[−N,N ]
(1 + f in(x))
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with appropriate functions f in on Z′ ∩ [−N,N ].
Step 2. Next, we want to reduce the problem to the particular case
when σ is an elementary transposition. Since the elementary transpo-
sitions generate the whole group S, to perform the desired reduction,
it suffices to prove that if the presentation (3.3) exists for two elements
σ, τ ∈ S then it also exists for the product στ .
It follows from the definition (3.1) that
µz,z′,ξ(στ,X) = µz,z′,ξ(σ,X) · µz,z′,τ (τ, σ˜−1(X)).
We may assume that N is so large that the permutation σ : Z′ → Z′
does not move points outside [−N,N ]. Then it is clear that if the
function X 7→ µz,z′,ξ(τ,X) admits a presentation of the form (3.3) then
the same holds for the function X 7→ µz,z′,ξ(τ, σ˜−1(X)) as well. Thus,
it remains to check that the set of functions admitting a representation
of the form (3.3) (with N fixed) is closed under multiplication. This is
obvious, because the product of two functionals of the form ΦN,f out is
a functional of the same kind:
ΦN,f outΦN,g out = ΦN,h out
with
h out(x) := f out(x)g out(x) + f out(x) + g out(x),
and, moreover, if f out(x) = O(|x|−1) and g out(x) = O(|x|−1) then
h out(x) = O(|x|−1).
Step 3. Thus, we have to analyze the ratio
µz,z′,ξ(σn, X) =
Pz,z′,ξ(σ˜
−1
n (X))
Pz,z′,ξ(X)
=
Pz,z′,ξ(σ˜n(X))
Pz,z′,ξ(X)
, (3.4)
where the second equality holds because σ˜−1n = σ˜n.
We aim to prove that for any N > |n|, there exists a single term
representation
Pz,z′,ξ(σ˜n(X))
Pz,z′,ξ(X)
= aξkΦN,f out(X),
k = 0,±1, f out(x) = O(|x|−1),
(3.5)
where, in contrast to (3.3), a, k, and f out may depend on the intersec-
tion X ′ := X ∩ [−N,N ]. Observe that once (3.5) is established, we can
combine various variants of (3.5) (which depend on X ′) into a single
representation (3.3) by making use of the factors ηN,X′(X). Thus, it
suffices to prove (3.5).
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Step 4. Here we exhibit a convenient explicit expression for Pz,z′,ξ(X),
where X is an arbitrary balanced configuration. Employing the nota-
tion introduced in Subsection 1.1 we write
X = {−qd, . . . ,−q1, p1, . . . , pd}.
By definition, Pz,z′,ξ(X) = Mz,z′,ξ(λ), where λ is such that X = X(λ).
We have to rewrite the expression (1.1) for Mz,z′,ξ(λ) given in Subsec-
tion 1.2 in terms of the pi’s and qi’s. For the terms (z)λ and (z
′)λ this
is easy, and for dimλ/|λ|! we employ the formula
dim λ
|λ|! =
∏
1≤i<j≤d
(pj − pi)(qj − qi)
d∏
i=1
(pi − 12)!(qi − 12)! ·
∏
i,j=1,...,d
(pi + qj)
given, e.g., in [Ol1, (2.7)]. The result is
Pz,z′,ξ(X) = (1− ξ)zz′ξ
P
d
i=1
(pi+qi)(zz′)d
×
d∏
i=1
(z + 1)pi− 12 (z
′ + 1)pi− 12 (−z + 1)qi− 12 (−z
′ + 1)qi− 12
((pi − 12)!)2((qi − 12)!)2
×
∏
1≤i<j≤d
(pj − pi)2(qj − qi)2∏
i,j=1,...,d
(pi + qj)2
.
(3.6)
At first glance formula (3.6) might appear cumbersome but actually
it is well suited for our purpose, because it already has multiplicative
form and after substitution into (3.4) many factors are cancelled out.
Below we examine separately the three cases: n = 1, 2, . . . , n =
−1,−2, . . . , and n = 0.
Step 5. Consider the case n = 1, 2, . . . . Then the transformed con-
figuration σ˜n(X) is the same as the configuration σn(X), which in turn
either coincides with the initial configuration X or differs from it by
shifting a single coordinate pi by ±1. The shift pi → pi+1 arises if there
exists i such that pi = n − 12 and either i = d or pi + 1 6= pi+1, which
means that X contains the fragment •|
n
◦. The shift pi → pi − 1 arises
if there exists i such that pi = n +
1
2
and either i = 1 or pi − 1 6= pi−1,
which means that X contains the fragment ◦|
n
•. In all other cases
σn(X) = X . Clearly, what of these possible variants takes place is
uniquely determined by the intersection X ′ := X ∩ [−N,N ] (recall
that, by assumption, N > |n|).
If σn(X) = X then the ratio (3.4) simply equals 1.
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If σn transforms pi to pi ± 1 then, as directly follows from (3.6), the
ratio (3.4) equals
ξ±1
(
(z + pi ± 12)(z′ + pi ± 12)
(pi ± 12)2
)±1 ∏
j: j 6=i
(
pj − pi ∓ 1
pj − pi
)2
∏
j
(
qj + pi ± 1
qj + pi
)2 .
This has the desired form (3.5) with k = ±1 and
1 + f out(x) =

(
1∓ 1
x− pi
)2
, x > N(
1± 1|x|+ pi
)−2
, x < −N.
Step 6. In the case n = −1,−2, . . . one can repeat the argument of
step 5. Alternatively, one can use the symmetry pi ↔ qi (Subsection
1.7).
Step 7. Finally, consider the case n = 0. Then either σ˜0(X) = X or
σ˜0(X) differs from X by adding or removing the couple of coordinates
p1 =
1
2
, q1 =
1
2
. Therefore, ratio (3.4) either equals 1 or has the form
(zz′)±1ξ±1
(∏
j
(pj − 12)(qj − 12)
(pj +
1
2
)(qj +
1
2
)
)±2
.
This has the desired form (3.5) with k equal to 0 or ±1 and f out equal
to 0 or
1 + f out(x) =
(
1− 1
2|x|
)±2(
1 +
1
2|x|
)∓2
.

In the discussion below we use the notions introduced in Subsection
2.2.
Definition 3.2. Take the function r(x) = |x| on Z′. The corresponding
subset Confr(Z
′) ⊂ Conf(Z′) of r–sparse configurations will be denoted
as Confsparse(Z
′). We equip Confsparse(Z′) with the ℓ1–topology.
By virtue of Proposition 2.3, any function of the form (3.2) is well
defined and continuous on Confsparse(Z
′). Thus, for any σ ∈ S, the
function µz,z′,ξ(σ,X), initially defined on finite balanced configurations
X , admits a continuous extension to the larger set Confsparse(Z
′). Al-
though the presentation (3.2) is not unique, the result of the continuous
extension provided by formula (3.2) does not depend on the specific pre-
sentation. Indeed, this follows from the fact that the finite balanced
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configurations form a dense subset in Confsparse(Z
′) (which is readily
checked).
Definition 3.3. For any σ ∈ S, let µz,z′(σ,X) stand for the function
on Confsparse(Z
′) obtained by specializing ξ = 1 in the right–hand side
of formula (3.2).
Obviously, µz,z′(σ,X) coincides with the pointwise limit, as ξ → 1, of
the continuous extensions of the functions µz,z′,ξ(σ,X). This shows that
µz,z′(σ,X) does not depend on a specific presentation (3.2). Moreover,
Proposition 2.3 ensures that the limit function is continuous in the
ℓ1–topology.
Thus, we have shown that Proposition 3.1 implies Claim 2 (Subsec-
tion 0.4) in a refined form.
4. Main result: Formulation and beginning of proof
The following theorem is the main result of the paper.
Theorem 4.1. (i) The measures Pz,z′ are quasiinvariant with respect
to the modified action of the group S on probability measures on the
space Conf(Z′), as defined in Section 3.
(ii) For any permutation σ ∈ S, the Radon–Nikody´m derivative
σ˜(Pz,z′)/Pz,z′ coincides with the limit expression µz,z′(σ,X) introduced
in Definition 3.3, within a Pz,z′–null set.
Recall that each of the measures Pz,z′ is concentrated on the Borel
subset Confsparse(Z
′) (see Example 2.4) and each of the functions µz,z′(σ,X)
is well defined on the same subset and is a Borel function.
In this section, we will reduce Theorem 4.1 to Theorem 4.3 through
an intermediate claim, Theorem 4.2, which is of independent interest.
The proof of Theorem 4.3 occupies Sections 5 and 6.
As before, we use the angular brackets to denote the pairing between
functions and measures.
Theorem 4.2. Let f(x) be an arbitrary function on Z′ such that f(x) =
O(|x|−1) as x → ±∞. Then the multiplicative functional Φf is abso-
lutely integrable with respect to the measures Pz,z′,ξ and Pz,z′ and
lim
ξ→1
〈Φf , Pz,z′,ξ〉 = 〈Φf , Pz,z′〉.
Derivation of Theorem 4.1 from Theorem 4.2. Recall that the function
µz,z′(σ,X) is a finite linear combination of the multiplicative function-
als Φf with f(x) = O(|x|−1), see Definition 3.3. Theorem 4.2 says that
such functionals are absolutely integrable with respect to Pz,z′, which
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implies that so is µz,z′(σ,X). Thus, µz,z′(σ, · )Pz,z′ is a finite Borel
measure.
The claim of Theorem 4.1 is equivalent to the following one: For any
σ ∈ S,
σ˜(Pz,z′) = µz,z′(σ, · )Pz,z′.
Recall that the cylinder functions on Conf(Z′) are dense in C(Conf(Z′)),
see Subsection 2.1. Therefore, it suffices to prove that for any cylinder
function F
〈F, σ˜(Pz,z′)〉 = 〈µz,z′(σ, · )F, Pz,z′〉.
Set
F σ(X) = F (σ˜(X))
and observe that F σ is a cylinder function, too. We may rewrite the
desired equality in the form
〈F σ, Pz,z′〉 = 〈µz,z′(σ, · )F, Pz,z′〉. (4.1)
By the very definition of µz,z′,ξ, we have
σ˜(Pz,z′,ξ) = µz,z′,ξ(σ, · )Pz,z′,ξ,
so that
〈F σ, Pz,z′,ξ〉 = 〈µz,z′,ξ(σ, · )F, Pz,z′,ξ〉. (4.2)
A natural idea is to derive (4.1) from (4.2) by passing to the limit as ξ
goes to 1.
We know that the measures Pz,z′,ξ weakly converge to the measure
Pz,z′ (Theorem 1.1 above). Therefore, the left–hand side of (4.2) con-
verges to the left–hand side of (4.1).
Consequently, to establish (4.1) it remains to prove that the similar
limit relation holds for the right–hand sides, namely
lim
ξ→1
〈µz,z′,ξ(σ, · )F, Pz,z′,ξ〉 = 〈µz,z′(σ, · )F, Pz,z′〉. (4.3)
According to the definition of the function µz,z′(σ,X) (see Theorem
3.1 and Definition 3.3), the limit relation (4.3) can be reduced to the
following one:
lim
ξ→1
〈ξkΦfF, Pz,z′,ξ〉 = 〈ΦfF, Pz,z′〉, (4.4)
where k ∈ Z, F is a cylinder function, and f(x) = O(|x|−1).
Obviously, the factor ξk, which tends to 1, is inessential and can be
neglected, so that (4.4) can be simplified:
lim
ξ→1
〈ΦfF, Pz,z′,ξ〉 = 〈ΦfF, Pz,z′〉. (4.5)
Next, fix a finite subset Y ⊂ X, so large that F (X) depends on the
intersection X ∩ Y only. It is readily verified that F can be written
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as a finite linear combination of multiplicative functionals Φgi, where
each gi vanishes outside Y (this claim actually concerns functions on
the finite set {0, 1}Y ). Observe that
ΦfΦgi = Φfi , fi := f + gi + fgi
(we have already used such an equality in the proof of Proposition
3.1, step 2). It follows that the product ΦfF can be written as a
finite linear combination of multiplicative functionals Φfi , where each fi
coincides with f outside Y and hence obeys the same decay condition,
fi(x) = O(|x|−1). Thus, we have reduced (4.5) to the claim of Theorem
4.2. 
The essence of difficulty in proving Theorem 4.2 is that, for generic
f decaying as |x|−1, the multiplicative functional Φf is unbounded and
so cannot be extended to a continuous function on the whole space
Conf(Z′). Thus, for our purpose, the fact of the weak convergence
Pz,z′,ξ → Pz,z′, that is, convergence on continuous test functions, is
insufficient: we have to enlarge the set of admissible test functions to
include the functions like Φf .
3
The idea is to relate the required stronger convergence of the mea-
sures to an appropriate convergence of their correlation operators.
Set h(x) = |x|−1/2, where x ∈ Z′, and recall that Ah denotes the
operator of multiplication by h in the Hilbert space H = ℓ2(Z′). Below
we use the notions introduced in Subsection 2.4.
Theorem 4.3. (i) The operator AhKz,z′Ah lies in L1|2(H).
(ii) As ξ goes to 1, the operators AhKz,z′,ξAh converge to the operator
AhKz,z′Ah in the topology of the space L1|2(H).
Comments. Note that the pre–limit operators AhKz,z′,ξAh also lie in
L1|2(H), because the operatorsKz,z′,ξ are of trace class, see Proposition
1.8. According to the definition of L1|2(H) (see Subsection 2.4), the
claim of the theorem means that the diagonal blocks converge in the
trace class norm while the off–diagonal blocks converge in the Hilbert–
Schmidt norm. I do not know whether, in the case of the off–diagonal
blocks, the Hilbert–Schmidt norm can be replaced by the trace class
norm.
Derivation of Theorem 4.2 from Theorem 4.3. The assumption on the
function f allows one to write it as f = gh2, where |g(x)| is bounded
3The situation is formally similar to that of weak convergence and moment con-
vergence of probability measures on R: In general, the former does not imply the
latter.
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(recall that h(x) = |x|−1/2). By virtue of Proposition 2.7 and claim (i)
of Theorem 4.3, Φf is absolutely integrable with respect to the limit
measure Pz,z′, and the same also holds for the pre–limit measures Pz,z′,ξ
(see the comments above). Moreover,
〈Φf , Pz,z′,ξ〉 = det(1+AgAhKz,z′,ξAh), 〈Φf , Pz,z′〉 = det(1+AgAhKz,z′Ah).
Finally, claim (ii) of Theorem 4.2 implies that the operatorsAgAhKz,z′,ξAh
converge to the operator AgAhKz,z′Ah in the topology of L1|2(H).
Therefore, the corresponding determinants converge, too. Here we use
the fact that the function A 7→ det(1 + A) is continuous on L1|2(H),
see Subsection 2.4. 
Thus, we have reduced Theorem 4.2, and hence Theorem 4.1, to
Theorem 4.3. The latter theorem is proved separately for the diagonal
and off–diagonal blocks in Sections 5 and 6, respectively.
5. Convergence of diagonal blocks in the topology of
the trace class norm
Here we prove the claims of Theorem 4.3 for the diagonal blocks
(·)++ and (·)−− of the operators in question. Due to the symmetry
relation of Proposition 1.9, the latter block is obtained from the former
one by a simple change of the basic parameters, (z, z′) → (−z,−z′).
Thus, it suffices to focus on the limit behavior of the block (·)++. That
is, we have to prove that the operator (AhKz,z′Ah)++ in the Hilbert
space ℓ2(Z′+) is of trace class and
lim
ξ→1
‖(AhKz,z′,ξAh)++ − (AhKz,z′Ah)++‖1 = 0,
where ‖ · ‖1 is the trace class norm.
Since the proof is long, let us describe its scheme. First of all, ob-
serve that, as long as we are dealing with the ++ block, there is no
difference between Kz,z′,ξ and K z,z′,ξ (and the same for the limit oper-
ators). Indeed, this follows from the relation between the both kind of
operators, see Subsection 1.5.
In Proposition 5.1 we rederive the weak convergence K z,z′,ξ → K z,z′,
which implies the weak convergence (AhKz,z′,ξAh)++ → (AhKz,z′Ah)++.
Recall that K z,z′,ξ is a projection operator (see Subsection 1.4).
This implies that its ++ block is a nonnegative operator, so that
(AhKz,z′,ξAh)++ is also a nonnegative operator. Therefore, the limit
operator (AhKz,z′Ah)++ is nonnegative, too.
Consequently, to prove that the operator (AhKz,z′Ah)++ is of trace
class it suffices to prove that its trace is finite. This is done in Propo-
sition 5.2.
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The similar fact for the pre–limit operator (AhKz,z′,ξAh)++ is a trivial
consequence of Proposition 1.8.
In Proposition 5.4 we establish the convergence of traces,
lim
ξ→1
tr ((AhKz,z′,ξAh)++) = tr ((AhKz,z′Ah)++) .
This concludes the proof, because, for nonnegative operators, weak
convergence together with convergence of traces is equivalent to con-
vergence in the trace class norm (see, e.g., [BOO, Proposition A.9]).
Let us proceed to the detailed proof.
Our starting point is the double contour integral representation (5.1)
(see below) for the kernel K z,z′,ξ(x, y) on the lattice Z
′. Formula (5.1)
is a particular case of a more general formula obtained in [BO3, §9, p.
148]. 4
K z,z′,ξ(x; y)
=
Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)(
Γ(−z − x+ 1
2
)Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)Γ(−z′ − y + 1
2
)
) 1
2
× 1− ξ
(2πi)2
∮
{ω1}
∮
{ω2}
(
1−
√
ξω1
)z′+x−1
2
(
1−
√
ξ
ω1
)−z−x−1
2
×
(
1−
√
ξω2
)z+y−1
2
(
1−
√
ξ
ω2
)−z′−y−1
2 ω
−x− 1
2
1 ω
−y− 1
2
2
ω1ω2 − 1 dω1dω2. (5.1)
Let us explain the notation. Here {ω1} and {ω2} are arbitrary simple,
positively oriented loops in C with the following properties:
• Each of the contours surrounds the finite interval [0,√ξ] and leaves
outside the semi–infinite interval [1/
√
ξ,+∞) ⊂ R.
• On the direct product of the contours, ω1ω2 6= 1, so that the
denominator ω1ω2 − 1 in (5.1) does not vanish.
The simplest contours satisfying these conditions are the circles cen-
tered at 0, with radii slightly greater than 1. However, to pass to the
limit as ξ → 1, we will deform these contours to a more sophisticated
form, as explained below.
To make the integrand meaningful, we have to specify the branches
of the power functions entering (5.1), and this is done in the following
way. For the terms (1 − √ξω)α (where ω stands for ω1 or ω2 and α
4Another integral representation, given in [BO4, Thm.3.3] and [BO3, Thm. 6.3],
seems to be less suitable for our purpose.
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equals z′ + x − 1
2
or z + y − 1
2
), we use the fact that {ω} is contained
in the simply connected region C \ [1/√ξ,+∞) and specify the branch
by setting arg(1 − √ξω) = 0 for real negative values of ω. Likewise,
the terms ω 7→ (1 − √ξ/ω)α are well defined in the simply connected
region (C∪{∞})\ [0,√ξ], with the convention that arg(1−√ξ/ω) = 0
for real ω greater than
√
ξ.
Finally, note that the Γ–factors in the numerator are not singular be-
cause their arguments are not integers. Indeed, parameters z and z′ are
forbidden to take integral values while x− 1
2
and y− 1
2
are integers. As
for the Γ–factors in the denominator, their product is strictly positive,
again by virtue of the basic conditions on the parameters. Thus, we
may and do assume that the square root extracted from this product
is positive, too.
To perform the limit transition as ξ → 1 we will need a special
contour C(R, r, ξ) in the complex ω–plane. This contour depends on
the parameters R > 0, r > 0, and ξ, and looks as follows (see Fig. 1):
A
BC
Figure 1. The contour C(R, r, ξ): A = Reiθ, B = 1/
√
ξ, C =
√
ξ.
Here we assume that the parameter r > 0 is small enough while the
parameter R > 0 is big enough. The integration path starts at the
point A = Reiθ with small θ > 0 such that ℑω = R sin θ = r, first goes
along the circle |ω| = R in the positive direction till the point Re−iθ,
then goes in parallel to the real line until the point 1/
√
ξ − ir, further
goes to the point 1/
√
ξ + ir along the left semicircle |ω − 1/√ξ| = r
(so that 0 and
√
ξ are left on the left), and finally returns to the initial
point Reiθ in parallel to the real line. 5 Note that |ω| > 1 along the
5In [BO3] the definition of the contour was slightly different: there we assumed
that before and after going around 0, the path goes exactly on the positive real
axis. In the context of the present section such a definition works equally well but
it is not suitable for the integral representation appearing in Section 6. This is why
we have to slightly modify the definition of [BO3].
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whole contour provided that r is so small that 1/
√
ξ − r > 1. This
condition also implies that
√
ξ lies inside the contour, as required.
Next, consider the following contour in the complex u–plane (see
Fig. 2). Here ρ > 0 is the parameter, the integration path starts at
infinity, goes towards 0 in the right half–plane, along the line ℑu =
−ρ, then turns around 0 in the negative direction along the semicircle
|u| = ρ, and finally returns to infinity in the right half–plane, along the
line ℑu = ρ. Let us denote this contour as [+∞− iρ, 0−,+∞+ iρ].
0
Figure 2. The contour [+∞− iρ, 0−,+∞+ iρ].
Proposition 5.1. Assume x, y ∈ Z′ are fixed. There exists the limit
lim
ξ→1
K z,z′,ξ(x, y) = K z,z′(x, y)
with
K z,z′(x, y) =
Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)(
Γ(−z − x+ 1
2
)Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)Γ(−z′ − y + 1
2
)
) 1
2
× 1
(2πi)2
∮
{u1}
∮
{u2}
(−u1)z′+x− 12 (1 + u1)−z−x− 12 (−u2)z+y− 12 (1 + u2)−z′−y− 12 du1du2
u1 + u2 + 1
,
(5.2)
where both contours {u1,2} are of the form [+∞− iρ, 0−,+∞+ iρ] as
defined above, with ρ < 1
2
.
Comments . To give a sense to the function (−u)α with α ∈ C we cut
the complex u–plane along [0,+∞) and agree that the argument of
−u equals 0 when u intersects the negative real axis (0,−∞). This is
equivalent to say that the argument of −u equals +π just below the
cut and −π just above the cut. Thus, one could remove the minus
sign from (−u1)z′+x− 12 and (−u2)z+y− 12 and put instead in front of the
integral the extra factor eiπ(z
′+z+x+y−1), with the understanding that
the argument of u is equal to 0 just below the cut and to −2π just
above it.
We also assume that the branch of (1+u)C (where u is u1 or u2 and
C equals −z − x − 1
2
or z + y − 1
2
) is defined with the understanding
that the argument of 1 + u is in (−π/2, π/
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Proof. The existence of the limit kernel was first established in [BO2].
In that paper we worked with the integrable form of the kernelsK z,z′,ξ(x, y)
andK z,z′(x, y), as written down above in Subsection 1.4. In the present
form, the claim of the proposition is a particular case of a more general
result obtained in [BO3, §9]. I will reproduce, with minor variations
and with more details, the argument of [BO3] because all its steps will
be employed in the sequel. 6
Step 1. Let us check that the double integral in (5.2) is absolutely
convergent:∮
{u1}
∮
{u2}
∣∣∣∣∣(−u1)z
′+x− 1
2 (1 + u1)
−z−x− 1
2 (−u2)z+y− 12 (1 + u2)−z′−y− 12 du1du2
u1 + u2 + 1
∣∣∣∣∣ < +∞
(5.3)
First of all, the restriction ρ < 1
2
guarantees that the denominator
u1 + u2 + 1 remains separated from 0 as u1 and u2 range over the
contours.
Set µ = ℜ(z′ − z). For the principal series µ = 0, and for the
complementary series −1 < µ < 1.
Note that the modulus of the integrand is bounded from above, so
that we have to check the convergence only in the case when at least
one of the variables goes to infinity.
Fix a constant C > 0 large enough. In the region where |u1| ≤ C
and |u2| ≤ C, as was already pointed out, there is no problem of
convergence.
Assume |u2| ≤ C while |u1| ≥ C. Then we may exclude u2. That is,
we replace the quantity
∣∣∣(−u2)z+y− 12 (1 + u2)−z′−y− 12 ∣∣∣ by an appropriate
constant and also use the bound
1
|u1 + u2 + 1| ≤ const
1
|u1| .
This allows one to discard integration over u2. Further, for large |u1|,
on our contour, the arguments of |u1| and |1 + u1| are small, which
makes it possible to replace both u1 and 1 + u1 by the real variable
u = ℜu1. Then we are lead to the one–dimensional integral∫ +∞
C
uµ−2du
whose convergence is obvious because µ < 1. Interchanging u1 ↔ u2
gives the same effect, due to the symmetry z ↔ z′.
6Incidentally I will also correct minor inaccuracies in [BO3, §9].
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Assume now that both variables are large, |u1| ≥ C and |u2| ≥ C.
Then the same argument as above leads to the real integral∫∫
u1≥C,u2≥C
uµ−11 u
−µ−1
2
u1 + u2
du1du2.
To handle it we use the bound
1
u1 + u2
≤ 1
uν1u
1−ν
2
,
which holds for any ν ∈ (0, 1). Let us choose ν = 1
2
+ 1
2
µ; then 1− ν =
1
2
− 1
2
µ. Since µ ∈ (−1, 1), the requirement ν ∈ (0, 1) is satisfied.
This bound reduces our double integral to the product of two simple
integrals of the form ∫
u≥C
u±
1
2
µ− 3
2du,
which are convergent.
Step 2. Let us turn to the kernel (5.1). Consider the contour {ω} =
C(R, r, ξ) where r = r(ξ) = (1−ξ)ρ with ρ < 1
2
, as above, and R > 0 is
large enough and fixed. It is readily verified that 1/
√
ξ − r(ξ) > 1. As
mentioned above, this inequality guarantees that |ω| > 1 on the whole
contour, so that the both contours in (5.1) can be deformed to the form
C(R, (1− ξ)ρ, ξ) without changing the value of the double integral.
Let us split each contour on two parts, the big arc on the circle
|ω| = R, which we will denote as C−(R, (1 − ξ)ρ, ξ), and the rest
(inside the circle), denoted as C+(R, (1− ξ)ρ, ξ).
The Γ–factors in (5.1) and in (5.2) are the same, so that we may
ignore them. On the contrary, the prefactor 1− ξ in (5.1) will play the
key role.
Our plan for the remainder of the proof is as follows: First, we show
that when we restrict the double integral in (5.1) (together with the
prefactor 1 − ξ) on the product of two copies of C+(R, (1 − ξ)ρ, ξ)
and pass to the limit as ξ → 1, we get the integral in (5.2). Next,
we check that the contribution from the rest of the double integral is
asymptotically negligible.
Step 3. Here we assume that both ω1 and ω2 range over the contour
C+(R, (1 − ξ)ρ, ξ). Make the change of variables ω1 → u1, ω2 → u2
according to the relation
ω = ωξ(u) =
1√
ξ
+ (1− ξ)u. (5.4)
After this transformation, the contour C+(R, (1 − ξ)ρ, ξ) turns into a
truncation of the contour [+∞− iρ, 0−,+∞+ iρ] (we have to impose
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the constraint ℜu ≤ (1− ξ)−1R˜, where R˜ = R− (1/√ξ) ≈ R− 1). As
ξ goes to 1, the threshold of the truncation shifts to the right, and in
the limit we get the whole contour [+∞− iρ, 0−,+∞+ iρ].
Substituting
1−
√
ξω = −(1− ξ)
√
ξ · u
ω −
√
ξ = (1− ξ)
(
u+
1√
ξ
)
ω1ω2 − 1 = 1− ξ
ξ
(√
ξ(u1 + u2) + 1 + ξ(1− ξ)u1u2
)
dω1dω2 = (1− ξ)2du1du2
into the integrand of (5.1), we see that all the terms consisting of
various powers of 1− ξ, including the prefactor 1− ξ, cancel out. The
integrand that we get can be written as the product of the integrand
of (5.2) with the following expression depending on ξ:
ξ
1
2
(z+z′+x+y−1)
(
1 + u1
1√
ξ
+ u1
)z+x+ 1
2
(
1 + u2
1√
ξ
+ u2
)z′+y+ 1
2
× u1 + u2 + 1√
ξ(u1 + u2) + 1 + ξ(1− ξ)u1u2
(ωξ(u1))
z(ωξ(u2))
z′
(5.5)
As ξ goes to 1, this expression converges to 1 pointwise (note that
ωξ(u) → 1). On the other hand, as u1 and u2 range over the con-
tour [+∞− iρ, 0−,+∞ + iρ], the modulus of this expression remains
bounded, uniformly on ξ. Indeed, this is obvious for the first four fac-
tors. As for the last term, |(ωξ(u1))z(ωξ(u2))z′|, it is bounded because
|ωξ(u)| ≤ R and the argument of ωξ(u) is close to 0 for ξ close to 1
(recall that ωξ(u) is close to [1,+∞)).
Consequently, by virtue of step 1, our integral converges absolutely
and uniformly on ξ, so that we may pass to the limit under the sign of
the integral, which results in the desired integral (5.2).
Step 4. On this last step, we will check that the contribution from
the remaining parts of the contours, together with the prefactor 1− ξ,
is asymptotically negligible. To do this, let us evaluate the modulus of
the integrand in (5.1).
The crucial observation is that the factor ω1ω2−1 in the denominator
remains separated from 0. Indeed, when at least one of the variables
ranges over the big arc C−(R, (1 − ξ)ρ, ξ) (which is just our case),
we have |ω1ω2| ≥ R > 1. Consequently, we may ignore this factor,
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and then our double integral factorizes into the product of two one–
dimensional integrals: one is∮
{ω1}
∣∣∣∣∣∣
(
1−
√
ξω1
)z′+x−1
2
(
1−
√
ξ
ω1
)−z−x−1
2
ω
−x− 1
2
1 dω1
∣∣∣∣∣∣
and the other has the same form, only x is replaced by y and z is
interchanged with z′:∮
{ω2}
∣∣∣∣∣∣
(
1−
√
ξω2
)z+y−1
2
(
1−
√
ξ
ω2
)−z′−y−1
2
ω
−y− 1
2
2 dω2
∣∣∣∣∣∣ .
If one of the variables ω1, ω2 ranges over the big arc C
−(R, (1−ξ)ρ, ξ),
then the integrand of the corresponding integral is bounded uniformly
on ξ, so that this integral remains bounded. Thus, the case when both
ω1 and ω2 range over the big arc is trivial: the prefactor 1 − ξ forces
the whole expression to go to 0.
Examine now the case when one of the variables (say, ω1) ranges
over C+(R, (1 − ξ)ρ, ξ), while the other variable (hence, ω2) ranges
over the big arc. Then we are left with the first integral together with
the prefactor 1− ξ.
Let us make the same change of a variable as above: ω1 = ωξ(u).
Then the integral reduces to
(1− ξ)µ(
√
ξ)z
′+x− 1
2
∮
{u}
∣∣∣∣∣(−u)z′+x− 12
(
u+
1√
ξ
)−z−x− 1
2
(ωξ(u))
zdu
∣∣∣∣∣ .
The quantity |(ωξ(u))z| is bounded uniformly on ξ and hence may be
ignored. The factor (
√
ξ)z
′+x− 1
2 is inessential, too. Further, using the
same argument as on step 1, we reduce our expression to the real
integral
(1− ξ)µ
∫ C1/(1−ξ)
C
uµ−1du
where the upper limit arises due to the fact that ℜ(ωξ(u)) ≤ R. Recall
that µ = ℜ(z′ − z) ∈ (−1, 1).
If µ ∈ (−1, 0) then the integral is uniformly convergent, so that the
whole expression grows as (1− ξ)µ.
If µ = 0 then the integral grows as log ((1− ξ)−1), and so is the
growth of the whole expression.
If µ ∈ (0, 1) then the integral grows as (1 − ξ)−µ and the whole
expression remains bounded.
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In all these cases the small prefactor (1− ξ) in (5.1) dominates and
makes the result asymptotically negligible. 
Proposition 5.2. The matrix[
(m+ 1
2
)−1/2(Kz,z′)++(m+ 12 , n+
1
2
)(n+ 1
2
)−1/2
]
m,n=0,1,2,...
is of trace class.
Proof. We have to prove that
∞∑
m=0
(m+ 1
2
)−1(Kz,z′)++(m+ 12 , m+
1
2
) < +∞.
Since the ++ blocks of Kz,z′ and K z,z′ are the same, we may use
formula (5.2). On the diagonal x = y = m+ 1
2
, the ratio in (5.2) formed
by the Γ–factors equals 1, so that we may omit them. Therefore,
(Kz,z′)++(m+
1
2
, m+ 1
2
)
=
1
(2πi)2
∮
{u1}
∮
{u2}
(−u1)z′+m(1 + u1)−z−m−1(−u2)z+m(1 + u2)−z′−m−1 du1du2
u1 + u2 + 1
where the contours are the same as in (5.2).
We have
(Kz,z′)++(m+
1
2
, m+ 1
2
)
≤ 1
4π2
∮
{u1}
∮
{u2}
∣∣∣∣(−u1)z′+m(1 + u1)−z−m−1(−u2)z+m(1 + u2)−z′−m−1 du1du2u1 + u2 + 1
∣∣∣∣
=
1
4π2
∮
{u1}
∮
{u2}
∣∣∣∣ u1u2(1 + u1)(1 + u2)
∣∣∣∣m·∣∣∣∣(−u1)z′(1 + u1)−z−1(−u2)z(1 + u2)−z′−1du1du2u1 + u2 + 1
∣∣∣∣ .
Introduce the factor (m + 1
2
)−1 inside the integral and sum over
m = 0, 1, . . . . Observe that
∞∑
m=0
(m+ 1
2
)−1
∣∣∣∣ u1u2(1 + u1)(1 + u2)
∣∣∣∣m
≤ 2 + 2
∞∑
m=1
m−1
∣∣∣∣ u1u2(1 + u1)(1 + u2)
∣∣∣∣m
= 2 + 2 log
 1
1−
∣∣∣∣ u1u2(1 + u1)(1 + u2)
∣∣∣∣
 =: F (u1, u2).
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Thus, we have to prove that∮
{u1}
∮
{u2}
F (u1, u2)·
∣∣∣∣(−u1)z′(1 + u1)−z−1(−u2)z(1 + u2)−z′−1du1du2u1 + u2 + 1
∣∣∣∣ < +∞.
Without the factor F (u1, u2), this integral coincides with the integral
(5.3) with x = y = 1
2
, whose convergence has already been verified (see
step 1 in the proof of Proposition 5.1). Let us show that the extra
factor F (u1, u2) does not add very much. Indeed, it grows only as both
u1 and u2 go to infinity, so that we may assume that both u1 and u2
are far from the origin. If u is a point on one of the contours, far from
the origin, then writing u = |u|eiθ we have |u| large and θ small. Then∣∣∣∣ u1 + u
∣∣∣∣2 = |u|2|u|2 + 2|u| cos θ + 1 = 1− 2|u|−1 cos θ +O(|u|−2)
and consequently∣∣∣∣ u1 + u
∣∣∣∣ = 1− |u|−1 cos θ +O(|u|−2)
with cos θ → 1 as u → ∞. This allows one to estimate the growth of
the logarithm in F (u1, u2). Omitting unessential details we get that it
behaves roughly as
log
(
1
|u1|−1 + |u2|−1
)
≤ const |u1|δ|u2|δ,
where δ > 0 can be chosen arbitrarily small.
Using this bound and examining the argument of step 1 in Propo-
sition 5.1 we see that the same arguments work equally well with the
extra factor F (u1, u2). 
In the sequel we use the notation
ε = 1− ξ.
Lemma 5.3. Fix an arbitrary c ∈ (0, 1
2
). If R is large enough and
ρ < 1
2
then for all sufficiently small ε the following estimate holds∣∣∣∣1−√ξωω −√ξ
∣∣∣∣ < 1− cε, ω ∈ C(R, ερ, ξ).
Proof. Consider the transform ω 7→ ω′ = 1−
√
ξω
ω−√ξ . Its inverse has the
form ω = 1+
√
ξω′
ω′+
√
ξ
and sends the interior part of the circle |ω′| = 1− cε
to the exterior part Sext of a circle S. Thus, we have to check that
C(R, ερ, ξ) ⊂ Sext.
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The circle S is symmetric relative the real axis and intersects it at
the points ω∓ corresponding to ω′∓ = ∓(1−cε). Let us prove that both
ω− and ω+ are on the left of 1√ξ − ερ, the leftmost point of the contour
C+(R, ερ, ξ).
We have
ω− =
1−√ξ(1− cε)
−(1− cε) +√ξ =
1− (1− 1
2
ε+O(ε2))(1− cε)
−(1− cε) + (1− 1
2
ε+O(ε2))
=
c+ 1
2
c− 1
2
+O(ε)
and
ω+ =
1 +
√
ξ(1− cε)
(1− cε) +√ξ = 1 +
(1−√ξ)cε
(1− cε) +√ξ = 1 +O(ε
2).
Since c < 1
2
, ω− lies on the left of 0. As for ω+, it lies on the left of
1√
ξ
− ερ ≈ 1 + (1
2
− ρ)ε,
because ρ < 1
2
by the assumption.
This shows that the interior part of the contour, C+(R, ερ, ξ) lies in
Sext. The same also holds for the exterior part, C−(R, ερ, ξ), because R
can be made arbitrarily large. Indeed, as seen from the above expres-
sions for the points ω− and ω+, they do not run to infinity as ξ → 1,
so that if R is chosen large enough, the circle of radius R will enclose
the circle S for any ξ. 
Proposition 5.4.
lim
ξ→1
(∑
m≥0
(m+ 1
2
)−1(Kz,z′,ξ)++(m+ 12 , m+
1
2
)
)
=
∑
m≥0
(m+ 1
2
)−1(Kz,z′)++(m+ 12 , m+
1
2
).
Proof. We will argue as in the proof of Proposition 5.1, steps 2–4. The
role of step 1 in that proof will be played by Proposition 5.2.
First of all, observe that on the diagonal x = y, the expression formed
by the Γ–factors in front of the integrals in (5.1) and (5.2) equals 1.
Consequently, we may ignore these factors.
Let Fm;ξ(ω1, ω2) denote the integrand in the integral (5.1) corre-
sponding to x = y = m + 1
2
. Likewise, let Fm(u1, u2) denote the
integrand in the integral (5.2) with x = y = m+ 1
2
. We have to prove
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that
lim
ξ→1
(1− ξ)∑
m=0
(m+ 1
2
)−1
∮
{ω1}
∮
{ω2}
Fm;ξ(ω1, ω2)dω1dω2

=
∑
m=0
(m+ 1
2
)−1
∮
{u1}
∮
{u2}
Fm(u1, u2)du1du2 . (5.6)
We already dispose of all the necessary information to conclude that
(5.6) holds provided that we truncate the both contours in the left–
hand side to C+(R, ερ, ξ). Indeed, the ratio
(1− ξ)Fm;ξ(ωξ(u1), ωξ(u2))
Fm(u1, u2)
is the particular case of (5.5) corresponding to x = y = m + 1
2
. The
argument of step 3 in Proposition 5.1 shows that this expression goes
to 1 pointwise. Moreover, its modulus is bounded uniformly on both ξ
and m: To see this observe that∣∣∣∣∣ 1 + u1√
ξ
+ u
∣∣∣∣∣ ≤ 1, u = u1, u2,
and recall that |ωξ(u)| ≤ R1, u = u1, u2.
Together with the result of Proposition 5.2 this implies the claim.
Now we have to check that the contribution of the remaining parts
of the contours to the left–hand side of (5.6) is asymptotically negligi-
ble. This can be done by slightly modifying the argument of step 4 in
Proposition 5.1.
Indeed, the integrand Fm,ξ(ω1, ω2) can be written in the form
Fm;ξ(ω1, ω2) = F0;ξ(ω1, ω2)
(
1−√ξω1
ω1 −
√
ξ
)m(
1−√ξω2
ω2 −
√
ξ
)m
.
Compare our task with the one we had on step 4 in Proposition 5.1
(where we set x = y = 1
2
). The only difference is that now we have in
the integral the extra factor equal to
∞∑
m=0
(m+ 1
2
)−1
∣∣∣∣(1−√ξω1ω1 −√ξ
)(
1−√ξω2
ω2 −
√
ξ
)∣∣∣∣m . (5.7)
By Lemma 5.3, the quantity (5.7) is majorated by
∞∑
m=0
(m+ 1
2
)−1(1− cξ)2m,
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which grows as log(ε−1). Such an extra factor does not affect the
estimates on step 4 of Proposition 5.1. 
6. Convergence of off–diagonal blocks in
Hilbert–Schmidt norm
Here we prove the claims of Theorem 4.3 for the off–diagonal blocks.
As in Section 5, we apply the symmetry relations of Proposition 1.9
to reduce the case of the −+ block to that of the +− block, and due
to the relations of Subsection 1.5, we may freely switch from Kz,z′,ξ to
K z,z′,ξ.
However, to compute the Hilbert–Schmidt norm of the +− block we
cannot use anymore the basic contour integral representation (5.1) as
we did in Section 5, because this would lead to divergent series in the
integrand. The reason of this is that the variable y, which previously
ranged over Z′+, will now range over Z
′
−. It turns out that we still may
employ essentially the same estimates and arguments as in Section 5
but beforehand we have to change the integral representation (5.1).
Return to the initial version of the contours {ω1} and {ω2} in (5.1),
when they were circles slightly greater than the unit circle, and make
the change of a variable ω2 → ω−12 . Then the former condition ω1ω2 6= 1
will turn into the requirement that the second contour must lie inside
the first contour. Further, we deform the contours so that they take the
form C(R1, ερ1, ξ) and C(R2, ερ2, ξ), respectively, where R1 > R2 and
ρ1 < ρ2: these inequalities just guarantee that the contour C(R2, ερ2, ξ)
lies inside C(R1, ερ1, ξ).
After the transform ω2 → ω−12 the formula (5.1) turns into
K z,z′,ξ(x; y)
=
Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)(
Γ(−z − x+ 1
2
)Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)Γ(−z′ − y + 1
2
)
) 1
2
× 1− ξ
(2πi)2
∮
{ω1}
∮
{ω2}
(
1−
√
ξω1
)z′+x−1
2
(
1−
√
ξ
ω1
)−z−x−1
2
×
(
1−
√
ξω2
)−z′−y−1
2
(
1−
√
ξ
ω2
)z+y−1
2 ω
−x− 1
2
1 ω
y− 1
2
2
ω1 − ω2 dω1dω2.
(6.1)
According to Proposition 5.1, for any fixed x, y ∈ Z′, there exists a
limit
lim
ξ→1
K z,z′,ξ(x, y) = K z,z′(x, y),
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for which we dispose of the double contour integral representation (5.2).
However, now we will need a different integral representation, which is
consistent with (6.1):
Proposition 6.1. The following formula holds
K z,z′(x, y) =
Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)(
Γ(−z − x+ 1
2
)Γ(−z′ − x+ 1
2
)Γ(−z − y + 1
2
)Γ(−z′ − y + 1
2
)
) 1
2
× 1
(2πi)2
∮
{u1}
∮
{u2}
(−u1)z′+x− 12 (1 + u1)−z−x− 12 (−u2)−z′−y− 12 (1 + u2)z+y− 12 du1du2
u1 − u2 .
(6.2)
where the contours have the form
{u1} = [+∞−iρ1, 0−,+∞+iρ1], {u2} = [+∞−iρ2, 0−,+∞+iρ2]
and ρ1 < ρ2.
Proof. The Γ–factors in (6.1) and (6.2) are the same, so that it suffices
to prove that the integral in (6.1) together with the prefactor (1 − ξ)
converges to the integral in (6.2). We will follow the scheme of the
proof of Proposition 5.1.
Step 1. Let us check that that the integral (6.2) is absolutely con-
vergent. Arguing as on step 1 of Proposition 5.1 we reduce this claim
to finiteness of the real integral∫∫
u1,u2≥C
|u1−u2|≥ρ
uµ−11 u
−µ−1
2
|u1 − u2| du1du2, (6.3)
where µ = ℜ(z′ − z) ∈ (−1, 1), ρ = ρ2 − ρ1 > 0, and C is a positive
constant.
By symmetry we may assume u1 ≥ u2. Making the change of vari-
ables u1 = u+ a, u2 = u, where u ≥ C, a ≥ ρ, we get the integral∫
a≥ρ
a−1da
∫
u≥C
(u+ a)µ−1u−µ−1du
=
∫
a≥ρ
a−2da
∫
u≥C/a
(u+ 1)µ−1u−µ−1du.
Consider the interior integral in the second line: For large u, the inte-
grand decays as u−2, which is integrable near infinity, while for u near
0, the integrand behaves as u−µ−1. It follows that if µ < 0 then the
integral over u converges uniformly on a; if µ = 0 then it grows as log a
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for large a; and if µ > 0 then it grows as aµ. Consequently, the double
integral can be estimated by one of the three convergent integrals∫
a≥ρ
a−2da,
∫
a≥ρ
a−2 log a da,
∫
a≥ρ
aµ−2da (0 < µ < 1).
Step 2. Relying on the result of step 1, we can verify the required
convergence of the integrals provided that we restrict the integration in
(6.1) to interior parts of the contours. This is done exactly as on step
3 of Proposition 5.1. A minor simplification is that under the change
of a variable (5.4), the quantity ω1 − ω2 is transformed simpler than
ω1ω2 − 1.
Step 3. Finally, we have to prove that the contributions from the
remaining parts of the contours is asymptotically negligible due to the
prefactor 1− ξ. Here we argue exactly as on step 4 of Proposition 5.1,
with the only exception: In the case when ω1 ranges over the interior
part of the contour, C+(R1, ερ1, ξ), while ω2 ranges over the exterior
part, C−(R2, ερ2, ξ), we cannot automatically discard the denominator
ω1 − ω2. The reason is that in this special case, the two parts of the
contours come close at the distance of order ε, which happens near the
point R2.
This difficulty can be resolved in the following way. Dissect C+(R1, ερ1, ξ)
into two parts by a vertical line ℜω1 = const so that the points on the
left be separated from R2 while the points on the right be separated
from 1/
√
ξ. Now we have two cases:
When ω1 ranges over the left part, we may discard the denominator
ω1 − ω2 and argue as on step 4 of Proposition 5.1.
When ω1 ranges over the right part, the argument is different: Ob-
serve that the modulus of the whole integrand in (6.1), except the
denominator ω1 − ω2, is bounded uniformly on ξ, while the quantity
|ω1 − ω2|−1 is integrable, so that the prefactor 1 − ξ makes the con-
tribution negligible. Checking the integrability of |ω1 − ω2|−1 is easy:
Indeed, here it is even unessential that C−(R2, ερ2, ξ) does not contain
a small arc around the point R2. What is important is that the singu-
larity |ω1 − ω2|−1 arising near the point R2 is of the same kind as the
singularity (a2 + b2)−1/2 in the real (a, b)–plane near the origin. 
Although formulas (6.1) and (6.2) are valid for any x, y ∈ Z′, we will
deal exclusively with x ∈ Z′+ and y ∈ Z′−. Below we set
x = m+ 1
2
, y = −n− 1
2
, m, n ∈ Z+
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and use the notation
(Kz,z′,ξ)+−(m,n) = (−1)nK z,z′,ξ(m+ 12 ,−n− 12)
(Kz,z′)+−(m,n) = (−1)nK z,z′(m+ 12 ,−n− 12).
Here the factor (−1)n comes from the factor ε(y) in (1.2).
The next result is similar to Proposition 5.2:
Proposition 6.2. The matrix[
(m+ 1
2
)−1/2(Kz,z′)+−(m,n)(n+ 12)
−1/2]
m,n∈Z′
+
belongs to the Hilbert–Schmidt class.
Proof. Since all the matrix entries are real (Remark 1.7), the claim
means that the series
∞∑
m,n=0
(m+ 1
2
)−1(n+ 1
2
)−1((Kz,z′)+−(m,n))2 (6.4)
is finite.
To get the squared matrix entry we multiply out two copies of the
double integral representation (6.2), where in the second copy we swap
z and z′. This operation does not change the kernel, as it follows
from a series expansion for the kernel (see [BO4, (3.3)]) and the fact
that the functions entering this expansion depend symmetrically on z
and z′. On the other hand, after this operation the Γ–factors in front
of the integral will cancel out (this trick is borrowed from [BO3] and
[BO4], see, e.g., the proof of Proposition 2.3 in [BO4]). The resulting
expression for the sum (6.4) can be written in the form∑
m,n∈Z′
+
(m+ 1
2
)−1(n+ 1
2
)−1
× 1
16π4
∮
{u1}
∮
{u2}
∮
{u′
1
}
∮
{u′
2
}
Fmn(u1, u2)F
′
mn(u
′
1, u
′
2)du1du2du
′
1du
′
2, (6.5)
where
{u1} = {u′1} = [+∞− iρ1, 0−,+∞+ iρ1],
{u2} = {u′2} = [+∞− iρ2, 0−,+∞+ iρ2]
and
Fmn(u1, u2) =
(−u1)z′+m(1 + u1)−z−m−1(−u2)−z′+n(1 + u2)z−n−1
u1 − u2 ,
F ′mn(u
′
1, u
′
2) =
(−u′1)z+m(1 + u′1)−z′−m−1(−u′2)−z+n(1 + u′2)z′−n−1
u′1 − u′2
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(in the second line z and z′ are interchanged).
To show that the sum (6.5) is finite we replace the integrand by its
modulus and then interchange summation and integration. Then we
get the integral
1
16π4
∮
{u1}
∮
{u2}
∮
{u′
1
}
∮
{u′
2
}
∑
m,n∈Z′
+
(m+ 1
2
)−1(n + 1
2
)−1
× |Fmn(u1, u2)F ′mn(u′1, u′2)du1du2du′1du′2| . (6.6)
It suffices to check that it is finite.
We have
∞∑
m,n=0
(m+1
2
)−1(n+1
2
)−1 |Fmn(u1, u2)F ′mn(u′1, u′2)| = |F00(u1, u2)F ′00(u′1, u′2)|
×
∞∑
m,n=0
(m+ 1
2
)−1(n + 1
2
)−1
∣∣∣∣ u1u′1u1 + u′1
∣∣∣∣m ∣∣∣∣ u2u′2u2 + u′2
∣∣∣∣n .
The same argument as in the proof of Proposition 5.2 shows that for
the latter sum there exists the upper bound of the form
∞∑
m,n=0
(m+1
2
)−1(n+1
2
)−1
∣∣∣∣ u1u′1u1 + u′1
∣∣∣∣m ∣∣∣∣ u2u′2u2 + u′2
∣∣∣∣n ≤ const |u1|δ|u′1|δ|u2|δ|u′2|δ,
where δ > 0 can be chosen as small as is needed.
Substituting this estimate into the 4–fold integral (6.6) leads to its
splitting into the product of two double integrals, one of which is∮
{u1}
∮
{u2}
|u1|δ|u2|δ
∣∣∣∣(−u1)z′(1 + u1)−z−1(−u2)−z′(1 + u2)z−1u1 − u2 du1du2
∣∣∣∣
(6.7)
and the other has the similar form, with z and z′ interchanged. There-
fore, it suffices to prove the finiteness of the integral (6.7).
Arguing as on step 1 of Proposition 5.1 we reduce this integral to
the real integral ∫∫
u1,u2≥C
|u1−u2|≥ρ
uµ+δ−11 u
−µ+δ−1
2
|u1 − u2| du1du2. (6.8)
This integral only slightly differs from the integral (6.3) examined on
step 1 of Proposition 6.1, and the same argument as in Proposition 6.1
shows that (6.8) is finite provided that δ is chosen small enough. 
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Proposition 6.3. As ξ goes to 1, the matrices[
(m+ 1
2
)−1/2(Kz,z′,ξ)+−(m+ 12 ,−n− 12)(n+ 12)−1/2
]
m,n∈Z′
+
converge to the matrix[
(m+ 1
2
)−1/2(Kz,z′)+−(m+ 12 ,−n− 12)(n+ 12)−1/2
]
m,n∈Z′+
in the topology of the Hilbert–Schmidt norm.
Proof. We know that the convergence takes place in the weak operator
topology, that is, for the matrix entries (this follows from Proposition
5.1). Consequently, it suffices to prove the convergence of the squared
Hilbert–Schmidt norms:
∞∑
m,n=0
(m+ 1
2
)−1(n+ 1
2
)−1((Kz,z′,ξ)+−(m,n))2
→
∞∑
m,n=0
(m+ 1
2
)−1(n+ 1
2
)−1((Kz,z′)+−(m,n))
2
(recall that our matrices are real).
We will follow the arguments of Propositions 5.4, 6.1, and 5.1.
Write the left–hand side in the form similar to (6.5). Namely, let
Fmn;ξ(ω1, ω2) denote the integrand in (6.1), where we substitute x =
m+ 1
2
and y = −n− 1
2
:
Fmn;ξ(ω1, ω2) =
(
1−
√
ξω1
)z′+m(
1−
√
ξ
ω1
)−z−m−1
×
(
1−
√
ξω2
)−z′+n(
1−
√
ξ
ω2
)z−n−1
ω−m−11 ω
−n−1
2
ω1 − ω2 ,
and let F ′mn;ξ(ω
′
1, ω
′
2) be the similar quantity with z and z
′ interchanged:
F ′mn;ξ(ω
′
1, ω
′
2) =
(
1−
√
ξω1
)z+m(
1−
√
ξ
ω1
)−z′−m−1
×
(
1−
√
ξω2
)−z+n(
1−
√
ξ
ω2
)z′−n−1
(ω′1)
−m−1(ω′2)
−n−1
ω′1 − ω′2
.
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As above, swapping z and z′ kills the Γ–factors. In this notation, the
series in question takes the form
1
16π4
∑
m,n∈Z′
+
(m+ 1
2
)−1(n+ 1
2
)−1
×
∮
{ω1}
∮
{ω2}
∮
{ω′
1
}
∮
{ω′
2
}
(1− ξ)2Fmn;ξ(ω1, ω2)F ′mn;ξ(ω′1, ω′2)dω1dω2dω′1dω′2 ,
(6.9)
where
{ω1} = {ω′1} = C(R1, ερ1, ξ), {ω2} = {ω′2} = C(R2, ερ2, ξ),
and R1 > R2, r1 < r2, ε = 1− ξ, as before.
First, we truncate all the contours in (6.9) keeping only their interior
parts C+(Ri, ερi, ξ), and then make the change of variables according
to the rule (5.4), as we did before. The prefactor (1 − ξ)2 disappears,
we compare the resulting integrand with that in (6.5), and check that
their ratio has uniformly bounded modulus and converges pointwise to
1. This is done exactly as in step 3 of the proof of Proposition 5.4. By
virtue of Proposition 6.3, we get the desired convergence provided that
the both contours in (6.9) are truncated.
Next, we check that the contribution from the remaining parts of
the contours in (6.9) is asymptotically negligible due to the prefactor
(1 − ξ)2. Again, the proof goes as in the situation of Proposition 5.4.
We replace the integrand by its modulus, interchange summation and
integration, and evaluate the double sum over m and n using Lemma
5.3. This produces a factor growing like (log(ε−1))2, which we add to
our small prefactor (1 − ξ)2. Due to this bound, the 4–fold integral
reduces to the product of two double integrals,∮
{ω1}
∮
{ω2}
|F00;ξ(ω1, ω2)dω1dω2| and
∮
{ω′
1
}
∮
{ω′
2
}
|F ′00;ξ(ω′1, ω′2)dω′1dω′2|,
where each of the 4 variables ranges over C±(Ri, ερi, ξ), and for at least
one of them the corresponding superscript has to be “−”.
These integrals were already examined in the proof of Proposition
6.1. For each of the integrals, there are two possible cases: Either (a)
both variables range over interior parts of the contours or (b) one of the
variables ranges over the interior part while the other variable ranges
over the exterior part. We know that in case (a) the integral grows as
(1−ξ)−1, while in case (b) the growth is suppressed by the small factor
(1−ξ), even if one adds the extra growing factor (log(ε−1))2. Since case
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(b) occurs for at least one of the double integrals, we see that the small
prefactor (1− ξ)2 suffices to make the whole contribution negligible.
This completes the proof. 
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