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ELEMENTARY TOPOLOGY OF CHAMPS
MICHAEL MCQUILLAN
Abstract. Broadly speaking the present is a homotopy complement to the book of Giraud,
[Gir71], albeit in a couple of different ways. In the first place there is a representability
theorem for maps to a topological champ (the translation stack will be eschewed 0.V.1) and
whence an extremely convenient global atlas, i.e. the path space, which permits an immediate
importation of the familiar definitions of homotopy groups and covering spaces as encountered
in elementary text books, 0.I. In the second place, it provides the adjoint to Giraud’s co-
homology, i.e. the homotopy 2-group Π2, by way of the 2-Galois theory of covering champs. In
the sufficiently path connected case this is achieved by much the same construction employed in
constructing 1-covers, i.e. quotients of the path space by a groupoid, 0.II. In the general case,
so inter alia the pro-finite theory appropriate for algebraic geometry, the development parallels
the axiomatic Galois theory of [SGA-I, exposeé V], 0.III. The resulting explicit description
of the homotopy 2-type can be applied to prove theorems in algebraic geometry: optimal
generalisations to Π2 (by a very different method, which even gives improvements to the
original case) of the Lefschetz theorems (over a locally Noetherian base) of [SGA-II], 0.IV.4-
0.IV.6, and a counterexample to the extension from co-homology to homotopy of the smooth
base change theorem, 0.IV.3. These limited goals are achieved, albeit arguably at the price of
obscuring the higher categorical structure, without leaving the 2-category of groupoids.
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0. F.A.Q.
0.0. What’s this about, and why should I care ?
0.0.1. Is this one of those manuscripts that I need to know 25 alternative definitions of n-
Category and 16 generalisations of the étale site in order to get started ? No, it’s elementary. As
such the higher category pre-requisites are no more complicated than 2-categories, 2-functors,
their transformations, and, occasionally, their modifications, all understood weakly rather than
strictly. The slightly more demanding pre-requisite is that one should be familiar with how
one uses 2-categories to construct what might be termed “exotic gluings” of spaces, be they
topological, differential, symplectic, algebraic or whatever, i.e. in an arbitrary site. This
is Grothendieck’s theory of champs, 0.V.1, and, unfortunately, the literature tends towards
an obsession with algebraic geometry. Notable exceptions are Grothendieck himself, “il s’est
avéré impossible de faire de la descente dans la catégorie des préschemas, même dans des cas
particuliers, sans avoir développé au préalable avec assez de soin le langage de la descente dans
les catégories générales”, [SGA-I, Exposé VI], and the book of Giraud, [Gir71], “Cohomologie
non abélienne”. What’s involved, however, is, in the first instance, just extending the definition
of sheaf from a functor with values in sets together with some gluing conditions, to that of a
2-sheaf, i.e. a (weak) 2-functor with values in groupoids with some further gluing conditions,
A.iii, to which some geometric conditions such as the existence of an atlas should be added.
Thus although A.iii is rather terse it shouldn’t be impossible to become acquainted with the
language as one goes along, albeit having some examples in mind such as quotients by foliations,
dynamical systems, the fibre O ×K S for O an orbifold supported on a knot K in the 2 or 3
sphere, S, may be necessary for this to work. Alternatively, one could take the first few chapters
of [LMB00], and replace “schémas” by “my favourite category”.
0.0.2. But I know 26 definitions of n-Category and 17 generalisations of the étale site, are you
saying this isn’t for me ? One has to distinguish two different phenomenon. The first is that
the most common case of champs that one tends to encounter (even in algebraic geometry)
are orbifolds, which have the particular feature that they are spaces almost everywhere. Con-
sequently, the richness (even under the separation hypothesis of §.I-II) of the generalisation
and the clear introduction/motivation for higher category theory that it provides get obscured.
The second is the very considerable advances in higher category theory, notable [Lur09]. Con-
sequently, in higher category terms, the value tends to be limited to the space like description,
albeit in very low degrees, of things which have a comparable, and more general, descriptions
in topos theoretic terms.
0.0.3. Now I’m confused, isn’t champ just a pseudonym for orbifold, and to imagine any similar
structure which isn’t a space almost everywhere is just nonsense. What do you intend to do ?
Distinguish between a space and a group acting trivially on a space ? Basically, that is exactly
the distinction that one should make. For example the action of a group on a (closed) point,
Γ ⇒ pt, is invariably trivial. On the other hand if one expresses a space, X, by way of an open
cover U = (
∐
α Uα)→ X and the gluing R := (
∐
αβ Uα∩Uβ) = U ×X U ⇒ U of the same, then
the rule for giving a map f : T → X expressed in terms of the equivalence relation R ⇒ U is
best seen by viewing the later as a category, i.e. there is a functor V ×T V → R for some open
cover V =
∐
α Vα of T , and the set Hom(T,X) can be identified with
(0.1) functors V ×T V → R for some cover V /(equivalence over a common refinement)
and if one applies the prescription (0.1) to the category Γ ⇒ pt the resulting set is the set
of Γ-torsors over T . Moreover the (2-category) of equivalence relations is rather particular
since (by the simple expedient of taking the quotient) it’s equivalent to the 1-category of sets,
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a.k.a. categories in which every arrow is an identity, so the general prescription is not to define
Hom(T,−) as a set via 0.1 but as a category with objects
functors F : V ×T V → R for some cover V and
arrows natural transformations ξ : FW → GW(0.2)
for W a common refinement of the covers on which F and G are a priori defined, which in
the particular case of Γ ⇒ pt leads to Grothendieck’s definition of BΓ, i.e. the 2-functor
(understood weakly unless one wants to get into large category issues 0.V.4) from spaces, T ,
to groupoids (a.k.a. a category in which every arrow is invertible) which to T associates the
category whose objects are Γ-torsors over T , with arrows torsor maps. In any case, the basic
relation between champs and spaces is that between groupoids and sets.
0.0.4. That’s all very clever, but I’m a topologist, I hate French mathematics, and I can mimic
that sort of thing using K(Γ, 1)’s. By construction there’s certainly a map K(Γ, 1)→ BΓ, which,
unsurprisingly, is a weak homotopy equivalence, but there is no non-trivial map in the other
direction. Nevertheless, the (pointed) homotopy category is an incredibly rich category, and
the addition that Grothendieck’s BΓ makes to the topologist’s arsenal is limited. As such, the
objection not only has some substance, but, clarifies what is arguably the principle utility, if
not the nature, of the construction, i.e. the generally valid definition of K(Γ, 1) and related
homotopy constructions in whatever category.
0.0.5. So you can make symplectic, or holomorphic, or even characteristic p versions of Post-
nikov and Whitehead towers using this stuff ? The number of stages, n, that one can do in
the Whitehead, respectively Postnikov, tower is a function of having the right definition of n,
respectively n+ 1, sheaf and, A.iii, champs are the case n = 2. More precisely, the Whitehead
tower of a (path connected) space, X, with homotopy groups, pin, starts from X0 = X, and
continues as Xn → Xn−1 a fibration in K(pin, n−1)’s such that Xn has no homotopy in degrees
at most n. In particular X1 → X0 can (provided it exists) be taken to be the universal cover.
Nevertheless the tower is a priori only defined up to homotopy, so anything homotopic to the
universal cover is allowed. Consequently, from the homotopy point of view, the reason why one
can define say a holomorphic structure on X1 as soon as this exists on X0 is that K(pi1, 0) has
a canonical realisation- or, following the terminology of [PRST], “canonical modelizer”- as the
discrete set with elements pi1. Certainly, therefore, 0.0.3, one gets a map X → Bpi1 , i.e. the
first step of the Postnikov tower, but, and this is the subject of §.II-III one also gets the 2nd
Whitehead stage, or better universal 2-cover, X2 → X1 as an étale fibration with fibre Bpi2 .
0.0.6. The usual model for the 2nd Whitehead stage of P1C is S3 or C2\{0} if you want some
holomorphicity, but you’re claiming there’s a model which is an étale fibration, whereas the
only étale fibration over P1C is the identity. You on drugs ? Indeed if f : X → P1C is an étale
fibration, then f is an isomorphism iff X is a space. A champ, however, is not a space, and
just as one can construct PnC as the quotient of the action
(0.3) Gm × (Cn+1\{0})
(λ,x)7→λx
⇒
(λ,x)7→x
Cn+1\{0}
it’s universal 2-cover, Pn2 , is the quotient of the action
(0.4) Ga × (Cn+1\{0})
(`,x)7→exp(`)x
⇒
(`,x) 7→x
Cn+1\{0}
and the map Pn2 → PnC is both a local homeomorphism and a fibration, I.d.2. In particular,
Pn2 is complete Kähler, but it does not satisfy the conclusions of Hodge theory, since by the
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Leray spectral sequence
(0.5) Hp(Pn2 ,Z) =
{
Z, p = 0 or 2n+ 1
0, otherwise
but Hp(Pn2 ,Ω
q) =
{
C, p = q or q + 1
0, otherwise
so, Pn2 is very far not just from a space but even from PnC × BZ.
0.0.7. So if the first Whitehead stage is the universal cover, does, by analogy, this second stage
admit some “group object in the category of categories” action, or even Galois theory ? Indeed
just as a (connected) homotopy 1-type is the same thing as a group, equivalence classes of “group
objects in the category of categories”, i.e. so called, cf. 0.0.8, 2-groups, are [BL04, Theorem
43] in 1-to-1 correspondence with (connected) topological 2-types, [WM50], i.e. a group pi1, a
pi1-module pi2, and the Postnikov class k3 ∈ H3(pi1, pi2), §.II.a. Notwithstanding the subtlety,
II.a.1, that this correspondence isn’t a faithful functor from the homotopy category to 2-types,
it certainly shouldn’t surprise that 2-groups have the same relation to the universal 2-cover/2nd
stage in the Whitehead tower as groups do to the universal cover/1st stage. All of which is just
the “2 piece” of a larger story about n-groups, n-topoi, and n-Galois theory, n ≤ ∞, amongst
which the case n = ∞, [Lur14, A1] is a bit easier than n finite since it supposes the maximal
amount of local connectivity, whereas the latter requires hypothesis of the form locally n− 1-
connected and semi-locally n-connected, [Hoy15, 2.15], 0.III.1. A priori one might think that
this only applies to CW-complexes, wherein the story began, [Toe02], but properly understood,
[Hoy15, 3.5], it also covers the general pro-finite case which is valid more or less unconditionally-
indeed it may even be formulated without supposing locally 0-connected, 0.III.7- because all
higher pro-finite lim←−
(i)’s vanish, [Jen72, Théorème 7.1]. Consequently the obvious realm of the
n < ∞ case is point set topology wherein it constitutes one of our recurring themes, i.e. the
“Huerwicz border” for which one has a homotopy interpretation of sheaf co-homology, 0.I.6
& 0.III.7, and which can actually be used to prove theorems in point set topology, III.i.5-
III.i.6, albeit we never go beyond the case n = 2, where our treatment closely parallels [PW05]
which in turn follows [Gir71] rather than [Lur09]. Irrespectively however of how one arrives to
the conclusion the points is that 2-groups are the “canonical modelizer” of homotopy 2-types
envisaged by [PRST]. They are properly speaking objects of (pro)-discrete group theory, 0.II.1,
and in such terms admit a minimal, if not quite canonical since one has to choose a co-cycle
representing the Postnikov class, description which is what affords the holomorphic (symplectic,
differential or whatever) theory of the initial stages of the Whitehead tower, 0.0.5.
0.0.8. I’m not buying that. Fibre products in 2-categories are only well defined up to equivalence,
so the group axioms are devoid of sense in a 2-category, and this whole 2-group thing is a lot
of sad rubbish. This is my paraphrasing of a substantive objection by Nick Shepherd Barron.
The most superficial way to deal with it is to confine the definition of 2-group to 2-categories
admitting strict fibre products, A.i.2, rather than the more general definition, A.i.1. This is
pathetic but agrees with current mathematical practice, and is wholly adequate for the purposes
of this manuscript. A better answer to the question is that the right definition of 2-group is:
(0.6) a 2-category with 1 0-cell, and all 1/2-cells invertible.
Irrespective of a somewhat subtle difference between 2-group equivalence and bi-category equiv-
alence, (II.54), if one accepts (0.6) is the response to the objection, then one is logically obliged
to accept that the right definition of group is not that employed for the last 200 years, but
(0.7) a groupoid with 1 object.
Now this is very much “parvus error in principio magnus est in fine”, [Aqu76], territory, but,
on balance, this manuscript (and one could cite a lot of supporting evidence in the theory of
higher topoi) tends to support the view that (0.7) is the “right” definition of group, e.g. if we
were to express a (pointed path connected) space, X∗, as a quotient of its path space P → X
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via the equivalence relation R := P ×X P ⇒ P then pi0(R∗)- pointed in ∗ × ∗ would be not
only a very natural definition of pi1(X∗) in the path connected context, I.e, but, a priori, the
groupoid pi0(R∗) ⇒ pi0(P ) = pt naturally presents itself as an objects in a category of “canonical
modelizers” of 1-types, and, indeed if one didn’t already know Grothendieck’s definition, 0.0.3,
of Bpi1 , one would rediscover it from asking his “canonical modelizers” question about path
connected spaces. Nevertheless, I’m by no means certain that 0.6 is the answer to the objection,
which is, in any case, something that has to be taken much more seriously than just appealing
to strict fibre products.
0.0.9. Granted you might be able to define the universal 2-cover of a space as some kind of
champ, but I bet you that the 2-cover of a champ is a champ of champs, or some 3, or 4,
category widget that you don’t know how to define. No. The 2-category of champs in the étale
(understood in the sense of local homeomorphism in the classical topology and in the usual
sense algebraically) topology is closed for all operations that pertain to the homotopy 2-type.
The easiest illustration is that a topological champ which is locally simply connected and semi-
locally 2 connected admits a universal 2-cover, II.c.8 or III.i.6. Of course algebraically one
should work pro-finitely, III.g.6, while the general topological situation, III.i.6, is pro-discrete.
The intervention of pro-objects is, however, the nature of the 1-category of algebraic spaces,
respectively of general topological spaces, and not only occurs already at the level of classical
Galois theory, but, in the topological case (or, indeed algebraic if one doesn’t suppose locally
Noetherian) there’s even an issue, III.i.1-III.i.2, at the level of pi0, i.e. a universal map to a
discrete space need not exist.
0.0.10. Having some closure like that is good, but I only care about manifolds, and orbifolds,
so all this champ this champ that looks like overkill since I presumably only need some sub-
2-category of champ to do what I want. Not really. The important distinction is between
separated and non-separated, or better, in order to have sufficient generality for manifolds and
orbifolds “an étale fibration over separated” albeit, II.b.6, such fibrations are quite definitely
separated in a valuative sense and it’s purely a matter of convention to distinguish them.
This said as soon as one admits an interest in orbifolds, then, II.f.4, the only substantive
restriction on how far the universal 2-cover is from a space is pi2, so, as the dimension increases
pretty much anything could happen. Similarly, if one’s point of departure is group actions on
normal algebraic varieties, then pretty much any normal separated champ could intervene in
the description of the étale 2-homotopy of the quotient, while pretty much any (separated)
thing could, cf. 0.IV.1, intervene as a closed sub-champ. Modulo, however, what we’ve said
about étale fibrations over separated, there are large areas such as 3-manifolds or (classical)
algebraic geometry where one may not have an a priori interest in the non-separated case.
0.0.11. The general separated case must be where this stops. After all the non-separated case is
the perogative of “non-commutative geometry”. I think you should keep your neb out of stuff you
don’t understand. There are several distinctions to be made. The first is that the constructions
of “non-commutative geometry” are not per se constructions about “exotic” classifying champ
such as [R/Q], or more generally transverse dynamics, but rather about the orbits themselves
from which, occasionally, one gets transverse information but this is per accidens. Secondly
examples like [R/Q], the “non-commutative torus”, and so forth, are separated under any rea-
sonable understanding of Grothendieck’s valuative criteria in the topological case, so they tend
to have extremely good properties, and admit very easy spectral sequences for calculating (func-
torially with respect to the ideas) whatever one’s favourite co-homology theory is. Probably,
albeit cf. 0.I.7, the first natural example which fails to satisfy even a valuative criterion for
separation would, [Mal02], be something like the classifying champ of the general holomorphic
foliation on P2C, and, irrespectively, since it’s locally 2-connected this example has a well defined
homotopy 2-group, i.e. not just a pro-2-group, and admits, III.i.6, a universal 2-cover.
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0.0.12. It might well be that this language permits a conformal, or positive characteristic, or
whatever, definition of homotopy 2-types, but, at least pro-finitely, so does Artin-Mazur, and
it works in all degrees, so you’re just engaging in a large scale waste of time. It is certainly
true that Artin-Mazur, [AM69], provides a definition of the pro-finite homotopy groups of
any site, and it’s inconceivable that this definition won’t agree with any other. Nevertheless,
to achieve it’s goal [AM69] has recourse to geometric realisation, and whence the practical
implementation of the theory is usually far from straightforward, e.g. if one wants to prove
anything about pi1 one invariably uses the definition of [SGA-I, exposeé V], which is indeed
equivalent, to the definition of [AM69], but this is a theorem- op. cit. §10 for pi1 and [Hoy15,
3.5] in general. Our own mantra, however, is that the correct definitions of homotopy groups
are, already for topological spaces, Galois theoretic and the theorem is the other way round, i.e.
given sufficient path connectedness the Galois definition may be realised by loops and spheres,
0.I.6, which would also appear to be the philosophy behind [Lur09, A.1]. In particular once
one dispenses with geometric realisation in a context such as algebraic geometry to which it is
alien, one has the definitions in a form which is intrinsic to the category being studied, and it
is in this form, 0.IV.4, that one uses them, albeit here only in degree at most 2, to prove the
Lefschetz theorem. Similarly, even the (trivial) GAGA theorem, IV.a.4, wasn’t know for the
Artin-Mazur groups prior to [Hoy15, 3.5] without hypothesis such as geometrically unibranch.
0.I. The representability theorem and its consequences.
0.I.1. What is the representability theorem ? It’s the theorem, I.b.2, that under not far from
optimal, I.a.6, hypothesis on a topological space Y , i.e. (I.1) and compactness, the champ/2-
sheaf, A.iii, of maps, Hom(Y,X ) to a separated topological (i.e. represented by a groupoid in
the Grothendieck topology of local homeomorphism) champ is again a separated topological
champ. The key to the theorem is to prove it locally, I.a.3, by way of constructing a “tubular
neighbourhood” of the graph, which, as it happens, has limited sense in an arbitrary topo-
logical space, so, ironically, [Ols06], the algebraic, or any other situation where one can bring
infinitesimal methods to bear is actually somewhat easier, I.a.6.
0.I.2. Could you give a more precise statement of the theorem ? No. Whether here, or, elsewhere
in the introduction, you’re supposed to click on the above hyperlinks.
0.I.3. What’s all that pointing for ? Are you trying to drag the subject back to the dark ages ?
The representability theorem, 0.I.1, trivially implies a pointed representability theorem, I.c.2,
but the critical additional fact about pointed maps, Hom∗(Y∗,X∗), from a pointed space, Y∗,
to a pointed champ, X∗, is, op. cit., that it is itself a space. In particular, therefore, the
path, PX∗, and loop spaces, ΩX∗, I.c.3, of a pointed champ are spaces, which via the usual
adjunction, I.c.6, permits, modulo the correct definition of fibration, I.d.2, a more or less
instantaneous, and in a wholly elementary way, extension of the homotopy theory of spaces
to (locally path connected) topological champs. It should also be noted that if one doesn’t
point, then one gets the wrong answer, e.g. pi0(Hom(S1,BΓ)) is conjugacy classes of Γ rather
than Γ = pi0(Hom∗(S1∗,BΓ,∗)) itself. As such, while I have some sympathy with the attempts of
[BHS11] to eliminate pointing, its practicality is evident- on a deeper level, I defer to [Voe98].
0.I.4. The passage from the spaces to champs can’t be that instantaneous. Otherwise what’s all
that junk about the universal cover in aid of ? Not really. The point is that while the idea
in any text book presentation of “a locally path connected and semi-locally 1-connected space
admits a universal cover” is on the money, the exposition is insufficiently functorial, and what
should really be proved, cf. 0.0.8, is that if R0 := PX∗ × PX∗ ⇒ PX∗ is the path groupoid
and R1 ⇒ PX∗ the connected component of the identity, then the quotient [PX∗/R1] is the
universal cover, I.e.6, and, as it happens, a certain number of messy homotopy statements
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should be replaced by statements about functors and natural transformations between these
groupoids, I.e.5. If this were the case, equivalently if the use of the path space as an element
of a Grothendieck topology was more diffused- it’s systematic but informal in [BT82]- then
there’d be relatively little to do beyond noting the extra complication, (I.59), that occurs in
the path groupoid of a champ rather than a space.
0.I.5. Fair enough. Even the special case of how to construct the universal cover of an orbifold
via loops attracts a lot of attention, so, having done everything in such generality does it cast
any light on the developability of orbifolds, i.e. when is their universal cover a space ? Yes. An
orbifold is developable iff every tear drop can be homotoped to a sphere, I.f.3. This is a simple
consequence of the relative homotopy sequence, (I.81), but, even in the case of an orbifold,
µ : O →M , supported on a manifold, M , in a knot, K, the relative homotopy sequence has to
be applied to the embedding µ−1(x) ↪→ O, x ∈ K, where the fibre, µ−1(x) is never an orbifold,
but it is a champ, cf. 0.0.3. There’s also a group of tear drops, but, arising from relative
homotopy, it’s non-commutative, and one should, I.f.4, be careful about its structure.
0.I.6. What’s all that 1-Galois, Huerwicz stuff at the end of this chapter in aid of ? Indeed
looking ahead, what’s the chapter itself in aid of ? The results of the pro-discrete étale theory
are much more general, and completely dispense with all this loop-sphere rubbish. As it happens,
Huerwicz is usually stated as a relation between homotopy groups and singular homology, which,
even for locally path connected spaces, is, subtly different to the relation, I.g.5-I.g.6, between
homotopy and sheaf co-homology, cf. [Lur09, 7.1]. That is, however, highly tangential to the
real question, cf. 0.0.12, of why bother about the sphere way of doing things, when the étale way
provides much more general results, i.e. exactly the same theorems but with path-connected
replaced by connected. The best way to illustrate what can be gained from the sphere approach
is by considering some examples, to wit:
a) The “Theorem of the Sphere” for 3-manifolds, respectively 2-orbifolds, i.e. the assertion that
if pi2, respectively the tear drop group of I.f.3, is non-trivial then there is an embedded sphere,
respectively american football.
b) Idem, for complex algebraic Fano orbifolds but where one (anticipates) that pi2 is always
non-trivial and one asks for a holomorphically (whence algebraic) embedded sphere, tear drop,
or american football.
c) Idem as (b) but for any 1-dimensional algebraic orbifold in any characteristic.
Now (a) is the starting point of 3-manifold theory, and, to prove it one uses that the homotopy
classes are represented by spheres. Plainly this appeal to the existence of homotopically non-
trivial spheres is essential to the demonstration, and the existence of such things only follows
from the more generally valid étale definition of III.i.6 a postiori, i.e. the two definitions of pi2
are equivalent by the 2-Galois correspondence, II.e.3, for locally path connected spaces. The
same circle of ideas should by I.f.3 work for 3-orbifolds, a.k.a. Thurston’s orbifold conjecture,
but op. cit. doesn’t give a generically embedded american football which is what one needs
to get started (and this sort of thing, i.e. the failure of homotopy classes to be generically
embedded may be the extent of the difficulty in extending Smale’s h-cobordism theorem to
champs) whereas the current logic of the demonstration via Thurston’s orbifold theorem is
torturous. Apart from the case of manifolds, which is a consequence of Mori’s Frobenius trick,
the only other known case of (b) is that of algebraic surfaces with quotient singularities, [KM99],
which, b.t.w., is a very long enumeration by cases, and, arguably, the question is best addressed
algebraically. Nevertheless under (the much) stronger hypothesis, [SY80], of positive sectional
curvature one can do it analytically, and, of course, the starting point of op. cit. is that
classes in pi2 are represented by spheres. The nature of (c) is somewhat different, since the
difficult case, IV.a.17, of orbifolds with moduli P1, which currently has no algebraic proof over
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C, needs Van Kampen, and a “nice” topology in which to employ it. The former is, however,
a theorem of étale homotopy, [SGA-I, Exposé IX.5.1], and, the “nice” topology wherein it is
to be employed is just the classical topology. As such, the use of loops and spheres in (c) is
only a matter of convenience, albeit a useful one. A (tangential) curiosity here is that the
specialisation theorems [SGA-I, Exposé X.3.8] fail, IV.a.19, absolutely (Feit-Thomson) to do
the said difficult case, IV.a.17, in characteristic 2, while the classification of finite simple groups
doesn’t leave much room for manoeuvre in characteristic 3 either, so, as far as I know, (c) is
open for tame orbifolds in characteristics 2 or 3.
0.I.7. If the whole loop-sphere thing is so useful why didn’t you develop it in the general non-
separated case, or, at least under some valuative criteria such as paths have unique limits,
or even that locally the champ is the classifier of a discrete group action ? One should first
distinguish the sub-question of whether there are any better “separation hypothesis” than those
we have employed, which, cf. 0.0.10, are really designed for conformal homotopy of spaces and
orbifolds. As such, a case which we’ve not covered, is where the lack of separation is the result
of a global group action, e.g. [R/Q], so called “non-commutative torus”, etc.. On the other
hand, everything extends to such global cases trivially, so the better question is: are there some
natural examples with good separation properties that don’t come from global group actions,
and, to date, I don’t know any. Indeed, one has a very rich set, [McQ08], of examples in the
form of the classifying champs of foliated algebraic surfaces, wherein to imagine that one would
find an example which is locally but not globally the classifying champ of a discrete group
action is just silly. Plausibly, these examples are valuative separated- it almost follows from the
uniformity of uniformisation of [McQ08] and I’ve tried quite hard to prove it, but [Mal02] is
very much in the opposite direction. Consequently, modulo trivia, it seems to be the case that
one should either suppose separated or arbitrary. This said there is a good case for developing
the sphere theory arbitrarily, e.g. it’s utility along the lines of (a)-(c) of 0.I.5 in the aforesaid
foliation example should be pretty apparent. On the other hand, in such generality the path
space would fail to be separated, and since we never ever employ coverings, or groupoids (or
indeed even the word space) whether it be an étale atlas or the path space, and the resulting
étale, respectively path, groupoid unless these objects are themselves separated. Thus, for
example, we regard non-separated spaces as champs, rather than spaces, and, while, perhaps,
such generality should have been attempted, it would have been wholly independent of our use
of loops and spheres via the path groupoid in §.I-II anyway.
0.II. 2-Galois theory via loops and spheres.
0.II.1. The first section of this chapter looks to me like a lengthy rant in group co-homology.
What’s going on ? There’s plenty of literature about 2-groups, fundamental 2-group, crossed
modules, coherence theorems, etc. all of which is the opposite of help for doing étale homotopy.
The basic thing to keep in mind is, 0.0.5, that size matters inversely, and what we’re dealing
with here is an aspect of discrete group theory. Consequently, one would ideally like to define
a 2-group as the 2-type (pi1, pi2, k3) of 0.0.7. Unfortunately, this doesn’t quite work, II.a.1, and
what one has to do, (II.1)-(II.2), is replace k3 by a normalised co-cycle, K3 : pi31 → pi2. The
difference between such a thing and a crossed module or strict 2-group is analogous to the
difference between co-homology groups and injective resolutions, i.e. the latter are excellent in
theory, but one would never use them in practice. More details are in [BL04], albeit we need
this sort of thing for actions of a 2-group on a groupoid, which is more general than op. cit.,
and the resulting development is most of the chapter. It’s summarised in II.a.14, and essentially
the only (guest) appearance of the more common approach via crossed modules/strict 2-groups
is in the scholion, II.a.15, on left vs right 2-group actions which follows. It may, however,
be usefully noted how one goes from a strict 2-group, G, to its 2-type. Specifically, if to fix
ideas G were contained in the automorphisms (be they weak or strong) of a category C , then
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pi1(G) is the classes of functors in G modulo equivalence via natural transformations, and
pi2(G) are the natural transformations which stabilise the identity. Consequently if for each
ω ∈ pi1(G) we choose a functor Fω representing it, there are natural transformations (unique
up to pi2) φτ,ω : Fτω ⇒ FτFω and a natural transformation Sσ,τ,ω (unique given φ) such that
the commutativity of
(0.8) Fστω FσFτω FσFτFω
FσFτFωFστFωFστω
φσ,τω
ks
(Fσ)∗φτω
ks
F ∗ωφσ,τksφστ,ωks
(Fστω)∗(Sσ,τ ω)

affords a co-cycle Sσ tau,ω, a.k.a. the Postnikov class K3.
0.II.2. So if I apply this recipe to the automorphisms of the universal 2-cover (of which I wouldn’t
mind some more explanation b.t.w.) presumably I get the fundamental 2-group Π2, or, equiva-
lently the 2-type (pi1, pi2, k3) ? More or less exactly right. The only error here is that ifX2 →X
is the universal cover of a champ, and one employs the usual rules for passing from commuta-
tive diagrams to 2-commutative diagrams then the 2-category in which automorphism is to be
understood, E´t2(X ), II.e.2, isn’t quite the naive Champs/X unless X is a space. As to the
universal 2-cover itself: under our separation hypothesis, 0.0.10 & 0.I.7, a (pointed) topological
champ X∗ has a path space P := PX∗ →X and the Whitehead hierarchy may be written as:
(0.9) X0 := X is the classifying champ of the groupoid R0 := P ×X P ⇒ P .
whenever X is path connected, and if it’s also semi-locally 1-connected
(0.10) the classifying champ, X1 of the groupoid R1 ⇒ P .
for R1 the connected component of the identity, is the universal cover, while, finally if X were
locally 1-connected and semi-locally 2-connected
(0.11) the classifying champ, X2 of the groupoid R2 ⇒ P .
for R2 the universal cover of R1, is the universal 2-cover. In particular, therefore, the arrows
of R2 which become the identity in R1 are the P -group S := P × pi2 and R2 = R1/S, while
X2 →X1 is a locally constant gerbe in Bpi2 ’s- 0.0.3, 0.0.6.
0.II.3. By analogy, therfore, if we replace group by 2-group; covering space by covering champ;
and set by groupoid shouldn’t there be a 2-Galois equivalence between covering champs and
groupoids on which Π2 acts ? Again modulo what we’ve already said in 0.II.2 about the differ-
ence (which pertains to the 1 and 2 cells) between E´t2(X ) and coverings in Champs/X this
is exactly right. In particular the 0-cells are the étale covers of which the generally (in any
site, e.g. connected but not path connected spaces) valid definition is that the fibre over any
sufficiently small open, U , is U × G for G a discrete groupoid which, in the topological and
locally 1-connected case, is equivalent, II.b.8, to the more succinct property of being an étale
fibration of champs. Unsurprisingly, therefore, the 2-functor
(0.12) E´t2(X )→ Grpd(Π2)
affording the 2-Galois equivalence, II.e.3, is the fibre functor which takes an étale fibration
q : Y →X∗ over a pointed champ and sends it to the (Π2-equivariant) groupoid q−1(∗).
13
0.II.4. Neat. Any chance of some examples to help me develop some intuition for the 2-Galois
correspondence ? Indeed there is. Numerous examples are provided in §.II.f-II.g, ranging from
the perennial favourite of group extensions, i.e. E´t2(Bpi1), to the case of finite pi1 wherein (for
pi′1 a sub-group) one encounters classifying champs under the action of extensions
(0.13) 0→ Gdm → E → pi′1 → 0
and the extensions themselves can, II.g.3, be expressed via integration over spheres. Irrespective
of intermediate examples such as non-associative extensions, II.142, these 2-examples contain
(given the GAGA theorem IV.a.4) everything in the specific case of 1-dimensional algebraic
champs in characteristic zero addressed in [BN06]. In addition the various alternatives for
defining the Postnikov class such as, II.h.2, the d0,23 in the Höschild-Serre spectral sequence
should aid the intuition.
0.III. Pro 2-Galois theory.
0.III.1. What’s the main difficulty, or indeed difference, between the loop-sphere approach and
the (pro)-étale theory ? In the first place one should distinguish between pro-finite and pro-
discrete. The latter, III.i, requires hypothesis of the form “semi-locally-n-connected” to work,
0.III.7, whereas the latter is valid more or less unconditionally. As such, the specifics of the
respective cases are somewhat different, but the root of the difficulty in either case is that
one doesn’t have a (meaningful) notion of path space, so the description (0.9)-(0.11) of the
Whitehead hierarchy as groupoids acting on the same contractible space, i.e. the path space, is
invalid. The most specific manifestation of this in the pro-finite theory is that in all probability
the universal cover doesn’t exist, while in the pro-discrete theory the game is to give conditions-
“locally-n− 1-connected and semi-locally-n-connected”- such that the universal n-cover exists.
0.III.2. Surely if there’s no path space, and you don’t plan to use geometric realisation, there’s
no relation between the loop-sphere theory, and the pro-étale theory ? You’d be surprised. The
basic thing about the formulae (0.9)-(0.11) for the Whitehead hierarchy in the topological case
is that one has a groupoid, R0, acting on a space whose quotient is the thing, X0, whose covers
we wish to study, and the universal 1, respectively 2, cover are obtained from the connected
component, R1, of the identity, respectively it’s universal cover. More generally, however, all
(connected) étale fibrations of X0 can be expressed as a groupoid R ⇒ P acting on the path
space where R is a (not necessarily connected) étale cover of components of R0- which comes
out in the wash, II.e.8, in the proof of the 2-Galois correspondence, (0.12). Now, in practice,
particularly in the pro-finite theory, one doesn’t need a similar fact for all covers (in a more or
less arbitrary site) at once, but only for a finite number, and this can be achieved by replacing
the path space P by a sufficiently fine étale atlas U - (II.69). Consequently, although the
path approach is logically independent from the pro-étale approach, there is a similarity in the
constructions without which it’s somewhat difficult to follow what is going on.
0.III.3. That meta-rule of replacing the path-space by a sufficiently fine étale atlas looks useful,
but I don’t see how to make Galois objects from it, and presumably you need some sort of 2-
Galois objects which are something else again? Indeed the utility of the path space, or, better
the path fibration, is that it lifts to every étale fibration, i.e. it comes with a certain universality,
whereas the notion of “sufficiently fine étale atlas” supposes that it covers some a priori thing
in the hierarchy of étale 2-(or indeed 1)-covers of interest. Thus, one needs the right notion of
Galois, which modulo the distinction between E´t2(X ) and Champs/X of 0.II.2, is, [Noo04],
in the 1-Galois, equivalently representable covers, context exactly the definition, (III.12), of
[SGA-I, exposeé V]. The definition of 2-Galois is, however, rather more involved.
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0.III.4. So when exactly is a map of champs 2-Galois ? In the first place given any map q :
Y → X of champs in E´t2(X ), i.e. proper étale covering in the algebraic setting, there is a
unique (up to unique equivalence) factorisation Y p−→ Y1 r−→ X into a locally constant gerbe
followed by a representable cover, II.b.2, which one can, and should, consider as the Whitehead
hierarchy, (0.9)-(0.11), in the particular rather than the universal. As such there is an obvious
necessary condition for the gerbe p to give rise to a piece of pi2, i.e. r∗ should be an isomorphism
on pi1. This is the quasi-minimality condition of III.c.1, wherein perhaps 2-minimal may have
been better notation since minimal in the abstract setting of [FGA-II, exposé 195] becomes
an isomorphism on pi0 in practice. Another obvious condition is that r should be Galois, and,
irrespectively the unicity of the aforesaid factorisation implies- see 0.II.1 for notation- a map
(0.14) pi1(AutE´t2(X )(q))→ pi1(AutE´t2(X )(r)) = Usual Galois group of Y1/X
and the final piece in the definition of 2-Galois, III.c.14, is that (0.14) should be both surjective
and admit a section.
0.III.5. So then you’ll have a directed system qi → qj, giving rise to a directed system of 2-
groups Aut(qi), the limit of which is, presumably, the pro-fundamental 2-group? Yes and no.
A postiori this works, but a priori it may well be wide of the mark since (0.14) will invariably
have a non-trivial kernel, III.c.8, in the pro-finite context, i.e. inevitably 2-Galois cells have
(even modulo equivalence) too many automorphisms. This does not, however, exclude that
(0.14) becomes an isomorphism in the limit, which, in turn is what has to checked, i.e. if Π2
is defined as the limit of the automorphisms of 2-Galois cells, then the resulting pi1(Π2) in the
general nonsense 2-group sense of 0.II.1, agrees with the usual 1-Galois sense of pi1. By the
very definition of weak pro-2-categories this is equivalent, III.f.5, to the existence of a Postnikov
Sequence as defined in III.e.1. As such, the critical thing to do is the (rather large) diagram
chase of III.e which shows the existence and uniqueness of Postnikov sequences. After this,
the meta-rule “path space <-> sufficiently fine atlas”, cf. 0.III.2, leads to a largely mutatis
mutandis demonstration of the pro-finite-2-Galois correspondence III.g.6 relative to its loop-
sphere variant II.e.3. There are, however, some tautological bonuses along the way such as the
Whitehead theorem, III.e.17, that if f : Y → X is an isomorphism on the homotopy groups
pii, i ≤ 2, then it’s already an isomorphism of their fundamental 2-groups Π2.
0.III.6. Isn’t all of this in the book of Giraud “Cohomologie non abélienne” ? Surprisingly
enough the answer is mostly no, albeit that for anything which is a cohomological rather than
homotopical proposition the answer is mostly yes, while if we pose the same question for Lurie’s
“Higher topoi”, the answer is, at least implicitly, yes to everything. Unquestionably the reason
for the lacunae in [Gir71] is largely historical, e.g. interest in defining a non-abelian H2, lack of
development of 2-groups and bi-categories at the time of writing, etc., and, consequently, §.II-
III can, reasonably, be viewed as the homotopy complement of [Gir71]. In particular, therefore,
everything about co-homology of locally constant pro-finite sheaves, or, indeed non-abelian
links in the sense of op. cit., follows (easily) from the 2-Galois correspondence, III.g.6. As such
we’re once more in “parvus error in principio magnus est in fine” territory, and the following
can reasonably be stressed,
(a) Giraud’s basic question of how to continue the cohomology sequence of non-abelian groups
to H2 already has sense, and is arguably subordinate to, defining H1 of pointed sets.
(b) Giraud cohomology is so tautological (cf. [Lur09, 7.2.2.14] which is the same principle,
albeit that a topos tautology isn’t quite the same as a site tautology) as to pose the question as
to whether it ought not to be considered logically prior to sheaf co-homology. The two of course
agree since Giraud cohomology vanishes on injectives, [Gir71, IV.3.4.3], but the tautology is
perhaps most evident via hypercoverings III.h.4.
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(c) The relation between homotopy and co-homology is best seen as an adjunction, which
eventually becomes the Galois correspondence. It is, therefore, naturally pro, [Lur09, A.1.2],
0.III.7, and the tautological elegance of Giraud co-homology passes to the pro-finite, or, more
generally, pro-discrete setting- III.h.14- which, inter alia, needs to be compared with the pro-
sheaf definition (partial definitions appear to be a cottage industry) in the abelian case, III.h.11.
(d) A useful intermediary in the adjunction between homotopy and co-homology is the dual
on the latter i.e. homology, III.h.7. As such homology is (always) tautologically dual to co-
homology, and should not be confused with a theorem (Grothendieck-Poincaré-Verdier duality)
equivalently co-homology with compact support.
0.III.7. Those pro-discrete homotopy theorems look completely new, but it’s a bit odd that the
existence of a universal cover of a locally connected (but not necessarily path connected) and
semi-locally 1-connected (in the étale rather than the path sense) wasn’t proved in the 30’s. Are
you sure it’s right ? Point set topology didn’t quite die in the 30’s, and I imagine it’s in the
literature somewhere but so far I haven’t been able to find it- even last week’s localic [Hoy15,
2.15] is a little different. Arguably the trick for proving the theorems about pi1, i.e. a locally
connected (point set topology sense) space has a universal cover iff it’s semi-locally 1-connected
in the étale sense, III.i.5, and its pi2 variant, III.i.6 is to realise that in full generality there is a
Huerwicz theorem for pi0, III.i.3, and that the right definition of pi0 is as a pro-set, III.i.2. This
in turn sheds light on the pro-finite theory which ought to be considered as un-conditional, i.e.
it doesn’t even need local connectedness, III.i.11.
0.IV. Applications to algebraic geometry.
0.IV.1. What’s the status of the GAGA theorem for holomorphic champs ? Our present interest
is only the 2-category E´t2(X hol), for X hol the holomorphic champ associated to an algebraic
champs, X of finite type over C, and in this case, it easily, IV.a.4, follows from the comparison
of [SGA-IV, Exposé XVI.4.1] between étale and classical co-homology that q : Y → X hol is
algebraic iff it’s proper. If more generally, however, q : Y → X hol were just a proper map to
an algebraic champs, then even if X hol were the moduli space of Y , it needn’t be algebraic,
e.g. glue two affine lines at infinitely many points then take the classifying champ of ±1 acting
by interchanging the lines. As such, without the étale covering hypothesis, it’s difficult to avoid
supposing that X hol is proper. Even, however, supposing this the difficulty in reducing to the
results of [SGA-IV] is that if q isn’t étale then one may not be able to factor out the stabiliser
of every generic point in a way akin to 0.III.4 without further hypothesis such as unibranching.
Of course if Y is normal one has both this and the local results of [Art66] so such a Y is
algebraic. Otherwise, in full generality, the question looks to be open, and probably requires
the extension of the algebraic space case, [Art70], to champs. In any case, it is not, due to its
topological character, reducible, as some have asserted, to algebraisation of coherent sheaves.
0.IV.2. But in positive characteristic there’s no GAGA theorem, and I want to calculate pi2.
What should I do ? The basic tool, III.h.6, is the short exact sequence
(0.15) 0→ H2cts(pi1, Z)→ H2(X ,Γ)→ Hompi1cts(pi2, Z) A 7→A∗K3−−−−−−→
(
H3cts(pi1, Z), obs
)
which holds for any locally constant sheaf Z. In the topological case this is the weight 2 term
in the Höschild-Serre spectral sequence, and, although there is no universal cover, the resulting
exact sequence, 0.15, continues to hold. One also has a proper base change theorem, IV.d.4 for
Π2, but the smooth base change theorem can fail. On the plus side, however, pi2, unlike pi1, of
a non-proper variety only depends on the geometric fibre, IV.d.3.
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0.IV.3. You’re not seriously asserting that “prime to p” smooth proper base change from the
generic to the special fibre fails for pi2 ? Remarkably enough, and the validity of such base
change whether for pi1 or co-homology notwithstanding, yes. A counterexample is bi-disc quo-
tients, IV.a.8, which if for example it were given by the action of SL2(O) for O a real quadratic
ring of integers any sufficiently large p which is inert in O will do. This doesn’t contradict the
corresponding theorem in co-homology since the failure of “prime to p” specialisation for pi2 is
balanced in 0.15 by the failure of specialisation for all of pi1- “prime to p” group co-homology de-
pends on the “prime to p” sub-groups, not the quotient groups, [Bro82, III.10.3]. Consequently,
I don’t see how one can get a “prime to p” specialisation theorem for pi2 without an extremely
strong, but of Huerwicz type, hypothesis, IV.a.9, that specialisation is an isomorphism on the
“prime to p” group co-homology of pi1. This also tends to expose the limits of the utility, es-
pecially (Feit-Thomson) in characteristic 2, of the “prime to p” specialisation theorem for pi1.
In particular, therefore, 0.I.6, IV.a.19, it appears to be open as to whether (tame) hyperbolic
triangular orbifolds in characteristic 2 or 3, cf. 0.I.6.(c), have non-trivial pi2, IV.a.17.
0.IV.4. Granted Lefschetz for pi0 and pi1 of champs isn’t in SGA, but everything here has a
moduli space, so the translation must be trivial ? Again “parvus error in principio magnus est
in fine”, and already for pi0 the SGA hypothesis aren’t quite right. Specifically, the hyperplane
section is supposed nowhere a divisor of zero, “hypothèse peut-être superflue”, [SGA-II, Exposé
XIII.4.2], and the variation X → S is supposed flat. In order to see why eliminating such
excessive hypothesis is essential to the nature of the question, the critical point to realise is
that the (pro-finite) Lefschetz theorems have a built in gratuitous induction step. The best
known example of this is (up to some minor regularity hypothesis) if i : H ↪→ X is a hyperplane
in a variety of dimension at least 2, i∗ is a surjection on pi1 because i is not only an isomorphism
on pi0, but so is any base change of it by a finite surjective map X ′ → X. To fully exploit this
inductive structure (even over C) one has to,
(a) Work with champs, even if the goal was varieties- cf. the above example for pi1, with the
definition of 2-Galois, 0.III.4, and the analogous argument for pi2, IV.d.1.
(b) Work with necessarily non-flat families defined by intersecting two (necessarily not always
distinct) divisors- the first appearance of the implied construction is (IV.31).
Item (b) certainly already demands avoiding the flatness and regularity hypothesis of [SGA-II],
but even if one were prepared to assume them, they’re not easily conserved in the generality
necessary to do (a), e.g. to just copy and paste from [SGA-II] would at least require supposing
that all champs are tame, a.k.a. ignore any “p”-phenomenon in pi2.
0.IV.5. I suppose that’s true that the SGA strategy opens a pandora’s box of issues about flatness
and tameness, but these are already present for pi0, while even admitting that you can do it by
induction, it has to start somewhere, and it’s hardly the case that starting in degree -1 is an
option? Juxta modum, i.e. if there were a Lefschetz theorem in degree −1 it would have a
surjectivity corollary for pi0 akin to the the more well known example of how to go from pi0 to
the surjectivity of pi1 in 0.IV.4. However it’s the corollary that one needs for the induction, and
this, IV.b.3, is true, to wit:
(0.16) a hyperplane section of a connected champs of positive dimension is non-empty.
Now we have the starting point of the induction, leading to a small, but subtle strengthening,
IV.b.4, of Lefschetz for pi0, from the demonstration of which it’s already largely clear how one
proceeds from there to Π2- IV.d.5,IV.d.11- via the corresponding results for pi1- IV.c.13, IV.c.14-
and, indeed, modulo the right definitions in terms of higher categories, to all homotopy groups.
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0.IV.6. For a trivial induction it does seem to go on a bit. I suspect there’s a catch. Not really.
The reasons for the length from the starting point (0.16)/IV.b.3 to the concluding IV.d.11 may
be identified as follows,
(a) Due to its non-commutative nature pi1 has to be treated separately, §.IV.c.
(b) Modulo the right definitions, the way to organise the induction for the higher homotopy
groups is an appropriate use of Deligne’s descent spectral sequence, [Del74, 5.3.3], which, ar-
guably, would be easier in the general rather than the specific way it’s employed in IV.d.5.
(c) We have to correct/make up the definitions of homotopy depth as we go along, IV.b.9,
IV.c.17, IV.c.10.
As such, the only substantive issue is (c), wherein the SGA definition of homotopy depth, d,
at a closed point. x, of a variety X over a field, k, is that all local étale co-homology Hqx of
all (not necessarily commutative if q = 1) locally constant sheaves vanishes for q < d- which,
for example, is at least the dimension if X is l.c.i., IV.c.9. This definition is, however, useless
because, (IV.84), unlike algebraic depth it doesn’t imply what one actually needs, i.e. the
rectified vanishing condition, [SGA-II, Exposé XIII.4.3.Définition 2],
(0.17) Hqx = 0, whenever: q + Trdegkk(x) < d
which, nevertheless, is referred to as rectified homotopy depth in op. cit.. Consequently, we
don’t follow the SGA usage, and, modulo some further precision, IV.c.7, on the topology being
employed, etc. just call (0.17) the homotopy depth. Irrespectively, homotopy depth is a local
condition, and what one would like to know is that (much as for algebraic depth, albeit without
any regularity assumptions) that on cutting by a hyperplane the homotopy depth decreases by
at most 1. To put the difficulty in perspective: in as much as it pertains to pi0, the “proof”,
[SGA-II, Exposé XIII.2.1] is wrong, IV.c.10, and the correction in [FoCV99, 3.1.7] needs a non-
trivial trick, while, a priori, what we need to complete the proof, IV.d.5, for Π2 is an analogous
statement for pi1. Fortunately, however, this is overkill, and it suffices to know the pi1 (or, in
general piq−1) analogue of [FoCV99, 3.1.7] for the generic hyperplane, IV.c.13, which in turn can
be fitted into the general (supposing an appropriate higher category definition of piq) induction
so as to bypass the thorny (local) question of how the homotopy depth behaves on cutting with
a hyperplane. Alternatively if one’s ultimate interest were smooth, or more generally lci, one
could profit from IV.c.9 to just build good local behaviour, upon cutting with a hyperplane,
into the definition of homotopy depth.
0.IV.7. Irrespectively of whether you have the definitions to hand of higher homotopy groups
that you want, the definition of co-homology is there, and the resulting Lefschetz theorem that
your strategy implies is technically better than what can be done via Poincaré duality, so why
haven’t you done the co-homology theorem beyond degree 2? Even for cohomology, it doesn’t
work without the right higher category definitions. As has been said, 0.IV.4.(a), the gratuitous
induction step for Π2 is not Lefschetz for piq of spaces, q ≤ 1, but of champs. Amongst these
two Lefschetz theorems pi0 for champs is identically the same theorem for spaces since the
moduli map is an isomorphism on pi0, but the pi1 theorem for champs, even those which are
locally constant over a space, cf. (0.5) even though it isn’t algebraic, is not the pi1 theorem for
spaces. Similarly, to get the induction step whether for H3 or pi3, requires the piq, q ≤ 2 steps
for 3-spaces, 0.V.5, which for q ≤ 1 ought to reduce to the champ theorem by a variation of
the above moduli argument, but for pi2 the 3-space Lefschetz theorem is more general than the
champ one. Consequently, even in the presence of [Hoy15, 3.5] (which certainly applies to the
étale topos of a champ), and even curbing one’s ambition to higher Lefschetz for champs, or
just spaces, rather than n-spaces, the nth step of the induction has to be run in a sufficiently
large n-category of n-spaces, or, possibly with a modicum of intelligence ∞-topoi. This said,
everything in such a n-category would be locally constant and projective (whence a fortiori
18
Cěch, and devoid of hypercovering issues) so either cobbling together an ad hoc definition in
order to push the induction through or using the ∞-topoi definition directly should work fine,
although it will involve leaving the familiar 2-category terrain of this manuscript.
0.V. Miscellaneous: language, notation, sets, and generalisation.
0.V.1. Why do you use champ instead of the commonly accepted (mis)translation stack ? I
used to, but in thinking about problems such as (a)-(c) of 0.I.6 I found that it clouded the
mind because (and I suspect that this was Mumford’s, not unreasonable in the case of Mg,
intention) it created an association with scheme, which, e.g. (0.5), is not entirely warranted.
Now while there may be a whole sub-story about how bundle got translated as faisceaux then
got translated back as sheaf (from which the amusing corollary that no-one has a working
translation of gerbe) the word champ was coined in French because it correctly reflects the
idea, i.e. “faisceaux de niveau 2”, and, functorially with respect to the ideas, A.iii, the right
translation, without any representability hypothesis on the diagonal or of the existence of an
atlas, is 2-sheaf. Plausibly, therefore, under the said representability hypothesis, 2-space, or
maybe 2-manifold, might be the way to go, but, for the moment following the French usage
(particular given the propensity for n-stack, and whence the ridiculous 0-stack instead of sheaf)
seems to be the least bad option. This said the choice of the word champ rather than 2-space
has the following inconvenience: strictly speaking one usually says CAT-TOP-champ to mean
a champ in the big (albeit the use of genuinely large categories can usually be avoided 0.V.4)
site of the topology defined by TOP on CAT, together with the conditions that there is an
atlas and the diagonal is representable, a.k.a. the champ is the 2-sheafification in TOP of a
groupoid in CAT, and just to add confusion CAT-TOP often gets replaced by the person or
persons who first proposed the definition. Thus, for example, if CAT is affine schemes, which,
rather irritatingly, gives a slightly different theory than CAT=schemes, and TOP is étale then
one says Deligne-Mumford champ, or, more correctly, algebraic Deligne-Mumford champ. The
irritating difference between affine schemes and schemes in this example disappears under the
hypothesis that the diagonal is affine, which although a much weaker hypothesis than separated
doesn’t have sense in general. We will, however, usually have plenty of separation hypothesis to
accommodate such border line phenomenon, and so we adopt the convention that CAT Deligne-
Mumford champ (or just Deligne-Mumford champ, and even just champ if the context is clear)
means CAT-étale (i.e. locally isomorphic)-champ. Usually CAT is separated topological spaces
or separated schemes, 0.V.4, and in the rare cases where TOP is not étale it is explictly noted.
0.V.2. Any other Frenchisms that we should know about ? Just a couple. The first is separated
rather than Hausdorff. The other is: if j, k belong to an inverse (resp. direct) system then we
say that the system is co-filtered on the right (respectively filtered on the left) if there is a i
such that i→ j, and i→ k (respectively j → i and k → i). I believe that the English for these
conditions is “directed”, and I’ve tried to employ “directed” accordingly. Nevertheless, I find
this usage rather confusing since it seems to me that a partially ordered set is already directed
irrespectively of whether it’s right co-filtered, respectively left filtered.
0.V.3. Which invites the question of any other notational peculiarities? Again, just a cou-
ple. The usage of “homotopy depth” rather than “rectified homotopy depth” as covered post
0.IV.6.(c), while it may be usefully emphasised that space, whether it be algebraic, topologi-
cal, or whatever, unlike champ, always means separated, 0.V.2, space unless explicitly stated
otherwise, 0.I.7.
0.V.4. You’re rather non committal about whether you’re supposing the existence of a universe
or not. What exactly is going on ? Are you some sort of rigorist ? Mitigated laxist is probably
closer to the truth. Nevertheless while positing a universe may be a convenient extension of
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ZFC, it is not a conservative one, so it obviously shouldn’t be done unless it’s actually necessary,
and it isn’t, so we don’t. Specifically, one usually supposes that there is a universe in order to
give sense to something like Hom(Schop,Ens), resp. Hom2(Schop,Grpd), so as to be able to
talk about sheaves, 2-sheaves/champs, 0.V.1, on a large site. In an algebraic geometry context,
however, one never needs anything as large as Sch, i.e. Noetherian rings with residue fields
finitely generated over some fixed base inevitably suffices, and this is a set- any Noetherian
domain embeds in its completion at a maximal ideal- while in a differential geometry context
the (small) category with objects finite disjoint unions of Rn’s, n not necessarily fixed, and dif-
ferentiable maps between them plays a similar role. Plausibly, however, in the general topology,
or non-Noetherian algebraic geometry, setting, where there are non-void results, III.i.5-III.i.6,
III.i.11, one may need to be a little more ad-hoc to avoid supposing the existence of a uni-
verse, e.g. for the homotopy types of such spaces or schemes 2-sheaves in the small site of the
space, resp. étale site of the scheme is sufficient for all the necessary 2-categories to be defined.
Such definitions, i.e. a class of 1, resp. 2, functors from a small category to a large 1, resp.
2, category all have perfect sense in NBG set theory as does “every essentially surjective fully
faithful functor is an equivalence” for large categories, and its (large) 2-category variant, [Lei04,
1.5.13]. This being at worst (and it’s almost certainly overkill) what we have to worry about,
the quickest way to proceed while respecting the maxim “numquam ponenda est pluralitas sine
necessitate”1, [Ock, i.27.2.K], is to work in NBG set theory. This is a conservative extension of
ZFC, (with a helpful wiki) so it’s just an exercise for the reader who wishes to apply a given
theorem without leaving ZFC, to check that the desired theorem has sense in ZFC.
0.V.5. It does seem pretty convincing that the language/calculus of weak 2-categories (with all
2-cells invertible) is the language/calculus of homotopy 2-types, but 2 isn’t such a big number,
are there any more intermediary steps that I can take before jumping to higher-categories ? Not
really. Many of the diagram chases here are already long and tedious, and in the higher case
one needs to organise them by way of the formalism of simplicial sets, [Lur09], [Sim12] to make
them manageable. This said, the definition of a 3-space is, in a way that takes into account
0.0.8, absolutely unambiguous, to wit one starts with a (weak) 2-category
(0.18) X2 ⇒ X1 ⇒ X0
in which all 1 and 2 cells are in invertible, be it in affine varieties, disjoint unions of Rn’s, 0.V.4,
or whatever one’s favourite poison is and 3-sheafifies it in the obvious (hint: do the case BBZ
first, i.e. X1, X0 points, X2 an abelian group, cf. II.f.6 and [Gir71, IV.3.5.1] albeit taking
account of hypercovers III.h.4) way, which could be worked through with the explicit goal of
bumping the Lefschetz theorem up to pi3 of 3-spaces, 0.IV.7.
0.V.6. I have a C.N.R.S. position and would like to meet a jeune femme, do you have any
theorems that might help ? No, and I strongly suspect that you have the wrong F.A.Q.. This
sort of thing was covered by Greg McShane in his agony columns for “Math Actuelle”, of which
his most pertinent answer was: “Try a normal girl, hint: start at the FNAC 2, they have their
names on a badge, it gives you a start”. Unfortunately, however, Mr. Google is only showing
results for the somewhat better known magazine “Femme Actuelle”, and, having asked Greg
the current status of his own publication, I never got a reply.
0.V.7. So you’re not thanking your fellow Glaswegian for his contribution to the FAQ ?. Ac-
tually he’s from Wishaw, although I would like to thank J.-B. Bost, 0.V.1, A. Epstein, 0.V.4,
J.-V. Periera, 0.I.7, and Y. Rieck, 0.I.6. In a less specific way the motivation for this undertak-
ing came from inflicting my interest in conformal homotopy on others during my last couple of
visits to N.Y.U., for which I’d like to thank F.A. Bogomolov, S. Cappell, and M. Gromov.
1Which could reasonably be applied to the great set theory hoax in general
2A French audio-visual chain
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I. Paths, loops and spheres
I.a. Mapping spaces- local theory. Let X be a (not necessarily separated) topological
champ, and a : Y → X a map from a separated locally compact CW-complex, or, more
generally, a space which is:
locally compact; paracompact; separated; and every cover, Vα, admits a shrinking
such that all intersections Vαβ := Vα ∩ Vβ are connected,(I.1)
where α = β is allowed, and V ′α ↪→ Vα is a shrinking if the closure of the former is contained in
the latter. The important point is that the graph:
(I.2)
Y
Γa−−−−→ Y ×Xyp
Y
fails, in general, to be an embedding. More precisely if pi : U → X is an étale atlas, and we
form the fibre product:
(I.3)
Z
Γa−−−−→ Y × Uyρ yId×pi
Y
Γa−−−−→ Y ×X
then the upper horizontal arrow need be no better than net if X isn’t a space. The atlas,
pi, is, however, étale, so, by (I.1), as a cover of Y , ρ may be refined to a locally finite cover
V =
∐
α Vα → Y by relatively compact open embeddings Vα ↪→ Y such that the function
(I.4) nV (y) := ]{Vβ 3 y}
restricted to any Vα is bounded. Plainly the classifying space of the groupoid V ×Y V ⇒ Y is
just Y , and since everything is separated the top row of (I.3) affords a family of embeddings,
Γα : Vα ↪→ Y × U . Consequently, if for R := U ×X U ⇒ U the groupoid implied by the
atlas U , and V ×Y V ⇒ V identified with
∐
αβ Vαβ := Vα ∩ Vβ , we have a diagram of pairs of
embeddings,
(I.5)
(Vαβ ↪→ Vαβ ×R) −−−−→
t
(Γβ : Vβ ↪→ Vβ × U)ys
(Γα : Vα ↪→ Vα × U)
The source, s, and sink, t, are étale, so, in a way depending only on X , we may insist a priori
that the cover U is sufficiently fine to guarantee that R is a topological disjoint union
∐
iRi
such that whether the source or the sink restricted to each Ri is a homeomorphism onto an
open subset of U . The maps (I.5) arise, however, from the continuous functor
(I.6)
∐
α×β
Vαβ = V ×Y V → R =
∐
i
Ri
so by our combinatorial hypothesis, (I.1), for sufficently fine covers V → Y : each Vαβ is
contained in a unique Ri which we denote by Rαβ , and:
I.a.1. Fact. Without loss of generality there is an open neighbourhood R′αβ = Vαβ ×Rαβ of the
graph of Vαβ in (I.5) such that the source and sink of op. cit. restrict to a homeomorphism of
R′αβ with its image, and, better still: if the diagonal X
∆−→ X ×X is universally closed, the
restriction of s× t in (I.5) to R′αβ is universally closed.
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Applying this we obtain sets of arrows,
(I.7) V ×Y V =
∐
αβ
Vαβ ⊆ R′ :=
∐
αβ
R′αβ ⊆ Y ×R
where, for convenience, we can use the identity map in R rather than I.a.1 if α = β. In
addition, we have a projection j : R′ → V ×Y V , and, while there is no difficulty in arranging
that the inverse in Y × R leaves R′ invariant, R′ will, in all likelihood, fail to be a groupoid.
We can remedy this by introducing R′′ ⊆ R′ defined by way of: f ∈ R′′ iff there is an open
neighbourhood F 3 f in R′ such that for f ′ ∈ F
every arrow, k ∈ V ×Y V, which itself, or its inverse, is compossible, be it on the left,
or the right, with j(f ′), can be lifted to- a necessarily unique by I.a.1- arrow in,R′
(I.8)
The main technical device for constructing mapping spaces is:
I.a.2. Lemma. Notations as above, then the following hold:
(a) The product groupoid structure on V ×Y V × R induces an equivalence relation R′′ ⇒ W ′′
with étale source and sink, for W ′′ the set of unit arrows of the product in R′′.
(b) For any shrinking V ′ → V , the resulting groupoid, again denoted R′′ ⇒ W ′′, contains the
graph (albeit for V ′ rather than V ) of the functor (I.6).
(c) If the diagonal X ∆−→X ×X is universally closed, or, much weaker s× t restricted to any
Ri in (I.6) is closed, there is an open neighbourhood W of the graph of V ′ in V × U such that
the sliced groupoid, R′′ ⇒W , is separated.
Proof. Recalling that one can define a groupoid without reference to objects- i.e. use identity
arrows instead- the verification that R′′ ⇒ W satisfies the groupoid axioms is routine. By
definition R′′ is open in R′, so (s, t) : R′′ →W is étale. The map,
(I.9) s× t : R′ −→
∐
αβ
(Vα × U)× (Vβ × U)
is already injective, so, a fortiori, R′′ ⇒ W is an equivalence relation, which does (a). As to
(b): if R′r is the set of arrows with the composition property (I.8) on the right, albeit just for k
of op. cit., then R′r ⊇ V ′×Y V ′, so if it contained an open neighbourhood of the same, then by
symmetry the same holds whether for the left composition property, and/or composition with
inverses, and by intersecting these four possibilities, every point of V ′ ×Y V ′ would satisfy the
definition of R′′. As such consider the set of compossible arrows, Cαβ ⊂ C, defined by the fibre
squares,
(I.10)
R′ ←−−−− C ←−−−− Cαβys yσ yσαβ
V ′ × U t←−−−− R′ ←−−−− R′αβ
By base change of the known arrows, all the new arrows are étale. The set Cαβ is contained in,
(I.11)
∐
γ
R′αβ ×R′βγ
so the cardinality, m(f)- which is lower semi-continuous- of the fibre of σ over an arrow f is
at most nV ′(t(j(f))), and the set where this maximum is realised is R′r. Now suppose that R′r
isn’t open at the image of some f ∈ V ′ ×Y V ′, then there is a net of arrows, fi → f such that
(I.12) nV ′(t(j(fi))) > m(fi)
Thus ni := nV ′(t(j(fi))) > n := nV ′(t(j(f))), and the possible open sets Vγ 3 t(j(fi)) are, for
f fixed, finite independent of i. Sub-sequencing the net, we obtain that the set of such open
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sets, and whence N = ni, is constant. We have, therefore, N -nets of arrows, g
p
i in V
′ ×Y V ′
each with source the sink of j(fi) in the same V ′β and repective sinks in distinct V
′
γp , 1 ≤ p ≤ N .
By construction the sources of the gpi are convergent, while by the hypothesis, (I.1), of local
compactness all limit points of their sinks belong to the opens, Vγp , in the larger cover which
we have shrunk. The space, Y , is, however, separated, so any net of arrows whose source and
sink have a limit, has itself a limit. Consequently, in the larger cover V , nV (t(j(f))) is at least
N , and, similarly, the set valued function of which it is the cardinality takes at least all of
the values γp. As such if we replace V ′ by V in (I.10), then in the resulting (I.11), all the γp
occur in the fibre over f , which, in turn extends to a neighbourhood, so on returning to V ′,
all m(fi) ≥ N contradicting (I.12). This not only proves (b), but a little more, viz: if Z is the
closed complement of R′′ in R′, both understood for the larger cover V , then the closure, Y ,
of s(Z) ∪ t(Z) in V × U doesn’t meet the graph of the shrunk cover V ′. However, as noted
in I.a.1, s × t resticted to R′ is closed, so we can take W to be the complement of Y in item
(c). 
At the level of spaces I.a.2, under hypothesis (c), is equivalent to the following commutative
diagram,
(I.13)
X ←−−−−
qa
Ja := [W/R
′′] ←−−−−
Γ
Y∥∥∥ py ∥∥∥
X ←−−−−
a
Y Y
where Ja is a separated space locally isomorphic to Vα × Uα for Vα ↪→ Y open, with Uα →X
an étale neighbourhood of a(Vα); and, we deliberately confuse notation with that of the graph,
(I.2), since Ja is just an open neighbourhood of the graph if X were a space. This suggests,
I.a.3. Fact. Suppose Y is compact; X satisfies the weak separation condition I.a.2.(c); and let
(Sa, σ := Γ) be the pointed space of sections of p in (I.13)- viewed as a subspace of Hom(Y, Ja)
in the compact open topology- with A : Y × S → X the implied space of morphisms, then for
any pointed germ of deformation, B : Y × (T, ∗) → X , and natural transformation η∗ such
that,
(I.14) Y
B∗

Aσ=a
AAXη∗

2-commutes there is an open neighbourhood T ′ 3 ∗, and a map b : T ′ → S such that,
(I.15) Y × T ′ X
Y × S
id×b
==
A
!!
B
//
η
KS
commutes for a unique natural transformation η, while restricting to (I.14) over the base point.
Proof. In the first instance, suppose that B∗ = a. Now, we’re not supposing that T is locally
compact around ∗ so the conditions (I.1) are not satisfied. Nevertheless, because we’re only
interested in the germ of T around ∗, we may shrink- a precision that will subsequently be
omitted- T 3 ∗ as necessary, and, replacing Y by Y × T , we can form JB in (I.13) in the
same way as we formed Ja. More precisely, at the first stage (I.3) we have an étale covering
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of the open neighbourhood Y × T of Y × ∗, so, since Y is compact, we may suppose that our
covering of Y × T is just V × T , and I.a.1 holds with the same Rαβ . The key point where
local compactness is used in the proof of I.a.1 is to show that arrows where the composition
property (I.8) fails cannot accumulate on the graph of the smaller cover V ′α which may well fail
for V ′α × T , but since we can take T arbitrarily small we only need this for V ′α ×∗, which holds
with the same proof, so that:
I.a.4. Lemma. For Y compact, the formation of Ja in (I.13) commutes with sufficiently small
base change, i.e. if B∗ = a in I.a.3 and T ′ 3 ∗ is sufficiently small there is a commutative
diagram,
(I.16)
X
qB←−−−− JB pT ′−−−−→ Y × T ′∥∥∥ y y
X
qa←−−−− Ja p−−−−→ Y
with the second square fibred, and satisfying the obvious further commutativity on adjoining the
sections σ = σa and σB.
Applying this to the case in point, then, at least as far as the existence of b goes, we can suppose
that T = SB∗ around σB∗ . Consequently, we are largely done if we can establish,
I.a.5. Further Lemma. Irrespective of the compactness of Y , a natural transformation η∗ :
a⇒ c between 1-morphisms a, c : Y →X affords an isomorphism, iη, between neighbourhoods-
notationally identified with the ambient space- of σa and σc in Ja, Jc respectively such that,
(I.17) Jc X
Ja
iη
==
qa
!!
qc
//
η
KS
commutes for some unique natural transformation η restricting to η∗.
The graph, Γη of η∗ affords a commutative diagram,
(I.18) V × U V × U
V
V ×R
Γa
||
Γc
""
s
oo
t
//
Γη

while the cover Wa, respectively Wc, of I.a.2 of Ja, respectively Jc, may be identified to an
open neighbourhood of Γa, respectively Γc. Since s and t are étale if we shrink everything as
necessary, there is, therefore, a unique way to extend (I.18) to a commutative diagram,
(I.19) V × U ⊇Wa Wc ⊆ V × U
Wc
V ×Rsoo t //
Γη

By unicity, the composition sΓη glues to an isomorphism iη between Jc and Ja, allowing us to
fill the left diagonal arrow in (I.19). Composing this with the inclusion of R′′a ⇒ Wa in R, the
unicity of Γη in (I.19), now gives a natural transformation between this and the inclusion of
R′′c ⇒Wc in R.
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Applying this with c = B∗ yields I.a.3 up to the possible lacuna of the uniqueness of η if T were
smaller than the full space of sections SB∗ . To resolve this, however, we need only consider the
base change variant of (I.18), to wit:
(I.20)
V × T ←−−−− V × ∗ −−−−→ V × T
ΓA(id×b)
y Γηy ΓBy
V × T × U s←−−−− V × T ×R t−−−−→ V × T × U
so, again, there is a unique extension of Γη to a sufficiently small neighbourhood V ×T ′ ⊃ V ×∗
such that the diagram commutes. 
Let us add some clarification by way of,
I.a.6. Remark. The hypothesis of compactness of Y in I.a.3 is only necessary if one wants the
universality diagram (I.15) to hold in an neighbourhood in Y ×T of the form Y ×T ′ for T ′ 3 ∗.
If one is prepared to weaken this to,
(I.21) The universal property (I.15) holds in an open neighbourhood ofY × ∗ inY × T
then there is a non-compact alternative with exactly the same proof.
Some further insight arises from considering the case where X is differentiable. As such, we
have the zero section of the tangent bundle 0 : Y →←− a∗TX : p, and, up to appropriate shrinking
in a neighbourhood of σ, Ja is diffeomorphic to an open neighbourhood of 0 in a∗TX .
This infinitesimal alternative is particularly well adapted- [Ols06]- to the analogue of I.a.3 in
algebraic geometry, albeit one has to replace a∗TX by Grothendieck’s jets a∗PX , and, at least
in characteristic p > 0 compactness becomes indispensable because of the wild nature of the
étale topology otherwise, cf. [SGA-I, Exposé X, 1.9-10]. In a sense, however, the topological
case is more difficult since already topological spaces aren’t Cartesian closed, and even the
existence of an exponential object requires local compactness, which, in turn needn’t be locally
compacted, i.e. exactly the kind of difficulties encountered in the proofs of I.a.2 and I.a.3.
I.b. Mapping spaces- global theory. Plainly we continue to suppose that the space Y
satisfies (I.1), we do not, in the first instance, make any global compactness assumption, we do,
however, suppose throughout this section suppose that X is separated (i.e. X ∆−→ X ×X
proper) and we choose a sets worth, A, of representatives of 1-morphisms a : Y → X -every
such map can be represented by the set of functors of the form (I.6) for some open cover V → Y .
Now for a, b ∈ A and XY = Y ×X consider Jab defined via the Cartesian square,
(I.22)
Ja ←−−−− Jab
pa×qa
y y
XY ←−−−−
pb×qb
Jb
By construction, pa×qa is étale, so this is just a presentation ofXY as a (necessarily separated)
groupoid,
(I.23)
∐
ab
Jab ⇒ J := (
∐
a
Ja)
in spaces over Y . In particular sections, Sab, of pab project to section of pa, respectively pb,
yielding a groupoid,
(I.24) (s, t) : Σ :=
∐
ab
Sab ⇒ S :=
∐
a
Sa
and we assert,
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I.b.1. Claim. If Y is compact, then the groupoid (I.24) is separated and étale.
Proof. Notwithstanding that (I.23) is separated and étale, we should be a little cautious, since
the mapping functor T 7→ Hom(Y × T,X) doesn’t behave particularly well with respect to
either étale or proper maps. We are, however, considering spaces of sections, so for σab a
section of pab projecting to a section σa of pa we have a diagram,
(I.25)
Y
σab−−−−→ Jab∥∥∥ ys
Y
σa−−−−→ Ja
where the horizontal arrows are embeddings, and s is étale. Since Y is compact, and everything
is separated, s extends to a homeomorphism from a neighbourhood of σab(Y ) onto its image, so
the source and sink in (I.24) are étale. Finally, let Ta, Tb be compacts in Sa, and Sb respectively,
with fn = (fan, fbn) a net of arrows in Tab := Ta s ×t Tb converging to f = (fa, fb) ∈ Ta × Tb.
The functions fan, fbn take values in compacts Ka, Kb independent of n, so by the separation
of (I.23), the functions fn take values in the compact Kab := Ka s×tKb. This latter set admits
a finite cover W =
∐
iWi such that the source and sink of (I.23) restricted to each Wi are
homeomorphisms with the image. Refining the net as necessary, we can suppose that there is
a relatively compact open cover V =
∐
i Vi → Y such that every fan, fbn restricted to Vi takes
values in compacts Kai, Kbi of s(Wi), respectively t(Wi), independently of n. Consequently
the fn |Vi take values in the compact Kabi = Kai s ×t Kbi ⊆ Kab, where, by construction, the
source and sink restricted to Kabi are homeomorphisms with the image. As such, for each i,
the net fn |Vi limits on gi : Vi → Kabi ⊆ Tab. Since the fn are continuous, and Jab is separated,
the gi glue to a function from Y to Tab. 
Denoting, the projection Y × [S/Σ]→X by Q, we have the following universal property:
I.b.2. Fact/Definition. Let Y be compact, then the separated classifying champ Hom(Y,X )
defined by (I.22) has the following universal property: for every morphism F : Y × T → X ,
with T a space, there is a morphism G : T → Hom(Y,X ), and a natural transformation η such
that,
(I.26) Y × T XY
Y ×Hom(Y,X )
id×G
==
id×Q
!!
F
//
η
KS
2-commutes. In addition if (G′, η′) is any other pair satisfying (I.26) then,
there is a unique natural transformation ξ : G⇒ G′such that η′ = Q(id× ξ)η.(I.27)
Proof. By definition, for τ ∈ T there is an a(τ) ∈ A, and a natural transformation, ζτ0 : τ ⇒
a(τ). By (I.15), for Wτ 3 τ a sufficiently small étale neighbourhood this extends uniquely to a
commutative diagram,
(I.28) Y ×Wτ Y ×X
Y × Sa(τ) Ja(τ)
id×Gτ
==
Q
!!
F |Y×Wτ
//
ζτ
KS
evaluation //
pa×qa
}}
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restricting to the initial data over the closed point. Put eτ to be the composite of the leftmost
and top arrows, then the diagram,
(I.29)
Y ×W (:= ∐τ Wτ ) F ∗J (:= ∐a Ja)
Y × T
(( vv
∐
eτ //
is just the refinement of one étale cover by another, so there is a functor of groupoids over Y ,
(I.30) e : (Y × (W ×T W ) ⇒ Y ×W ) −→ (J ×XY J ⇒ J)
together with a natural transformation η : F ⇒ e, which may have little, or nothing, to do
with the ζτ in (I.28). This establishes (I.26) a fortiori.
Now suppose (G′, η′) is another pair satisfying (I.26), and let W ′ :=
∐
W ′τ → T be a cover
sub-ordinate to (G′)∗S → T and W → T , then for some assignment a′ : T → A we have a
diagram,
(I.31) Y ×W ′τ Y ×X
Y × Sa(τ) Ja(τ)
Y × Sa′(τ) Ja′(τ)
evaluation
// p
′
a×q′a
77
id×G′τ ''
id×Gτ 77
ζτ=η′τη
−1
τ
KS
evaluation //
pa×qa
''
The natural transformation ζ is, in particular, a map ζτ : Y ×W ′τ → Ja(τ)a′(τ) so, tautologically,
we get a map ξτ : W ′τ → Sa(τ)a′(τ) such that,
(I.32) Y ×W ′τ
Y × Sa(τ)
Y × Sa′(τ)
Y × Sa(τ)a′(τ)
id×G′τ **
id×Gτ 44 sjj
ttt
id×ξτ //
commutes. Since ζ is a natural transformation, so is ξ =
∐
τ ξτ , while the commutativity of
(I.32) is equivalent to (I.27)- uniqueness being immediate from the natural injectivity of arrows
in (I.23) into those of (I.24). 
By way of an exercise in the universal property,
I.b.3. Remark. For (G, η) as in (I.26), there is a natural isomorphism between the stabiliser of
G and that of F .
I.c. Base points. Plainly, by a base point of a champ X is to be understood a map ∗ : pt→
X . This will, however, be an embedding iff X is space like around ∗. By way of notation we
make,
I.c.1. Definition. By X∗ is to be understood a champ, or space, with a base point, and for Y
a compact space satisfying (I.1) Hom∗(Y∗,X∗)- itself pointed in the constant map ∗- is defined,
for X separated, via the fibre square,
(I.33)
∗ ×Hom(Y,X ) ←−−−− Hom∗(Y∗,X∗)
Q
y y
X
∗←−−−− pt
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This construction has surprisingly good properties, but extracting them requires a little care. In
the first place, the fibre square (I.33) is, A.i.1, only commutative up to a natural transformation
ζ between the compositions of either side of the square, and we assert:
I.c.2. Claim. If Y is connected, and X is separated, then Hom∗(Y∗,X∗) is a separated space,
and the pair (Hom∗(Y∗,X∗), ζ) has the following universal property: if F : Y × T → X is a
map from a space such that there is a natural transformation ξ : ∗ ⇒ F |∗×T then there is a
unique map G : T → Hom∗(Y∗,X∗) along with a unique natural transformation η such that
ζ = η∗ξ, and the following diagram 2-commutes
(I.34) Y × T XY
Y ×Hom∗(Y∗,X∗)
id×G
==
id×Q
!!
F
//
η
KS
Proof. The unicity in the asserted universal property implies, that every point of Hom∗(Y∗,X∗)
has a trivial stabiliser, cf. I.b.3, while Hom∗(Y∗,X∗) is certainly a separated champ, so arguing
as in [KM97, 1.1] it’s a separated space. The universal property (I.26), and the definition of
fibre products afford a commutative diagram (I.34), where necessarily ζ = η∗ξ. By (I.27) we
know that if (G′, η′) is another such pair then there is a natural transformation γ : G⇒ G′ such
that η′ = Q(id×γ)η, so Q(γ∗) is identically 1, and by I.b.3 γ∗ is also identically 1. Since natural
transformations of maps of spaces are trivial, it suffices to prove that if G = G′ then γ = 1.
Now, Y × Hom∗(Y∗,X∗) is represented by a separated étale groupoid, so the automorphisms
of id×G are a discrete sheaf over Y × T , and whence the subset, V , where γ = 1 is open and
closed. By construction, V contains ∗×T , so every fibre, Vt, is a non-empty open closed subset
of Y containing ∗, whence V is everything. 
For all the difference that it makes, one could suppress ζ in I.c.2 from the notation. Nevertheless,
strictly speaking there is a mild ambiguity, which even extends, on pointing Hom∗(Y∗,X∗) by
the unique map pt → Hom∗(Y∗,X∗) afforded by pt → X via the universal property (I.34),
to the universal pointed map implicit in (I.34) only being weakly rather than strictly pointed,
albeit that this can always be remedied by an a priori change to a naturally equivalent base
point in X , which we may often do without further comment in applying definitions such as:
I.c.3.Definition. Let I0 be the unit interval pointed in zero, then we have a path space functor:
(I.35) X∗ 7→ PX∗ := Hom∗(I0,X∗)
and a loop space functor, ΩX∗ defined via the Cartesian square,
(I.36)
1× PX∗ ←−−−− ΩX∗
Q
y y
X
∗←−−−− pt
where either functor takes values in pointed spaces, and X is supposed separated.
The next subtlety is that pt ∗−→X need not be an embedding, so:
I.c.4. Warning. Neither the top horizontal in (I.33) nor that in (I.36) need be an embedding.
For example if X = BG for G a, say finite, group, then since every torsor over the interval
is trivial, Hom(I,BG) has, up to equivalence one point. By I.b.3 its stabiliser is G, so in fact
Hom(I,BG)
∼−→ BG, and fails to be contractible for G 6= 1, while, PBG ∼−→ pt, and ΩBG ∼−→ G.
While, at first sight, this may be counter intuitive, it’s exactly the behaviour that one wants,
to wit:
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I.c.5. Fact. The path space PX∗ is contractible, and we have a canonical isomorphism:
(I.37) Hom∗(S1∗,X∗)
∼−→ ΩX∗
Proof. For Iλ the interval of length λ ≤ 1, the series of maps,
(I.38) λ : I x 7→λx−−−−→ Iλ ↪→ I, yields Λ : PX∗ × [0, 1]→ PX∗ : a 7→ |λ∗a|
by the universal property (I.26), while I.c.2 applied to Y a point, shows that Λ0 is as expected,
i.e. the composition: PX∗ → pt ∗−→ PX∗, proving the obvious contractibility of PX∗.
As to the second part, to get a map from left to right in (I.37) is just the definition of fibre
products (of categories) and universal property (I.26) applied to the composition F : I ×
Hom(S1,X )→ S1 ×Hom(S1,X )→X . One can, however, usefully note that for (G, η) as in
(I.26) for Y = I, but ζ as in I.c.2 for Y = S1, we get natural transformations η−1p ζ between ∗
and Q(p,G) which can be quite different at the end points p ∈ {0, 1}. This manifests itself in
going the other way round, since by definition, Ω := ΩX∗ is a space of maps from the interval,
say: a : I ×Ω→X equipped with natural transformations ξp : ∗ ⇒ a |p×Ω for p = 0 or 1. We
can extract a descent data over S1×Ω compatible with how we already went from left to right:
identify the open interval I ′ = (0, 1) with S1\∗ and take a small neighbourhood V ⊃ ∗ × Ω
such that V \ ∗×Ω has a topological decomposition V0
∐
V1, and we put V¯p = Vp∪∗×Ω. Since
X is defined by an étale groupoid this latter choice can be made in a way that for some cover
W → V , each ξp extends uniquely to a map, ξ˜p of W¯p := W ×V V¯p to the set of arrows of some
presentation R⇒ U of X with sink a |p˜ for p˜ a sufficiently small open (half) cover of the end
points p × Ω. Consequently, we get a map b of W to U by taking the source of ξ˜0 ∨∗×Ω ξ˜1,
and- by the unicity of the extension- a natural transformation ξ˜ := ξ˜0
∐
ξ˜1 of b restricted to
W\ ∗ ×Ω with a restricted to 0˜\0× Ω∐ 1˜\1× Ω. Since ξ˜ is a natural transformation, the
maps, a
∐
b : (I ′ × Ω)∐W → U , glue to some S1 × Ω → X which sends ∗ × Ω to a natural
transformation of ∗, so we can go from right to left in (I.37) by the universal property (I.34). 
In consequence, even though the non-spatial maps in I.c.3 need not be strictly pointed, I.c.5
combined with I.c.2 implies,
I.c.6. Corollary. The (internal) adjoint of looping is, as usual, suspension, i.e. for pointed T∗:
(I.39) Hom∗(T∗,ΩX∗) = Hom∗(ΣT∗,X∗)
whence for p, q ∈ N:
(I.40) ΩqX∗ = Hom∗(S1∗,Ω
q−1X∗) = Hom∗(Sq∗,X∗) Hom∗(S
p
∗,Ω
qX∗) = Hom∗(Sp+q∗ ,X∗)
which (X separated) shows all possible definitions of the higher groups are equivalent, i.e.,
(I.41) pip+q(X∗) := pi0
(
Hom∗(Sp+q∗ ,X∗)
)
= pip(Ω
qX∗), p ∈ N ∪ {0}, q ∈ N
Where even the pi0 in (I.41) is the pi0 of a space by I.c.2. It, therefore, remains to discuss
the pointed set, pi0(X∗) of path connected components, pointed in the component of ∗, and
the related question of concatenation/the group structure in (I.41). To this end, consider how
connectedness manifests itself as an equivalence relation on external Hom, to wit:
forx, y : pt→X , definex ∼ y if for some natural transformations ξ, η, we have :
x
ξ⇒ a(0) a−→ a(1) η⇒ y, a : I →X a path(I.42)
while- as in the proof of I.c.5- if we have two paths a, b whose sink and source are related by
a natural transform then we can slightly thicken a about 1, and similarly b about 0 in such
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a way that these thickenings glue, by a thickening of the implied natural transformations. As
such we get a concatenation operation:
(I.43) x ξ⇒ a(0) a−→ a(1) η⇒ y
∨
y
η′⇒ b(0) a−→ b(1) ζ⇒ z 7−→ x ξ
′
⇒ c(0) a−→ c(1) ζ
′
⇒ z
with the not unimportant caveat that c is only well defined up to natural transformations.
This lack of well definedness of concatenation is neither here nor there as far as (I.42) being an
equivalence relation is concerned, but otherwise it may not be the behaviour that one wants.
Fortunately, I.c.2 gives an alternative. Say, for example a belongs to the moduli space of paths
with fixed end ζa : ∗ ⇒ a(∗) the locally constant natural transformation appearing in (I.34),
then by the universal property (I.34) we can find some unique ba which is naturally equivalent
to c, and ζa : ∗ ⇒ ba(∗). Consequently,
I.c.7. Fact. If in the concatenation schema (I.43), x is naturally equivalent to ∗, then there is a
well defined concatenation ba ∈ PX∗, and unique natural transformations, α : (2)∗a⇒ ba|[0,1/2],
β : (2id− 1)∗b⇒ ba|[1/2,1] such that η′η = αβ−1.
Proof. Everything is pretty much by definition, except uniqueness of α and β, but, in general
these are unique modulo natural transformations of the glued arrow, so this follows by (I.34) 
This may seem pedantic, but it’s exactly what’s needed to guarantee, I.d.3, that the path
fibration is a fibration. One should also note that there is a need to distinguish, as in the proof
of the contractibility of the path space in (I.38), between the base point of λ∗a, a ∈ PX∗,
λ ∈ [0, 1] which is a constant, ζa say, and that of its moduli |λ∗a|, which if PX∗ → X∗ is
strictly pointed, will collapse to the identity as λ→ 0. Obviously, there are plenty of variants
on this theme. Consider for example the map,
(I.44) cat : Sp → Sp ∨ Sp
affording multiplication of spheres, i.e. στ = cat∗(σ, τ) on Hom(Sp,_), then we have a map,
(I.45) cat∗ : Sp ×Hom∗(Sp ∨ Sp,X∗)→X
whence by (I.34), a product στ ∈ Hom∗(Sp ∨ Sp,X∗), albeit στ may now only be uniquely
equivalent to cat∗(σ, τ). Fortunately, since the equivalence is unique, it’s functorial, and the
product so defined remains homotopy associative.
I.d. Fibrations. The finally possibility in (I.41) has the advantage that it allows us to quickly
extend our knowledge of homotopy groups of spaces to champs, modulo some definitions, i.e.
I.d.1. Definition. Let p : E → B be a map of champs, then f : T → B is said to be weakly
liftable with ambiguity α, if there’s some F : T → E together with an equivalence α : f ⇒ pF
Unlike asking for strict liftability, weak liftability is closed under base change. Similarly one
wants a definition of fibration that is closed under base change, which forces:
I.d.2. Definition. A map p : E → B is said to be a fibration if it has the following homotopy
lifting property for maps from spaces: if for f : I × T → B, f |0×T is liftable to f˜0 with
ambiguity η then f is liftable to some F with ambiguity α in such a way that there exists a
natural transformation ξ : f˜0 ⇒ F0 rendering commutative:
(I.46) pf˜0 pF0
f0
η
x 
α0
&
pξ
+3
By way of clarification let us make:
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I.d.3. Remark. The definition I.d.2 is the unique variant of the usual homotopy lifting property
that is closed under base change. Consequently if p : E → B is representable, and f : T → B
is a map from a space, then f∗p is a fibration in the usual sense, while a small diagram chase
reveals that if p : E → B is representable, then it’s a fibration iff f∗p is a fibration for every
such f . Otherwise, there is something to check, which in the case of PX∗ →X the obstruction
to following the usual proof, i.e. pull back the universal map along I×I → I : (x, y) 7→ x+y/2,
is overcome by I.c.7, and we conclude that PX∗ →X is a fibration in the sense of I.d.2.
As such, we don’t require the homotopy lifting property for champs, so, let us make:
I.d.4. Warning. Supposing E , B separated and B path connected, it’s plausible that the fibres
of p may not be homotopic. Nevertheless, if F∗ is the pointed fibre, the homotopy class of the
loop spaces ΩqF∗, q ∈ N only depend on the path connected component of ∗ ∈ E . Better still,
ΩF∗ is (homotopic to) the homotopy fibre of ΩE∗ → ΩB∗
Proof. For any path c : I → B, c∗p : c∗E → I is again a fibration. Consequently, if all
the geometric fibres of p are spaces, then c∗p is a fibration in spaces, and all fibres must be
homotopic as soon as B is path connected. We can apply this to the path fibration PB∗, i.e.
for b : pt→ B in the connected component of ∗ the fibre,
(I.47)
Hom(I,B) ←−−−− PB∗,b
Q(0,−)×Q(1,−)
y y
B ×B ∗×b←−−−− pt
must be homotopic to ΩB∗, and reversing this gives a homotopy to ΩBb, so, the loop space
only depends on the (path) connected component of ∗. Now let F be the homotopy fibre of
ΩE∗ → ΩB∗. This is determined by the universal property (I.34) applied to the composition
S1 × ΩE∗ → E → B, so adopting the notation of (I.34) in the obvious way we get G : ΩE∗ →
ΩB∗, with a uniquely determined natural transformation η satisfying ζB = η∗p(ζE ). As such,
we can identify F with pairs, (a, b) where a ∈ ΩE∗, b : S1 × I → ΣI1 → B∗, and G(a) = b(0),
so that the ambiguity in lifting b(0) is exactly ηa. In addition, we have maps:
(I.48)
F × S1 × I ⊃ F × S1 × 0 a×s 7→a(s)−−−−−−→ Eyf :=b×s×t7→b(s,t)
B
to which we can apply I.d.2 to get a lift H of the vertical arrow, along with some ambiguities α
and ξ satisfying (I.46) as it applies in the current situation. The map H affords a distinguished
path, h = H|F×∗×I with source H(∗) := H(∗× 0), equivalent to ∗ via ξ∗ζE : ∗ ⇒ a(∗)⇒ H(∗).
Similarly, there are loops ct = H|F×S1×t based at ht := h : F × t → E . Consequently we get
someM : F×S1×I → E : t 7→ h−1t ctht, by way of pulling backH along an appropriate map from
S1×I to itself, so that the ambiguities forM are just the pull-back of those already introduced.
In particular there is a natural transformation β : ∗ ⇒ p(M1), fabricated from an appropriate
restriction of αζB. This determines, (A.2), a fibre square fitting into a 2-commutative diagram:
(I.49)
F × S1
F E
Bpt
β : ∗ ⇒ pM1
M1
++
m &&

//

p

∗
//
σ
{
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in which, for ease of exposition, the triangles may, A.i.2, be taken to be strictly commutative.
Plainly the map m determines a bunch of circles in the fibre, but what must be shown- since
∗ is not an embedding- is that they are all based in equivalent points. To this end, there is
no loss of generality in supposing that p is strictly pointed, so the square in (I.49) is strictly
pointed, from which the commutativity of (I.46) evaluated in the base point affords another
2-commutative diagram,
(I.50)
F × ∗
F E
Bpt
β∗ = α0ζB(b0) : ∗ ⇒ pM1(∗)
M1(∗)
''
∗


//

p

∗
//
σ∗=1{
ξ∗ζE
GO
from which the universal property of fibre products yields a unique equivalence ∗ ⇒ m(∗)
satisfying (A.5), so that, finally, the universal property (I.34) gives a map r : F → ΩF∗. The
verification that this is a homotopy inverse to the natural inclusion i : ΩF∗ → F is the same
trick, i.e. use the condition (I.46) to construct diagrams à la (I.49) and (I.50) but now for M
pulled back along i to a map ΩF∗×S1× I → E , which becomes the top most arrow in the first
diagram, with it’s restriction to ΩF∗ × ∗ × I being top most in the second diagram, to get a
homotopy between ri and the identity, while that for ir already follows from (I.49) and (I.50).
Consequently,
(I.51) ΩF∗ → ΩE∗ → ΩB∗
is a fibration in spaces, so we get I.d.4 with even the possibility of making un-necessary changes
of base points in (I.51) since concatenation of loops gives an isomorphism between connected
components of the loop space. 
Therefore, as promised, since everything in (I.51) is a space, most of the following is for free
for separated champs.
I.d.5. Fact. If F∗ is the fibre of a pointed fibration E∗ → B∗; then we have a long exact sequence
(I.52) · · · → pi1(E∗)→ pi1(B∗)→ pi0(F∗)→ pi0(E∗)→ pi0(B∗)
Proof. The only thing left to do is the exactness from pi1(B∗) onwards, of which the only
remotely non-trivial part is → pi1(B∗) δ−→ pi0(F∗) →. The connecting homomorphism δ may
usefully be described using external Hom; identify, cf. the proof of I.c.5, a pointed loop, b,
in B with a triple (b, β0, β1) consisting of b : I → B and natural transformations βq of the
end points b(q) with ∗, q ∈ {0, 1}, modulo the action of natural transformations, η, between
paths commuting with both end points. The end points transformations lift to equivalences
β˜q : F → Fq, This gives a base point 0∗ : ξ˜0(∗) : pt → F0, and by base change we have a
fibration b∗p : b∗E → I with very limited possibilities for ambiguity. Indeed, the homotopy
lifting property affords some strict section a : I → b∗E over b with ξ : 0∗ ⇒ a(0), a natural
transformation, so we get some δ(b) : pt→ F by way of:
(I.53) ∗ β0→ 0∗ ξ⇒ a(0) a−→ a(1) β
−1
1→ δ(b)
Given b, by (I.42) the well definedness of δ(b) in pi0(F∗) check list is as follows: if (a′, ξ′)
is another such pair, then we form some wedge a ∨ a′ : T = I ∨0 I → b∗E . This may
involve some more natural transformation, and restrictions to either interval which are only
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equivalent to a, and a′, albeit, given the natural transformation at the base point, via a unique
natural transformation by (I.34). Now pull-back I × I along T × I, to get, up to some further
equivalences, a homotopy with end points in p−1(1) between either interval in the wedge and
the restriction of the homotopy lifting to 0 × I ⊂ T × I. As such we have some maps A,
A′ which are uniquely equivalent to a, a′, and homotopic (as sections of p∗b) to a third map
A′′, where all of A, A′, A′′ have the same end point, r, which in turn is equivalent to 0∗ by
some ξ′′ : O∗ ⇒ r. The change from either (a, ξ), or (a′, ξ′), to (A, ξ′′), respectively (A′, ξ′′),
doesn’t effect the equivalence class of δ(b) since the fibres are now embedded, i.e. natural
transformations between the end points in b∗E are natural transformations in F , while going
from either of (A, ξ′′) or (A′, ξ′′) to (A′′, ξ′′) is just a homotopy of sections of b∗p. There remains
the possibility of changing b by either natural transformations commuting with the end points
and/or homotopies, but this only effects the diagram (I.53) by equivalence of categories and/or
homotopies, which again, doesn’t matter since the fibres remain embedded and the homotopies
preserve the fibre over 1.
Having verified that δ is well defined, the fact that it sends pi1(E∗) to the class of ∗ is a diagram
chase similar to the comparison of (I.49) and (I.50) but easier, since it doesn’t involve the
compatability condition (I.46). Indeed, if a based loop in E∗ is described by a triple of a path,
a, and natural transformations αq of the end points with ∗, then there is a diagram akin to
(I.49) with square pull-back along b = pa, and top most object I mapping to the fibre along
A, say. There is also a second diagram akin to (I.50) where the base point is deduced from,
q∗ = p(αq), and the strict pointedness of p, so that, again, the universal property of fibre
products reveals that q∗ is equivalent to A(q). Conversely if δ(b) is in the connected component
of ∗ (I.42) and the equivalence of fibres gives a path c : I → Fb(1) with natural transformations
η, ζ at its ends, and whence a diagram in b∗E :
(I.54) 0 b
∗p←−− 0∗ ξ⇒ a(0) a−→ a(1) η⇒ c(0) c−→ c(1) ζ⇒1∗ b
∗p−−→ 1
Under the natural projection to b∗E , i.e. the pull-back over S1, 0∗ gets identified to 1∗, and
(I.54) becomes a descent data for some a : S1 → b∗E which, up to homotopy, lifts the base
strictly, while the fibre product is 2-commutative, so the projection of a to E is a based loop
such that pa equivalent to a homotopy of b, as required. The only other minor subtlety in the
rest is if a point x : pt → F is connected to ∗ in E . In which case one easily fabricates some
based loop b such that δ(b) is equivalent to x in b∗E , but since the fibres of b∗E are embedded,
x must be equivalent to δ(b) in F . 
I.e. The universal 1 and 2 covers. Let X∗ be a pointed (separated) champ, and denote by
R0 := PX∗ ×X PX∗ ⇒ X the separated (and almost certainly not étale) groupoid in spaces
defined by the universal property of fibre products. As usual one says that X is locally path
connected and semi-locally simply connected if these conditions hold in some basis of étale
neighbourhoods of every geometric point of X . The locally path connected condition implies
that PX∗ → X is open, which is the same as universally open, which in turn is an effective
descent condition for spaces, so X = [PX∗/R0] in the open topology as soon as X is path
connected, or, equivalently shouldX∗ be locally contractible, appropriate slices of this groupoid
yield a presentation of X in the étale topology, and we further assert:
I.e.1. Lemma. If X is locally n− 1 connected, n ∈ N, and semi-locally n-connected, then the
graph, Γa in I ×X of any path has a basis of étale neighbourhoods with the same property.
Proof. For simplicity of notation we can, without loss of generality, suppose that X is path
connected. Let Ja be as per (I.13), and identify Γa with the image of the implied section,
σa, of the projection p : Ja → I. By hypothesis we have a basis of coverings of Γa in Ja of
the form Iα × Uα, where Uα → X is a n − 1-connected, and semi-locally n-connected étale
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neighbourhood of a(Iα). Without loss of generality the Iα are finitely many connected open
intervals in I arranged by a total ordering such that any Iα only meets its immediate neighbours,
so, in particular any Iαβ := Ia∩Iβ is either empty or connected. Now for Iαβ 6= ∅, α < β, choose
a point p ∈ Iαβ together with a n− 1-connected, and semi-locally n-connected neighbourhood
Vαβ 3 σa(p) which is contained in Uα ∩ Uβ , with Z ′α, respectively Z ′′β its complement in Uα,
respectively Uβ . Shrinking the cover of the interval appropriately we can suppose that Z ′α× I¯αβ ,
respectively Z ′′β × I¯αβ , miss the graph, and for α < β < γ, we put
(I.55) Vβ := Uβ × Iβ\(Z ′′β × I¯αβ ∪ Z ′β × I¯βγ)
with suitable notational adjustment if the interval Iβ contains an end point. As such, by
construction, Vα ∩ Vβ is Vαβ × Iαβ , so, in the first instance this is connected, whence by
Van-Kampen and/or Mayer-Vietoris, the neighbourhood ∪αVα of the graph has the required
property provided that the Vα are themselves n − 1 connected and semi-locally n-connected.
On the other hand for Nαβ , Nβγ , N ′β small thickenings of the closed intervals I¯αβ , I¯βγ , I
′
β :=
I¯β\Iαβ ∪ Iαγ , Vβ is up to a small homotopy
(I.56) Vαβ ×Nαβ ∪ Uβ ×N ′β ∪ Vβγ ×Nβγ
so we conclude by repeated application of Van-Kampen and/or Mayer-Vietoris. 
We have a space of paths of paths, to wit: Hom(I,PX∗) which by the universal property (I.34)
we can equally identify with the fibre product,
(I.57)
I ×Hom(I × I,X ) ←−−−− I ×Hom(I,PX∗)
(y,A)7→(y,A(0,y))
y y
I ×X id×∗←−−−− I × pt
where (we’ll attempt to consistently) label points in I × I by way of coordinates (x, y). From
this we can construct a further space via the fibre square,
(I.58)
I ×Hom(I,PX∗) ←−−−− M ′
(y,A)7→(y,A)×A(1,y)
y y
I ×Hom(I,PX∗)×X id×A(1,0)←−−−−−− I ×Hom(I,PX∗)
So, explictly, M ′ consists of a triple (A, ζ, ξ) where A : I × I → X is a map, and ζA(y) : ∗ ⇒
A|0× I, ξA(y) : A(1, 0)⇒ A|1× I are natural transformations, albeit that ζA(y) is exactly as in
(I.34), so, in a sense it’s fixed. We also dispose of a discrete sheaf, Aut(A(1, 0)) over M ′, and a
section ξA(0) of the same, and we define M to be the closed subspace of M ′ where this section
is the identity. An element of M may, therefore, usefully be visualised in a diagram,
(I.59)
= A(1, y)
ξ(y)⇐= A(1, 0), ξ(0) = 1∗ ζ=⇒A(0, 1) = A
b
a
where a, and b are the projections A(x, 0), and A(x, 1) to PX∗. As usual, concatenation along
the edges a or b is only homotopy associative, so it doesn’t yield a groupoid structure in M ,
but we do have a map to the groupoid R0 by the definition of fibre products, or, explicitly for
a, b paths identified with their moduli in PX∗, the points of R0 are given by triples (a, b, ξ)
where ξ : a(1) ⇒ b(1) is a natural transformation, so, the map is, (A, ζ, ξ) 7→ (a, b, ξ(1))- the
transformation ζ with ∗ being the same throughout- and we assert,
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I.e.2. Claim. If X is locally connected, and semi-locally simply connected then R0 is locally
path connected, and the image R1 of M → R0 is an open and closed sub-groupoid.
Proof. In the above notation the groupoid structure in R0 is,
(I.60) (a, b, ξ)× (b, c, η)→ (a, c, ηξ)
The effect of concatenation inM is an easier variant of I.c.7: since no rescaling in the horizontal-
(I.59)- direction is involved the usual concatenation of squares A, B with horizontal edges (a, b),
and (b, c) along b is already a space of paths in PX∗, so, no extra natural transformations are
involved, and BA has edges identically (a, c). Whence the role of the transformation with ∗ is
trivial throughout, while if ξ(y), η(y) are the natural transformations at the end points, we get a
concatenated transformation between BA(1, 0) = A(1, 0) by taking ξ(y), respectively η(y)ξ(1),
where we should, which since η(0) = 1 and the sheaf of transformations is discrete, this glues
to a transformation, written ηξ(y), so R1 is indeed a groupoid. To see that it’s open look at the
image of some A of the form (I.59), and take neighbourhoods, Ja, Jb of the form guaranteed by
I.e.1 of the respective graphs of a, b as well as path-connected open neighbourhoods Ua, Ub of
the end points a(1), b(1) with U•×• ⊂ J•, for • ∈ {a, b}. Now in the notation of I.a.3 consider
the open neighbourhood, V , of the image of A in the set of arrows in R0 defined by the section
spaces Sa, Sb at either end, with end points in Ua and Ub, and ξ ∈ Ua×X Ub, which for Ua, Ub
sufficiently small we may suppose is homeomorphic to the same by the source, respectively the
sink. As ever, ξ extends uniquely to a neighbourhood of the right horizontal end, so shrinking
Ua and Ub appropriately, for every pair of paths c : I → Ua, d : I → Ub with c(1) = a(1),
d(1) = b(1), we can extend A to a square,
(I.61)
A
b
a c
d
B
Here we should be careful, since by I.c.7 the concatenation BA may, in principle, involve extra
natural transformations. It is, however, I.c.2, uniquely unique, and close to a, respectively b
defined a priori in V while for Ua, Ub small enough the natural transformation ξA(y) extends
to some ξ˜BA(y) between c and every horizontal cross section over c in (I.61), so, without loss
of generality, the image of (I.61) in R0 stays in V . Now let (a′, b′, ξ′) ∈ V ; and choose a path,
c : I → Ua, from a(1) to a′(1). By the definition of B we have an equivalent path d in Ub,
which, since ξ′ ∈ Ua ×X Ub, and we’ve taken this to be homeomorphic to its image whether
by the source or sink, is equally a path from b(1) to b′(1). Now we can add a′ and b′ to the
diagram (I.61), and since pi1(Ja) and pi1(Jb) have trivial image in pi1(X∗), by I.c.6, we can fill
(a′)−1ca, respectively bd(b′)−1, to triangles mapping to X ; while ca and a′, respectively db
and d′ are already in PX∗ so these triangles concatenate to (I.61) without occasioning any
further natural transformations on any of BA, a′, or b′, so (a′, b′, ξ′) ∈ R1, and, en passant, V
is path connected. To conclude that R1 is also closed let An be a net whose image (an, bn, ξn)
converges to (a′, b′, ξ′), and take V ′ to be the same form of connected neighbourhood, but now
defined by Ga′ , etc.. Again, shrinking as necessary, we have a unique extension ξ˜′ of ξ′ to an
arrow between Ua′ and Ub′ , so as soon as n is large enough, ξ˜′ between the ends of an and bn
is ξn. Fix one such large n; join the ends of an and a′ by some cn, and those of bn to b′ by its
image dn under ξ˜′. Again we have a diagram like (I.61) but this time for An, an, etc. albeit
with the difference that we need to fill the region between cn, and dn, so, en passant, define the
right vertical edge. This is, however, only a question of observing that ξn defines a descent data
between small thickenings of An and cn × I, and having effected the gluing via I.c.7 we get an
extension ξ˜n of a conjugate of ξn between a restriction of cn and every horizontal cross section
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in a small neighbourhood of the right vertical of An. Since R0 ⇒ PX∗ is proper, ξ˜n extends to
the entire region bounded by cn and dn, and since as an automorphism of the join of an and
cn it’s identically, 1, by continuity it’s value as as an automorphism of cn is also identically 1.
The composite, ξ˜′
−1
ξ˜n between cn and itself is 1 at the join with An, so by connectedness it’s
exactly ξ′ where cn meets a′. Now we can just fill ancn(a′)−1 etc. and argue as before. 
Consequently R1 is just some bunch of connected components of R0, but better still:
I.e.3. Lemma. The natural map ΩX∗ → R0 afforded by the universal property of fibre products
is a homotopy isomorphism, and R1 is the connected component of the identity arrows, in fact,
its even the connected component of (∗, ∗) ∈ R0.
Proof. Without loss of generality we can suppose that PX∗ → X∗ is strictly pointed, and
identify ΩX∗ with arrows in R0 with source ∗. As such, ΩX∗ ↪→ R0 is embedded, and in
the notation of the proof of I.e.2 we can write ω ∈ ΩX∗ as a triple (∗, c, γ) where c ∈ PX∗
and γ : ∗ ⇒ c(1) is a natural transformation. Now let (a, b, ξ) ∈ R0 be given, and apply the
concatenation procedure I.c.7 to get a unique path of paths dλ := {(1−λid)∗a}b ∈ PX∗, λ ∈ I,
together with natural transformations βλ : b ⇒ b′λ := (1/2)∗dλ and αλ : {(1 − λid)∗a} ⇒
a′ := (1 − 1/2id)∗dλ such that αλ(0) = βλ(1)γ for all λ. Between the part of a not so far
employed, i.e. (1− λ)∗a, and its moduli, |(1− λ)∗a| there is another unique family of natural
transformation, ξλ : |(1− λ)∗a| ⇒ (1− λ)∗a, so we get a path λ 7→ (|(1− λ)∗a|, dλ, αλ(1)ξλ(1))
in R0. Since PX∗ →X∗ is strictly pointed, |(1−λ)∗a| → ∗ as λ→ 1, and the end point of this
path is a based loop, while by (I.34), the natural transformations ξλ, βλ go to 1 as λ → 0, so
the starting point of this path is (a, b, γ). This procedure is wholly uniform in R0 and affords
maps rλ : R0 → R0, with r1 a retraction of the inclusion, i of the loop space, while yielding a
homotopy between the identity and ir1 in the other direction. Now, suppose (a, b, ξ) ∈ R1 is the
image of some A as in (I.59), then applying r1 to such an element leads to a based loop which is
homotopic to the concatenation of a−1 and a, with the identity as the natural transformation,
which in turn homotopes to ∗ by way of the concatenation, again via the identity in the join,
of (λ)∗a with it’s inverse, so R1 is the connected component not just of the identity arrows but
of (∗, ∗) by I.e.2. 
Describing the above map i as “the” natural map is a slight misnomer since we equally dispose
of another, to wit: j(ω) = (c, ∗, γ−1) in the above notation, or, equivalently i(ω)−1 where the
inverse is understood in R0, and the proof of I.e.3 shows that i(ω) and j(ω−1) belong to the
same connected component of R0; where now ω−1 means homotopy inverse, i.e. take the data
à la (I.42) with end points ∗ defining ω, write it back to front, and take it’s moduli. Now for
ω a based loop we dispose of a section iω, respectively, jω, of the source, respectively the sink,
of R0 via concatenation
(I.62) PX∗ → R0
{
iω : a 7→ (a, aω, α)
jω : a 7→ (aω, a, α−1) = iω(a)−1
where aω is the concatenation of a and ω in the sense of I.c.7, i.e. in the above notation,
gluing along ζaγ−1 at the join with α the unique induced transformation of op. cit. from
a(1)⇒ (aω)(1). This results in four possible ways of going from R1 to the different connected
components of R0, for example using iω one has a diagram with every square fibred
(I.63)
PX∗ ←−−−− Rω,1 cω,1−−−−→
f 7→iωf
Rω0
c1,ω←−−−−
f 7→fiω
R1,ω −−−−→ PX∗
siω
y ysω tωy ytiω
PX∗
t←−−−− R1 R1 s−−−−→ PX∗
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where Rω0 is the connected component of iω(∗), and similarly for jω. Such compositions have
slightly different properties. For example, in (I.63), sω is an isomorphism, and cω,1 an injection
whereas tω is an injection and c1,ω is an isomorphism; while by I.e.3 all of the above are
homotopy equivalences. As an example of how these differences manifest themselves let’s prove
I.e.4. Fact. R1 is a normal sub-groupoid of R0.
Proof. Normality means that if S ∈ R1 stabilises a ∈ PX∗, then for any f ∈ R0 with source a,
f−1Sf is a stabiliser in R1. To check this write, f = c1,ω(g), for some g ∈ R1,ω, so f = giω(b)
for some unique path b. As such f−1Sf = iω(b)−1(g−1sg)iω(b); while conjugation with iω(b)
maps R1 to a unique connected component of R0, whence it takes values in R1. 
Now we’re in a position to prove the obvious, where, for convenience Ω ⊂ ΩX∗ is a complete
repetition free list of representatives of homotopy classes of bases loops
I.e.5. Fact/Definition. Suppose X is path connected, and let X1 := [PX∗/R1] in the open
topology, then p : X1 →X is a representable étale cover- so a postiori X1 is equivalent to an
étale groupoid- and there is an action, i.e. a fibre square
(I.64) pi1(X∗)×X1 X1
XX1
q //
p

p

p
//
i
;C
where the leftmost vertical is understood to be trivial, and the second/horizontal projection,
q, is thought of as the action, albeit the natural transformation i- which can be identified with
i of (I.62)- is, A.i.1, part of the data, and there is an associativity condition given by a further
diagram
(I.65) pi1(X∗)×pi1(X∗)×X1 pi1(X∗)×X1
X1pi1(X∗)×X1
//
id×q

q

q
//
α
;C
such that for multiplication in pi1(X∗) understood to be pre, rather than post, concatenation
we have for ω 7→ Fω the functor afforded by the action (I.64) the co-cycle condition
(I.66) p(ατ,ω) = i(τω)i−1ω F
∗
ωi
−1
τ = i(τω)i
−1
τ (Fτ )∗i
−1
ω
Proof. For brevity, let P = PX∗, s, t the source and sink of any groupoid that may appear,
and consider the fibre square,
(I.67)
X1 ←−−−− [R0 s ×t R1 ⇒ R0]yp y
X0 ←−−−− P
Since R1 is a sub-groupoid of R0, the groupoid in the top right hand corner is an equivalence
relation, in fact: F ∼ G iff F = hG for some h ∈ R1. By (I.63), F and G must belong to the
same connected component, say Rω0 of R0, and we can write, F = fiω(a), G = giω(a) for some
f, g ∈ R1, and a ∈ P whence F ∼ G iff s(F ) = s(G) so slicing the top right hand corner of
(I.67) along
∐
iω :
∐
ω∈Ω P → R0 yields an equivalence of this groupoid with P × pi1(X∗).
This trivially proves thatX1 →X is a representable étale cover ifX has a locally contractible
atlas. Otherwise, it’s a bit tedious, because it’s a semi-local proposition, and one has to worry
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about the difference between the open topology and the étale topology. Specifically, let U →X
be a path-connected and semi-locally simply connected étale neighbourhood of x ∈ U . The
local path connectedness of U implies that it may equally be described as the classifying champ
of RU := PUx × PUx ⇒ PUx. Now choose a path d from ∗ to x; we can concatenate with
elements of PUx under their natural image in Hom(I,X ) to get a functor,
(I.68) D : RU → R0 : f = (a, b) 7→ (ad, bd)
This allows us to describe U1 = U ×X X1 as the classifying champ of,
(I.69) RU D(t) ×s R′t ×s R1 ⇒ R′
where R′ ⊆ R0 is the set of arrows with source in the image of D. Again this is actually an
equivalence relation on R′, where F ∼ G iff there are arrows h ∈ R1 and u ∈ RU such that
G = hFD(u)−1. Since the image of pi1(U) is trivial, the image of arrows under D is contained
in R1, and F,G must belong to the same connected component of R0. Consequently if we again
write F = fiω(c), f ∈ R1, ω ∈ Ω, c ∈ P and choose, h = f−1 ∈ R1, then we find a projection
in the orbit of F to arrows of the form iω(D(a)), a ∈ PUx. As such if we slice this groupoid by
way of the fibre square:
(I.70)
RU D(t) ×s R′t ×s R1 ←−−−− R′′
s×t
y y
R′ ×R′ iω(D(a))←−−−−− ∐ω PUx ×∐ω PUx
then the lower horizontal arrow is at worst net, and whence the right vertical is an equivalent
topological groupoid. An arrow between (aω, a) and (bω, b) in R′′ is, perhaps slightly contrary
to the notation in (I.69), a pair (h, u) where u ∈ RU is an arrow from a to b, not just D(u)
from D(a) to D(b), and h = D∗iω(b)D(u)D∗jω(a), so the righthand of (I.70) is equivalent to∐
ω∈Ω[U/RU ], and by construction this is isomorphic to Ω × U . Of which an isomorphism
X1 × pi1(X∗) ∼−→ X1 ×X X1 is an easier variant- just replace D in (I.68) by the inclusion
R1 → R0, so that according to this presentation in groupoids (I.64) is given by
(I.71)
∐
ω∈ΩR1 R1
R0R1
(ω,A)7→Fω(A) //
(ω,A) 7→A

inclusion

inclusion
//
a7→iω(a)
;C
where for ω ∈ Ω, Fω is the functor,
(I.72) Fω : R1 → R1 : A 7→ iω(t(A))Ajω(s(A)) = iω(t(A))Aiω(s(A))−1
albeit, in general, F : pi1(X∗)→ Hom1(R1, R1) : ω 7→ Fω is not a homomorphism. Nevertheless,
for τ, ω ∈ Ω, and (τω) ∈ Ω the representative of their product in pi1(X∗)- so the representative
of the concatenation ωτ in the notation of I.c.7- we have an a priori R0 valued, but, in fact by
I.e.3 R1 valued, continuous map
(I.73) ατ,ω : P → R1 : a 7→ i(τω)(a)iω(a)−1iτ (aω)−1
which is a natural transformation between FτFω and F(τω), whence (I.65) and (I.66). 
One should, therefore, be careful, in understanding the action of pi1(X∗) on X1, so for for the
moment we confine ourselves to describing the universal property of X1 by way of,
I.e.6. Fact. If X is path connected, the champ X1 is simply connected, and for any other
(weakly) pointed representable connected étale covering q : Y∗ → X∗ there is a pointed map
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r : X1,∗ → Y∗, i.e. a pair (r, ρ) where ρ : ∗ ⇒ r(∗), and a natural transformation, η : p ⇒ qr
such that,
(I.74) qr(∗X1) q(∗Y )
∗Xp(∗X1)
q(ρ)
ks
η∗
KS
y
KS
xks
commutes, where x, y, fixed, afford the weak pointing of p and q respectively. Given η, ρ is
unique, and conversely. Better still: if (r′, ρ′, η′) is any other triple such that (I.74) commutes,
then there is a unique natural transformation ξ : r ⇒ r′ satisfying ξ∗ρ = ρ′, and this requirement
implies η′ = q(ξ)η.
Proof. For brevity, let P = PX∗, and identifyX andX1 with [P/R0] and [P/R1] respectively-
so p : X1 → X will only be strictly pointed if the path fibration is. By a liberal application
of (I.34), I.d.3, and (I.47) the path space functor P is, up to unique isomorphism, constant
on pointed representable étale covers of a path connected space, so by I.e.3, pi1(X1∗) = 1.
More generally, if q : Y → X is representable then the diagonal Y → Y ×X Y is a closed
embedding, and if q is also an étale covering then it’s also an open embedding, so by base
change in the (2-commutative) fibre square,
(I.75)
R0 = P ×X P ←−−−− R′ := P ×Y Py y
Y ×X Y ∆←−−−− Y
R′ is an open and closed sub-groupoid of R0 with pi0(R′)
∼−→ pi1(Y∗) by I.e.3. As such proving
the proposition is largely a question of being careful about which map the arrow P → Y
implicit in (I.75) actually is. To this end, observe that there is a fibre square:
(I.76)
P × q−1(∗) = q∗P −−−−→ Py y
Y
q−−−−→ X
which may well only be 2-commutative by way of a natural transformation βq, say, between the
composition of the upper two arrows and the lower two. Now, we’re identifying ∗X1 with the
module of ∗ in PX∗, so there is a unique map ∗˜Y : pt→ q−1(∗) whose image in P is ∗X1 , and,
for good measure, there’s even a unique natural transformation, ζ, between the image (which
needn’t be the same thing as a point of the fibre) of ∗˜Y in Y and ∗Y such that q(ζ)βq(∗˜Y ) is
yx−1 of (I.74). Consequently, among the various possibilities for P → Y , the good choice is
the restriction of the left hand vertical in (I.76) to the connected component of ∗˜Y , since by
(I.75), there is a unique isomorphism of R1 with the connected component of the identity in
R′, and this yields a strictly commuting triangle
(I.77) R1 R0
R′==
!!
//
which by (I.75) can be identified to a triangle of inclusions amoongst connected components of
R0. To conclude, observe:
(a) All the unicity statements in I.e.6 either follow from the connectivity argument of I.c.2 or
the fact that points of spaces do not have stabilisers.
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(b) As such, we only need to prove the existence statements, which are all trivial for X , X1,
Y replaced by the equivalent champs [P/R0], [P/R1], and [P/R′], e.g. one can take r to be
the upper left inclusion in (I.77) and η trivial by the strict commutativity of op. cit..
(c) The proposition is independent of the equivalence class of the data, albeit this has to be be
understood in the 2-Category E´t2(X ) of II.e.2 rather than the naive Champs/X . 
As we’ve observed, M ⇒ PX∗ is only homotopy associative. The argument at the beginning
of the proof of I.e.2 do however establish,
I.e.7. Fact/Definition. Define R2 → R1 as the quotient of µ : M → R1 by the equivalence
relation, m ∼ m′ iff m and m′ belong to the same path connected component of the same fibre,
then in the quotient topology R2 ⇒ PX∗ is a groupoid in spaces.
In order to make a finer identification of topological structure of R2, observe:
I.e.8. Lemma. The map M → R1 is a “fibration” in spaces, i.e. it has the homotopy lifting
property for maps f : T × I where T is a direct sum of connected spaces, so, for example, T
locally connected.
Proof. Basically the same construction, and a little easier than I.e.2 since there’s no further
need to use the hypothesis of locally path connected and semi-locally simply connected, i.e.
given f : T × I → R1, and a lifting of f0 one argues as in op. cit. to prove that the set where
f can be lifted compatibly with the lifting of f0 is open and closed. 
From which we arrive to the description of the topology of R2
I.e.9. Fact. If X∗ is path connected, locally 1-connected, and semi-locally 2-connected, then
R2 → R1 is the universal cover of R1 with covering group pi2(X∗).
Proof. Let Ω = ΩX1∗, so, equivalently the connected component of ∗ ∈ ΩX∗, which, in either
case is path connected and semi-locally simply connected by I.e.1. As such it has a universal
cover, Ω˜ → Ω. Now identify Ω with its image under i, i.e. ω 7→ iω(∗) in (I.62), in R1, and let
r = rλ : I × R1 → R1, for rλ, λ ∈ I, as in the proof of I.e.3. Observe that the fibre, i∗M of
M → R1 is naturally the path space of Ω pointed in ∗, and that in i∗M the equivalence relation
of I.e.7 is simply homotopies of paths. The formation of the quotient topology commutes with
closed embeddings, so i∗M/ ∼= i∗R2 = Ω˜. Now consider the diagram of fibred squares:
(I.78)
Ω˜ −−−−→ R′ −−−−→ Ω˜y y y
Ω −−−−→
i
R1 −−−−→
r1
Ω
The composite of the top horizontal arrows is the identity, so the middle vertical is a connected
étale cover with covering group pi2(X∗), which is the universal cover of R1 by I.e.2 and I.e.3.
Now let r′ : M × I → R1 be the pull-back of r along the natural projection M → R1, then
by I.e.8 we can lift r′ to some r˜′ : M × I → M By the definition of the quotient topology and
fibre products, this gives a map r˜′0 : R2 → R′. In the other direction, we have the composition
R′′ := i∗M × R1 → R1 and the pull-back of r along the same to r′′ : R′′ × I → R1. Over
1 this can be lifted to M as the inclusion of i∗M , so we get a lifting r˜′′ : R′′ × I → M , and
whence r˜′′0 : R′′ → R2, which by another application of the homotopy lifting property descends
to a map r˜′′0 : R′ → R2; while the fact that r˜′0 and r˜′′0 are mutually inverse follows from the
uniqueness of homotopy liftings modulo homotopy. 
Consequently we can conclude this section by introducing,
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I.e.10. Definition. If X∗ is locally 1-connected, and semi-locally 2-connected then the classi-
fying champ X2 := [PX∗/R2]→X is the universal 2-cover, or, similarly constructed one path
component at a time, if X is only locally 1-connected, and semi-locally 2-connected.
Since the properties of the universal 2-cover are rather less familiar than those of the universal
1-cover, the discussion of how and why it is universal is postponed till II.c.8.
I.f. Relative homotopy, developability, and tear drops. Let A∗ ↪→ X∗ be a strictly
pointed embedded sub-champ of a separated champ X . The fibre square,
(I.79)
PX∗ ←−−−− Ω(X∗,A∗)yp yp
X ←−−−− A
defines, by base change a fibration, Ω(X∗,A∗)→ A , with fibre ΩX∗, and we make
I.f.1. Definition. For q ∈ N the relative homotopy groups piq(X∗,A∗) are defined by,
(I.80) piq(X∗,A∗) = piq−1(Ω(X∗,A∗))
By I.d.5, we have a long exact sequence
(I.81) pi0(A∗)← pi1(X∗,A∗)← pi1(X∗)← pi1(A∗)← pi2(X∗,A∗)← pi2(X∗)← · · ·
Of particular interest is the case where A∗ is the embedded sub-champ supported on the base
point, i.e. A∗ = BG(∗), for G(∗), or just G is there is no danger of confusion, is the local
monodromy group of ∗. In this case by I.c.4, A∗ is weakly equivalent to a K(G, 1), so the
relative homotopy groups are just the homotopy groups for q ≥ 3, and (I.81) becomes an exact
sequence,
(I.82) 1← pi1(X∗,BG(∗))← pi1(X∗)← G(∗)← pi2(X∗,BG(∗))← pi2(X∗)← 1
A champ is said to be developable if it’s universal cover exists, and is a space, so, obviously
I.f.2. Fact. A locally connected and semi-locally simply connected champ X is developable iff
for every point, G(∗)→ pi1(X∗) is injective, or, better by (I.82) iff pi2(X∗) ∼−→ pi2(X∗,BG(∗)).
Proof. The universal cover exists by I.e.6, and it’s probably most useful to observe that elements
of pi2(X∗,BG(∗)) may schematically be represented by a diagram
(I.83)
∗ ζ=⇒ A
∗
∗
with A and ζA as in (I.59). A priori this is missing the extra information of the natural
transformation ξ(y) : ∗ ⇒ A(1, y) in (I.59), but this is implicit since the free face edge lies in
BG(∗), and the map, pi2(X∗,BG(∗))→ G(∗) just sends this data to ξ(1) by I.c.4. This image is,
however, exactly- beginning of the proof of I.e.2- the stabiliser of ∗ in R1.
Alternatively, the group action in I.e.5 is transitive on geometric points, so the fibre ofX1 →X
over BG(∗) is of the form,
∐
x∈Γ BG1(∗) for some discrete set quotient Γ of pi1(X∗) and sub-group
G1(∗) of G(∗), whence the fibre over ∗ is
∐
x∈ΓG(∗)/G1(∗) which in turn is naturally isomorphic
to pi1(X∗) as a set, i.e. Γ is the quotient of pi1(X∗) by the image of G(∗) in (I.82), which is
isomorphic to G(∗)/G1(∗). 
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Plainly, the elements of pi2(X∗,BG(∗)) are rather close to spheres, and the discrepancy from
such admits an amusing description. Indeed, let us restore the natural transformation ξ to the
rightmost edge of (I.83) by way of:
(I.84)
∗ ζ=⇒ A
∗
∗
ξ(y), ξ(0)=1
KS
Now if we view X∗ as a gerbe over its moduli, X∗, then the composition A : I × I →X → X
certainly sends the boundary in (I.84) to ∗ ∈ X. Consequently by the topological variant
of [KM97, 1.1], there is a neighbourhood V of the boundary such that A|V factors through
some embedding [U/G(∗)] ↪→X for some (not necessarily faithful) action of G(∗) on an étale
neighbourhood U →X of ∗. As such, the fibre product V ′ := V ×X U → V is a G(∗)-torsor.
Plainly, we may suppose that V is just the points at distance at most  from the boundary
for some  > 0, thus V is homotopic to S1 and the isomorphism class of such torsors are
Hom(pi1(S
1), G(∗)), so, on choosing an orientation of S1, we have a non-canonical identification
of ξ(1) with the isomorphism class of the torsor. The torsor is naturally pointed, so let V∞
be the connected component of the point, then V∞ → V is a µn torsor for n the order of
ξ(1). By definition, the choice of a generator of pi1(S1) gives a generator γn ∈ µn, so we get a
faithful (and even less canonical) representation ρ : µn → G(∗) : γn → ξ(1), together with a
map A∞ : V∞ → X such that ρ(γ) : A∞ ⇒ γ∗A∞, where we reasonably confuse G(∗) with
arrows in X via the embedding [U/G(∗)] ↪→ X . As such if A0 is the restriction of A to the
complement of the boundary, U0, say, then, notwithstanding the lack of canonicity occasioned
by the above choices, we have a descent data,
(I.85) R′n
t
⇒
s
U := U0
∐
U∞
A0
∐
A∞−→ X
for a groupoid representing the tear drop, Sn, of order n, i.e. the “bad-orbifold” supported on
S2 with a unique non-space like point of order n. While the tear drop is not a space, descent
data continues to have its obvious meaning, i.e. a natural transformation between s∗(A0
∐
A∞)
and t∗(A0
∐
A∞) satisfying the co-cycle condition. As such we certainly get a map Sn →X .
One might, however, wonder how much ambiguity there is in such a map since not only are
I.b.2, and I.c.2 only for spaces, but other choices of γn and so forth, will yield a different descent
data/groupoid in (I.85). The answer is however best possible,
I.f.3. Fact. The open and closed subset Ω2nX∗ of ΩΩ(X∗,A∗) where ξ1 has order n finely
represents pointed (in the “bad point”) tear drops of order n whose monodromy group µn at
the “bad point” injects into G(∗), i.e. on fixing a presentation of Sn there is a pointed map
Qn : Ω
2
nX∗×Sn∗ →X , and a natural transformation, ζn : ∗ ⇒ Qn(_, ∗) with the said property
on the local monodromy groups such that if (F, ξ) : T ×Sn∗ →X∗ is any other such pair then
there is a unique map G : T → Ω2nX∗ and a unique natural transformation, η : F ⇒ Q(G× id)
for which ζn = η∗ξ.
Proof. As ever ξ1 is an element of the discrete sheaf of automorphisms of ∗, so the set Ωg
where this takes the value g ∈ G(∗) is open and closed. By (I.34), there is no difficulty in
replacing U0 in (I.85) by the complement of Ωg × I × I in the boundary, nor in replacing U∞
by a neighbourhood of the boundary, so just keeping the above choices, i.e. γn 7→ g, etc. and
taking the union over g of order n, we certainly get a map Qn. Now, we can always fix a
map r : I × I → Sn by sending a neighbourhood of the boundary to a connected µn torsor,
and the interior to the plane. We therefore have the pull-back r∗Qn, and the restriction, p, to
Ω2n× I × I of composition of universal maps I × I ×ΩΩ(X∗,BG(∗))→ I ×Ω(X∗,BG(∗))→X ,
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which by (I.34) are related by a natural transformation ρ : p ⇒ r∗Qn. We also dispose of
a natural transformation, ζ ′′ : ∗ → p | Ω2n × ∗, and we put ζn = ρ∗ζ ′′. Now suppose we
have a pair (F, ξ), then r∗F affords some unique G′ : T × I → PX∗ and a unique natural
transformation, η′ of the pull-back of F with Q(G′× id) according to the prescriptions of (I.34)
with Q the universal map of op. cit. By hypothesis, the end point of the path G′(t, y) is in
BG(∗) for all (t, y) ∈ T × I, so G′ factors through Ω(X∗,BG(∗)); while the paths G′(t, 0), and
G′(t, 1) go to the module of the constant path, i.e. ∗, so G′ : T × I → Ω(X∗,BG(∗)) is the
same thing as some G : T → ΩΩ(X∗,BG(∗)), which by definition must factor through Ω2nX∗;
and similarly η′ can be identified with some η′′ : r∗F ⇒ p(G × id) such that ζ ′′ = η′′∗(r∗ξ).
This gives a natural transformation, ρη′′ : r∗F ⇒ Qnr(G × id) = r∗(Qn(G × id)); while r
is an isomorphism outwith the boundary and X is separated so there is a unique natural
transformation η : F ⇒ Qn(G × id) such that r∗η = ρη′′ from which ζn = r∗(η∗ξ) = η∗ξ. As
to uniqueness: having fixed r : I × I → Sn, G′, and whence G is certainly unique, so the only
possible lack of unicity is in η given G, but this is again excluded by the same connectedness
argument as in the proof I.c.2. 
Let us add some comment by way of
I.f.4. Remark. While I.f.3 is an extremely satisfactory description of the obstruction to devel-
opability, i.e. a locally path connected and semi-locally simply connected champ is developable
iff every pointed tear drop can be homotoped to a sphere, it’s not a good idea to try and read
the group structure of pi2(X∗,BG(∗)) from the homotopy classes of tear drops since there is
no canonical map from µn → Z/n. The group structure is best read from diagrams such as
(I.84) as described at the start of the proof of I.e.2. In particular, like any other relative pi2,
pi2(X∗,BG(∗)) is a priori non-commutative.
I.g. 1-Galois theory and the Huerwicz theorem. A priori representable étale covers of a
champ X form a 2-category. There is, however, an associated 1-category, to wit:
I.g.1. Fact/Definition. Let X be a path connected separated topological champ, then the
category E´t1(X ) has objects representable étale covers q : Y →X and arrows diagrams,
(I.86) Y Y ′
X
f //
q′}}q !!
η +3
modulo the equivalence relation (f, η) ∼ (f ′, η′) iff there is a natural transformation ξ : f ⇒ f ′
such that η′ = q′(ξ)η; with composition the evident composition of diagrams. In particular,
because the objects of E´t1(X ) are representable covers, E´t1(X ) has fibre products in the sense
of a 1-category, i.e. with strict unicity in the universal property.
The definition of E´t1(X ) is forced by the the universal property I.e.6, it’s also forced by the
axiomatic Galois theory of a 1-category in the sense of [SGA-I, Exposé V.5], [Noo04], e.g.
I.g.2. Lemma. If X is path connected locally and globally, and semi-locally 1-connected, then
the fibre functor E´t1(X ) → Ens : q 7→ q−1(∗) is representable. Indeed, we have a canonical
isomorphism:
(I.87) q−1(∗) ∼−→ HomE´t1(X1,Y )
Proof. To give a point in q−1(∗) is equivalent to giving a map ∗Y , and a natural transformation
y : ∗ ⇒ q(∗Y ) as encountered in I.e.6, cf. II.e.4, which for Y ′ the connected components of
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∗Y , determines a weakly pointed map, Y ′∗ →X∗, so we can apply I.e.6, to find a triangle:
(I.88) X1 Y
X
r //
q}}p !!
η +3
and the uniqueness statement of I.e.6 is equivalent to this yielding a well defined map from left
to right in (I.87) of which the inverse, for p strictly pointed, sends a map r : X → Y to the point
of the fibre determined by r(∗) : pt→ Y , and the natural transformation η∗ : ∗ ⇒ qr(∗). 
Now from I.e.5 we have an isomorphism X1×X X1 ∼−→X1×pi1(X∗), given by the fibre square
(I.64) so (cf. (I.72) if ω 7→ Fω is the second projection of (I.64) for every ω ∈ pi1(X∗) we have
a triangle,
(I.89) X1 X1
X
Fω //
q}}p !!
iω +3
for iω the natural transformation of op. cit., which by (I.66)- or, indeed, the unicity of fi-
bre products of representable maps- satisfies iτω = p(ατ,ω)F ∗ω(iτ )iω for α as in (I.65), and
multiplication of loops pre, rather than the habitual post, concatenation. Consequently,
I.g.3. Corollary. For q = p the isomorphism (I.87) is actually an isomorphism of groups, so
for general q, (I.87) defines a right action of pi1(X∗) on q−1(∗).
Proof. As we’ve observed we have a map of groups, ω → (Fω, iω), and the set isomorphism
from right to left of (I.87) occurring at the end of the proof of I.g.2, so it will suffice to check
that their composition is the identity. This is, however, a formal consequence of I.e.5, i.e. one
just takes a point ∗ ∈ p−1(∗) and adjoins another fibre square to (I.64) to obtain
(I.90) pi1(X∗)
pt
pi1(X∗)×X1 X1
XX1
ω×x 7→Fω(x) //
ω×x 7→x

p

p
//
//
∗
//

iω
;C
of which the totality is a fibre square, and whence the unique lifting of (Fω(∗), iω(∗)) to the top
left hand corner is ω, or, more generally an isomorphism thereof if p is not strictly pointed. 
With these pre-liminaries, we get the usual Galois correspondence:
I.g.4. Fact. If X is path connected locally and globally, and semi-locally 1-connected, then the
fibre functor E´t1(X )→ Ens(pi) : q 7→ q−1(∗) viewed as taking values in sets with pi1(X∗)-action
is an equivalence of categories.
Proof. The right hand side of (I.87) doesn’t depend on the base point, so if two maps yield
the same fibre functor at one point, they yield the same fibre functor at every point; while the
objects of E´t1(X ) are representable étale covers whence the functor is certainly faithful. To
go the other way, we can always reduce to pi1(X∗)-sets on which the action is transitive, so
equivalently the set of cosets pi1(X∗)/K for some sub-group K. Associated to such, however,
by I.e.3 is the unique open and closed sub-groupoid ι : R ↪→ R0 such that ι∗(pi0(R)) = K under
the natural identification of pi0(R0) with pi1(X∗) of op. cit.; and the resulting classifying champ
[PX∗/R] is a representable étale cover of X with fibre exactly pi1(X∗)/K. 
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Let us apply this to obtain an appropriate version of Huerwicz’s theorem. A priori singular
homology and singular co-homology present something of an issue for champs, e.g. by I.b.2
it doesn’t a priori make sense to talk about the space of simplices since this might only be a
champ, and if one were to take its moduli then, I.c.4, information can be lost. The derived
functor definition of co-homology makes perfect sense, however, and coincides with the Cěch
co-homology at the level of H1. By definition Cěch 1-co-cycles are descent data, or slightly
more elegantly, for some presentation R⇒ U of X , a Cěch co-cycle with values in a group G
is just a map φ : R→ G such that,
(I.91) U ×G 3 (s(f), x) σ←− R×G τ−→ (t(f), φ(f)x) ∈ U ×G
defines a groupoid. As such, cf. I.e.6 and (I.89), locally constant sheaves G are group objects
in E´t(X1), and the G-Cěch co-homology, G-torsors so that by I.g.4,
I.g.5. Corollary. If X is path connected, locally path connected, and semi-locally 1-connected,
then the category of locally constant sheaves G on X is equivalent to the category of groups G
with (right) pi1(X∗)-action, and we have a functorial isomorphism,
(I.92) H1(X , G) ∼−→ H1(pi1(X∗), G)
Now using the path fibration we can bump this up to
I.g.6. Fact. If for n ∈ N,X is locally and globally n-connected, and semi-locally n+1-connected,
then for any abelian group A there are functorial isomorphisms,
(I.93) Hq(X , A) ∼−→
{
0 if 1 ≤ q ≤ n,
Hom(piq(X∗), A) if q = n+ 1
Proof. Let P = PX∗ be the path space, then we have a complex of spaces,
(I.94) · · ·P (3) := P ×X P ×X P →→→P
(2) := P ×X P (= R1) ⇒ P (1) := P
Since X is locally path connected, the path fibration is open so by [Del74, 5.3.3], for any sheaf
of abelian groups A , there is a spectral sequence
(I.95) Ep,q2 = Hˇ
p(Hq(P (p),A ))⇒ Hp+q(X ,A )
where the Cěch co-homology is that defined by the complex (I.94). Now P →X is a fibration,
and P homotopes to ∗ keeping the base point fixed by I.c.5, so each P (p) is homotopic to p-copies
Ω(p) of the loop space Ω = ΩX∗. By I.e.1, Ω is locally and globally n− 1 connected, and semi-
locally n-connected; while Cěch co-homology of constant sheaves is homotopy invariant (e.g.
use the Leray spectral sequence for the projection f : X × I → X , and Rqf∗F coincides, by
direct calculation, with relative Cěch, whence vanishes for q > 1, for any sheaf F independent
of any hypothesis onX ) so by induction the rows, 1 ≤ q ≤ (n−1) will all be identically zero as
soon as n ≥ 2. Similarly, the first column is wholly zero for q > 0, as is the first row for p > 0
since by hypothesis n ≥ 1 so every Ω(p) is connected which implies that dp,01 is the identity
for p-odd and zero for p-even. Consequently, by induction in n, (I.95) degenerates at E2 for
p+ q ≤ n+ 1, and we need only check that the kernel of,
(I.96) d1,n1 : H
n(Ω, A)→ Hn(Ω2, A)
is the non-trivial case of (I.93). The three maps in (I.94) from Ω2 to Ω are the 2-projections
and concatenation, so for n = 1, this differential is zero by I.g.5, whence in general by induction
in n with everything being functorial by the functoriality of spectral sequences. 
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II. Topological 2-Galois theory
II.a. 2-groups. Suppose that a topological 2-type is given, i.e. a triple pi2 := (pi1, pi2, k3) where
pi1 is a group acting on the left of the abelian group pi2 and k3 a class in H3(pi1, pi2). Associated
to such a data is a (weak) 2-group, Π2. In detail: the underlying category of Π2 is the groupoid
(s, t) : pi1 n pi2 ⇒ pi1 with source and sink the projection of pi1 n pi2 → pi1, i.e. the action on pi1
is trivial. The monoidal product, as a map of arrows is just the group law in pi1 n pi2,
(II.1) ⊗ : Π2 ×Π2 → Π2 : (τ,B)× (ω,A) 7→ (τω,BAτ )
The identity object is the identity in pi1, and similarly inverses are actual inverses in pi1, whence,
so defined, they’re strict inverses. Finally, to define the associator, simply choose a normalised
co-cycle, K3, representing the Postnikov class k3, so as to get a natural transformation
(II.2) κ : ⊗(id×⊗)⇒ ⊗(⊗× id) : ob(Π32)→ Ar(Π2) : (σ, τ, ω) 7→ K3(σ, τ, ω) ∈ stab(στω)
where we profit from the fact that pi2 is canonically the stabiliser of any object in Π2 by the
definition of the underlying groupoid. Plainly, there is an a priori ambiguity in the definition,
in the form of the lifting K3 of k3. If, however, K˜3 were another, and Π˜2 the 2-group so
constructed, then the difference K3 − K˜3 is the co-boundary of a normalised 2 co-chain, c,
which in turn defines a natural transformation,
(II.3) γ : ⊗ ⇒ ⊗˜ : ob(Π22)→ Ar(Π2) : (τ, ω) 7→ c(τ, ω)
so the resulting structures are isomorphic as 2-groups, i.e. the pairs I = (id, γ), J = (id, γ−1)
afford (weak) monoidal functors
(II.4) I : Π2 → Π˜2 J : Π˜2 → Π2
such that IJ , respectively JI are the identity, and I, respectively J are even unique modulo
automorphisms of Π2, respectively Π˜2.
Now, there is an obvious notion of morphisms pi2 → pi′2 of topological 2-types, i.e. maps
fp : pip → pi′p, p = 1 or 2 compatible with the module structure such that, f∗1k′3 = (f2)∗k3. It
is not, however, the case that morphisms of 2-types can be functorially lifted to morphisms of
2-groups. More precisely,
II.a.1. Fact. [BL04, Theorem 43] There is a functor 2-Groups→ 2-types : P 7→ pi such that,
(a) If P is a 2-group, and Π2 is the 2-group constructed as above from the 2-type of P then
there is an equivalence of 2-groups Π2 → P.
(b) The map from 1-homomorphisms of 2-groups, modulo 2-homomorphisms to maps of
2-types
(Hom1(P,P
′)/ ∼)→ Hom(pi, pi′)
exhibits the former over the latter as a principal homogeneous space under H2(pi1, pi′2).
Our ultimate interest is the action of 2-groups on groupoids, and in light of the objection 0.0.8
the only philosophically satisfactory definition appears to be
II.a.2. Definition. An action of a 2-group on a groupoid (or more generally a category) F is
a map of 2-groups P→ Aut(F ).
On the other hand, one tends to encounter actions (particularly transitive ones) as isomorphisms
of certain fibre products (cf. I.e.5), and so it is useful to have
II.a.3. Alternative Definition. A left action of a 2-group P on a groupoid (or more gener-
ally a category) F is a functor, A : P×F → F - × strict fibre product, A.i.2- and natural
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transformations α : A(⊗×idF )⇒ A(idP×A), β : idF ⇒ A(1×idF ) such that,
(II.5) P1×P2×P3×F P1×P23×F
P1×FP1×P2×F
P12×P3×F P123×F
FP12×F
κ⇒
α12 ⇒
α23 ⇓
α(12)3 ⇓
α1(23) ⇓
1 ⇓
id1×⊗23
//
A23

id1×A2
//
id1×id2×A3

⊗(12)×3
//
A123

A12
//
id12×A3

⊗12×idF 22
⊗12×id3×idF 22
; ⊗(1)×(23)
22
;
A1
22
;
2-commutes; with similar diagrams involving β and the inverse and identity laws whose exact
form we ignore since in practice our 2-groups will have strict identities and strict inverses so
that the required 2-commutativity of such will not be an issue.
Let us therefore verify
II.a.4. Fact. There is a 1 to 1 correspondence between actions in the sense of II.a.2 and II.a.3.
Proof. The automorphism group F of a groupoid is the 2-group with objects functors from F
to itself admitting a weak inverse and arrows natural transformations between them. A priori
there is an issue about the functoriality of inversion, but this can be remedied by choosing an
equivalent category A : F0 ↪→ F with exactly one object for every isomorphism class in F
together with a weak inverse B : F → F0 to A; so that F 7→ F0 := BFA yields a strictly
invertible automorphism F0 of F0, and whence an inverse functor inv : F→ F : F 7→ AF−10 B.
The action of a map ξ : F ⇒ G of functors on an arrow f : x → y is the arrow ξyF (f) :
F (x) → G(y), which like F is strictly associative, i.e. the a priori 2-commutative diagram
(II.5) is actually strictly commutative. Plainly if we have a map of 2-groups P→ F, then the
composition with the natural action of F on F yields an action of P on F . Conversely, given
an action A : P×F → F to an object ω of P one associates the functor Aω : F → F which
sends an arrow f to A(1ω, f); while an arrow S : ω ⇒ τ goes to the natural transformation of
Aω and Aτ defined by sending an object x of F to the arrow A(S,1x). This procedure defines
a functor A : P → F, while, more or less by definition, the natural transformations α, β of
II.a.3 yield natural transformations α : A(⊗P)⇒ A⊗FA, β : 1F ⇒ A(1P). The 2-commutative
diagram (II.5) becomes a 2-commutative diagram in which every occurrence of A, respectively
α, becomes an occurrence of A, respectively α, and similarly for the conditions on inverses and
identities; so that the triple (A,α, β) is indeed a map of 2-groups; while an inspection of the
above formulae show that the composition A : P → F with the natural action of F on F is
exactly (not just equivalent to) the original action A, and similarly the map F → F obtained
by underlining the natural action is the identity exactly. 
Just as II.a.1, actions on groupoids can be simplified considerably by reduction to the case
where there is a bijection between objects of F and isomorphism classes of objects. Already
therefore, as in the proof of II.a.4, automorphisms, a, of such a F must be strictly invertible,
and should a send an object x to y, then the stabiliser groups of x and y must be isomorphic.
Consequently such a groupoid F is a direct sum of groupoids Fi where every two objects of
Fi have the isomorphic stabilisers, Γi, say, while for i 6= j, Γi and Γj fail to be isomorphic.
Plainly, Aut(F ) is isomorphic to the direct product of Aut(Fi). As such to determine the
automorphisms of a groupoid, we’re reduced to studying the skeletal case, i.e. F is defined by
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a discrete set of objects, F , and a group Γ according to the rule,
(II.6) Hom(x, y) =
{
∅ if x 6= y,
Γ if x = y
Invertible functors can therefore be written as a pair (ω,A) ∈ SymF × HomEns(F,Aut(Γ))
which act on arrows by way of
(II.7) x g−→x 7→ ω(x) A(ω(x))(g)−−−−−−−→ ω(x)
so for Aω(x) := A(ω−1(x) the left action of SymF on HomEns(F,Aut(Γ)) they form the group
(II.8) G1 := SymF nHomEns(F,Aut(Γ))
Similarly the natural transformations are G2 := HomEns(F,Γ), which we understand as a left
G1-module via
(II.9) (ω,A)× g 7→ {x 7→ A(x)(gω−1(x))}
so that the underlying category of Aut(F ) is the groupoid,
(II.10) G1 nG2 ⇒ G1
with source the given functor, and sink the functor obtained via the action of HomEns(F,Γ) on
HomEns(F,Aut(Γ)) via inner automorphisms. As such Aut(F ) is synonymous with the crossed
module- [Bro82, IV.5], [BN06, §10]- defined, for Z the centre of Γ,by the exact sequence
(II.11) 1→ Γ2 = HomEns(F,Z)→ G2 Inn−−→ G1 → SymF nHomEns(F,Out(Γ)) = Γ1 → 1
To such an exact sequence, [Bro82, IV.5], there is an associated co-homology class obsF ∈
H3(Γ1,Γ2) which, as the notation suggests, we will view as an obstruction class, and
II.a.5. Fact. The 2-type of the automorphism group F of a groupoid, F , in which all stabiliser
groups are isomorphic to the same group Γ is the triple φ := (Γ1,Γ2, obsF ) as defined above for
F the moduli, i.e. isomorphism classes of objects, of F . If Γ is abelian the obstruction class is
0, otherwise it may well be non-trivial, e.g. if F is a point then the 2-type φ is the topological
2-type of the classifying space of the universal fibration in K(Γ, 1)’s.
Proof. Just compare the proof of II.a.1 in [BL04] with [Bro82, IV.5]. The fact that Γp = Gp,
p = 1 or 2 implies, op. cit., that the obstruction is trivial if Γ is abelian, otherwise, already for
F a point, the examples of non-triviality are legion, [Bro82, IV.6]. 
Plainly, therefore, if we have an action of Π2 on F we have a map of 2-types pi → φ. In
particular F is a left pi1 set, and we have a 1 co-cycle
(II.12) A¯ω : pi1 → HomEns(F,Out(Γ)) A¯τω = A¯τ A¯τω
affording pi1 → Γ1, while the action of pi1 on Γ2 is
(II.13) ω × z 7→ {x 7→ Aω(x)(zω−1·x)}
which is well defined for any lifting Aω of A¯ω to a family of automorphisms of Γ.
Now suppose that the action of Π2 on F is transitive, i.e. pi1 acts transitively on F , and that
the latter is pointed in ∗. As such, we have the stabiliser pi′1 of ∗, the image pi′2 of pi2, and an
induced Postnikov class k′3 ∈ H3(pi′1, pi′2) which we may view as the restriction K ′3 of the co-cycle
(II.2). Consequently we have a 2-group Π′2 deduced from Π2 with 2-type pi′ = (pi′1, pi′2, k′3) whose
action on F affords an action on the one point category BΓ supported at ∗. For this action
the co-cycle, A¯ of (II.12) restricts to a representation
(II.14) A¯ω(∗) : pi′1 → Out(Γ)∗ := HomEns(∗,Out(Γ))
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which by (II.13) affords, in turn, a representation on the centre Z∗ := HomEns(∗, Z), and we
have a particularly simple map of 2-types pi′ → pi∗ = (Out(Γ)∗, Z∗, obs∗). The resulting action
of Π′2 on BΓ will be referred to as the pointed stabiliser action, and we assert
II.a.6. Fact. The restriction 2-functor from pointed transitive Π2 groupoids to actions of sub
2-groups (i.e. Π′2 with K ′3 induced from K3 for pi′1 any sub-group of pi1, and pi′2 any quotient
group of pi2) on a group, i.e. a groupoid with 1-object, defined by sending a Π2-category to its
pointed stabiliser action is an equivalence of 2-categories.
The proof should be the Leray spectral sequence for Bpi1 → Bpi1/pi′1 , but since pi′1 needn’t be
normal, we get a series of lemmas in group co-homology instead. To this end it is convenient
to identify a pointed transitive pi1-set F∗ with the left action on the right co-sets pi′1/pi1 of the
stabiliser. As such if ρ¯ ∈ F is a set of elements in pi1 identified with the right co-sets then for
X any set the left action of pi1 on HomEns(F,X) is
(II.15) pi1 ×HomEns(F,X)→ HomEns(F,X) : x 7→ xω = {ρ¯ 7→ x(ρ¯ω)}
We also dispose of a (set) map
(II.16) pi1 → pi′1 : x 7→ x′ := xx¯−1
along with the possibility to choose 1¯ = 1, and we assert
II.a.7. Lemma. Let pi1 be a group, and G another group (with, say, trivial pi1 action, since this
is all we need) then for F the set of right cosets of a sub-group pi′1 with pi1 acting on the left of
HomEns(F,G) via (II.15) the natural restriction
(II.17) res : H1(pi1,HomEns(F,G))→ H1(pi′1, G) (= Hom(pi′1, G)/InnG) : A 7→ A(∗)|pi′1
is an isomorphism. Indeed, the inverse is given by inflation
(II.18) inf : B 7→ {ρ¯× ω 7→ B((ρ¯ω)′)}
Proof. Let A : ω 7→ Aω be the pi1 co-cycle of (II.17), and put a(ρ¯) = Aρ¯(∗), then A˜ : ω 7→
aA(aω)−1 is equivalent. However, by construction, A˜ρ¯(∗) = 1G for all ρ¯ ∈ F , so A˜ω(ρ¯) =
A˜(ρ¯ω)′(∗) by the co-cycle condition. 
In the particular case of G = Out(Γ) we can define an automorphism a : F → F of the
category (II.6) by way of the functor (1, Aρ¯) for some liftings of the outer automorphisms A¯ρ¯
of (II.14) to honest automorphisms. Plainly conjugation by a is a (strict) isomorphism of
pi1-groupoids, and so
II.a.8. Corollary. Any (skeletal) pointed transitive Π2 groupoid is isomorphic to one in which
the outer co-cycle (II.12) satisfies (II.18).
Now let us apply similar considerations to the higher co-homology groups, i.e.
II.a.9. Lemma. Let pi1 be a group, with F the set of right co-sets of a sub-group pi′1 such that,
for some abelian group Z, pi1 acts (II.13) on HomEns(F,Z) by way of a Hom(F,Aut(Z)) valued
1 co-cycle A satisfying (II.18) then the restriction map
(II.19) res : Hn(pi1,HomEns(F,Z))→ Hn(pi′1, Z) : K 7→ K(∗)|pi′1
is an isomorphism for all n ∈ N ∪ {0}, with inverse the inflation
(II.20) inf : K 7→ {(x1, · · · , xn)× ρ¯ 7→ K((ρ¯x1)′, (ρx1x2)′, · · · , (ρx1 · · ·xn−1xn)′)}
where, here and elsewhere, formulae such as (II.20) should be read as functions of as many
variables as make sense, e.g. the inflation of a constant is the constant function of ρ¯.
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Proof. Let (Sn ⊆ HomEns(pin1 × F,Z), ∂), n ∈ N ∪ {0}, be the standard complex for the
computation of the left hand side of (II.19) via normalised co-chains and consider the effect of
the homotopy,
(II.21) h : Sn+1 → Sn : K 7→ {(hK) : (x1, · · · , xn)× ρ¯ 7→ K(ρ¯, x1, · · · , xn)(∗)}
which affords the formula
(II.22) ∂h+ h∂ = id− P
where P is the projector K 7→ PK which has values
(II.23) (x1, · · · , xn)× ρ¯ 7→
{
K(ρ¯x1, x2, · · · , xn)(∗)−K(ρx1, x2, · · · , xn)(ρx1)′(∗) if n ∈ N
K(∗) if n = 0
In particular the projector satisfies
(II.24) (PK)(x1, · · · , xn)(ρ¯) = (PK)(ρ¯x1, · · ·xn)(∗), and, (PK)(x¯1, x2, · · · , xn)(∗) = 0
and the co-homology of (Sn, ∂) is the co-homology of the image of P , i.e. the complex
(II.25) Cn = {K ∈ HomEns(pin1 , Z) |K(x1, · · · , xn) = 0 if, x1 = x¯1, or, xi = 1, i ≥ 2}
where, critically, the differential d : Cn → Cn+1 : K 7→ dK is
(II.26) K(x¯1x2, x3, · · · , xn+1)x′1 −K(x1x2, x3, · · · , xn+1) + · · ·+ (−1)n+1K(x1, · · · , xn)
We have therefore found the p = 0 term in the sequence of filtered complexes
(II.27) Cn = F 0Cn
inf←↩F 1Cn inf←↩F 2Cn · · · inf←↩F pCn
where F pCn is the sub-group of HomEns((pi′1)p × pin−p1 , Z), or indeed just HomEns((pi′1)n, Z) if
p ≥ n such that
(II.28) K(x1, · · · , xn) = 0, if anyxi = 1, 1 ≤ i ≤ n, or, x¯p+1 = xp+1
while for p ∈ N the inflation maps inf : F pCn=p+q → F p−1Cn=(p−1)+(q+1) are given by
(II.29) inf(K)(t1, · · · , tp−1, x1, · · · , xq+1) = K(t1, · · · , tp−1, x′1, x¯1x2, x3, · · · , xq+1)
and the differentials dp : F pCp+q → F pCp+q+1 are
K(t2, · · · , tp, x′1, x¯1x2, x3, · · · ,xq+1)t1 −K(t1t2, · · · , tp, x′1, x¯1x2, x3, · · · , xq+1)+
K(t1, t2t3, · · · , tp, x′1, x¯1x2, x3, · · · , xq+1) + · · ·+
(−1)p−1K(t1, ·, tp−1tp, x′1, x¯1x2,x3, ·, xq+1) + (−1)pK(t1, ·, tp−1, tpx′1, x¯1x2, x3, ·, xq+1)
+(−1)p+1K(t1, ·, tp, x1x2, x3, ·, xq+1) + (−1)p+2K(t1, ·, tp, x1, x2x3, ·, xq+1) + · · ·+
(−1)p+qK(t1, · · · , tp, x1, x2, · · · , xqxq+1) + (−1)p+q+1K(t1, · · · , tp, x1, x2, · · · , xq)
(II.30)
Consequently on understanding t1 = x′1 if p = 0, (II.30) coincides with (II.26) in this case, so
that up to a fixed term in the xj ’s we have almost a standard differential in the ti’s except
for the one term where this transgresses into xj ’s, and conversely, from right to left we have
a standard differential in the xj ’s except for the said transgression into the ti’s. In any case,
the composition of inf followed by the natural restriction res : F pCn → F p+1Cn is the identity,
while in the other direction we consider the effect of the homotopies hp : F pCp+q+1 → F pCp+q
(II.31) (hpK)(t1, · · · , tp, x1 · · ·xq) =
{
(−1)p+1K(t1, · · · , tp, x′1, x¯1, x2, · · ·xq) if q ≥ 1,
0 if q ≤ 0
which yield for some projector Pp of groups
(II.32) hpdp − dphp = id− Pp
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and whence a projector of complexes. Indeed (−1)pPp is the sum of (group) projectors
K(t2, · · · , tp, x′1, (x¯1x2)′, x1x2, · · ·xq)−K(t1t2, · · · tp, x′1, (x¯1x2)′, x1x2, · · ·xq)
+ · · ·+ (−1)pK(t1, · · · , tp−1, tpx′1, (x¯1x2)′, x1x2, · · ·xq)+
(−1)p+1K(t1, · · · , tp, (x1x2)′, x1x2, · · ·xq) + (−1)p+2K(t1, · · · tp, x′1, x¯1x2, · · ·xq)
(II.33)
whenever q ≥ 2, while PpK(t, x1) = K(t, x′1) for q = 1, and plainly Pp is the identity for q ≤ 0.
Furthermore, if x¯1x2 = x1x2, then the first p + 1 terms in (II.33) vanish by (II.28) because
(x¯1x2)
′ = 1, while the last 2-cancel since (x1x2)′ = x′1. Similarly- (II.28) again- all but the last
term in (II.33) vanish if K is in the image of inflation, so we obtain
(II.34) Pp = inf(resPp), id = (resPp)inf
Consequently (II.27) is a chain of homotopic complexes, and taking p > n yields (II.19)-
(II.20). 
By way of a minor variant of II.a.7 and II.a.9 we also have
II.a.10. Lemma. Let all the hypothesis be as in II.a.9- so in particular the form of the action
on HomEns(F,Z) but with Z non-abelian, then exactly the same conclusions hold for n = 0, 1.
Now let us apply these considerations to the proof of II.a.6 by way of the following assertions
II.a.11. Claim. For every action of a sub (in the sense of II.a.6) 2-group Π′2 on some BΓ there is
an inflated pointed transitive action of Π2 on the pointed skeletal groupoid F∗ with objects the
right cosets F := pi′1\pi1 pointed in the identity and every automorphism group Γ. Furthermore,
the restriction of inflation is the identity, while the inflation of restriction is equivalent to the
identity.
Proof. Given the action of Π′2 on Γ, we have a representation A′1 : pi′1 → Out(Γ) which can
be inflated by the formula (II.18) to a co-cycle A¯1 : pi1 → Out(Γ), and whence, cf. (II.12), a
representation A1 : pi1 → Γ1 = Sym(F ) n HomEns(F,Out(Γ)) for pi1 acting on the left of F .
Similarly, we have a representation A′2 : pi′2 → Z in the centre of Γ which by (II.13) inflates
uniquely to a representation A2 : pi2 → Γ2 = HomEns(F,Z) compatible with A1, and the actions
of pi1 on pi2, respectively Γ1 on Γ2 by way of the formula
(II.35) S 7→ inf(A′2)(S) = A2(S) = {ρ¯ 7→ A′2(Sρ¯|pi′2)}
By II.a.1, or better, [BL04, Theorem 43], the remaining component of an action is a normalised
2 co-chain c : pi21 → HomEns(F,Z) such that (A2)∗K3− (A1)∗obsF is the co-boundary ∂(c). We
already have, however, a 2 co-chain c′ : (pi′1)2 → Z such that (A′2)∗K ′3 − (A′1)∗obsBΓ = ∂(c′);
while by II.a.9 applied to Γ1 we can, without loss of generality, suppose that obsF = inf(obsBΓ).
Similarly, by a double application of II.a.9: (A2)∗K3 − inf((A′2)∗K ′3) = ∂k for some co-chain k
whose restriction is identically zero, and whence k is unique modulo co-boundaries. As such, if
we take c = inf(c′)+k, then we get an action (well defined up to equivalence) of Π2 on F which
restricts identically to the given action of Π′2 on BΓ. Conversely, if c, or equivalently a pointed
transitive Π2 action on F∗, is given, then c− (k+ infres(c)) is a co-cycle whose restriction is 0,
so it’s a co-boundary, and the inflation of restriction is equivalent to what we started with. 
To which (II.54) is very pertinent; while the functoriality of II.a.11 is also critical, so
II.a.12. Remark. In the notation of the proof of II.a.11, an explicit solution of the equation
(II.36) (inf(A′2))∗K3 = inf((A
′
2)∗(resK3)) + ∂(k)
is provided by k = (A′2)∗(hK3) for (hK3) : F × pi21 → pi2 defined by
(II.37) (ρ¯, τ, ω) 7→ K3(ρ¯, τ, ω)−K3((ρ¯τ)′, ρτ , ω) +K3((ρ¯τ)′, (ρτω)′, ρτω)
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which is a little simpler than the proof of II.a.9 might suggest, so checking it directly is perhaps
simpler than reverse engineering.
In any case, this proves that the restriction functor is essentially surjective on 0-cells, so, [Lei04,
1.5.13], II.a.6 will follow if we can establish
II.a.13. Claim. Let F∗, G∗ be Π2 transitive pointed groupoids then the restriction functor
(II.38) HomΠ2(F∗,G∗)→ HomΠ′2,Π′′2 (resΠ′2(F ), resΠ′′2 (G ))
is an equivalence of 1-categories; where resΠ′2(F ), respectively resΠ′′2 (G ), is to be viewed as a
Π′2 action on a group BΓ, respectively Π′′2 on B∆, such that an arrow of 2-groups Π′2 → Π′′2 is
given and the 2-types pi′ → pi′′ satisfy p1 : pi′1 ↪→ pi′′1 is injective, respectively p2 : pi′2  pi′′2 is
surjective, and (p2)∗K ′3 = (p1)∗K ′′3 .
Proof. Quite generally if F , G are groupoids, or even just categories, with actions A, re-
spectively B by the source and sink of a map of (any) 2-groups (p, µ) : F → G then (its
philosophically unsatisfactory nature notwithstanding) the objects of HomF,G(F ,G ) are best
described via II.a.3 as pairs (f, ξ) forming a 2-commutative diagram
(II.39) F×F F
GG×G
A //
p×f

f

B
//
ξ
;C
which in turn form a 2-commutative diagram
(II.40) F1×F2×F F12×F
G12×GG1×G2×G
F1×F F
GG1×G
α⇒
β ⇒
⇓ µ×f
ξ(1) ⇓
ξ(12) ⇓
id1×ξ2 ⇓
⊗12×id
//
p12×f

⊗12×id
//
p1×p2×f

A //
f

B
//
p1×f

id1×B2 22
id1×A2 22
; A
22
;
B
22
;
and since we’re always able to suppose that 2-groups, their morphisms, and actions send
identities to identities strictly, II.40 actually forces ξ|1×F to be the identity. Similarly mor-
phisms ζ : (f, ξ) ⇒ (g, η) are just natural transformations ζ : f ⇒ g affording the obvious
2-commutative diagram.
Now in our cases of interest µ will always be the identity; while in the left hand side of II.38
we not only have F = G = Π2, but, without loss of generality, we may suppose that pi′′2 = pi′2.
To profit from the transitivity of the action: let E, F , G be the spaces of right cosets pi′1\pi′′1 ,
pi′1\pi1, pi′′1\pi1 with pointing in the identity and left pi′′1 , respectively pi1, action as appropriate.
In particular, if we identify E with a set of representatives e ∈ pi′′1 ⊆ pi1, and similarly G with
g ∈ pi1, then the set eg represents F , and the operations of inflation from pi′1 to pi′′1 followed by
pi′′1 to pi1, in the sense of II.a.7-II.a.10, strictly commutes with that from pi′1 to pi′′1 . As such,
we’ll either continue to denote cosets by a¯or, if there is risk of ambiguity, write x 7→ e(x), for
the representative of the coset pi′′1x, etc., and extend the notation of (II.16) by way of
(II.41) pi1 → pi′′1 : x 7→ x′′ := xg(x)−1, pi′′1 → pi′1 : x 7→ x˙ := xe(x)−1
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so that x′ = x˙′′. In any case, we can identify f with a map x 7→ f(x) in HomEns(F,Hom(Γ,∆));
ξ with (ω, x) 7→ ξω(ω · x) for ξω ∈ HomEns(F,∆), and the 2-commutativity II.39 yields
(II.42) f(ω · x)Aω(ω · x) = Innξω(ω·x)Bω(ω · f(x))f(x)
for functors Aω, Bω deduced from the action as in the proof of II.a.4, whence, modulo conjuga-
tion the outer representation (II.12). Passing to outer representations, we conclude from II.a.7
and (II.42) that modulo conjugation in ∆, f is the map
(II.43) inf(f(∗)) : F (= E ·G)→ Hom(Γ,∆) : eg 7→ B−1e f(∗)
Similarly, viewing α as (τ, ω, x) 7→ ατ,ω((τω).x)), (II.40) becomes
(II.44) f(ατ,ω)ξ(τω) = ξτξτωβτ,ω, η
τ (x) = Bτ (f(x))(η(τ
−1 · x)), η ∈ HomEns(F,∆)
where, notation notwithstanding, the latter formula in (II.44) may not define an action of pi1
on HomEns(F,∆); more precisely
(II.45) (ηω)τ = Innβτ,ωζ
τω
from which if δ : F → ∆ such that inf(f(∗)) = Innδf , then on replacing (f, ξ) by the conjugate
pair (inf(f(∗)), {ω 7→ δξω(δω)−1}), the new pair satisfies the former equation in (II.44), so,
without loss of generality we may suppose that f = inf(f(∗)).
Now suppose we only have a map (f(∗), ξ(∗)) : BΓ → B∆ with respective actions, then
(II.46) f(∗)(α′τ,ω)ξ′(τω)(∗) = ξ′τ (∗)(ξ′ω(∗))τβ′′τ,ω
only holds for τ , ω in pi′1. This should first be inflated as a map of Π′′2 groupoids E×BΓ
(understood as the inflation of BΓ) and B∆. To do this, first consider
(II.47) ξ′′ : E × (pi′′1)2 → ∆ : (e, ω) 7→ Be(∗)−1(ξ′e˙τ (∗)β′′e˙τ ,eτ (β′′e,τ )−1)
which for A′2 : pi′2 → (centre of Γ) verifies
(II.48) (ξ′′τ (ξ
′′
ω)
τβ′′τ,ω(ξ
′′
τω)
−1)(e) = inf(f(∗))(e)(α′
e˙τ , ˙eτω
(A′2)∗(hK3)(e, τ, ω))
and by (II.37) the right hand side of (II.48) is exactly inf(f(∗)(α′′), for α′′ the inflated associator
of the action of Π′′2 on E×BΓ. To inflate this to a mapF → G of Π2-groupoids one just applies
the inflation formula (II.20)- which continues to have sense for non-commutative co-chains- to
ξ′′ to get some ξ : F → ∆ satisfying II.44 - there’s an hK3 term in either side of II.44 on
similarly inflating α′′ and β′′, but they’re both central, so they cancel.
We have, therefore, not only concluded that we may, without loss of generality, suppose that
f = inf(f(∗)), but that there is an object (inf(f(∗)), ξ) in the left hand side of (II.38) iff there is
an object (f(∗), ξ′′) in the right hand side. At this point, the discussion may be reduced to our
lemmas in group co-homology as follows: suppose for a given ω ∈ pi1 we have another solution,
ηω of (II.42), then ηωξ−1ω : fAω ⇒ fAω, so ηω(eg) = B−1e (cω(eg))ξω(eg) for some normalised
cω ∈ HomEns(F,C); where C is the centraliser of f(Γ) in ∆. Better still by (II.44)
(II.49) B˜ : pi1 × F → Aut(C) : (ω, eg) 7→ Be(∗)Innξω(eg)Bω(g)B−1e(gω)′′(∗)
defines a HomEns(F,Aut(C)) valued co-cycle, and whence an action of pi1 on Hom(F,C)
(II.50) (ω, c) 7→ {x 7→ B˜ω(ω · x)(c(ω−1 · x))}
satisfying the hypothesis of II.a.10; while given a solution ξ of the first equation (II.44), we
have an isomorphism of sets
(II.51) co-cycles Z1(pi1×F,C) ∼−→ {Solns. of (II.44)} : c 7→ {(eg, ω) 7→ B−1e (∗)(cω(eg))ξω(eg)}
where the implied pi1-action on HomEns(F,C) is given by (II.50). Similarly, all morphisms in the
categories envisaged in (II.38) are isomorphisms, which for f fixed, and (c, ξ) 7→ c ·ξ the pairing
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of (II.51), can be identified with maps φ : F → C such that φ : (f, η(= c · ξ))⇒ (f, ζ(= d · ξ))
iff cω = φdω(φω)−1 for the action (II.50), so that (II.51) becomes an isomorphism
(II.52) {objects (f, ξ) with f fixed modulo isomorphism} ∼−→ H1(pi1,HomEns(F,C))
while the automorphisms of (f, ξ) are maps φ such that for the ξ-dependent action (II.50)
(II.53) φω = φ iff φ ∈ H0(pi1,HomEns(F,C))
A similar discussion applies to the right hand side of (II.38), so choosing ξ in (II.51) to be
an inflated class, the isomorphism(s) (II.52) and (II.53) are compatible with the inflation re-
striction isomorphisms of II.a.10. Consequently the isomorphism classes of objects, and their
automorphisms on either side of (II.38) are mutually inverse via inflation-restriction; both sides
of (II.38) are groupoids, but not small categories, so we conclude by global choice in NBG. 
Given the absurd amount of space that a triviality such as II.a.6 has occupied it’s worth making
II.a.14. Summary. The conclusion of the entire discussion is that the 2-category of Π2-
equivariant (pointed transitive) groupoids is (in a way typical of non-abelian co-homology)
as simple as one could imagine. Every weak equivalence class of 0-cells maps to a triple
(pi′, γ′, A′) consisting of: a topological 2-type pi′ = (pi′1, pi′2, k′3), for pi′1 a sub-group, respec-
tively a quotient group pi′2, of pi1, respectively pi2; the topological 2-type γ′ of the universal
fibration in K(Γ′, 1)’s for some group Γ′; and a map A′ between these types. Basically, II.a.1
and II.a.2, the weak equivalence class of 0-cells over such a triple “is” a principle homoge-
neous space under H2(pi′1, pi2(γ′)). Nevertheless there is a subtlety, since this refers to monoidal
functors Π′2 → Aut(BΓ′) modulo equivalence, while by (II.39) there are more equivalences of
Π2-equivariant groupoids than there are equivalences amongst monoidal functors. Indeed, in
a way which is typical, cf. [Lei04, 1.5.11] and II.e.10, of trying to shoe-horn what is really
2-category theory into 1-category theory by way of monoidal categories:
(II.54) the monoidal equivalences are the Π2-equivariant equivalences with f = 1 in (II.39).
Now, plainly, if one is interested in an essential surjectivity statement such as II.a.11 then
having more equivalences is the opposite of a problem. On the other hand, if one wants a nice
linear description of the 0-cells, then this isn’t possible except modulo monoidal equivalences.
More precisely: the Π2-equivariant groupoids modulo equivalence are the quotient of those
modulo monoidal equivalence by the further action of Aut(Γ′) which in the first instance acts
on the 2-types, so the equivalence classes are given by the action of sub-groups fixing the 2-type
on H2(pi′1, pi2(γ′)), which even in a straightforward case case without a Postnikov invariant or
an obstruction class, so that this is a manifestly linear action, the action wholly stabilises 0
and the quotient is not a linear space. This is, however, the only subtlety in giving a linear
algebra description of the Π2-equivariant groupoids. Specifically: an equivalence class of 1-cells,
determines another triple (T ′, T ′′, f¯), where T ′, respectively T ′′, are the aforesaid triples of its
source, and sink, which in turn must satisfy pi′1 ↪→ pi′′1 , pi′2  pi′′2 ; while f¯ is a class in H1(Γ′,Γ′′)
which takes the pi′1 action on the right to the pi′′1 action on the left, and affords the obvious
compatability conditions on the pi2’s. This in turn determines (up to isomorphism) a group
Cf¯ , to wit: the centraliser in Γ′′ of the image of Γ′ under some lifting of f¯ , and the equivalence
class of 1-cells over (T ′, T ′′, f¯) is either empty, or isomorphic to H1(pi′1, Cf ). Here the pi′1-module
structure Cf on the group Cf¯ depends on a choice of a 1-cell f - or (f, ξ) in the notation of
the proof of II.a.13- lying over (T ′, T ′′, f¯), and the automorphisms of this 1-cell are H0(pi′1, Cf ),
which, since every 2-cell is invertible, is sufficient to determine everything.
Unfortunately, we’re not quite finished since we should also add
II.a.15. Scholion. (Left vs. right actions) The various properties of 2-groups and their actions,
such as the so called pentagon axiom for the associator K3 are most naturally expressed in
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terms of left group actions, and whence the particular choice of definitions of this chapter.
Nevertheless other things, notably the 2-Galois correspondence, are most naturally expressed
in terms of right actions. Needless to say this is incredibly inconvenient. In general terms
cognisant of the objection 0.0.8, a right action of a 2-group, Π2, on a category is a left action of
the 2-group Πop2 , i.e. viewed as a bi-category with 1-object reverse the direction of the 1-cells
but not the 2-cells, or, again, in terms of (II.5) move all the occurrences of P from the left of
F to the right. Naturally, therefore, the homotopy groups of Πop2 are the opposite group pi
op
1 ,
and, piop2 , i.e. pi2 in its natural left pi
op
1 module structure. In the usual globular notation for a
2-category with 1-object, ∗, the associators change according to
(II.55) ∗ ∗ ∗ ∗
//
//
oo
oo
←→
σ⊗(τ⊗ω)
(σ⊗τ)⊗ω
(ωop⊗τop)⊗σop
ωop⊗(τop⊗σop)
(κσ,τ,ω)−1
KS κop
ωop,τop,σop
KS
where, as usual, qua sets, ωop = ω, etc. Nevertheless, as a piop1 group co-chain with values
in piop2 , K
op
3 (ω
op, τop, σop) 6= −K3(σ, τ, ω), in fact this need not even be an opposite co-cycle.
More precisely, if following (II.1), we identify the interior of the 2-cell on the left of (II.55)
with the stabiliser of στω in pi1 n pi2 ⇒ pi1, then that on the right is the stabiliser of (στω)op
in piop1 o pi2 ⇒ pi
op
1 , where, as (II.55) suggests, pi2, respectively pi
op
2 , denotes not only the left
action of pi1, respectively pi
op
1 , but also the right action of pi
op
1 , respectively pi1. Now there is a
straightforward isomorphism
(II.56) pi1 n pi2
∼−→ pi1 o piop2 : (ω,A) 7→ (ω, ω−1.left actionA)
so that in the convention of (II.2), on which depends the validity of II.a.1, the formula for the
opposite Postnikov class is
(II.57) Kop3 : (pi
op
1 )
3 → piop2 : (ωop, τop, σop) 7→ −(στω)−1.left pi1 actionK3(σ, τ, ω)
As such if one employs the obvious maps
(II.58) op1 : pi1
∼−→ piop1 : ω 7→ (ω−1)op = (ωop)−1 op2 : pi2 → piop2 : A 7→ −A
then (op1)∗K
op
3 6= (op2)∗K3, and it’s not as obvious as it might be that (II.58) is an isomor-
phism of 2-types between pi, and piop. The most straightforward way to address this is to use
Maclane’s co-herence theorem, [Lei04, 1.2.15], i.e. choose an equivalent 2-group, P, with strict
associativity and strict inverses, or equivalently, a crossed module. Normally such strictness is
more of a hindrance than a help, and so far we’ve only paid lip service to it in (II.11); it is
however, immediate, that for a strict 2-groupoid P
(II.59) x y x y
//
//
//
//
op←→
g
f
(g−1)op
(f−1)op
ξ
KS (g∗)−1(f∗)−1(ξ−1)
(f∗)−1(g∗)−1(ξ−1)
‖
KS
is a strict isomorphism. Better still if X : Pop → Q is a morphism of strict 2-groupoids then
(II.60)
P
∼−−−−→
op
Pop
Xop
y yX
Qop
∼−−−−→
op
Q
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strictly commutes. Consequently, if we choose an equivalence of Π2 with some strict 2-group
P, then since the automorphism group of a groupoid is already strict, the right hand side of
the diagram affords an easy equivalence of 2-categories
(II.61) {right Π2 groupoids} ∼−→ {left Π2 groupoids} : X 7→ op∗X
while the left hand side tells us how to write it down in practice. Specifically, by II.a.6 and
(II.61) we only ever have to concern ourselves with groups BΓ, on which, say a right action,
is given by a bunch of functors Rω with associators ρτ,ω : R(τω) = R
op
(τω) ⇒ RωRτ = Ropτ Ropω -
where the associator notation is suggested by a right variant of (II.5) rather than that for a left
action of Πop2 which would be ρωop,τop , but unlike (II.57) this is a purely notational issue. Now
since BΓ only has one point, the push forwards in (II.59) are all trivial, so the left action given
by the composition of the bottom and left most arrows in (II.60) is
(II.62) Lω := R−1ω , λτ,ω := (R(τω))
−1(ρ−1τ,ω) : L(τω) ⇒ LτLω
As such, there’s no specific need to worry about how pi is isomorphic to piop from the purely
group co-homology perspective. Nevertheless, it’s amusing, so we give the details. In the
first instance, using Maclane’s coherence theorem is akin to working with injective resolutions,
whereas II.a.1 uses the standard resolution which is just Cěch for the topos of Bpi1 . The Cěch
resolution, however, involves a choice of the identification of the value of sheaf on a cell
(II.63) 0 x1←− 1 x2←− 2 x3←− · · · xn←− n
via one of the projections, and this is conventionally, and with no little naturality, chosen to
be the 0th projection in the schema (II.63) on identifying the sheaf with a left pi1-module, i.e.
the descent datum as an isomorphism from source to sink. If, however, one identifies the same
sheaf with a right pi1-module, i.e. treat the same descent datum as an isomorphism from the
sink to the source, then the same naturality leads one to use the nth projection instead. Now
a priori this isn’t a big deal since one just goes from the complex of left co-chains to that of
right co-chains by the action of x1 · · ·xn. It starts getting messy, however, if one attempts to
identify right co-chains of pi1 with left co-chains of pi
op
1 since (II.63) becomes
(II.64) 0
xop1−−→ 1 x
op
2−−→ 2 x
op
3−−→ · · · x
op
n−−→ n
so the numbering gets buggered, and to restore it one has to interchange i with n− i. None of
this stupidity has any effect on the topos so if we identify pi1 and pi
op
1 by way of op1 of (II.58)
we get an automorphism of the standard left co-chain complex of any left pi1-module
(II.65) K 7→ Kco−op := {(x1, · · · , xn) 7→ (−1)(n+1)(n+2)/2(x1 · · ·xn)K(x−1n , · · · , x−11 )}
where, despite appearances, the signs actually improve by using co− op, rather than op,
which for 2-categories means invert both 0 and 1-cells, so akin to (II.58) co− op1 = op1, but
co− op2 = −op2 = id. Now, evidently, by (II.57), (II.58) and (II.65), (op1)∗Kop3 = −Kco−op3 ,
but the fact that (II.65) is an automorphism does not imply that the 2-types pi and piop are
isomorphic, and, still less, a 2-commutative diagram akin to (II.60) in which the objects are
skeletal 2-groups. To do this one needs a homotopy between (op1)∗ and (op2)∗ which com-
mutes with arbitrary maps of groups and their modules, so, equivalently, a similarly universal
homotopy between the identity and co− op. Unsurprisingly such homotopies exist, for example
(II.66) ∂h+ h∂ = 1− (co− op), where: hn :=
n∑
p=1
(−1)(n+p+1)(n+p+2)/2(hnp )∗
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and hnp : (pi1)n → (pi1)n+1 according to
(II.67) (x1, · · · , xn) 7→

(x1 · · ·xn, x−1n , · · · , x−11 ) if p = 1,
(x1, · · · , xp−1, xp · · ·xn, x−1n , · · · , x−1p ) if 1 < p < n,
(x1, · · · , xn, x−1n ) if p = n
Using which, one gets from II.a.1, or better its source [BL04, Theorem 43], a 2-commutative
version of (II.60), and whence another proof of the critical facts (II.61) and (II.62).
II.b. Fibration and separation. Let us begin without any separation hypothesis whatsoever,
to wit:
II.b.1. Lemma. Let Y → X be an étale map of not necessarily separated champs then the
diagonal ∆Y /X : Y → Y ×X Y is étale.
Proof. Let V → X be an étale atlas, put Y ′ = Y ×X V , and consider the following diagram
in which every square is fibred
(II.68)
V ←−−−− Y ′ ×V Y ′ ←−−−− Y ′y y y
X ←−−−− Y ×X Y
∆Y /X←−−−−− Y
The leftmost vertical is étale, whence so are all the other verticals by base change, and since
the question is local on Y , we may therefore replace X by V , and Y by Y ′. If, however,
U → Y ′ is an atlas for Y ′ then we have a fibre a fibre square
(II.69)
U ×V U ←−−−−
s×V t
Ry y
Y ′ ×V Y ′
∆Y ′/V←−−−− Y ′
for s, t the source and sink of the groupoid R ⇒ U representing Y ′. By hypothesis U → V is
étale, while definition the source and sink are étale, so the projection R→ V , and whence the
top horizontal in (II.69) is étale. 
Now if Y → X is surjective étale, then an étale atlas U → Y of Y also yields an étale atlas
of X , so we can conveniently view Y → X as represented by the functor defined by the
rightmost vertical of the fibre square
(II.70)
Y ←−−−−
s×t U ×Y U = R
∆Y /X
y y
Y ×X Y ←−−−− U ×X U =: R0
which by II.b.1 is an étale map of groupoids. As such, if we further suppose that Y → X
is separated then by definition the leftmost vertical in (II.70) is proper, so by base change
R→ R0 is too, whence it’s an étale covering of its image. Furthermore, the stabiliser X → U ,
respectively Y → U of Y , respectively X , is the U -group obtained from, say, the fibre square
(II.71)
R ←−−−− X
s×t
y y
U × U ∆U←−−−− U
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so, by yet another base change, Y → X is a proper étale map of U -groups. Its kernel, Z,
is, therefore a finite étale covering of U . It’s also a normal subgroupoid of R, so the quotient
R′ = R/Z ⇒ U is an étale groupoid in separated spaces- cf. [KM97, 7.1-4]- and we assert
II.b.2. Claim. (cf. [Gir71, III.2.1.5]) Let r : Y → X be a separated surjective étale map,
then the classifying champ Y ′ := [U/R′] affords a factorisation Y q−→ Y ′ p−→ X in separated
maps such that p is a representable étale map, and q is a locally constant gerbe. Furthermore,
such a factorisation into a (not a priori locally constant) gerbe followed by a (not necessarily
separated) representable étale map forming a 2-commutative triangle
(II.72) Y X
Y ′
q
==
p
!!
r
//
η
KS
has the following universal property: for any other such 2-commutative triangle
(II.73) Y X
Y ′′
y
==
x
!!
r
//
ξ
KS
one can find a dashed arrow, A, and fill with α, β the other 2-triangles in
(II.74)
Y ′
Y
X
Y ′′
q

rrr
p
\\
x
||
ykk
A
QQ
β
DL
αv~
such a way that the resulting diagram 2-commutes, with the following uniqueness property: for
any other filling with dashed arrow A′, and natural transformations α′, β′ there is a unique
natural transformation u : A ⇒ A′ such that both diagrams resulting from α and the filled
triangles in (II.74) 2-commute, i.e.
(II.75) (q∗u)α = α′, and, (x∗u)β = β′
or, what amounts to the same thing, the factorisation (II.72) is unique up to unique equivalence.
Proof. Modulo a notational issue, the top horizontal map in (II.69) modulo Z is a factorisation
of the same, while the said map modulo Z is ∆Y ′/X after base change. On the other hand, for
any factorisation xy of a proper map with y surjective, x is proper, so p is separated. As to its
representability: the fibre of Y ′ over U is the classifying champ of the groupoid
(II.76) R0 3 f σ←− R′t ×s R0 τ−→ fξ0 ∈ R0
for ξ0 the image in R0 of an arrow ξ ∈ R′. In addition we have a fibre square
(II.77)
R′ ×R0 ←−−−− R′t ×s R0y y
R0 ×R0 ←−−−− R0 t ×s R0
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where the map on the left is proper since R→ R0 is proper, and R′ is separated. Consequently
the rightmost map in (II.77) is proper. We also have an isomorphism
(II.78) C : R0 t ×s R0 ∼−→ R0 t ×t R0 : (g, f) 7→ (gf, f)
and a fibre square
(II.79)
R0 ×R0 ←−−−− R0 t ×t R0
t×t
y y
U × U ∆U←−−−− U
so the composition of C with the top horizontal in (II.77) is proper, which in turn is σ×τ , whence
the groupoid of (II.76) is proper. By way of a trivial inspection (II.76) is in fact an equivalence
relation, so by a topological variant of [KM97, 1.1], the classifying champ [R0/R′t ×s R0] is a
separated space, and p is representable.
Similarly, the fibre of q over U is the classifying champ of
(II.80) Rt ×s R′ ⇒ R′
for R acting on the right of R′ in the obvious variation of (II.76). In this case, however, R→ R′
is surjective, so we can slice this along the identity map U → R′ to obtain that the classifying
champ of (II.80) is equivalent to [U/Z]. Furthermore, since Z is normal the isomorphism of
R-groups
(II.81) s∗Z ∼−→ t∗Z : z 7→ fzf−1, f ∈ R
is a descent datum, whence Z is a locally constant sheaf on Y . Consequently if Y is connected
then there is a finite group |Z| and, on refining U , an isomorphism
(II.82) Y ×Y ′ U ∼−→ U × B|Z|
Existence established (with η = 1 by the way) we turn to the universality of (II.72)-(II.75).
To this end the first thing to observe is that the described property is unchanged on replacing
whether Y ′ or Y ′′ by an equivalent champ, albeit that this has to be understood in a 2-
category with cells as in (II.117) rather than the naive Champs/X . As such, by II.b.1, we may
without loss of generality suppose that all champs in (II.72)-(II.75) are the classifying champs
of groupoids acting on the same sufficiently fine étale cover U , with the arrows functors, and
the 2-cells natural transformations between them. Retaking, therefore, the previous notations
we can express (II.73) as a factorisation by way of étale maps of groupoids,
(II.83) R y−→ R′′ := U ×Y ′′ U x−→ R0
such that ξ is an equivalence between the natural projection r : R → R0 and xy, with y a
gerbe, and x representable. Consequently, if Y ′′ is the stabaliser of R′′ then we have an exact
sequence of U -groups
(II.84) 1→ Z → Y → Y ′′ ↪→ X
The functor y therefore not only factors through R′ (as y′ say for notational reasons) but
(II.85) HomR′(u, v)
∼→
y′
HomR′′(yu, yv)
and similarly ξ factors as ξ′ : q ⇒ xy′. We can, therefore, complete the diagram (II.74) with
y′, the identity and ξ, but to establish the universal property with these choices of Y ′ and Y ′′
we also need to go in the other direction. To this end let P be the arrows in R′′ with sink in
the image of y then,
(II.86) Rsy ×t P ⇒ P : f s←− (a, f) t−→ y(a)f
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is equivalent to the fibre product Y ×Y ′′ U and, by hypothesis, is a locally constant gerbe over
U via the source of f ∈ P in R′′. Consequently for U sufficiently fine, P → U , has a section
(II.87) u 7→ σ(u) := {u σu−→ y(v)} ∈ P ⊆ R′′
As such for f : u→ v ∈ R′′, there is by (II.85) a unique arrow A(f) : u′ → v′ ∈ R′ such that
(II.88)
u −−−−→
f
v
σu
y yσv
y′(u′)
y′(A(f))−−−−−→ y′(v′)
commutes, and whence f 7→ A(f) is a functor. Better, again by (II.85), there is a function
α : U → R′ such that y′∗(α) = (y′)∗σ, so one can fill the diagram in the other direction with
A, α, (y′)∗(ξ′)−1x∗(σ). Finally to get the uniqueness criteria (II.75) it suffices to observe that
α affords α′ : 1R′ ⇒ y′A, σ : 1R′′ ⇒ Ay′ by construction, and this is the unique way to make
everything 2-commute since p is injectuve, respectively q is surjective. 
Before progressing let us make
II.b.3. Remark. In the 2-category E´t2(X ) of (II.117), or, more accurately the obvious variant
since our set up here is more general, the factorisations, (II.72), (II.73) may be expressed more
cleanly as 1-cells Q := (q, η) : r → p, Y := (y, ξ) : r → x, so that (II.74) becomes
(II.89) r p
x
Y
==
(A,β)
aa
Q
//
α
KS
i.e., p is a quotient of r unique up to unique equivalence.
As per the beginning of the proof of II.b.2 should we further suppose that r : Y →X is proper
then p is proper, and whence
II.b.4.Corollary. If r : Y →X is a proper surjective étale map and Y is connected, then there
is a finite group |Z| and a unique, up to equivalence, factorisation Y q−→ Y ′ p−→X , where p is a
representable étale cover, and for any sufficiently fine étale atlas U → Y ′, Y ×Y ′U ∼−→ U×B|Z|.
Ultimately, we’ll suppose X separated. There is, however, no such hypothesis in any of II.b.1,
II.b.2, or II.b.4. As such II.b.4 is what’s required for constructing a pro-finite 2-Galois theory
of fairly arbitrary champs. This may, however, loose topological information, so in general we’ll
suppose that Y → X is an étale fibration rather than proper étale. Consequently we need a
further lemma to wit:
II.b.5. Lemma. Let p : E → B be an étale fibration of not necessarily separated champs and
F,G : T × I → E a pair of maps together with a natural transformation ξ0 : F |T×0 ⇒ G|T×0
lifting η : pF ⇒ pG over 0 then there is a unique natural transformation ξ : F ⇒ G lifting η
such that ξ|T×0 = ξ0.
Proof. As in the proof of I.c.2 if ξ and ξ′ extend ξ0 over a subspace of the form W × I, then
the set, V , where they coincide is open, closed, and contains W × 0. As such every fibre Vw is
a non-emppty connected subset of I, so V = W × I, and ξ over T × I is unique if it exists.
A moderate diagram chase shows, by the universal property of fibre products, that it is sufficient
to prove the proposition after base changing along pF , so, without loss of generality, we can
suppose that B = T × I and that pF = pG is the identity. As such, E → T × I is surjective,
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so for a sufficiently fine étale atlas U → E we can view F , G as “sections” of an étale functor
P : R → R0 of groupoids à la (II.70) albeit that R0 ⇒ U is now a separated étale equivalence
relation, and, to be precise, PF , respectively PG, may be no better than equivalent to the
identity. In any case, since P is étale and every arrow f ∈ R has a small neighbourhood V 3 f
such that the source and sink are isomorphisms: if we can extend ξ0(t) to the whole interval
t × I then it extends to all of Vt × I for some open neighbourhood Vt 3 t. Consequently, by
the previous unicity discussion, such extensions for s, t ∈ T must glue over (Vs ∩ Vt) × I, so,
without loss of generality, T is a point. We will therefore be done if we can establish
II.b.6. Claim. If p : E → I is an étale fibration of a not necessarily separated, but connected
champ over the interval, then there is a discrete group Γ such that E ∼−→ I × BΓ as a champ
over I.
Take any two points in the interval, say 0 and 1 for notational convenience, and sets of points
E0, E1 representing the moduli of either fibre, which, in turn may be identified with pi0(E0),
respectively pi0(E1). Now given, x ∈ E0, choose a section ax : I → E with a(0) equivalent to x,
so we get a map A : E0 → E1 : x 7→ ax(1), or more correctly its isomorphism class. Similarly,
we get a map B : E1 → E0, and the return map can be visualised as a diagram
(II.90) x ξ⇒ a(0)→ a(1) η⇒ b(1)→ b(0) ζ⇒x′
Although we have no separation hypothesis, whence no moduli space of paths, we can still form
a wedge a ∨ b : I ∨ I → E by gluing (unique up to not necessarily unique isomorphism) the
sink of a to the source of b via η. Now just as in the proof of I.d.5, the projection I ∨ I → I
with the wedged point lying over 1, homotopes via the wedges of [0, s] ∨s [0, s], s ∈ (0, 1) to
I ∨ I → 0, so by the homotopy lifting property x of II.90 is, in fact, connected to x′ by a chain
of paths and natural transformations supported in the fibre over 0. Consequently BA is the
identity, and reversing the argument, we deduce that
∐
x∈E0 ax : E0 × I → E is surjective, and
there is no point e : pt ⇒ E such that ax(p(e)) is equivalent to ay(p(e)) for x 6= y ∈ E0. Now
let U → E be an étale atlas, then U → I is étale, so U is a disjoint union of intervals, and for
x ∈ E0 we have a fibre square of étale maps
(II.91)
V −−−−→ Uy y
I
ax−−−−→ E
Plainly the top horizontal in (II.91) is open, but it is also closed. Indeed suppose a sequence
of images v¯n of points vn ∈ V converge to u ∈ U . By the definition of fibre products, if u
is equivalent to a point of the image of ax then it is in the image of V , so we may suppose
that it’s equivalent to some ay(p(u)), for x 6= y ∈ E0. The connected component of u in U is,
via p, a sub-interval to which the v¯n must belong for n sufficiently large, and so ay(p(vn)) is
equivalent to ax(p(vn)), which is nonsense. As we’ve noted the image of V is invariant by the
groupoid defining E , and since E is connected, ax is not only surjective, but an étale atlas, while
p : E → I expresses E as a gerbe over its moduli. As such the source and sink of I ×E I → I
are the same, and E is the classifying champ [I/G] of some étale I-group G.
A priori, an I-gerbe, or, equivalently, the I-group G could be complicated. Nevertheless, every
fibre is a BGi for Gi the discrete group which is the fibre of G over i ∈ I. As such, again, let a
pair of points in I be given, and once more for notational convenience say they’re 0, and 1. Now
take a closed thickening J = [−ε, 1 + ε] of I, and form the wedge, T = S1∗ ∨0 J , with a pointed
circle. We can map this, via q say, to the unit interval I by first projecting to J then collapsing
[−ε, 0], respectively [1, ], to 0, respectively 1, and the identity otherwise. This affords various
T points of E , to wit: q∗G torsors, and more specifically the subset obtained by cutting the
circle in some point t 6= ∗, taking the trivial torsor over T\t, and gluing the ends via g ∈ G0.
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An isomorphism amongst such q∗G-torsors is a global section of q∗G, so, by construction, a
global section of G, and their isomorphism classes are G0 modulo the conjugation action of the
space Γ of global sections of G. To apply the homotopy lifting property we choose sets, T0,
respectively T1, of torsors representing the conjugacy/isomorphism classes G0/Γ, respectively
G1/Γ. For x ∈ T0, we can homotope q = q0, by way of S1∗∨kJ , k ∈ I, together with appropriate
piecewise homotheties of J to much the same thing, say q1 : T → I, but now with the roles of
0 and 1 reversed, and the homotopy lifting property yields a map ax : T × I → E whose fibre
over 0 is equivalent to x. By construction, this equivalence must be given by a global section
of G, so the isomorphism class of ax(0) in G0/Γ is still that of x. Furthermore, although
H1(I,G) may be non-trivial, if f : X → I is a space over I and pi : X × I the projection,
the natural map H1(X, f∗G) → H1(X × I, pi∗f∗G) is an isomorphism, so the torsors implied
by ax(k)|T\t → E , k ∈ I remain trivial throughout the deformation, and we again conclude
to a map A : G0/Γ → G1/Γ : x 7→ ax(1), and similarly B : G1/Γ → G0/Γ. To see that
the return map is the identity is much that same as before, i.e. say y is isomorphic to A(x)
via γ, form ax ∨ by : T ′ := T × (I ∨ I) → E by gluing along γ over 1. As such, we have a
projection of T ′ to J × (I ∨ I), and the homotopy, hs, of I ∨ I → I to the constant map over
0 employed in (II.90). Up to some unimportant behaviour around the end points of J , we
may identify it with I, so that inside J × (I ∨ I) we have the wedges of the diagonal ∆ ∨∆,
and we can homotope J × (I ∨ I) → I by way of hs on ∆ ∨∆ and suitable homotheties of J
to q × 0 : J × (I ∨ I) → I. Plainly we can arrange that the joins, ∗ × (I ∨ I) of S1 with J
map to the same point as ∆∨∆ throughout this homotopy, so that on applying the homotopy
lifting property we find a homotopy between x and BA(x) through q∗G-torsors, and whence,
from what we’ve already said about the behaviour of H1( , G) under homotopy, an identity of
their isomorphism classes as q∗G-torsors, i.e. G0/Γ by construction. To conclude: observe that
locally around 0, x : T → E is synonymous with a Γ conjugacy class of sections x : Vx → G,
where, since Γ is global, the maximal open connected neighbourhood of 0, again denoted Vx,
where x is defined, depends only on the conjugacy class. Certainly this set is open, but it is also
closed; since if i were a limit point, then Ax(i) is, around i, synonymous with a Γ conjugacy
class of sections x′ : V ′ → G in a neighbourhood V ′ 3 i which by construction is the same as
the Γ conjugacy class of x on Vx ∩ V ′, so that G ∼−→ I × Γ. 
The immediate application of which is
II.b.7. Corollary. If Y →X is an étale fibration of not necessarily separated champs then the
diagonal ∆Y /X : Y → Y ×X Y is an étale fibration.
Proof. Consider the diagram
(II.92)
T T × I
f˜0
y fy
Y
∆Y /X−−−−−→ Y ×X Y q−−−−→ Y
p
y y
Y −−−−→ X
together with a given natural transformation η : f0 ⇒ ∆Y /X (f˜0). Put F = pf , then by
definition of fibre products, there is a natural transformation p∆Y /X (f˜0)⇒ f˜0, which composed
with pη and inverted yields a natural transformation ξ : f˜0 ⇒ F0. As such we get α0 =
∆Y /X (ξ)η : f0 ⇒ ∆Y /X (F0) which by II.b.5 is the restriction to T × 0 of some (unique)
α = ∆Y /X (ξ)η : f ⇒ ∆Y /X (F ). 
From which we may deduce a more general variation of II.b.4
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II.b.8. Corollary. If r : Y → X is a surjective étale fibration of not necessarily separated
champs such that Y is connected and X is locally 1-connected, then there is a discrete group
|Z| and a unique, up to equivalence, indeed enjoying exactly the same universal property as
(II.72)-(II.75), factorisation Y q−→ Y ′ p−→X , where p is a representable étale cover, and for any
sufficiently fine étale atlas U → Y ′, Y ×Y ′ U ∼−→ U × B|Z|.
Proof. We re-take the notations of II.b.2 and thereabouts. In particular we identify r as the
map of groupoids r′ : R→ R0 of (II.70), with X/U , Y/U their respective stabilisers. Now quite
generally if f : A→ B is an étale fibration of spaces with fibre F , and B is locally 1-connected,
then every path connected component of B has a universal cover, so to check that f is a
covering we can suppose that B is simply connected, at which point the long exact sequence of
a fibration implies that every path connected component of A is isomorphic to B. In particular,
by II.b.8 and base change r′ is an étale covering of a set of path connected components of R0, so
its image is open and closed. By a further base change, the kernel Z of X → Y is, therefore, a
locally constant étale U -group; while R⇒ U is an étale groupoid so every arrow f ∈ R has an
open neighbourhood V 3 f such that the source and sink are isomorphisms from which V ∩V Z
is empty, and the the action of Z on R is discrete. Consequently, R′ = R/Z is a separated
space, R′ ⇒ U is an étale groupoid, and, since R′ is canonically the image of r′, R′ → R0 is
proper. As such, everything now follows exactly as in the proof of II.b.2. 
The particular structure of Y /Y ′ merits introducing
II.b.9. Definition. If Y ′ is connected, then Y → Y ′ is said to be a locally constant gerbe
if there is a discrete group Γ such that for some (whence every sufficiently fine) étale atlas
Y ×Y ′ U ∼−→ U ×BΓ; while, in general, Y → Y ′ is said to be a locally constant gerbe if every
connected component is.
It therfore only remains to clear up a lacuna
II.b.10. Fact. A map r : Y → X of (not necessarily separated) locally 1-connected champs is
an étale fibration iff it factors as the composition Y q−→ Y ′ p−→ X of a locally constant gerbe
followed by a representable étale cover of a set of path connected components of X .
Proof. The only if direction is II.b.8. By base change, we can suppose that the map we require
to lift is the identity from T × I to itself; while the composition of fibrations is a fibration, so
we’re reduced to finding a section of a locally constant gerbe q : Y → T × I, given a section
over T × 0. Amongst all étale groupoids representing the interval those corresponding to open
covers of I by sub-intervals Iα as encountered in the proof of I.e.1 are co-final, so there is no
obstruction to finding a section over an interval. As such, we can suppose that Y has an étale
atlas of the form V × I for V → T an open cover. Consequently q is equivalent to a map of
groupoids q′ : R→ R′ × I for R′ = V ×T V ⇒ V . By hypothesis q′ is an étale cover with fibre
Γ, and a section over R′ × 0, so it has a (groupoid) section everywhere. 
II.c. The universal 2-cover revisited. LetX be a separated locally path connected champ,
then from the proof of II.b.8, i.e. notation of op. cit. R′ → R0 is open and closed, every
representable étale cover is separated. As such, II.b adds nothing to what has already been
said about the fundamental group of X , I.e, or 1-Galois theory, I.g. We can, however, employ
II.b.8 to extend our knowledge of path spaces, to wit
II.c.1. Fact. If Y∗ → X∗ is a (weakly) pointed étale fibration, then there is a lifting Q˜ :
PX∗ × I → Y of the universal (pointed) path Q : PX∗ × I → X together with a natural
transformation ζ˜ : ∗ ⇒ Q˜(∗) such that the pair (Q˜, ζ˜) finely represents pointed paths on Y , i.e.
satisfies the universal property (I.34).
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Proof. The proposition is trivial for representable maps, so by II.b.8 we can, without loss of
generality, suppose that Y∗ is a strictly pointed locally constant gerbe over X∗ with fibre BΓ.
To construct Q˜ one first applies the homotopy lifting property to the deformation retract (I.38),
to get a lift of Q0, and then applies it to the universal map itself. To identify ζ˜ and check the
universal property (I.34), let a family (F˜ , ξ˜) : I × T → Y of pointed intervals be given, with
(F, ξ) : I × T → X it’s projection to X and G : T → PX∗, η : F ⇒ id ×QG as per op. cit.
Now consider the 2-commutative fibre square
(II.93)
Y ←−−−− Y ′y y
X
id×Q←−−−− I × PX∗
The two stage construction of Q˜, and the proof of II.b.10 applied at each stage imply that
Y ′ ∼−→ (P ×I)×BΓ. As such, we may suppose that this isomorphism is an equality, so that if α
is the natural transformation between the two sides of the square (II.93), then we may identify
Q˜ with the natural projection from P × I, and whence, by the definition of fibre products,
there is a natural transformation ζ˜ : ∗ ⇒ Q˜(∗) such that α∗pi(ζ˜)∗ = ζ∗. Consequently the pair
(piQ˜, piζ˜) also has the universal property for pointed paths to X , so without loss of generality,
(Q˜, ζ˜) is a strict lifting of (Q, ζ), and we require to prove that the natural transformation, η
can be lifted to η˜ : F˜ ⇒ id × Q˜G, given a lifting η˜∗ over ∗(= 0) × T ; which as it happens is
II.b.5, albeit that the difficult bit, II.b.6, is a given in our current situation. 
As soon as we have a pointed path space, we also have a loop space, whence
II.c.2. Corollary. If X∗ → X ′∗ is a (weakly) pointed étale fibration over a separated champ
then for any pointed space Y∗, Hom∗(ΣY∗,X∗) is finely represented in the sense of I.c.2 by the
separated space Hom∗(Y∗,ΩX∗). Similarly, Hom∗(S1∗,X∗) is finely represented by the separated
space ΩX∗; while the spacesM ′X , andMX are well defined by the formulae (I.58) and (I.59).
In particular the homotopy groups ofX are well defined by any of the equivalent formulae (I.40).
Proof. By II.c.1, the path space PX∗ is well defined, so the loop space is defined exactly as
in (I.36). The right hand side of (I.37); the left hand side of (I.39), along with the formulae
(I.58) and (I.59) are, therefore, well defined separated spaces irrespectively of whether X is
separated or not. It is however, a formal consequences of the universal property of the right
hand side of (I.37), respectively the left hand side of (I.39), that it finely represents the left
hand side, respectively the right hand side, cf. I.f.3. 
Now in going from the definition of the space M of homotopies between pointed paths to
the explicit identification, I.e.2, of the connected component of the identity of the groupoid
PX∗ ×X PX∗, and whence to the universal 1 and 2 covers, the separation of X is used, but
only in the weaker form
II.c.3. Fact. An étale fibration X →X ′ over a locally path connected separated champ enjoys
the following separation property: if a, b : I × T → X are maps from the product of a closed
interval with a space T , and ξ : a|[0, 1) × T ⇒ b|[0, 1) × T a natural transformation between
their restrictions to [0, 1)×T then there exists a unique natural transformation ξ¯ : a⇒ b which
restricts to ξ.
Proof. We may suppose that X is path connected, so for any base point ∗ : pt → X , there
exists a path space PX∗, or better a pair (PX∗, ζ), by II.c.1. The isomorphisms between a and b
come from an étale groupoid, whence the existence of such a ξ is an open condition, so as in the
argument immediately priori to II.b.6, we may suppose that T is a point. Now choose ∗ to be
say a(0), then there are points, A,B ∈ PX∗ together with natural transformations α1 : A⇒ a,
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and β1 : B ⇒ b, where by (I.34) α1, respectively β1 is the unique natural transformation such
that α1(0) = ζ−1A , respectively β1(0) = ξ(0)ζ
−1
B . As ever the moduli, At, of x 7→ A(tx), affords
not just a path in PX∗ from ∗ to A, but also natural transformations αt : At ⇒ at uniquely
determined by the initial condition αt(0) = ζ−1At at ∗, and similarly for Bt. Now for t < 1, At
and Bt are equal so ξ = βα−1|[0, 1); while PX∗ is separated because X ′ is, so A = B, and
whence ξ¯ = βα−1. 
The utility of II.c.3 is not limited to constructing the universal 1 and 2 covers, but, in fact
II.c.4. Fact. All of I.d-I.g hold not just for separated champs but also for étale fibrations over
the same, similarly for such champs the weak separation condition of I.a.2.(c) holds.
Proof. Apart from the representability theorems II.c.2, the only other thing that we need is
separation in the weak sense of II.c.3. 
There are other ways of deducing II.c.4, at least in the interval I.e-I.g, from the 2-Galois
correspondence for separated champs. This would, however, be slightly to miss the point which
is that the definition of separation, unlike the weak or path separation of II.c.3, is excessive,
e.g. BΓ is separated iff Γ is finite, whereas II.c.3 holds iff Γ is discrete. In the same vein
II.c.5. Fact. If Y∗ → Y ′∗ is a locally constant pointed gerbe with fibre BΓ of champs whose path
spaces exist, then ΩY∗ → ΩY ′∗ is a fibration with fibre Γ.
Proof. Indeed we have a diagram of fibre squares
(II.94)
PY∗ ←−−−− ΩY ′∗ ←−−−− ΩY∗y y y
Y ←−−−− BΓ ←−−−− ∗y y
Y ′ ←−−−− ∗
so the arrow in question is a base change of the fibration pt→ BΓ. 
In similar generality, once the path fibration exists we have a diagram of fibre squares
(II.95)
PY∗ ←−−−− PY∗ ×Y PY∗ ←−−−− ΩY∗y y y
Y ←−−−− PY∗ ←−−−− ∗
and similarly for Y ′, so that the map of groupoids deduced from the fibre square
(II.96)
Y ←−−−− R := PY∗ ×Y PY∗
∆Y /Y ′
y y
Y ×Y ′ Y ←−−−− R′ := PY ′∗ ×Y ′ PY ′∗
is by II.b.7 and II.b.8 an étale fibration weakly equivalent to ΩY∗ → ΩY ′∗ . Unsurprisingly,
therefore
II.c.6. Fact. If X ′, is a separated, locally 1-connected, and semi-locally 2-connected champ
with X∗ → X ′∗ a weakly pointed étale fibration of connected champs then X is also locally
1-connected, and semi-locally 2-connected. Furthermore: their universal 2-covers X ′2 , X2 are
2-connected and isomorphic.
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Proof. By the long exact sequence of a fibration and the factorisation lemma II.b.10 pi2(X∗) ↪→
pi2(X ′∗ ) is injective, which proves the first part. The coverings R2 → R1, respectively R′2 → R′1,
of I.e.9, applied to X , and X ′ respectively, are just X2 = Y , X1 = Y ′, respectively X ′2 = Y ,
X ′1 = Y ′ in (II.96), which proves the 2-connectedness. In either case, these coverings are
unchanged by representable étale covers, so, again by the factorisation II.b.10, we can suppose
that X →X ′ is a locally constant gerbe with fibre BΓ, whence by (II.96) applied to X = Y ,
and X ′ = Y ′, we get an étale fibration R → R′ with fibre Γ such that R′ is the fine quotient
R/Γ for Γ identified to a normal sub-group PX∗×Γ of the stabiliser. Now plainly, the connected
components R1, R′1 of the respective identities must map to each other as étale coverings, so
we certainly get a unique homeomorphism R2 → R′2 of their universal coverings which sends
the identity to the identity. Now if this map were not an isomorphism of groupoids, we’d have
distinct groupoid structures on R2 with the same identity lifting that on R1. The difference,
however, between such structures is a continuous map R2, t ×s R2 → pi2(X ) which is 1 on the
identity. Whether the source or the sink of R2 → PX∗ is a fibration, whose fibre, ΩX2,∗, and
base are path connected, whence R2, t ×s R2 is connected, so the groupoid structure on R2 is
unique. 
Now for things as in II.c.5, then, as encountered in the above proof, and just as in II.b.2 and
II.b.8 but with U replaced by P = PY∗, the map R → R′ of (II.96) is the quotient by the
kernel of the stabiliser group Y → Y ′, which, since P is contractible, is the trivial P -group Γ.
On the other hand if R1, R′1 are the connected components of the identity, then for any γ ∈ Γ
we have the fibre square
(II.97)
R1 ∩ (γR1γ−1) −−−−→ γR1γ−1y y
R1 −−−−→ R
where the right vertical is open and closed, so the left is as well. Consequently,
II.c.7. Fact. As a Γ-torsor, the fibre R×R′ R′1 over the connected component of the identity is
given by a representation ρZ : pi2(Y ′) → Z in the centre Z of Γ, albeit, for the moment, we
leave open which such representations actually occur. In any case, the conjugation action of Γ
on the centre is trivial, so such torsors are classified by a subset of Hom(pi2(Y ′), Z); while the
particular case of Y = X2, Y ′ = X1 implies that pi2(X∗) is abelian.
Proof. By (II.97), we have for each γ ∈ Γ a map f 7→ γfγ−1 of the étale covering R1 → R′1,
which fixes the identity arrows, so by the 1-Galois correspondence, I.g.4, all such maps are the
identity. As such the left and right actions of Γ on R1 coincide, so the 1-Galois correspondence
implies that they arise from a representation of pi1(R′1) = pi2(Y ′∗ ) in the centre of Γ. 
At which point we come to the universal property of X2, envisaged in I.e.10, to wit
II.c.8. Fact. If X → X ′ is an étale fibration of connected champs with a separated locally
1-connected, and semi-locally 2-connected base, then for any (weakly) pointed étale fibration
q : Y∗ → X∗ from a champ there is a pointed map r : X2,∗ → Y∗, i.e. a pair (r, ρ) where
ρ : ∗ ⇒ r(∗), and a natural transformation, η : p⇒ qr such that,
(II.98) qr(∗X2) q(∗Y )
∗Xp(∗X2)
q(ρ)ks
η∗
KS KS
ks
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commutes. Given ρ, η is unique; while conversely given η the set of possible ρ’s is a principal
homogeneous space under the group Γ of II.c.7 (of the connected component of ∗Y ). Similarly,
if (r′, ρ′, η′) is any other triple such that (II.98) commutes, then there is a unique natural
transformation ξ : r ⇒ r′ satisfying ξ∗ρ = ρ′, and this requirement implies η′ = q(ξ)η.
Proof. Let Y → Y ′ → X be the factorisation of q into a locally constant gerbe followed by
a representable cover guaranteed by II.b.8. This factorisation is functorial, so to give a map
r : X2 → Y is the same thing as giving a pair of 2-commuting maps
(II.99)
X2 −−−−→
r
Yy y
X1 −−−−→
r1
Y ′
while geometric fibres don’t change under gerbes, so the question of where the base points go
(which depends only on the representability of r1) is covered by I.e.6, and we may, therefore,
consider r1 as a given. Re-taking the notation of I.e, at the level of groupoids we therefore have
(II.100)
R2 Ry y
R1 −−−−→
r1
R′
where the horizontal arrow identifies R1 with the connected component of the identity, and R2
is the universal cover of R1. Now, a map of groupoids must send identities to identities, so
there is at most one possible candidate for lifting r1, i.e. the quotient of R2 by the kernel, K,
of the central representation ρZ , and since K ×P is a normal (by way of the embedding in the
stabiliser) sub-groupoid, this works, i.e. R2
r−→ R2/K ↪→ R→ R′ are maps of groupoids.
Now let us turn to the base points. As in the proof of I.e.6, we can replace the base points
∗Y , ∗X2 by equivalent ones, and this has already been done implicitly in the above. Similarly
on fixing isomorphisms P ×Y ′ Y ∼−→ P × BΓ, and P ×X1 X2 ∼−→ P × Bpi2- albeit the latter
is somewhat build into the definitions- we have identifications of ∗X2 , respectively ∗Y , with
their projections to X1, respectively Y ′. Having done this, there is, as we’ve said, only one
way to define r, so, without such choices there is only one way to define r up to equivalence.
In addition with such choices η may be supposed to be the identity, and in any case, up to
any 2-commutativity in the factorisation II.b.8, it’s always the pull-back along the left hand
vertical of op. cit. of the η appearing in (I.74). As such, the unicity of η given ρ follows from
I.e.6, while the unicity, or otherwise, of ρ is the failure of the stabiliser of ∗Y to inject via q
into the stabiliser of q(∗Y ), i.e. the group Γ of II.c.7. That this is equally the indeterminacy in
r follows by II.b.5, or an inspection of (II.100) in light of II.c.7; while η′ = q(ξ)η follows from
the forgetfulness of q and I.e.6. 
II.d. The action of Π2. For brevity, we’ll suppose throughout this section that X is a con-
nected, locally 1-connected, and semi-locally 2-connected champ, which admits an étale fi-
bration over a separated champ. We retake the notations of I.e, so that for a base point
∗′ : pt→X1 in the fibre over ∗ : pt→X and ω ∈ Ω we have a triangle
(II.101) pi2(X1,∗′) pi2(X1,ω(∗′))
pi2(X∗)
ω //
q}}p
aa
of natural isomorphisms, and whence the usual (left) action of pi1(X∗) on pi2(X∗) by way of
ω 7→ pωq ∈ Aut(pi2(X∗)). Alternatively, since the action of ω is given by the functor Fω of
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(I.72), one finds that the composition
(II.102) Ω1
i−→ R1 Fω−−→ R1 r−→ Ω1
for r the retract of the inclusion i of the loop space occurring in the proof of I.e.3 and Ω1 the
connected component of (∗, ∗) (equivalently ΩX1,∗′) that in terms of concatenation of paths in
the sense of I.c.7, the action deduced from (II.101) is the usual conjugation action
(II.103) Ω1 → Ω1 : a 7→ ω−1aω
which passes unambiguously to an automorphism of pi1(Ω1) since this is abelian by II.c.7. The
formula (II.103) notwithstanding, this is a left action because we define multiplication in pi1 by
left concatenation, i.e. the traditional notation I.c.7 is mis-leading. In any case, we therefore
have a skeletal groupoid pi1npi2 ⇒ pi1, and even the monoidal product, (II.1). As such, although
we still haven’t identified the Postnikov class k3, let use denote this category by Π2, and observe
II.d.1. Fact. There is a lifting of the fibre square (I.64) to a fibre square
(II.104) Π2(X∗)×X2 X2
XX2
q=ω 7→Fω //
trvial projection

p

p
//
i
;C
where i is just the pull-back to X2 of the natural transformation i of op. cit., while Fω are
liftings to (weak) automorphisms of X2 of the functors of (I.72) defining q (the action) in
(I.64), and we have an associativity diagram
(II.105) Π2(X∗)×Π2(X∗)×X2 Π2(X∗)×X2
X2Π2(X∗)×X2
⊗×id
//
id×q

q

q
//
α
;C
for some lifting α of the natural transformation of (I.65), satisfying the co-cycle condition
(II.106) p(ατ,ω) = i(τω)i−1ω F
∗
ωi
−1
τ = i(τω)i
−1
τ (Fτ )∗i
−1
ω
Proof. As in the proof of I.e.5, (I.68)-(I.69), the fibre product X2×X X2 is represented by the
groupoid
(II.107) R2 t ×s R0 t ×s R2 ⇒ R0
with the natural action via the projection of R2 → R0. Every orbit meets some iω(P ), (I.62),
so we get an equivalent category by slicing along
(II.108)
∐
iω :
∐
ω∈Ω
P → R0 : a 7→ iω(a)
The arrows between paths a, and b in the ωth copy of P , is therefore a pair of arrows A,B ∈ R2
such that iω(b) = B¯iω(a)A¯−1, where ¯ denotes the image of R2 in R1 ↪→ R0. As such A is an
arrow from a to b, and B¯ = iω(b)A¯jω(a). By I.e.3 the map A 7→ B¯ can certainly be lifted, but
it’s a little more useful to note an explicit lifting as a functor, i.e. concatenate a square such
as (I.59) with a square every horizontal cross section of which is ω, to obtain a functor from
R2 → R2, which we write A 7→ Fω(A). Consequently, the ωth slice of (II.107) along (II.108)
is of the form R2 × pi2(X∗), and it remains to check that the multiplication in R2 × pi2(X∗) is
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the obvious one. To this end observe that an element S of pi2(X∗) acts on A ∈ R2, cf. (I.59),
by way of
(II.109)
∗ ζ=⇒ AS
b
a
ξ(y), ξ(0)=1
KS
so that as required we get a lift of the diagram (I.71) to a fibre square
(II.110)
∐
ω∈Ω pi2(X∗)×R2 R2
R0R2
(ω,S,A)7→SFω(A) //
(ω,S,A)7→A

natural

natural
//
a7→iω(a)
;C
which is equivalent to the diagram (II.104) lifting (I.64). To lift the diagram (I.65), with¯ image
in R1 where appropriate, observe that as maps from P → R1 the natural transformations of
(I.73)- albeit now written α¯τ,ω- satisfy, as a consequence of the co-cycle condition (I.66)
(II.111) D(α¯)(a) := α¯σ,(τω)(a)F¯σ(ατ,ω(a))[α¯(στ),ω(a)α¯σ,τ (aω)]−1 = 1(στω)a
Now, as the notation suggests let ατ,ω : P → R2 be a lifting of α¯τ,ω, then
(II.112) R2 → R2 : f 7→ ατ,ω(s(f))−1F(τω)(f)−1ατ,ω(t(f))Fτ (Fω(f))
takes values in P × pi2(X∗), so, in fact, its the identity, i.e. any lifting ατ,ω of α¯τ,ω is a natural
transformation between FτFω and Fτω, whence (II.105) and (II.106). 
Before proceeding let us tie this up with the conjugation action (II.101) via
II.d.2. Remark. On identifying pi2 = pi2(X∗) with the stabiliser of ∗ in R2, there is a unique
identification of the stabiliser, S, of R2 with P × pi2, and whence a map ω 7→ Fω|S from Ω to
Aut(pi2). To verify that this is an action- and indeed the action (II.101)- amounts to checking
that the inner maps Innατ,ω are trivial on S. Now these are maps from P to Aut(pi2) so they’re
certainly constant. The arrow ατ,ω(∗) usually fails to be 1, but it is a lifting of the arrow
α¯τ,ω(∗), and R1 is path connected, so there’s a map f¯ : I → R1 with f¯(1), f¯(0) respectively
α¯τ,ω(∗), and the identity on its source. Consequently there’s a lifting f : I → R2 which at 1 is
ατ,ω(∗), and an element of pi2 at 0, whence by II.c.7 we get a homotopy between the identity
and Innατ,ω , so the latter inner functor is indeed 1.
Furthermore, as a consequence of (II.111) we have
II.d.3. Fact/Definition. Notations as above, then P → R2 : a 7→ D(α)(a) takes values in
P × pi2(X∗), and so defines a co-cycle −K3(α) : pi1(X∗)3 → pi2(X∗), with the corresponding
Postnikov class k3(X∗) ∈ H3(pi1(X∗), pi2(X∗)) being independent of the liftings α, and the
choices whether of the sections iω of (I.62) or the complete repetition free list of homotopy
classes Ω. The triple, (pi1(X∗), pi2(X∗), k3(X∗)), or just (pi1, pi2, k3) if there is no danger of
confusion, with the action (II.101) is the topological 2-type of X , and Π2(X∗) in the sense of
(II.1), and (II.2), with unicity as per (II.3)-(II.4), is the homotopy 2-group of X∗.
Proof. The fact that given the sections, and the homotopy classes, changing the lifting of α¯
amounts to changing K3(α) by a co-boundary is clear. Otherwise, labelling by pi1 rather than
Ω, the effect of changing either homotopy classes or sections is the same, i.e. we get another
bunch of sections, Iω : P → R0, of the source with values in the same connected component as
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iω. As such we get functors G¯ω : R1 → R1 : A 7→ IωAI−1ω , which are related to the previous
F¯ω by δ¯ω : G¯ω ⇒ F¯ω for δ¯ω = iω(Iω)−1, which is a priori R0 valued, but by I.e.3 is actually a
map δ¯ : P → R1, which since P is contractible lifts to a map δω : P → R2, and whence a lifting
Gω := (δω)Fω(δω)
−1 of G¯ω to an endomorphism of R2. Plainly, replacing i by I in the formula
(I.73) defines natural transformations β¯τ,ω : G¯τ G¯ω ⇒ G¯(τω), which, in turn, satisfy
(II.113) β¯τ,ω = δ¯−1τω α¯τ,ω δ¯τ G¯τ (δ¯ω)
A lifting of everything on the right hand side of (II.113), has been defined, so we can just take
this as a definition of a lifting βτ,ω of the left hand side. As such (or perhaps, modulo patience
and a large piece of paper), D(β)(σ, τ, ω) = δ(στω)D(α)(σ, τ, ω)δ−1(στω). Now as in II.d.2: for
any arrow f : a → b in R2 we can realise it as the end point of a path of arrows ft : a → bt,
with f0 = 1a since R2 is path connected, so the conjugation action of f = f1 on the kernel of
R2 → R1 is a path of conjugation actions on pi2 starting at the identity, whence pi2 is central
in R2 and D(β) = D(α), or if one prefers D(β) = D(α)D(S) for D(S) a co-boundary had we
chosen a lifting of β¯ another than that suggested by (II.113). 
All of which may be applied to conclude
II.d.4. Fact. The second projection, q, of (II.104) naturally affords a not necessarily faithful,
cf. I.g.3, action of Π2 on X2. More precisely, in the notation of the proof of op. cit., we have a
mapping of 2-groups F : Π2 → Aut(R2) given by ω 7→ Fω on 1-cells, S 7→ {Fω S⇒Fω} on 2-cells
(modulo the canonical identification of pi2 × P with the kernel of R2 → R1), together with a
natural transformation α : F (⊗)⇒ ⊗(F × F )- deduced from (II.104) and (II.105).
Proof. By (II.110), the second projection of (II.104) is exactly the bi-functor described above.
For convenience we can suppose that ∗ represents the identity in our (repetition free) set of
representatives Ω of pi1, so, without loss of generality, the identity 1-cell maps to the identity
of Aut(R2), and since D(α) = K3 we get a map of 2-groups by construction. 
A useful, and, as it happens, necessary alternative description of the Postnikov invariant is
II.d.5. Fact. There is a map of groupoids R→ R0 with R2 the fibre of R over R1 iff k3 = 0.
Proof. Suppose such a R exists. The kernel, P × pi2, of the stabiliser of R2 → R1 acts, by say
left composition, on R, and this action is transitive, i.e. R→ R0 must be a pi2-torsor, whence
we can lift the sections iω : P → R0 of the source to sections, i˜ω of R, so we may suppose
Fω is the conjugation A 7→ i˜ωAi˜−1ω , and ατ,ω is given by (I.73), albeit now with values in R2
rather than R1. The vanishing, (II.111), of D(α¯) is, however, a formal consequence of (I.66) so
k3 = 0. Conversely, suppose that k3 = 0, and in the notation of (I.73) let Rω be the pi2 torsor
Rω := (c
−1
1,ω)
∗t∗ωR2, and observe that the functors Fω : R1 → R1 of II.d.4 factor through R1,ω
of (I.63) which for convenience we identify to a sub-space of R1 via tω of op. cit., and write
c˜1,ω : R1,ω ×R1 R2 → Rω for the natural isomorphism. Now for f, g arrows in R0 belonging to
connected components Rτ0 , and Rω0 respectively we can write f = Aiτ (s(f)), g = Biω(s(g)) for
some unique A ∈ R1,τ , respectively unique B ∈ R1,ω. Consequently, if f and g are compossible
(II.114) fg = AF¯τ (B)iτ iω = AF¯τ (B)α¯−1τ,ωi(τω)
where the arrow AF¯τ (B)α¯−1τ,ω necessarily belongs to R1,(τω). As such, via c1,(τω) and the defi-
nition of R(τω) we get a lifting of the product in R0 via
(II.115) Rτ s ×t Rω → R(τω) : (y, x) 7→ y · x := c˜1,(τω)[(c˜1,τ )−1(y)Fτ (c˜−11,ω(x))α−1τ,ω]
Supposing, as we may that ∗ belongs to our set Ω of representatives of pi1, conveniently implies
that R1,∗ is R1, and without loss of generality, all of ατ,∗, α∗,ω, F∗ are identities. As such,
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R :=
∐
ω∈ΩRω is a groupoid, étale fibring over R0 with fibre pi2, iff the product (II.115) is
associative. Unsurprisingly, however,
(II.116) (z · y) · x = z · (y · x)D(α)
and since group co-homology can be computed with normalised co-chains we therefore get an
associative product without loosing the existence of identities in R iff k3 = 0. 
The only if direction in II.d.5 is wholly non-constructive, and one can do better, viz:
II.d.6. Remark. If there any groupoid R→ R0 with fibre R2 over R1, then up to strict isomor-
phism of categories over R0 it is necessarily the groupoid R constructed in the course of the
proof of II.d.5 modulo the possibility of multiplying the product in (II.115) by a normalised
group co-cycle. In particular, when k3 = 0 the isomorphism classes (even weakly provided R2
and an isomorphism of the kernel of R2 → R1 with P × pi2 are fixed) of such R0-groupoids is
a principal homogeneous space under H2(pi1, pi2).
Proof. We know from the beginning of the proof of II.d.5 that each fibre Rω over Rω0 must
be a pi2 torsor. Now consider a based loop, g : I → Rω0 . To such, there is a unique based
loop f : I → R1,ω such that g = fiω(s(g)). Now let f˜ , respectively g˜ be any liftings to R2,
respectively Rω, then f˜−1, g˜ are still compossible, and f˜−1g˜ lifts iω(s(g)). This latter loop is,
however, contractible, so g˜(1)g˜(0)−1 = f˜(1)f˜(0)−1, and whence Rω is the torsor Rω encountered
in the proof of II.d.5. The product in R must lift the product (II.114) by hypothesis, so it’s
necessarily (II.115) up to multiplication by a normalised co-chain Sτ,ω : pi1 × pi1 → pi2, which
must in fact be a co-cycle by (II.116). Certainly any normalised 1 co-chain defines not just a
functor between such R0 groupoids, but even a strict isomorphism, and since the fibre over R1
is fixed any functor is a map of pi2-torsors, i.e. a normalised 1 co-chain, so, a fortiori, any weak
equivalence over R0 fixing R2 is a strict isomorphism. 
II.e. The 2-Galois correspondence. The following is a routine exercise in the definitions.
II.e.1. Fact. Let C be a 2-category (be it weak or strict) and T a 0-cell then,
(a) The sub 2-category, Aut(T ), with 0-cells T , and T -alone, 1-cells Aut1(T ), i.e. weakly
invertible morphisms in Hom1(T, T ), and 2-cells invertible 2-morphisms in C between elements
of Aut1(T ) is a 2-group.
(b) For any 0-cell X of C , the category HomC (T,X) with objects Hom1(T,X), and arrows
2-morphisms between them, inherits a right Aut(T ) action from C .
(c) There is a 2-functor, Hom(T,_), from C to the 2-category of categories with right Aut(T )
action defined by: a 0-cell X maps to HomC (T,X), a 1-cell f : X → Y maps to an Aut(T )-
equivariant functor fT : HomC (T,X) → HomC (T, Y ), and a 2-cells ξ : f ⇒ g maps to an
Aut(T )-equivariant natural transformation ξT : fT ⇒ gT .
The particular (strict) 2-category to which we intend to apply II.e.1 is given by
II.e.2. Definition. Let X be a connected separated locally 1-connected and semi-locally 2-
connected champ, then the 2-category E´t2(X ) is the 2-category whose 0-cells are étale fibrations
q : Y → X , 1-cells pairs (f, η) of a 1-morphism and a natural transformation η forming
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a 2-commutative triangle à la (I.86), and 2-cells natural transformations ζ forming the 2-
commutative diagram
(II.117) Y Y ′
X
**44
f
g
η
+3
ξ +3
q′

q

ζ /7
By definition all 2-morphisms in E´t2(X ) are invertible, and, in general, we have the simplifi-
cation that we’re interested in the category of groupoids, Grpd, or better Π2(= Π2(X∗)) right
equivariant groupoids, Grpd(Π2). This said, we have the 2-Galois correspondence
II.e.3.Proposition. LetX∗ be a a pointed champ with the prescriptions of II.e.2, andX2 →X
its universal 2-cover, then AutE´t2(X )(X2) is equivalent to Π2 and the 2-functor,
(II.118) Hom(X2,_) : E´t2(X )→ Grpd(Π2)
is an equivalence of 2-categories. Better still, for q : Y → X a 0-cell in E´t2(X ), the Π2-
groupoid HomE´t2(X )(X2,Y ) is equivalent in Grpd(Π2) to the fibre q
−1(∗).
We establish the proposition in bite size pieces. To this end, notice that a representative of the
fibre q−1(∗) is the category with objects pairs (∗Y , φ) where ∗Y : pt→ Y , φ : ∗ ⇒ q(∗Y ), and
arrows natural transformations γ : ∗Y ⇒ ∗′Y such that φ′ = q(γ)φ. In particular, this affords
a convenient way to prove
II.e.4. Fact. Let q : Y → X be a 0-cell in E´t2(X ), and θ : p(∗2) ⇒ ∗ a fixed natural
transformation between the projection of a base point of X2 with that on X , then the functor
given on objects by
(II.119) HomE´t2(X )(X2,Y )→ q−1(∗) : (r, η) 7→ (r(∗2), ∗
η∗θ⇒p(∗2))
and sending a natural transformation ξ to its value on ∗2 is an equivalence of categories.
Proof. That the above is a functor is automatic from preceding description of q−1(∗) and II.e.2.
It’s plainly full and essentially surjective by II.c.8; while to see that it’s faithful let ξ be an
arrow from (r, η) to (r′, η′) in E´t2(X ), and in the notation of II.c.8 take ∗Y = r(∗2), ρ = 1,
ρ′ = ξ∗2 and apply the uniqueness statement of op. cit. 
One can reason in the same vein to tidy up a lacuna
II.e.5. Remark. A connected weakly pointed étale fibration X2,∗ → X∗ with the universal
property of II.c.8 is unique up to equivalence.
In any case, this establishes that as categories AutE´t2(X )(X2) and Π2 agree, but, of course
II.e.6. Fact. The functor F of II.d.4 together with the natural transformation i of (I.64) defines
a (weak) inverse, ω 7→ (Fω, iω) on objects, to the functor of (II.119) in the particular case of
Y = X2 = [PX∗/R2], which combined with the natural transformation α of II.d.4- cf. (I.65),
(I.66), and I.g.3- defines an equivalence of 2-groups
(II.120) F : Π2 → AutE´t2(X )(X2)
Proof. The fact that (II.120) is an equivalence of categories is a formal consequence of II.e.4 and
(II.104), i.e. same trick as (I.90); while the further fact that it’s even an equivalence of 2-groups
is a consequence of (II.105), (II.106), and the definition of the Postnikov class in II.d.3. 
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Consequently, we define the right action (or, equivalently a left action by (II.61)) of Π2 on a fibre
by (II.120), and II.e.1.(b), so the part of the better still in II.e.3 beyond II.e.4 is tautologous,
albeit we’ll have occasion to explicate this tautology in the proof of II.e.8. Slightly less trivially
II.e.7. Fact. The 2-functor (II.118) restricted to 1-cells is a family of fully faithful functors.
More precisely if F = (f, η), G = (g.ξ) are 1-cells from q to q′ in E´t2(X ) such that for some
natural transformation ζ∗ in Grpd(Π2)
(II.121) q−1(∗) q′−1(∗)
∗
**44
f∗
g∗
η∗
+3
ξ∗ +3
q′

q

ζ∗ /7
then there is a unique 2-cell in E´t2(X ), ζ : (f, η)⇒ (g.ξ) such that (II.117) 2-commutes, and
restricts to (II.121) over the base point.
Proof. By II.b.8 there are functorial factorisations Y q˜−→ Y1 q1−→ X , Y q˜
′
−→ Y1 q
′
1−→ X of q,
respectively q′, into a locally constant gerbe followed by a representable étale cover, so we may
suppose that we have a 2-commutative diagram
(II.122) Y
Y ′
Y1
X
Y ′1
f1

q1
((
q′1
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q˜ //
q˜′
//
f

ξ1
 
ξ˜
x 
with ξ = ξ1q′1(ξ˜) affording (f, ξ), and similarly for (g, η). By I.g.4, and the ubiquitous connec-
tivity argument of I.c.2, our assertion holds if the 0-cells are q1 and q′1, so- I.c.2 again- it holds
if the 0-cells are q and q′1, and finally it holds for q and q′ by II.b.5 and path connectedness. 
Given II.e.7, then again by [Lei04, 1.5.13] and global choice in NBG- cf. end of the proof of
II.a.13- we will have established II.e.3 if we can prove
II.e.8. Fact. The 2-functor (II.118) is essentially surjective on 0 and 1-cells.
Proof. Consider first the 0-cells. By II.a.6, or, equivalently II.a.11 in the specific, it will suffice
to prove that given the action of a sub (in the sense of II.a.6) 2-group Π′2 on a group BΓ that
there is an étale fibration X ′ → X such that the restriction to Π′2 of the action of Π2 via
II.e.6 and the 2-functor (II.118) on BΓ is the given one. To this end we can, therefore, suppose
without loss of generality that Π2 = Π′2; and we identify the left action with (normalised)
co-chains A : pi1 → Aut(Γ), ζ : pi21 → Γ such that Aτω = Innζτ,ωAτAω and D(ζ) = (A2)∗K3
for some pi1-representation A2 : pi2 → Z in the centre of Γ. Now in the first place, R2×BΓ is
certainly a groupoid, and its stabiliser has a normal sub P -group
(II.123) P × pi2 ↪→ P × pi2 × Γ : S 7→ (S,A2(S))
so the quotient, R′2, of R2×BΓ by this sub-group is a groupoid fitting into a diagram
(II.124) R2 R′2
R1
r′ //
q′}}p′ !!
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in which q′ is naturally, by way of the action of the stabiliser, P ×Γ, of R′2, a Γ torsor on the left
and right. Similarly, for ω ∈ pi1, we dispose of functors F ′ω := Fω×Aω : R2×BΓ → R2×BΓ and
natural transformations α′τ,ω := α−1τ,ω × ζτ,ω : F ′(τω) → F ′τF ′ω which respect the kernel (II.123)
of R2×BΓ → R′2, so these descend to a series (denoted with the same letters) of functors and
natural transformations on R′2. In addition (I.62)-(I.63) provides a series of homotopies between
R1, and the connected components Rω0 of R0, so we can (notation as per op. cit.) find a series
of left-right Γ-torsors R′ω and (far from unique) isomorphisms of left-right Γ-torsors
(II.125)
R′2,ω := R′|R1,ω ∼−−−−→cω R
′
ωy y
R1,ω
∼−−−−→
c1,ω
Rω0
where, plainly, we take c1 to be the identity. At which point we define a product on R′ :=
∐
ω R
′
ω
by way of the formula
(II.126) R′τ ×R′ω → R′(τω) : (g, f) 7→ c(τω)
(
c−1τ (g)F
′
τ (c
−1
ω (f))α
′
τ,ω
)
the associativity of which is equivalent to D(α′) = 0, for D as in (II.111). By construction,
however, D(α′) is the image in R′2 ofK3×obsΓ viewed as an element of the stabiliser of R2×BΓ,
so this is zero by (II.123) and II.a.5. Identifying P ×Γ with the stabiliser of R′2, and whence as
a subset of R′, one then has that the left product structure of P ×Γ on R′ω defined by (II.126) is
exactly that of the given left Γ-torsor; while the right product structure is the composition with
Aω of the given right torsor. As such, the product (II.126) admits left and right identities, so
it’s a category fibred over a groupoid, R0, with fibres a group, Γ, whence R′ ⇒ P is a groupoid.
To show that this is what we started with, observe that the sections iω of (I.62) can be lifted
to sections i′ω : P → R′ω ⊂ R′, while exactly as in the proof of II.d.5 a connectedness argument
shows that F ′ω and the conjugation x 7→ (i′ω)x(i′ω)−1 agree on the connected component of the
identity, i.e. the image of R2 in R′2 ⊂ R′. Observe furthermore that in exactly the same way as
we defined c1,ω in (I.63) we can define c2,ω : R′2,ω → R′ω via multiplication by i′ω on the right,
and that this is a lifting of c1,ω to an isomorphism of left Γ-torsors. On the other hand cω of
(II.125) is an isomorphism of left/right Γ-torsors with the same domain and range, so there is
a unique γω ∈ Γω such that c2,ω(x) = cω(x • γω) = cω(x) • γω, where here the multiplication •
is to be understood as that of right Γ-torsors. Now conjugation by i′ω restricts to a constant
automorphism A′ω, say, of the stabiliser of R′ so if ·, which coincides with • on R′2, is the
groupoid product (II.126) then for any h ∈ Γ we have
cω(x) · F ′ω(hγω) =cω(x) • (hγω) = cω(x · h · γω) = c2,ω(x · h)
=c2,ω(x) ·A′ω(h) = cω(x · γω) ·A′ω(h) = cω(x) · (F ′ω(γω)A′ω(h))
(II.127)
from which F ′ω coincides on P × Γ with A′ω up to conjugation by F ′ω(γω), so that changing i′ω
appropriately, we may suppose that they coincide exactly, and since we already known that
they coincide on the connected component of the identity, we conclude that we may suppose
that F ′ω is conjugation by i′ω restricted to R′2. This has the convenient consequence that
(II.128) α′τ,ω = (F
′
ω)
∗i′τ iω(i
′
(τω))
−1
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and allows us to calculate the right action of Π2 on the fibres of q : X ′ := [P/R′] → X . To
this end we can, by II.e.7, identify BΓ with the groupoid consisting of the 2-cells
(II.129) R2 R′
R0
**44
r′
r′
id
+3
id +3
q′

q

γ /7
for r′ : R2 → R the natural map constructed above, and γ ∈ Γ any. The relevant (non-
commuting) diagram of 1 and 2-cells in E´t2(X ) is therefore
(II.130) (r′Fω, iω) (r′Fω, iω)
(r′, id)(r′, id)
(r′FτFω, ω∗iτ iω) (r′FτFω, ω∗iτ iω)
(r′F(τω), iτω)(r′F(τω), iτω)
γ //
i′ω
OO
γ
//
i′ω
OO
γ //
ατ,ω

γ
//
ατ,ω

i′
(τω) 22
ω∗i′τ 22
; ω
∗i′τ
22
;
i′
(τω)
22
;
where γ ∈ Γ should be interpreted as an arrow of the stabiliser acting on the left. These
are arrows in a groupoid, so the right action of pi1 on Γ is given by moving the foremost top
occurrence of γ to the foremost bottom, whence its conjugation by (i′ω)−1 which, as it should
be, is A−1ω on Γ. Similarly, the associator A
−1
(τω) ⇒ A−1τ A−1ω is (i′ω)−1((F ′ω)∗i′τ )−1α−1τ,ωi′(τω) which
by (II.128) is
(II.131) (i′(τω))
−1((α′τ,ω)−1α−1τ,ω)i′(τω) = A−1(τω)(ζ−1τ,ω)
which by (II.62) is exactly what we started with expressed as a right rather than a left action.
Turning to 1-cells, then again by II.a.6, or better II.a.13 in the specific, we may suppose that
the 1-cell on the right of (II.118) is a map between the left action of Π′2 on a group BΓ, and
that of Π′′2 on another group B∆ for Π′2 a sub 2-group of Π′′2, which itself is a sub 2-group of Π2.
As such, we could without loss of generality suppose that Π′′2 = Π2, but this doesn’t lighten the
notation very much, and the structure is clearer if we don’t. In any case, as above the action
of Π′2 will be encoded in a pair (A, ζ), that of Π′′2 in a pair (B, η), and anything not so far
defined for the second action will be its analogue for the first action but with a ′′ rather than
a ′. The map itself will be written (x, ξ), in exactly the same notation as the proof of II.a.13
except that f(∗) : Γ→ ∆ is replaced by x : Γ→ ∆ to avoid confusion with (II.126). This said,
we construct a functor X : R′ → R′′ as follows: we have a functor id×x : R2×Γ → R2×∆, so
by (II.123) we get a functor X2 : R′2 → R′′2 . Better still, for any ω ∈ pi′1 we have - (II.42) and
(II.123) again- natural transformations ξω : F ′′ωX2 ⇒ X2F ′ω on identifying ∆ with the stabiliser
in R′′2 . Profiting from (II.127), and thereabouts, we may write any arrow in R′, respectively R′′,
as f ′i′ω, respectively f ′′i′′ω, for unique arrows in the respective fibres over R1,ω, and appropriate
liftings of the sections iω. As such, the following function is well defined
(II.132) X : R′ → R′′ : f(= f ′i′ω) 7→ X2(f ′)ξωi′′ω
and since ξω : F ′′ωX2 ⇒ X2F ′ω, checking that it’s a functor amounts to
(II.133) X2(α′τ,ω)ξτ,ω = ξτF
′′
τ (ξω)α
′′
τ,ω
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which follows from (II.44), and II.c.7. By construction, X : R′ → R′′ strictly commutes with
the natural maps of R′, and R′′ to R0, so (X,1) is a 1-cell in E´t2(X ). To check that this is
what we started with the appropriate (commuting only on triangles) diagram in E´t2(X ) is
(II.134)
(r′′Fω = Xr′Fω, iω) (r′′Fω = Xr′Fω, iω)
∗ = (r′′, id)(r′′, id) = ∗
(r′′Fω, iω)(r′′Fω, iω)
x(γ)=X(γ) //
X(i′ω)
EE
x(γ)=X(γ)
//
X(i′ω)
EE
ξω
\\
x(γ)=X(γ)
//
ξω
\\
i′′ω
22
i′′ω
22
;
for any γ ∈ Γ, which on the stabiliser of the base point gives,
(II.135) B−1ω (ξ
−1
ω ) = (i
′′
ω)
−1ξ−1ω i
′′
ω : B
−1
ω x⇒ xA−1ω
which is exactly what we started with, (II.42), albeit written on the right rather than the left
by way of (II.59) applied to Aut(BΓ) and Aut(B∆), cf. (II.62). 
Let us conclude by by way of a couple of remarks. In the first place
II.e.9. Remark. Functoriality of II.e.3 . To the extent that one is prepared to admit inacces-
sible cardinals, and employ the strict fibre product × of A.i.2, functoriality of X 7→ E´t2(X )
is trivial. Indeed for any 1-morphism, f : X → Y , we not only have a functorial pull-back,
f∗ : E´t2(Y ) → E´t2(X ) : q 7→ q×YX , but if φ : f ⇒ g is any 2-morphism, then f∗ and
g∗ agree up to unique strict isomorphism on cells. If one doesn’t do this, and arguably one
shouldn’t, then it’s honest bi-category territory as described in [SGA-I][Exposé VI.7-9]. Simi-
larly, if we work only with (weakly) pointed morphisms f : X∗ → Y∗, then we have a functor
f∗ : PX∗ → PY∗ on path spaces, which by (I.34) takes natural transformations φ : f ⇒ g to
strict identities. Consequently, the presentation [PX∗/R0(X∗)]
∼−→ X by way of the path fi-
bration is again functorial with little role for 2-morphisms φ : f ⇒ g which for pointed maps are
arrows commuting with the image of the path-groupoid of their source, so that on this side of
the correspondence II.e.3 we only get into bi-category territory if we drop the pointing. Indeed,
on preserving the pointing, we can render the construction of Π2(X∗) a little more functorial
by defining the Fω, and ατ,ω of II.d.1 on the whole loop space ΩX∗ rather than just a complete
repetition free list of homotopy classes. As such we get an equivalent 2-group with objects Fω,
arrows natural transformations in R2, a monoidal product Fτ ⊗ Fω := F(τω) via concatenation
of paths and associator given by exactly the same formula II.d.3. Of course, αXτ,ω still involves
a choice, but if f : X∗ → Y∗ is a map, then we have f2 : R2(X∗) → R2(Y∗) ×R1(Y∗) R1(X∗),
and
(II.136) f2(αXτ,ω)(α
Y
f(τ),f(ω))
−1 ∈ pi2(Y∗)
so by II.a.1, or better its origin [BL04, Theorem 43], and the definition II.d.3, the formula
(II.136) actually defines a map f∗ : Π2(X∗) → Π2(Y∗), and this is plainly not just functorial
but constant under homotopies f 7→ ft, t ∈ I since pi2(Y∗) is discrete with no role for 2-
morphisms, φ : f ⇒ g, which collapse to identities. As such we get a strictly commuting-
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functorial in f : X∗ → Y∗- diagram of two categories
(II.137)
E´t2(Y ) −−−−→
f∗
E´t2(X )y y
Grpd(Π2(Y∗)) −−−−→
(f∗)∗
Grpd(Π2(X∗))
on using the strict fibre product, ×, to define the vertical maps via the fibre functor (II.119).
The vertical inverse may, of course, only be weak, but it’s necessarily unique up to equivalence,
so at worst (II.137) becomes 2-commutative on reversing the vertical arrows.
Finally some further comment on the role of pointing is in order
II.e.10. Remark. It’s useful to have a more geometric interpretation of the monoidal variant,
(II.54), of equivalence in E´t2(Π2). Specifically, if we work with pointed 0-cells, q′ : X ′∗′ → X∗
and weakly pointed maps, then we can further add to the data by introducing pairs
(II.138) (q′, ι′) where ι′ is an isomorphism of a discrete group G′ with the stabiliser of ∗′.
Now to demand that a (weakly pointed) 1-cell f ′ : q′ → q′′ in E´t2(Π2) commutes with the
isomorphisms ι′, ι′′ is not a restriction unless one limits the possibilities for the resulting map
Γ′ → Γ′′. Such limitations can only ever be natural under restrictive hypothesis, e.g. Γ′ = Γ′′,
and, indeed, in this case we can reasonably talk about the equivalence class of 0-cells with
pointed stabiliser Γ′. Unsurprisingly, such restricted equivalence has the effect of forcing f to
be the identity in (II.39), and corresponds, as per II.a.14, to the the equivalence class of the
action Π2(X∗)→ Aut(Γ′) qua monoidal functor. Consequently the equivalence class of 0-cells
with pointed stabiliser Γ′ is, for Z ′ the centre of Γ′, always a principal homogeneous space under
H2(pi′1, Z ′).
II.f. The 2-category E´t2(Π2) by examples. The 2-category E´t2(pt) is, in fact, a category,
i.e. the category of groups, while the general 0 dimensional case of the 2-Galois correspondence
amounts to some well known, at least for 0 cells, group theory, to wit
II.f.1. Example. The 2-category E´t2(Bpi1). The universal 1-cover of Bpi1 is pt, so this is also
the universal 2-cover, and the 2-group Π2(Bpi1) can be identified with the group pi1, or, better,
the 2-type (pi1, 0, 0). Similarly, Bpi1 is itself an étale fibration over pt, so every connected 0-cell
is just a map of groups q′ : BE′ → Bpi1 , and the factorisation II.b.8 is simply the exact sequence
(II.139) 1→ Γ′ → E′ = pi1(q′)  pi′1 ↪→ pi1
for pi′1 the image of E′ in pi1. Such an object is synonymous with a pointed stabiliser (qua
2-group) action of pi′1 on BΓ, and by II.a.5 it exists iff there is a map of 2-types q′ : (pi′1, 0, 0)→
(Out(Γ′), Z ′, obsΓ′), i.e. a representation
(II.140) q′ : pi′1 → Out(Γ′) with q′∗obs′Γ = 0 ∈ H3(pi′1, Z ′); Z ′ the centre of Γ′.
Now in speaking of the isomorphism classes of extensions one normally means up to diagrams
of the form
(II.141)
1 −−−−→ Γ′ −−−−→ E′ −−−−→ pi′1 −−−−→ 1∥∥∥ yisomorphism∥∥∥
1 −−−−→ Γ′ −−−−→ F ′ −−−−→ pi′1 −−−−→ 1
This is not, however, II.a.14, the definition of equivalence of 0-cells in E´t2(Bpi1), but rather,
(II.54), the equivalence class of the representation Π2 → Aut(BΓ′) qua monoidal functor, or,
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perhaps better, II.e.10, of 0-cells with stabiliser pointed in Γ′; so that on fixing q′, II.a.1 assures
us that the isomorphism classes of extensions, (II.139),
(II.142) in the sense of (II.141) are a principal homogeneous space under H2(pi′1, Z
′).
To see that (II.142) is, in general, different from equivalence of 0-cells in E´t2(Bpi1), observe that
a 1-cell F : q′ → q′′ is a pair (f : E′ → E′′, ω ∈ pi1) fitting into a commutative diagram
(II.143)
1 −−−−→ Γ′ −−−−→ E′ −−−−→ pi′1 ↪→ pi1yf ′ yf yInnω
1 −−−−→ Γ′′ −−−−→ E′′ −−−−→ pi′′1 ↪→ pi1
where, as indicated, necessarily f restricts to a map f ′ : Γ′ → Γ′′. The intervention of Innω
is something of a red herring. Indeed by II.a.13, this is just a question of base points, which
can conveniently be suppressed on replacing pi′1 by its conjugate and E′ by its pull-back (since
Innω is only inner in pi1) to the same. Plainly, however, exactly as per (II.54), there are more
equivalences than (II.141) in E´t2(Bpi1) since all that’s required is that f ′ in (II.143) be an
isomorphism. Similarly, not every map f ′, be it an isomorphism or otherwise, can be realised
in (II.143), e.g. for f ′ an isomorphism, the equivalence class in E´t2(Bpi1) of the 0-cell, q′, is the
obstruction. When the map f ′ can be realised, e.g. q′ = q′′ and f ′ = 1, by II.a.14, the 1-cells
modulo equivalence in Hom(q′, q′′)
(II.144) with (f ′, ω) fixed are isomorphic to H1(pi′1, Cf ′); Cf ′ centraliser in Γ
′′ of f ′(Γ′)
in the pi′1 module structure (II.49). Finally, a 2-morphism  : (f, ω)⇒ (g, τ) in Hom2(q′, q′′) is
just a conjugation by  ∈ E′′ such that
(II.145) g = Innf and Innτ = Inn¯Innω;  7→ ¯ ∈ pi′′1 .
In the proof of II.a.13 we didn’t need to calculate the obstruction, but this lacuna is easily
rectified. An obvious necessary condition for  to exist is that Innτ−1ω is actually inner in pi′′1 .
Now as we’ve said post (II.143) we can suppose that ω is the identity, whence at this point
τ has to be in pi′′1 , so replacing g by a conjugate we can, without loss of generality, suppose
that ω = τ = 1, and we’re looking for some  such that ¯ is in the centraliser, C¯, of pi′1 in
pi′′1 . A similarly obvious necessary condition is that the restrictions g′, f ′ can be conjugated by
an element of E′′ lying over C¯, so supposing this holds we can conjugate g to obtain f ′ = g′,
from which the remaining obstruction is exactly the isomorphism class (II.144), so modulo the
preceeding two obvious conditions the obstruction to Hom2(f, g) 6= ∅ lies in H1(pi′1, Cf ′), and
(II.146) if this vanishes, Hom2(f, g) is a principal homogeneous space under H0(pi′1, Cf ′);
where, II.a.14, the principal homogeneous space structure is the action of Hom2(f, f).
Plainly, it doesn’t take much effort to extend this example to
II.f.2. Example. The 2-category E´t2(X∗) whenever pi2(X∗) = 0, and, of course, X is
an étale fibration over a separated champ. Plainly Π2(X∗) is again the group pi1 = pi1(X∗),
so the 2-category E´t2(X∗) is necessarily equivalent to E´t2(Bpi1) by II.e.3. As such, it’s only
a question of how the cells manifest themselves. To fix ideas, suppose in the first instance
that X∗ is connected and developable. Consequently, X1 is a space, X say, and X is the
classifying champ [X/pi1] for some not necessarily faithful representation ρ : pi1 → Aut(X).
This leads to obvious candidates for the cells, i.e. identify a 0-cell, q′, with an extension, E′, à
la (II.139), whence by pull-back we have a representation ρE′ : E′ → Aut(X), so we can form
the classifying champ Xq′ := [X/E′], then identify f of (II.143) with a functor Xq′ → Xq′′ , and
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ω,  with natural transformations in the obvious ways. In the general case, this may not have
sense, but given E′ one can- notation as per I.63- form the groupoid
(II.147) RE′ :=
∐
e∈E′
Re¯0 ⇒ PX∗, e 7→ e¯ ∈ pi′1
then form the classifying champ [PX∗/RE′ ], and similarly for the 1 and 2 cells, which is not
only equivalent to the previous construction in the developable case, but proves that in either
case this is the equivalence of E´t2(X∗) with E´t2(Bpi1) by the simple expedient of applying pi0
at the groupoid level.
There is, to some degree, an analogous description in general, to wit:
II.f.3. Example. The full sub-2-category of connected 0 cells in E´t2(X∗) as “non-
associative extensions” , cf. II.h.1. We employ the abbreviation Π2 = Π2(X∗), and confuse
E´t2(Π2) with E´t2(X∗), as we may legitimately do by II.e.3. We know that the 0-cells, q′, in
E´t2(Π2) are determined by a pointed stabiliser action, II.a.6, so, in particular, we have a map
of 2-types
(II.148) q′ : (pi′1, pi
′
2,K
′
3)→ (Out(Γ′), Z ′, obsΓ′)
generalising (II.140). The fundamental group, pi1(q′), of the cell is pi0(R′) for R′ the groupoid
in the proof of II.e.8, so it’s an extension of pi′1 by Γ′/pi′2, and we have an exact sequence
(II.149) 1→ pi′2 → Γ′ → pi1(q′)→ pi′1 → 1
which, in turn, generalises (II.139), and allows us to identify pi′2 with a sub-group of Γ′. This
sequence is, however, by no means arbitrary since the condition of a pointed stabiliser action
is (for Aω, ζτ,ω as in the proof of II.e.8) equivalent to
(II.150) ⊗′ : (y, τ)× (x, ω) 7→ (yAτ (x)ζτ,ω, τω) ∈ E′ := Γ′ × pi′1 e7→e¯−−→ pi′1
defining a binary operation on E′ restricting to the group operation on Γ′ such that
(II.151) e⊗′ (f ⊗′ g) = K ′3(e¯, f¯ , g¯)(e⊗′ f)⊗′ g
which (since all co-chains are normalised) has a two sided identity, and inverses on both the left
and right, albeit these can differ because of the lack of associativity. Nevertheless (normalisation
again) there is no lack of associativity when one of e, f, g of (II.151) belongs to Γ′, so we get
left and right actions of Γ′ on E′ and whence an “exact sequence”,
(II.152) 1 −→ Γ′ −→ E′ e′ 7→e¯′−−−→ pi′1 −→ 1
all of which may reasonably be summarised by saying that (II.150)-(II.152) define a non-
associative extension of pi′1 by Γ′ with associator K ′3. Now, plainly, this structure is just that of
a 2-group in disguise; in fact E′ is the set of arrows of the groupoid E ′ := Γ′ × pi1(q′) ⇒ pi′1(q′)
-Γ acting on the left by way of its image in (II.149)- and ⊗′ of (II.150) gives this the structure
of a monoidal category. In particular by way of the section from pi′1, implicit in (II.150), we
have a strict (i.e. monoidal product goes to monoidal product on the nose) monoidal functor
Π′2 → E ′; while the stabiliser action of Π′2 comes from pulling back the conjugation action
E′ × Γ′ → Γ′ : (e, γ) 7→ e · g := e⊗′γ ⊗′ {right inverse of e},
or equivalently: (x, ω)× γ 7→ xAω(γ)x−1
(II.153)
which- normalisation of co-chains again- satisfies (f ⊗′ e) · γ = f · (e · γ), As such, it’s plain
from (II.153) that (II.149) expresses Γ′ as a crossed module over the group pi1(q′) = E′/pi′2-
indeed, the fundamental group of the fibre of any fibration (here q′) is a crossed module over
the fundamental group of the total space- while the isomorphism class, [Bro82, IV.5.4], in
H3(pi′1, pi′2) is, unsurprisingly, K ′3. There is, however, more to a 0 cell up to equivalence than
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this, which in analogy with (II.142) when understood, (II.54), as an equivalence of monoidal
functors, or, II.e.10 of 0-cells with stabiliser pointed in Γ′, is again the relation implied by the
diagram (II.141), i.e.
(II.154) strict isomorphism classes of non-associative extensions with associator K ′3,
so that just as in op. cit. as soon as the 2-type, (II.148) exists (or, equivalently, there is a crossed
module of the form (II.149) with isomorphism class K ′3) these form a principal homogeneous
space under H2(pi′1, Z ′). Again, by II.a.6 the intervention of inner automorphisms in (II.143)-
(II.146) is just a question of base points, so a 1-cell F : q′ → q′′ is a pair (E′ f−→ E′′, ω ∈ pi1)
fitting into the commutative diagram (II.143) where f takes ⊗′ to ⊗′′ strictly, and pi′2 → pi′′2
under the action of the same element of pi′1 affording the inner automorphism on the right; while
the obstructions to existence, and isomorphism classes, are exactly as post (II.143). Finally,
since, as noted, associativity holds for triples one of which is in Γ′′, the stabiliser of a 1-cell is
again the sub-group (II.146) of Γ′′ albeit acting by the conjugation (II.153).
While retaining exactly the same notation let us make
II.f.4. Example. The two type of 0-cells in E´t2(Π2) . For this calculation we fix:
(II.155) Γ′, the 2-type q′ (II.148), and pi1(q′) = E′/pi′2- wholly described by (II.150)-(II.152).
We therefore have, forX ′ = [PX∗/R′] the source of q′, that pi2(q′) := pi2(X ′) is just the kernel
of pi2 → pi′2, and it remains to determine the Postnikov class k3(q′) in H3(pi1(q′), pi2(q′)). To
this end: write Γ′ → pi1(q′) as x 7→ x¯, and choose a (set theoretic) section s : Γ′/pi′2 → Γ′, then-
further notation as per (II.128)- we get sections,
(II.156) ιX := s(x¯)i′ω; X = (x¯, ω) ∈ E′/pi′2
of the source of R′ ⇒ P whose value on ∗ has (in a complete repetition free way) a sink in each
of the connected components of R′ yielding natural transformations in R′2
(II.157) β′Y,X := ((X
∗)ιY )ιX(ι(Y X))−1 : InnιY InnιX ⇒ InnιYX
which can be calculated in essentially group theoretic terms by observing that
(II.158) S′Y,X = S
′((y¯, τ)× (x¯, ω)) := s(y¯)Aτ (s(x¯))ζτ,ωs(yxζτ,ω)−1 ∈ pi′2
is, a pi1(q′) 2-co-chain with differential K ′3, and, in the notation of (II.124) and thereabouts
(II.159) β′Y,X = (image in R
′
2 ofα
−1
τ,ω)SY,X ∈ R′2; X = (x¯, ω), etc.
Now II.d.3, assures us that to calculate k3(q′) we need to lift the β′Y,X to R2 and calculate their
pi1(q
′) differential under D of (II.111). Once, however, (II.155) is fixed there is relatively little
possibility for variation. Already this fixes R′2 = R2/pi2(q′); while II.d.3 assures us not only (cf.
the proof of op. cit.) that there is no dependence on the choice of section s, but that the only
possibility to change k3(q′) is to change the 0-cell itself. The possibilities for doing this are,
II.54, up to automorphisms of Γ′ a principal homogeneous space under the image of H2(pi′1, pi′2)
in H2(pi′1, Z ′), i.e. the former acting (possibly non-faithfully) by way of
(II.160) s′τ,ω × ζτ,ω 7→ s′τ,ωζτ,ω ∈ HomEns((pi′1)2,Γ′)
which by (II.158) and (II.159) translates to an action
(II.161) β′Y,X × s′τ,ω 7→ β′Y,Xs′τ,ω ∈ R′2
Consequently, once one has a lifting, β′Y,X y βY,X ∈ R2, the lifting of anything else in the orbit
is just given by lifting s′τ,ω y sτ,ω ∈ pi2, and pi2 commutes with everything, so: given (II.155)
the possibilities for the 2-type pi(q′) = (pi1(q′), pi2(q′), k3(q′)), or, better k3(q′), which is the only
unknown, are a principal homogeneous space under the image of the composite of:
(II.162) H2(pi′1, pi
′
2)→ H3(pi1, pi2(q′))→ H3(pi′1(q′), pi2(q′))
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As such, this part of the structure can often be controlled by knowledge of pi1 and pi2 alone,
e.g. if pi1 is a finite cyclic group then, [Bro82][VI.9.2], the co-homology is periodic of period 2,
whence the first map in (II.162) is always zero, so a fortiori we have a principal homogeneous
space under 0. Even here, however, k3(q′) can still be arbitrary. Indeed, suppose that K3 = 0,
then the orbit of q′ under (II.160) has a distinguished element, q′0 say, for which S′Y,X of (II.158)
is the class of Γ′, viewed as an extension of pi1(q′) by pi′2- so for varying Γ′ this is effectively
arbitrary- and whence given (II.155) the possible values whenever K3 = 0 of k3(q′) are the
(II.163) orbit under (II.162) of the image of Γ′ via H2(pi1(q′), pi′2)→ H3(pi1(q′), pi(q′)).
Consequently, the only real restriction on 2-types in E´t2(Π2) is pi2, albeit that the mechanism
for creating non-trivial Postnikov classes from, say, a trivial K3 is perfectly clear.
Finally, let us conclude this tour by way of the essential
II.f.5. Example. The 2-category Hom(Π2,BBZ) . Here it’s very helpful to take account
of 0.0.8 and think of Π2 as a 2-groupoid with one 0-cell, so that BBZ means the abelian
group Z viewed as a 2-groupoid with one 0-cell, one 1-cell, and 2-cells the group Z. We could
make a similar example for an arbitrary sheaf of abelian groups on X , this, however, slightly
obscures the absolute nature of BBZ . In any case, let us work through the 2-categorical notion
Hom(Π2,BBZ). In the first instance, the 0 cells, q′, are 2-functors, so [Lei04, 1.5.9], monoidal
functors from Π2 to BZ . As such, we get a (left) action
(II.164) Π2 × BZ q
′×id−−−→ BZ × BZ ⊗−→ BZ
with an associator deduced from q′(⊗)⇒ ⊗(q′×q′) in the natural way. At which point, [Lei04,
1.5.11], it’s critical that BBZ has only one 1-cell and all cells are invertible, so that again
1-cells f : q′ ⇒ q′′ are transformations of monoidal functors. As such, by (II.54) the natural
2-functor Hom(Π2,BBZ)→ E´t2(Π2) invariably fails to be faithful. There are many possibilities
for understanding this in E´t2(Π2), of which the most attractive is by way of torsors under BZ ,
but since we wish to consider Z as a given, it’s perfectly reasonable (on identifying Π2 with
Π2(X∗) of a suitable pointed champ- in fact even of a 3-dimensional CW-complex, [WM50]) to
appeal to II.e.10 and view the
(II.165) 0-cells in Hom(Π2,BBZ) as 0-cells in E´t2(Π2) with stabiliser pointed in Z.
Similarly the 1-cells in Hom(Π2,BBZ) may be described as 1-cells
(II.166) q′ f−→ q′′ in E´t2(Π2) commuting with the pointed stabiliser isomorphism (II.165).
Finally 2-cells in Hom(Π2,BBZ) are modifications, [Lei04, 1.5.12], which here just boils down
to elements of Z, albeit if we identify the 1-cells with 1-cells, f , g in E´t2(Π2) via (II.166) then
(II.167) the 2-cells Hom2(f, g) in Hom(Π2,BBZ) are precisely those in E´t2(Π2),
since commutativity of these with the pointed stabiliser isomorphism (II.165) is implied by
(II.166). Now let us identify the equivalence classes of (II.165)-(II.167). As representations in
BZ , even qua equivalence in the monoidal sense, (II.165) certainly doesn’t give all the actions
of Π2 on BZ , since the two type q′ : pi → (0, Z, 0) is just a map q′2 : pi2 = pi2(X∗) → Z
of pi1 = pi1(X∗) modules, with Z understood trivially, but, II.a.5, it does give all the actions
whose pointed stabiliser has fundamental group pi1, and trivial outer representation, i.e. Z is the
constant, as opposed to a locally constant, sheaf. Consequently, the 0 cells in Hom(Π2,BBZ),
up to equivalence, are described by the exact sequence
(II.168) 0→ H2(pi1, Z)→ Hom0(Π2,BBZ)/equivalence→ Hompi1(pi2, Z)
q′2 7→(q′2)∗(k3)−−−−−−−−→ H3(pi1, Z)
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which one recognises as being remarkably similar to the 3rd-sheet of the Hoschild-Serre spectral
sequence, to wit:
(II.169) 0→ H2(pi1, Z)→ H2(X , Z)→ Hompi1(pi2, Z)
d0,23−−→ H3(pi1, Z)
and, unsurprisingly, II.h.2, these are the same, i.e. the equivalence class of 0-cells (II.165)
is naturally isomorphic to H2(X , Z). In the étale topology, albeit unlike I.g.5 with a minor
intervention of hypercoverings, this is, III.h.3-III.h.4, evident from the local to global Cěch
spectral sequence, and, indeed, cf. op. cit., one could reasonably just takes this as a definition
of H2. In terms of the path fibration, however, it merits postponement till II.h.2. In any case
we already know from [BL04, Theorem 43], and II.a.14 that the 1-cells Hom1(q′, q′′) of (II.166)
are a principal homogeneous space under H1(pi1, Z); while the 2-cells Hom1(q′, q′′) of (II.167)
are a principal homogeneous space under H0(pi1, Z), and whence just as BZ is not just weakly
equivalent to K(Z, 1) but carries the extra information of isomorphisms amongst torsors, BBZ
similarly augments K(Z, 2), i.e.
II.f.6. Fact. Let X be a connected, locally 1-connected, and semi-locally 2-connected champ
étale fibring over a separated champ, then via (II.165)-(II.167) and II.e.3, Hom(Π2(X∗),BBZ)
is equivalent to a (sub) 2-category of locally constant gerbes in BZ ’s over X with stabilisers
pointed in Z, and for any 0-cell q we have canonical isomorphisms,
(II.170) pip(Hom(Π2(X∗),BBZ), q)
∼−→ H2−p(X , Z), 0 ≤ p ≤ 2
II.g. The Torelli description. The fact that a torus, be it Gm in the algebraic sense, or S1 in
the topological sense, is a K(Z, 1) provides an alternative possibility for describing the universal
2-cover in certain circumstances. The basic case is:
II.g.1. Example. The universal 2-cover, X2, modulo torsion whenever pi2(X∗) is
finitely generated modulo torsion (X a separated champ with para-compact moduli).
Under these hypothesis, the universal 1-cover X1 is also a separated champ with para-compact
moduli, so the sheaf of continuous functions on X1 is flasque, and pi2 modulo torsion is free of
finite rank. Consequently, we have a sequence of commutative Lie groups,
(II.171) 0→ pi′2 := pi2(X∗)/Tors→ Lpi2 := C⊗ pi2(X∗) l 7→l¯−−→ Λpi2 → 0
where the exactness of the sequence defines the final group. As such- identifying the co-
homology of a Lie group with the sheaf of continuous functions to it in the usual way- we
obtain by Huerwicz, I.g.6, the habitual isomorphism
(II.172) H1(X1,Λpi2)
∼−→ Hom(pi2(X1∗), pi′2) = Hom(pi′2, pi′2)
and whence a Λpi2-torsor T → X1. Appealing to the exact sequence of a fibration, I.d.5, we
have an exact sequence
(II.173) 0→ pi2(T∗)→ pi2(X1∗)→ pi′2 → pi1(T∗)→ 0
The map in the middle can be studied one sphere at a time, and for f : S2 → X1 arbitrary,
f∗T is a Λpi2-torsor, so if one identifies the 2nd integral co-homology with values in Z(1)
(=Z(2pi
√−1) which is canonically pi1(S1)) with line bundles L then by the functoriality of both
the isomorphism (II.172) and the exact sequence I.d.5 (albeit the latter involves a choice of
connecting isomorphism up to ±1 but this can be done once and for all independently of the
fibration) f , viewed as a functional on integral co-homology, goes to deg(f∗L), from which the
map in the middle is just the quotient of pi2(X1∗) modulo torsion, i.e.
(II.174) pi1(T ) = 0, and, pi2(T ) = Tors(pi2(X ))
Again, to fix ideas, suppose that T is a space T , then, plainly, X1 = [T/Λpi2 ], and we can
use the natural map (II.171) to form the classifying champ [T/Lpi2 ] which by I.d.5 has the
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same fundamental groups, (II.174), as T , and by construction it’s a locally constant gerbe in
Bpi′2 ’s over X1. Now, quite generally by, (II.155) a locally constant gerbes in BZ ’s over X1 is
simply connected iff it’s given by a surjective map q : pi2(X1∗) → Z. Consequently modulo
equivalence, over X1
(II.175) there is a unique simply connected gerbe in Bpi′2 ’s, so, it’s necessarily [T/Lpi2 ]
In particular, by way of example, the so called “bad orbifolds” on S2 = P1C with relatively prime
signatures p, q at 0 and ∞ are simply connected with pi2 ∼−→ Z(1), and enjoy the property that
T = C2\{0} is a space, while the classifying champs of the actions
(II.176) Gm × T 3 (λ, x, y)
(λqx,λpy)
⇒
(x,y)
T, Ga × T 3 (l, x, y)
(exp(ql)x,exp(pl)y)
⇒
(x,y)
T
are the “bad orbifold” and its universal 2-cover respectively.
Now the principle utility of this is when the torsor is a space so that descriptions such as (II.176)
become a substitute for developability. Nevertheless, this construction continues to have sense
even if T is not a space, i.e. there is a well defined Lpi2 action on T , and continues to be of
some utility since T is almost inevitably more space like than X1. To see this, observe that
the descent spectral sequence (I.95), applied to Λpi2 , suggests
(II.177) H1(X1,Λpi2)
∼−→ Hˇ1(Homcts(R1,Λpi2))
i.e. that the torsor is a continuous (normalised) co-cycle, K : R1 → Λpi2 , a.k.a. a descent datum
for the torsor over the path fibration. There is, however, a subtlety, since, [Sto63, Theorem
1], the path space may not be paracompact. Nevertheless, the moduli of X1 is paracompact,
so the pull-back of any torsor (under any Lie group) over X1 to any space trivialises over a
cover with a locally finite refinement. On the other hand, by definition, I.d.2, a champ over
X1 is a fibration iff it’s pull-back to any space is, so every torsor over X1 is a fibration. As
such, the pull-back to PX∗ of any torsor over X1 is a fibration over a contractible space, so it
has a section, which justifies (II.177). Consequently the torsor, T , can be identified with the
diagonal action
(II.178) R1 × Λpi2 3 (f, λ)
(t(f),K(f)λ)
⇒
(s(f),λ)
PX∗ × Λpi2 → T
so, for example, a meaningful way to present T × Λpi2 ⇒ T in spaces is
(II.179) R1 × Λpi2 × Λpi2 3 (f, λ)× x
(t(f),K(f)λx)
⇒
(s(f),x)
PX∗ × Λpi2 → T
with the projection of (II.178) → (II.179), i.e. T → [T /Λpi2 ], given by the functor (f, λ) →
(f,K(f)−1); which remains meaningful for T × Lpi2 ⇒ T , to wit
(II.180) R1 × Lpi2 × Λpi2 3 (f, l)× x
(t(f),K(f)l¯x)
⇒
(s(f),x)
PX∗ × Λpi2 → T
Of course, if one prefers to take the reals in (II.171) so that Λpi2 is a torus in the topological
rather than algebro-geometric sense, then absolutely nothing changes, and in either case there
is an elegant variation on the Torelli map that yields the co-cycle K as soon as X has an étale
presentation in C1-maps with an atlas of opens in some Rn. Under such hypothesis we can
identify H2(X1,C) with the complex De-Rham co-homology H2DR(X1). Now, I.e.2, arrows in
R1 are the images of the spaceM of continuous maps I2 →X1 with some extra data, (I.59), at
the end points, and we can (via a Stieltjes integral) on choosing an orientation of I2 integrate
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2-forms over such maps to get a pairing
(II.181) M ×A2C(X1)→ C : (f, ω) 7→
∫
I×I
f∗ω
This pairing doesn’t quite descend to H2DR even for the restricted class of maps appearing
in (I.59) since the integral of the differential, dβ of a 1-form, will be the difference of the
integrals of β over the top and bottom sides of the square (I.59). This is, however, the Cěch
co-boundary in (II.177)- or more accurately d0,11 in the previous sheet- of the integral of β over
paths. Consequently, if we choose a section h : H2DR(X1)→ Z2C(X1) ⊆ A2C(X1) with values in
closed forms then we get a map,
(II.182) K˜ : M −−−−→ H2DR(X1)∨ ∼−−−−−→
Huerwicz
Lpi2
and any other section differs by the co-boundary (defined via integration of the difference of
sections) of some Homcts(PX1∗, Lpi2). By definition, I.e.7, R2 is M modulo homotopies, and
elements of H2DR are closed, so, by Stokes, (II.182) descends to a map from R2. In addition K˜
is an integral, so it’s additive for the groupoid structure in R2, while by the discussion following
(II.173) we know that (for an appropriate orientation of I2) it’s value on pi2(X1∗) (identified
with the stabiliser of ∗ in R2) is (independently of the section h since spheres are closed) its
natural image in pi′2, and whence we obtain the Torelli type formula
(II.183) K : R1 → Λpi2 : f 7→
∫
I2
f∗h(ω)
Let us clarify the context in which this may be employed by introducing
II.g.2. Definition. Let Π2 be a 2-group described as in (II.1)-(II.2), then Π2/tors, or Π′2 if
there is no danger of confusion, is the sub, II.a.6, 2-group Π2/(tors(pi2). In particular, the
fundamental group is unchanged, and K ′3 is just K3 pushed forward along pi2 → pi2/tors.
With this in mind we can push II.g.1 to a description of
II.g.3. Example. X2/tors→X via torus extensions, with not just the hypothesis of II.g.1,
but also Hi(pi1, Lpi2) = 0, i ∈ {1, 2}. With such suppositions, (II.171) gives a canonical (up to
a sign) isomorphism
(II.184) H2(pi1,Λpi2)
∼−→ H3(pi1, pi′2)
and whence to the 2-type pi′ = (pi1, pi′2, k′3) of Π′2 we can associate a unique extension
(II.185) 0→ Λpi2 → E → pi1 → 0
Unsurprisingly, therefore, our goal is to express the composition
(II.186) T →X1 →X
for T as per II.g.1 as a torsor under E. To this end observe that the reasoning post (II.177)
is wholly general, i.e. for any Deligne-Mumford champ with paracomapct moduli, X , and any
Lie Group, G,
(II.187) H1(X , G) ∼−→ Hˇ1(Homcts(R0, G))
so, in a minor change of notation, we require to extend the co-cycle K1 : R1 → Λpi2 of (II.173)
to a co-cycle K : R0 → E. As such let K2 : R2 → Lpi2 be the lifting of K1 to R2 (or even
just R2/tors) then by the reasoning post (II.173), the restriction of K2 to the stabiliser may
be identified with the natural map pi2 = pi2(X∗)→ pi′2 = pi2(X∗)/tors. In particular, therefore,
the restriction of K2 is equivariant for the action of pi1, and whence by (II.177): for each ω ∈ pi1
there is a function yω : P = PX∗ → Lpi2 such that,
(II.188) K2(Fω−1(f))ω = K2(f) + yω(b)− yω(a), a f−→ b ∈ R2
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Consequently, a direct application of the definition of α•,• in (II.105) implies that the function
(II.189) φτ,ω : P → Λpi2 : a 7→ K2(αω−1,τ−1(a))τω − yτω(a) + yτ (a) + yω(τ−1(a))τ
is constant on arrows in R2, thus, it is, in fact, a function from X2, or better its moduli, so
inter alia it’s a function from X1 with (left) pi1-action
(II.190) pi1 ×Hom(X1, Lpi2) : (ω, φ) 7→ {a 7→ φ(ω−1a)ω}
Combining this with the respective definitions, of the Postnikov class, II.d.3, and the co-opposite
isomorphism, (II.65), gives the identity
(II.191) ∂(φ)σ,τ,ω(a) = (co− op(K3))(σ, τ, ω), a ∈ P
of 3 co-cycles with values in Hom(X1, Lpi2). Now the hypothesised vanishing of H3(pi1, Lpi2)
allows us to write K3 as the boundary of some Lpi2-valued co-chain, ξ, while the Höschild-Serre
spectral sequence yields an exact sequence
(II.192) H0(pi1,H1cts(X1, Lpi2))
d0,12−−→ H2(pi1,Homcts(X1, Lpi2))→ H2(X , Lpi2)
in which the groups on the left and right vanish by the paracompactness of X1 and X respec-
tively, so there are functions zω : X1 → Lpi2 , ω ∈ pi1 such that for any a ∈ P
(II.193) ((co− op)ξ))τ,ω = (−φ+ ∂(s∗z))τ,ω(a), (s, t) : R1 ⇒ P
Amongst the various choices for applying co− op to (II.193) we perform the substitution
(τ, ω)↔ (ω−1, τ−1) while fixing a to obtain
(II.194) ξτ,ω = −K2(ατ,ω(a)) + xτω(a)− xτ (ωa)− xω(a)τ , xω(a) := yω−1(a)ω + zω−1(a)ω
The group law in E can, of course, be written,
(II.195) (e, τ) · (h, ω) = (e+ hτ + ξτ,ω, τω), e, h,∈ Λpi2 , τ, ω ∈ pi1
from which the fact that s∗z in (II.193) is equally t∗z combines, in the notation of I.e.5, with
(II.188) to yield that
(II.196) K0 : R0 → E : f(= f1iω) 7→ (K1(f1) + (s∗xω)(f), ω), f1 ∈ R1, ω ∈ pi1
is an E-valued co-cycle over X0, which restricted to R1 is K1, and pushed forward to pi1 just
sends an arrow to its connected component, so the composition (II.186) has the structure of an
E-torsor by way of the descent datum (II.196).
All of which is considerably easier in practice, which will amount to: an atlas, U , of opens
in some Rn with quasi-finite étale gluing R ⇒ U along C1-maps, and finite pi1. Under the
latter hypothesis all Q[pi1]-modules are acyclic, so we can suppose that the section h prior to
(II.182) is pi1 equivariant, so yω in (II.188) is identically zero for all ω ∈ pi1, while the Torelli
description (II.183) of K as an integral implies that without loss of generality a 7→ K(ατ,ω(a))
is independent of a ∈ P , so we can take xω in (II.196) to be zero too. In any case, since the
conclusions of this section are preliminary in nature let us summarise them by way of
II.g.4. Summary. Under the present hypothesis II.g.3 ,so, in particular those of II.g.1, the 2-
type pi′ modulo torsion determines, (II.185), a unique extension E. Similarly, there is a unique
E-torsor, TX →X , (II.196), such that the classifying champ [TX /Lpi2 ]- so understood as per
(II.180) if TX is not a space- is the universal 2-cover X2. Equally useful, however, albeit with
the same caveat if TX is not a space, X itself is the classifying champ [TX /E].
Now let us apply this to an example which is common enough whether in algebraic geometry
or the study of 4-manifolds, to wit a description of
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II.g.5. Example. The full sub-category, E´tsep2 (X ), of separated champ in E´t2(X ) when-
ever X itself is separated with para-compact moduli, finite fundamental group, and torsion
free pi2. Plainly the source of every 0-cell, Y → X , of E´tsep2 (X ) satisfies the hypothesis of
II.g.3, so that our first task is to show that, qua champ rather than qua torsor, TY does not
depend on Y , where for convenience we’ll restrict our attention to Y connected. Thanks to
the factorisation (II.186) we may suppose that Y is simply connected, while by II.b.2 Y →X
factors as Y → X1 → X for Y → X1 a finite (since Y is separated) locally constant gerbe
in Bpi′2 ’s, so we get a short exact sequence
(II.197) 0→ pi′2 → Λpi2(Y ) → Λpi2(X ) → 0
by virtue of the long exact sequent of a fibration, I.d.5, and the finiteness of pi′2. By definition we
have an action Λpi2(X )×T ⇒ T ( again via (II.180) if T is not a space), which by way of the
quotient map in (II.197) yields an action Λpi2(Y )×T ⇒ T where by definition T → [T /Λpi2(Y )]
is a Λpi2(Y )-torsor; while [T /Λpi2(Y )]→ [T /Λpi2(X )] = X1 is a locally constant gerbe in Bpi′2 ’s.
Better still, again by the long exact sequence of a fibration, [T /Λpi2(Y )] is simply connected,
and the natural map, pi2([T /Λpi2(Y )])→ pi1(Λpi2(Y )) is an isomorphism; from which the former
gives that [T /Λpi2(Y )] is isomorphic to Y by II.f.4 and the 2-Galois correspondence II.e.3, while
the latter gives that T → [T /Λpi2(Y )] = Y is the torsor TY → Y by (II.172) et sequel.
We can now apply this to give a description of E´tsep2 (X ) via extensions and actions on T
which closely mimics II.f.1, or perhaps better II.f.2, in which the mantra is that T plays the
role of the universal cover. As such, for technical convenience (albeit that the general case is
covered by (II.180) let us suppose that T is a space, T , which is, in any case, the principle
utility of this discussion. Consequently, we have a base object consisting of the pair (E, ρ)
where E is the extension (II.185) deduced from the 2-type of X , and ρ : E → Aut(T ) the
representation assured by II.g.4 such that the resulting classifying champ [T/E] is isomorphic
to X . In particular, the representable étale cover Y ′ →X corresponding to a sub-group pi′1 of
pi1 = pi1(X ) is just [T/E′] for E′ = E×pi1 pi′1, and the factorisation q′ : Y → Y ′ →X of II.b.2
of the cell into a locally constant gerbe followed by a representable étale cover may, on writing
Λ = Λpi2(X ), be read -i.e. for E(q
′) the extension of II.g.4 defined by Y , and everything else
defined therein- from the diagram of exact rows and columns with pi′2 finite
(II.198)
0 0 0y y y
0 −−−−→ pi′2 −−−−→ Γ′ −−−−→ Γ′/pi′2 −−−−→ 0y y y
0 −−−−→ Λ −−−−→ E(q′) −−−−→ pi1(q′) −−−−→ 0
q′toric
y yq′ yq′1
0 −−−−→ Λ −−−−→ E′ −−−−→ pi′1 −−−−→ 0y y y
0 0 0
Indeed, the inclusion E′ ↪→ E affords not just an action E(q′) × T ⇒ T , and whence a 0-
cell q′ : [T/E(q′)] → [T/E] = X in E´tsep2 (X ) but even the factorisation II.b.2 by way of
[T/E(q′)] → [T/E′] → [T/E] in which the former factor is a locally constant gerbe in BΓ′ ’s.
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Conversely, for q′ : Y →X in E´tsep2 (X ) we have a strictly commutative diagram
(II.199) T ×Y T ∼−→ T × E(q′) T × T
T ×X T ∼−→ T × E
//
==
%%
for E(q′) ⇒ T the action assured by II.g.4, and hence, by the functoriality of fibre products,
a functorial assignment q′ 7→ E(q′) fitting into a diagram (II.198) in which the notation is
consistent with the more generally valid descriptions II.f.3-II.f.4, e.g. the 2-type q′ encoded by
the exact sequence (II.149) is identically (II.198) read clockwise from top left to bottom right
with the top right omitted, or, equivalently in the sense of crossed modules, read anti-clockwise
with the bottom left omitted. In any case, under our initial hypothesis, the 2-category E´tsep2 (X )
is equivalent to the 2-category, E , in which:
0 -cells are maps q′ : E(q′)→ E of extensions in which the toric map q′toric is finite.
1 -cells are pairs (f, η): f : E(q′)→ E(q′′) a map of extensions; η ∈ E, and q′′f = Innηq′.
2 -cells ζ : (f, η)⇒ (g, ξ) are elements E(q′′) such that ξ = q′′(ζ)η.
Indeed, we have a 2-functor E → E´tsep2 (X ) : E(q′) 7→ [T/E(q′)] which we’ve already observed
is essentially surjective on 0-cells. A priori II.e.2 leaves open the possibility that there are more
1-cells in E´tsep2 (X ) since these are 2-commutative diagrams
(II.200) [T × E(q′) ⇒ T ] [T × E(q′′) ⇒ T ]
[T × E ⇒ T ]
f //
q′′wwq′ ''
η
+3
so, more succinctly: a 1 co-cycle ft : E(q′) → Hom(T,E(q′′)) for the E(q′)-action ft 7→ fet,
e ∈ E(q′) affording the functor of the top row of (II.200); and a continuous map ηt : T → E
affording the natural transformation η such that we have the 2-commutativity condition
(II.201) q′′ft(e) = ηetq′(e)η−1t , t ∈ T, e ∈ E(q′)
On the other hand, the image of η in E/E′′ ∼−→ pi1/pi′′1 must be constant, so we can write ηt = η¯′′t ω
for some E′′-valued function η¯′′t . Furthermore the space T is 2-connected, so η¯′′t can a fortiori
be lifted to an E(q′′)-valued function, η′′t . Consequently we have a 2-cell η′′t : (F, ω)⇒ (ft, ηt)
in E´tsep2 (X ) where F is the functor afforded by the co-cycle
(II.202) E(q′)→ Hom(T,E(q′′)) : e 7→ (η′′et)−1ft(e)η′′t
which by (II.201) pushes forward to a constant map in Hom(T,E), so by (II.198) and the
co-cycle condition, F is actually a map of extensions E(q′) → E(q′′) and our 2-functor E →
E´tsep2 (X ) is essentially surjective on 1-cells. Finally, and plainly, 2-cells in E´t
sep
2 (X ) between
1-cells where the underlying functor is constant in t ∈ T are themselves constant in t, so again
by [Lei04, 1.5.13] we deduce that E → E´tsep2 (X ) is an equivalence of 2-categories.
II.h. The Postnikov class. The most expedient way to relate the Postnikov class as we’ve
defined it in II.d.3 to the spectral sequence (I.95) and the Huerwicz theorem as encountered in
(II.168) and (II.169) is a more quantitative version of II.d.5, i.e.
II.h.1. Fact. - cf. II.f.3- Let R0 ⇒ P be the path groupoid of a pointed champ X∗, which itself
is an étale fibration over a 1-connected and locally 2-connected champ with separated moduli,
then the universal cover R → R0 admits a product ⊗ : R ×P R → R lifting the composition in
R0 such that for • : pi2(X∗)×R→ R the left (or indeed right since pi2 = pi1(R1) is commutative)
torsor structure, and pi2 identified to the stabiliser pi2 × P of the connected component of the
identity, i.e. R2,
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(a) ⊗|R2 is composition in R2, and lifts composition in R0.
(b) S ⊗ f = S • f ; f ⊗ S = f • Fω(f), S ∈ pi2, f ∈ R×R0 Rω0 - notation as per (I.63).
(c) h⊗ (g ⊗ f) = K3(σ, τ, ω) • {(h⊗ g)⊗ f}, where h, g, f are in the fibre of R→ R0 over
the connected components Rσ0 , R
τ
0 , and R
ω
0 respectively; σ, τ, ω ∈ pi1(X∗).
In particular since we can, and do, always work with normalised co-cycles, associativity holds
whenever any of h, g or f in (c) belong to R2.
Proof. Just apply the construction (II.125) & (II.126) of the proof of II.e.8 with R = R′ in the
notation of op. cit. 
The principle utility of II.h.1 is to allow us to organise the obvious calculation,
II.h.2. Fact. Let X∗ be a (pointed) champ, which itself is an étale fibration over a 1-connected
and locally 2-connected champ with separated moduli, with Z a locally constant sheaf of abelian
groups on X , then for pip = pip(X∗) the transgression
(II.203) d0,23 : Hompi1(pi2, Z)→ H3(pi1, Z)
in the 3rd sheet of the Hoschild-Serre spectral sequence, or, equivalently, the transgression d1,12
in the 2nd sheet of the spectral sequence (I.95) is given by Hompi1(pi2, Z) 3 φ 7→ φ∗k3.
Proof. We do the d1,12 term in the spectral sequence (I.95) since it’s philosophically more con-
sistent with our use of the path fibration. As such, to begin with we have, in the notation of
II.h.1, a commutative diagram
(II.204)
R
←−←−−−−←− R×P Ry y
R0
←−←−−−−←− R0 ×P R0
where the bottom horizontal arrows are the 2-projections and composition while those on the
top are again projections along with the lifting ⊗ of composition. Now, the group pi2× pi2 acts
faithfully and transitively on R×P R by way of,
(II.205) (T, S)× (g, f) 7→ (Tg, Sf)
for (S, f) 7→ Sf the faithful and transitive action of pi2 on R itself. These actions afford
unique isomorphisms of the fundamental group of any connected component of R0, respectively
R0 ×P R0 with pi2, respectively pi2 × pi2, and whence maps
(II.206) pi2 × pi1 ←−←−−−−←− pi2 × pi2 × pi1 × pi1
corresponding to pi0 of the 3-maps in (II.204), which for g and f of (II.205) belonging to the
components indexed by τ , respectively ω, in pi1 are
(II.207) (T, S) 7→ T, (T, S) 7→ Sτ , (T, S) 7→ T + Sτ
Consequently, for some suitable labelling pi, 1 ≤ i ≤ 3 of the bottom horizontal maps in II.204,
(p3)∗ = (p1)∗ + (p2)∗, and the next thing to look at is a diagram
(II.208)
U ×S U ←−←−−−−←− V ×X V
↓↓ ↓↓
U
←−←−−−−←− V := (p1)
∗U ×X (p2)∗U ×X (p3)∗Uy y
S
←−←−−−−←− X
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where S and X are connected, U/S is the universal cover, and the maps (pi)∗ of the bottom
3-horizontal arrows, pi, on fundamental groups satisfy the aforesaid relation implied by (II.207).
As such, a convenient identification of V is as the quotient
(II.209) Y × pi31(S)/(x, γi) ∼ (xω, (pi)∗(ω)γi), ω ∈ pi1(X)
for Y/X the universal cover, while an equally convenient representation of V ×X V is
(II.210) Y × pi31(S)× pi1(S)3/(x, γi, γ′i) ∼ (xω, (pi)∗(ω)γi, (pi)∗(ω)γ′i), ω ∈ pi1(X)
Consequently, if we identify pi0(V ) with pi1(S) by way of (p3)∗ in (II.209) then the (Cěch)
differential of the identity in Hom(U ×S U, pi1(S)) = Hom(pi1(S), pi1(S)) with respect to the
top 3-horizontal maps in (II.208) is by (II.209) and (II.210) the differential of the identity in
Hom(V, pi1(S)) with respect to the upper right verticals in (II.208). At which point, it’s a little
more delicate since the relevant diagram is,
(II.211)
V
⇔←−−−−←
∏1≤i≤6
R0×PR0×PR0(qi)
∗Ry y
R
←−←−−−−←− R×P R
⇔←−−−−← R×P R×P Ry y y
R0
←−←−−−−←− R0 ×P R0
⇔←−−−−← R0 ×P R0 ×P R0
where the qi are a repetition free list of the 6 maps from among the 12-maps obtained from
composing the bottom right with the bottom left of the diagram, and we again use ⊗, where
appropriate, to lift the 4 arrows on the bottom right to the middle 4, so there are 7 repetition
free compositions from middle right to middle left because of the non-associativity II.h.1.(c).
In this situation a better model for V is the fibre product of the leftmost vertical with the lower
middle vertical followed by composition, which can be written as
(II.212) V = {v = (g, f, S(g ⊗ f))} ⊆ R×P R×R, S ∈ pi2
while a similar model for the top right hand corner is
(II.213) (h, g, f, S1(h⊗ g), S2(g ⊗ f), S3(h⊗ (g ⊗ f))) ∈ R×P R×P R×R3, (Si) ∈ pi32
As such, the aforesaid intermediary transgression of the identity in Hom(pi2, pi2) is, regardless
of the connected component of R0 ×P R0 the map v 7→ S in the notation of (II.212) and its
differential with respect to the 4 top most maps in (II.211) is exactly the difference between
h⊗ (g ⊗ f) and (h⊗ g)⊗ f), i.e. K3 by II.h.1.(c). 
This spectral sequence interpretation can be a rather efficient way to calculate the invariants
that we’ve encountered in II.f.3, II.f.4, and II.g.5, as illustrated by
II.h.3. Example. The 2-category E´t2(X ) whenever X is an étale fibration over a complex
1-dimensional orbifold. In the particular case that X is an étale fibration over an orbifold O
with −∞ ≤ χ(O) ≤ 0, orbifold uniformisation gives that O is uniformised by the disc, ∆, should
the Euler characteristic be strictly negative, and by the complex plane C otherwise. As such O
is a K(pi, 1), and a fortiori so is X . Consequently this case is exhaustively described in purely
group theoretic terms by II.f.2, albeit that we can usefully add that the conformal structure
on X is inherited from that of the universal cover because the representations of op. cit. are
not arbitrary topological automorphisms but conformal ones. The remaining simply connected
orbifolds are therefore parabolic, i.e. their Euler-characteristic is positive, and are classifying
champs [T/Gm] for T = C2\0 with action as per (II.176), so P1C if p = q = 1, tear-drops if
p = 1, q > 1, and american footballs otherwise. In particular, just as the actions in the previous
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case were conformal, the representations of II.g.5 in the automorphism group of T are algebraic,
i.e. GL2(C). In any case, by the long-exact sequence of a fibration, I.d.5, any parabolic orbifold
has (canonically since everything is conformal cf. (II.173) et seq.) pi2
∼−→ Z(1), while any étale
fibration over the same must have pi2
∼−→ Z(1) or 0 by II.f.4. At least for separated champs,
therefore, we’re in the situation of II.g.5. Several further simplifications are, however, possible.
In the first place pi2(O) is generated by a conformal mapping (z 7→ zpq lifts to a map P1C → O of
a simply connected orbifold), while the orbifold fundamental group acts by conformal mappings
of finite order, so the action of pi1 on pi2 is trivial. Secondly, the integral co-homology of an
orbifold can be easily computed from the Leray spectral sequence,
(II.214) Hi(|O|, Rjµ∗Z(1))⇒ Hi+j(O,Z(1))
of its moduli map µ : O → |O|. In the case at hand |O| ∼−→ P1C, and we have some finite (actually
at most 3) non-scheme like points on O with local cyclic monodromies of order nk ∈ N at points
pk : pt→ P1C, so for j > 0,
(II.215) Rjµ∗Z(1) =
{∐
k(pk)∗Z/nk, i even,
0 i odd
since, [Bro82][VI.9.2], cyclic groups have 2-periodic co-homology, and whence,
(II.216) Hn(O,Z(1)) =
{∐
k Z/nk, n ≥ 4 even,
0 n odd
Combining this with the Hoschild-Serre spectral sequence and II.h.1 gives an exact sequence
(II.217) 0→ Tors(Pic(O))→ Pic(O)→ Pic(O1) (= Z) k3−→ H3(pi1(O),Z(1))→ 0
and, of course, (II.214), describes the Picard group by way of
(II.218) 0→ Pic(|O|) (= Z)→ Pic(O)→
∐
k
Z/nk → 0
from which the middle map in (II.217) is surjective if pi1(O) is cyclic, or a dihedral group
D2n with n odd, and of index 2 otherwise, i.e. D2n, n even, tetrahedral, T, octahedral, O,
or icosahedral I. Consequently, in the former cases H3(pi1,Z(1)) vanishes, and in the notation
of II.f.3 and II.f.4, by (II.151) & (II.162), associated to the exact sequence (II.149) there is a
non-unique extension E′ of pi′1 by Γ′ fitting into a diagram
(II.219)
0 0 0y y y
0 −−−−→ pi′2 −−−−→ Γ′ −−−−→ Γ′/pi′2 −−−−→ 0∥∥∥ y y
0 −−−−→ pi′2 central−−−−→ E′ −−−−→ pi1(q′) −−−−→ 0yq′ yq′1
pi′1 pi′1y y
0 0
If we can compare this with (II.198), then the key difference is that given the exact sequence
(II.149) the extension E(q′) of op. cit. is unique up to isomorphism but the map q′ can vary,
whereas in (II.219) E′ is non-unique but once it is fixed q′ cannot vary. Now modulo the
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distinction (II.54) between equivalence in monoidal as opposed to 2-categories, the respective
ways of varying the respective diagram are principal homogeneous spaces under H2(pi′1, pi′2).
This suggests that if we define a 2-category E ′ with
0 -cells diagrams of the form (II.219), equivalently: extensions, E′, by a cyclic group- pi′2-
of an extension- pi1(q′)- of pi′1.
1 -cells pairs (f, η) where f : E′ → E′′ is a map of extensions of extensions; η ∈ pi1
q′′f = Innηq′.
2 -cells ζ : (f, η)⇒ (g, ξ) elements of E′′ such that ξ = q′′(ζ)η.
then we ought, and in fact do, have
II.h.4. Fact. cf. [BN06][§9.1] If pi1 is cyclic (whence O1 is arbitrary), or D2n, n-odd (so
O1
∼−→ P1C) then we have an an equivalence of 2-categories via the 2-functor E ′ → E , for E of
II.g.5 the 2-category equivalent to E´tsep2 (O), given on 0-cells by
(II.220) E′ 7→ {Gm
∐
pi′2
E′ q
′
−→ E := Gm × pi1(O)}
Proof. The co-homology of finite groups is torsion, and for any ` ∈ N
(II.221) H2(G,Z(1)/`)→ H2(G,Gm) `−→ H2(G,Gm)
is exact for any group G. Consequently the source of any 0-cell q′ in E comes from an extension
of the form (II.219), and since k3(O) = 0 its sink is the trivial extension E of (II.220). Better
still the 0-cells on either side of (II.220) are, as we’ve said, principal homogeneous spaces under
H2(pi′1, pi′2), and while a simple diagram chase shows that these homogeneous space structures
are compatible, the pi′i are finite so by counting the 2-functor (II.220) is essentially surjective
on 0-cells. As to the 1-cells, if we examine the proof of the equivalence of E and E´tsep2 in
II.g.5, then we can take the ω post (II.201) to belong to any section of the map E → pi1 of the
base extension to the base fundamental group. In general such a section is no better than set
theoretic, but in the present case E is split, so in the definition of the 1-cells, (f, η) of E we
can suppose that f is a map of extensions f : E(q′)→ E(q′′) and η ∈ pi1. As ever, in principle,
there may be more 1-cells in E than E ′ since the map f - notation as in II.g.5- is synonymous
with a 1 co-chain ψ : pi1(q′) → Λpi2(q′′) whose differential is (ftoric)∗K3(q′) − (f1)∗K3(q′) upon
identifying the respective Postnikov classes with torus valued 2 co-cycles. We have, however,
the commutativity condition Innωq′ = q′′f , so the image of ψ must take values in the kernel
of Λpi2(q′′) → Λpi2 , i.e. pi′′2 , and whence (II.220) is also essentially surjective on 1-cells. Finally,
the pre-image of 1× pi′1 ⊂ E in say E(q′′) is E′′ by construction, so yet another application of
[Lei04, 1.5.13] gives an equivalence of 2-categories. 
In the remaining cases O1
∼−→ P1C, so pi1 = pi1(O) is a sub-group of PGL2(C), and we have 2:1
liftings, pi+1 := pi
+
1 (O) → pi1(O), to subgroups of SL2(C), i.e. the binary-dihedral group D+2n,
albeit n even, the binary tetrahedral group, T+, the binary octahedral group, O+, and the
binary icosahedral group I+. As such, the tautological bundle on P1C admits a descent datum
for pi+1 , so that by (II.217) the Postnikov classes k3 ∈ Z/2 trivialise on pull-back and the base
of the 2-category E , or better EO is the extension
(II.222) EO = Gm × pi+1 (O)/(−1,−1)
where, of course, O itself is the classifying champ [T/EO ] under the action given by sending
Gm to a diagonal matrix and pi+1 to the aforesaid representation in SL2(C). Now, despite the
fact that all that is at stake is ±1, this case is quite different from II.h.4. There is, however,
an intermediate sub-case corresponding to champs whose universal cover is a locally constant
gerbe over P1C of odd degree, i.e. the classifying champ of the action (II.176) for p = q odd.
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In this situation the 2-type of the pointed stabiliser, (II.148), is (pi′1, pi′2, 0) for pi′2 an odd cyclic
group. Consequently, corresponding to the exact sequence (II.149) there is again a diagram
exactly as per (II.219), and a 2-category E ′odd defined in exactly the same way as E
′ of II.h.4
except that we insist that pi′2 is odd. There is also a 2-functor E ′odd → E = EO , but its definition
is a little more complicated, to wit: start with an extension, E′, or more correctly a diagram
(II.219) and form the toric extension
(II.223) E+ := (Gm
∐
pi′2
E′)×pi1 pi+1 = Gm
∐
pi′2
(E′ ×pi1 pi+1 )
which, from E′ → pi′1 in (II.219), also comes equipped with a map q+ : E+ → Gm×pi+1 . Further,
from say the first description in (II.223), the central element −1 in pi+1 lifts to a central element
of order 2 in E+, while the 2-torsion element in the torus (which, by the way, is not in pi′2 since
this is odd) is also central. As such, we get an order 2-element (−1,−1) ∈ E+ which goes to
the element (−1,−1) of (II.222) under q+ since q+toric has odd degree, so, in total, a “flip”:
(II.224) Gm
∐
pi′2
E′/Gm × pi1
E+/Gm × pi+1
E(q′)/EO
ww ''
//
Consequently, and slightly less trivially than II.h.4, we obtain
II.h.5. Fact. Let O be an orbifold other than those of II.h.4, i.e. [P1C/G] for G any of D2n,
n even, T, O or I, and E´tsep2 (O)odd the full sub 2-category of E´t
sep
2 (O) whose universal cover
is a locally constant gerbe over P1C in odd (and necessarily cyclic) groups, then the 2-functor
E ′odd → E´tsep2 (O)odd envisaged by (II.224) and II.g.5 is an equivalence of 2-categories.
Proof. As per the proof of II.h.4 we get essential surjectivity on 0-cells by the simple expedient
that H2(pi′1, pi′2) is a finite group. As to the 1-cells, we need to choose a section of pi
+
1 → pi1
even to define the 2-functor at this level. Such a choice in turn defines a section of E → pi1 via
(II.222), and as we’ve said in the proof of II.h.4 the ω post (II.201) can be taken to belong to
any section of the map E → pi1, so, obviously, we insist that this is the choice we’ve just made.
Now plainly a map f : E(q′)→ E(q′′) in the definition of a 1-cell of E affords a unique lifting
f+ : E(q′)+ → E(q′′)+, since E(q′)+ = E(q′)×E (Gm×pi+1 ), and similarly for E(q′′). As before
such a map is synonymous with a 1 co-chain, ψ, with differential (ftoric)∗K3(q′)− (f1)∗K3(q′),
albeit here ψ is a priori from pi1(q′)+ := pi1(q′)×pi1 pi+1 to Gm rather than pi1(q′). Nevertheless,
the commutativity condition Innωq′ = q′′f forces ψ to be pi′′2 valued, and to be 0 on −1 ∈ pi+1 ,
which combined with the fact that its differential is pulled back from pi1(q′)2 implies that ψ
itself is the pull back of a pi′′2 -valued pi1(q′) co-chain, and we have essential surjectivity on 1-cells.
Finally, on 2-cells, we again make use of our choice of section to define the functor, and whence
the pre-image in E(q′′) of elements of our section pi1 y E are exactly the image of 2-cells in
E ′odd, so we’re done by [Lei04, 1.5.13]. 
Arguably, we already knew this from II.f.3, albeit the difference between the 2-functors in II.h.4
and II.h.5 in going from the diagram (II.219) to the Torelli description II.g.5 is instructive.
Evidently, several remaining cases can be described via II.h.4 or II.h.5 since it suffices that
the 2-type of the pointed stabiliser, (II.148), is (pi′1, pi′2, 0) which is usually the case if pi′1 6= pi1.
Otherwise, however, the Postnikov invariant, k′3 = −1 ∈ Z/2, and such a simple description
is not possible. More precisely, by definition the diagram (II.219) does not exist. We can, of
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course, make a diagram
(II.225)
0 0 0y y y
0 −−−−→ pi′2 −−−−→ Γ′ −−−−→ Γ′/pi′2 −−−−→ 0∥∥∥ y y
0 −−−−→ pi′2 central−−−−→ E+ −−−−→ pi1(q′)+ := pi1(q′)×pi1 pi+1 −−−−→ 0yq′ yq′1
(pi′1)+ (pi′1)+ := pi′1 ×pi1 pi+1y y
0 0
since the Postnikov class of the orbifold pulls back to trivial over pi+1 . The number of such
diagrams is, however, insufficient to yield all the 0-cells in E´tsep2 (O). Indeed, much as per
(II.214)-(II.217), Leray for [P1C/pi
+
1 ] → P1C, respectively Bpi+1 → Bpi1 , yields H
3(pi+1 ,Z(1)) = 0,
respectively H2(pi+1 ,Z(1))
∼−→ H2(pi1,Z(1)), so for pi′1 = pi1 and pi′2 even we have an exact
sequence
(II.226) 0→ Z/2→ H2(pi1, pi′2)→ H2(pi+1 , pi′2)→ 0
while the isomorphism class of diagrams (II.225) are only a principal homogeneous space under
H2(pi+1 , pi
′
2), i.e. half as many as there are 0-cells in E´t
sep
2 (O) with fixed pointed stabiliser.
This may be explained by observing that while Z/2 ⊂ (pi′1)+ can not by definition be lifted to
a normal sub-group of order 2 in E+ of (II.225), this does not exclude the existence of such
sub-groups in E+
∐
pi′2
Gm, and, even two such since by (II.162) there are many cases where
there are 2-possibilities for the Postnikov invariant of 0-cells notwithstanding that the exact
sequence (II.149) is fixed. As such, the right objects for expressing 0-cells in the remaining
cases in finite group terms are something like pairs
(II.227) (E+
∐
pi′2
√
pi′2 → pi+1 × Z(1)/2, G)
for G a normal sub-group of order 2 of the push out of E+. Plainly, however, apart from
illustrating that this is the wrong way to describe E´tsep2 (O), such a description adds nothing to
what we already know from II.f.3 and II.g.5, so we ignore it.
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III. Pro-2-Galois theory
III.a. Flavours and coverings. Even if we were to attempt to axiomatise the situation, the
1-Galois axiomatisation of [SGA-I, V.4] doesn’t seem appropriate, since the more fundamental
idea are “a site with enough points”, and, “local connectedness”, albeit this latter condition can,
III.i.11, be dispensed with. As such we’ll proceed as follows:
III.a.1. Flavours. Our principle interest is the 2-category E´t2(X ) of champ proper (so by
definition, III.a.2, separated and quasi-compact) and étale over a given connected (but not
necessarily separated) algebraic (Deligne-Mumford by definition) champ X . As such the 0-
cells q : Y → X are proper étale maps, while the 1 and 2-cells are exactly as per (II.117) in
II.e.2. On the other hand, we essentially only ever use the fact- III.a.3- that for some atlas
U →X , the fibre of q is equivalent to U×G for G a finite groupoid. Consequently, one might
be tempted to say X a champ over an arbitrary site, but, as we’ve said, one needs enough
points and, in the first instance in order to considerably ease the exposition, we’ll suppose
locally connected until otherwise stated, i.e. III.i. Whence, if one takes the definition of 0-cells
to be that they are locally products with a finite groupoid (which for brevity we’ll refer to as
finite coverings, or just covering if there is no danger of ambiguity) then the ensuing “pro-finite
theory” will be valid in some considerable generality, e.g. we don’t suppose X separated,
equally not necessarily separated formal (in the obvious sense implied by [McQ02]) Deligne-
Mumford champ work too, as do not necessarily separated topological champs. Consequently,
unless specified otherwise, X is any of the above (finite) flavours. Subsequently, however, III.i,
we’ll investigate the situation where G is simply a discrete groupoid, which again although valid
in some generality, needs connectedness hypothesis which are topologically wholly reasonable,
but algebraically extremely rare. Irrespectively, the 1-category with objects 0-cells of E´t2(X ),
and arrows 1-cells of the same modulo equivalence will be denoted E´t1(X ), which, of course,
is exactly the original definition, I.g.1, of the latter.
In the algebraic setting it’s appropriate to tweak the definition of proper a little so it more
closely mimics that of fibrations, I.d.2, i.e.
III.a.2. Definition. A separated quasi-compact map p : E → X of Deligne-Mumford champs
will be called proper (or valued proper if there is any danger of confusion) if for any map
f : Spec(R) → X from a valuation ring such that there is a lifting η : fK ⇒ f˜K over the
generic point K of R then there is a map F : Spec(R)→ E along with natural transformations
ξ : f˜K ⇒ FK , α : f ⇒ pF such that the diagram
(III.1) pf˜K pFK
fK
η
x 
αK
&
pξ
+3
commutes. In particular, therefore, the definition is closed under base change, and a proper
map in this sense is universally closed by [EGA-II, 7.3.8].
As such, the only difference with the usual definition is that we don’t insist on finite type, whose
intervention we prefer to note explicitly. For example, let us observe that for q : Y → X a
map of not necessarily separated algebraic champ
III.a.3. Remark. Étale proper (sense of III.a.2) and finite type is equivalent to having a local
fibre U×G for some étale atlas U →X with G a (finite) groupoid. By way of II.b.4 we already
have such an equivalence for proper étale maps in the topological case, and plainly, such a
local description of the fibres implies that q is étale and proper, so the issue is the converse.
This follows, however, with exactly the same proof as in the topological case (i.e. the easy
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proper one II.b.4 rather than the more difficult II.b.8) provided one knows the representable
case, which in turn is an immediate consequence of [EGA-IV.4, 17.4.1.2] and
III.a.4. Fact. A quasi finite algebraic space X/S of finite type over an affine S = Spec(A) is
finite iff it is proper.
Proof. The if direction is trivial, and otherwise we need Zariski’s lemma that X/S factors as
an open embedding X ↪→ X ′ of some finite X ′/S, which is basically a special case of [LMB00,
16.5]. However, op. cit. uses [EGA-IV.3, 8.12.6] instead of [Ray70, §4, Thm. 1], i.e. they only
get finite presentation instead of finite type, cf. [Mil80, 1.8]. Given this we can suppose X and
S connected, and since X ′/S is proper, X/S proper in the sense of III.a.2 implies X ↪→ X ′
proper in the same sense, so it’s closed by [EGA-II, 7.3.8], and whence X ′ = X. 
Related to this are a priori competing definitions of étale, i.e. net, flat and finite type, cf.
[Ray70, §1, Def. 2], or [Mil80, §3], versus net, flat and finite presentation, cf. [EGA-IV.4,
17.3.1], which are a postiori equivalent for the same reasons, i.e. Raynaud’s version of Zariski’s
lemma, cf. [Mil80, 3.14-3.16], and the fact, [EGA-IV.4, 17.4.1.2], that net implies locally quasi-
finite.
In the same vein let us illustrate the modus operandi, and clear up a minor point at the same
time, viz:
III.a.5. Remark. For any 1-cell, (f, η) in E´t2(X ),
(III.2) Y Y ′
X
f //
q′}}q !!
η +3
f is itself a finite covering. In the algebraic flavour if one were to have recourse to the étale
and proper definition then even with III.a.2 one needs a 2-diagram chase to get proper, net is
trivial, while flatness needs q′ faithfully flat, which is true by III.a.4. If, however, one uses the
definition of covering directly then it’s trivial.
Similarly, a direct appeal to the definition of covering implies
III.a.6. Fact. Let q : Y → X be a covering, then there a factorisation Y p−→ Y1 r−→ X into
a locally constant gerbe followed by a representable covering, with uniqueness exactly as per
(II.72)-(II.75), whence, since we’re supposing X connected, the fibres of p are isomorphic to
some fixed group BΓ and the cardinality of the fibres of r is constant.
Proof. One argues (in fact more easily since we’re taking covering as a given) as in II.b.2 using
the diagram (II.70). 
III.b. The fibre functor. Observe that in any of the above flavours
III.b.1.Claim. For q, q′, q′′ 0-cells in E´t2(X ), and F ′ = (f ′, ξ′) : q′ → q, F ′′ = (f ′′, ξ′′) : q′′ → q
1-cells the fibre product (understood in the 2-category sense A.i.1) q′ ×q q′′ exists, or is empty.
Indeed if the sources of q, q′, q′′ are Y , Y ′, Y ′′ respectively, and σ : f ′g′ ⇒ f ′′g′′ form a
(2-commutative) fibre square
(III.3)
Y ′ ×Y Y ′′ −−−−→
g′′
Y ′′
g′
y yf ′′
Y ′ f
′
−−−−→ Y
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in champ, then in E´t2(X ) the (albeit “a” is much more accurate) fibre product is given by: the
0-cell q′g′, 1-cells G′ = (g′, 1), G′′ = (g′′, ((g′′)∗ξ′′)−1q∗(σ)(g′)∗ξ′), and 2-cell σ; provided it is
non-empty.
Proof. Obviously this is just a diagram chase, so a sufficiently large piece of paper is all that’s
required. Nevertheless, there is something to be checked here, since q′g′ and q′′g′′ are not a
priori equivalent, so we’re making a choice which we claim doesn’t matter a postiori. 
Now quite generally, and regardless of the flavour, for any map of X -champs f : Y ′ → Y we
have a fibre square
(III.4)
Y ′ 1×f−−−−→
:=Γf
Y ′ ×X Y
f
y yf×1
Y
∆−−−−→ Y ×X Y
so the graph, Γf , is representable. Usually, however, it fails to be an embedding. Indeed, the
following sufficient condition is to all intents and purposes necessary
III.b.2. Fact. The graph Γf in (III.4) is an embedding if Y →X is representable and separated.
Proof. The diagonal in the bottom row of (III.4) is an embedding iff Y →X is representable
and separated. 
Now just as the definition of fibre products, A.i.1, in 2-categories is rather different from that
in 1-categories so too is the definition of equalisers, viz:
III.b.3. Definition. Let f, g : Y → Y ′′ be 1-cells in a 2-category in which all 2-cells are
invertible, then an equaliser
(III.5) Y ′ e−→ Y
g
⇒
f
Y ′′
of the pair (f, g) is a 1-cell e : Y ′ → Y and a 2-cell  : fe ⇒ ge with the following universal
property: if h : T → Y is a 1-cell such that θ : fh ⇒ gh for some 2-cell then there is a 1-cell
t : T → Y ′ and a 2-cell τ : h⇒ et such that we have a commutative diagram
(III.6) fh gf
getfet
θ
+3
f∗τ

g∗τ

t∗ +3
and for (s, σ) any another such pair there is a unique 2-cell ξ : t⇒ s such that σ = (e∗ξ)τ .
As ever, the unicity of the 2-cell ξ in III.b.3 implies that the source Y ′ is unique up to equiva-
lence. Similarly, one can go from fibre products to equalisers by way of a fibre square
(III.7)
Y ′ −−−−→ Yy yΓg
Y
Γf−−−−→ Y ′ × Y ′′
Consequently, equalisers will fail to be embeddings in E´t2(X ) unless III.b.2 applies, i.e. q′′ :
Y ′′ → X is representable, e.g. for any 0-cell q : Y → X , even the equaliser of the identity
with itself fails to be an embedding if q isn’t representable. All of which is the primary difficulty
in establishing the pro-representability of
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III.b.4. Definition. the (or more correctly a) fibre functor is the 2-functor E´t2(X ) → Grpd
given on 0-cells by,
(III.8) q 7→ q−1(∗)
for some point ∗ : pt → X , where pt is understood to be Spec(K) for K an algebraically (or
even just separably) closed field in the algebraic flavour.
Indeed the goal of [SGA-I, V.4] is the abstraction of Galois theory per se, and uses heavily,
[FGA-II, exposé 195, §3], that equalisers are embeddings. In our ad-hoc flavoured presentation
however, the salient point is rather mundane, i.e.
III.b.5. Fact. Irrespective of the flavour, every point, ∗Y : pt→ Y of every 0-cell q : Y →X
is contained in a unique connected component. Similarly, if Y is connected then the equaliser
of any pair of maps to a representable 0-cell is either empty or Y itself.
Proof. Suppose otherwise, then in (III.3) we can take Y ′ → Y , Y ′′ → Y to be open and closed
embeddings through which (up to equivalence) ∗Y factors. Consequently the fibre product of
op. cit. is non-empty, and an open and closed embedding in say Y ′ by base change, whence
Y ′ = Y ′′. As to the similarly, the equaliser in the representable case is again an open and
closed embedding by (III.7) so if it’s non-empty it must be everything. 
Now to apply this to the pro-representability of the fibre functor in E´t1(X ) rather than E´t2(X )
is straightforward. One first chooses a set (which is plainly possible in the pro-finite setting, but,
III.i.5, is equally true more generally) of representatives of connected representable 0-cells, and
similarly for each connected cell q : Y → X make a further choice of a set of representatives
of the moduli q−1(∗), i.e. of pairs (∗Y : pt → Y , φ), φ : ∗ ⇒ q(∗), modulo equivalence- cf.
immediately post II.e.3. Consequently we have a set, I∗, of such triples (qi, ∗i, φi) which we
partially order according to the relation i > j if there exists a 1-cell Fji := (fji, ξji) : qi → qj
in E´t2(X ) and a natural transformation ζji : ∗j ⇒ fji(∗i) such that we have a commutative
diagram
(III.9) ∗ qj(∗j)
qjfji(∗i)qi(∗i)
φj
+3
φi

qj(ζji)

ξji(∗i)
+3
As such for any 0-cell q, we get a 2-commutative diagram
(III.10) HomE´t2(X )(qj , q) HomE´t2(X )(qi, q)
q−1(∗)
F ∗ji //
~~
(yj ,ηj)7→(yj(∗j),ηj(∗j)φj)
  
yj(ζji) +3
in which everything is a groupoid, so on taking moduli (III.10) commutes and on restricting
our attention to representable cells we obtain
III.b.6. Fact. The moduli of the fibre functor E´t1(X ) → Ens, is pro-representable. More
precisely for I∗ the above partially ordered set with the further proviso that qi is representable
we have an isomorphism
(III.11) lim−→
i
HomE´t1(X )(qi, q)→ |q−1(∗)| : (yi, ηi) 7→ (yi(∗i), ηi(∗i)φi)
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Proof. This is just [FGA-II, exposé 195, §3] written out ad hoc- surjectivity is the first part of
III.b.5, while, the more subtle injectivity is where we use representability via the similarly part
of op. cit. since (III.9) and the interchange rule guarantee a non-empty equaliser. 
Now while we’re busy adapting/plagiarising [SGA-I, exposeé V], it’s opportune to recall
III.b.7. Fact. Let q′ : Y ′ → X be a representable 0-cell with Y ′ connected, then there is a
1-cell q → q′ such that q is representable and Galois, i.e. for any 1-cells F,G : q′′ → q, there is
an automorphism A : q → q such that we have a 2-commutative diagram
(III.12) q q
q′′
A //
F
!!
G
}}
+3
Proof. We can simultaneously avoid plagiarism, and do something useful by proving this in a
way that avoids recourse to the finiteness of the fibres. To this end following [SGA-I, V.4.g] let
J be a set of representatives of the fibre, and (Y ′)J the source of the J-fold fibre product (q′)J
in E´t2(X ) - so, in general, we need fibre products up to the cardinality of J- and q : Y →X
the candidate of op. cit. for a Galois object, i.e. the connected component of the moduli ∗Y of
j(j∈J) mapping toX by some, but not necessarily any, cf. III.b.1, projection composed with q′.
Now any other point of the fibre of Y over ∗ is equivalent to some σ(j)(j∈J), and whose moduli
we denote by ∗′, where σ : J → J is injective- otherwise 2-distinct projections would have a
non-empty equaliser to a representable cell- so certainly, [SGA-I, V.4], s is an isomorphism if
J is finite. It is however, a permutation in general, since if we consider the fibre product
(III.13)
J −−−−→ Y ′
r
y yq′
(Y ′)J ←↩ Y q−−−−→ X
then the projections, pj , j ∈ J , of Y to Y ′ furnish sections, sj of r, and by the choice of ∗Y
there is exactly one such section for every point of the fibre, i.e.
(III.14)
∐
j∈J
Y
∼−→J : y 7→ sj(y)
is an isomorphism. By construction, however, the value of sj in ∗′ is σ(j), and since by the
definition of fibre products J∗′ is naturally isomorphic to J , σ is a permutation of J . As
such there is a 1-cell Aσ : (q′)J → (q′)J in E´t2(X ) (but possibly not in Champs) arising from
permutation by σ which sends j(j∈J) to σ(j)(j∈J) (as opposed to ∗Y to ∗′ which is all that
can be guaranteed in Champs). Now certainly by III.b.5 this restricts to an automorphism
of Y , which by construction is in fact an automorphism of q. Better still, however, if 1-cells
F,G : q′′ → q are given, then by the simple expedient of choosing a point, y, in the fibre of q′′
we find a permutation of J such that AσG(y) and F (y) are equivalent points of q−1(∗), whence
their equaliser in E´t2(X ) is non-empty while q is manifestly representable, so by III.b.5 and
the definition III.b.3 we get the 2-commutative diagram (III.12). 
As such, from III.b.6 and III.b.7 or their proofs we obtain
III.b.8. Summary. (a) The set I∗ of III.b.6 can be simplified to a set of representatives of
isomorphism classes of (representable) Galois objects, qi, in E´t1(X ), albeit for each i we
continue to choose a point (∗i, φi) in the fibre q−1i (∗) so as to afford the isomorphism (III.11).
(b) For each Galois object qi, the isomorphism (III.11) affords an isomorphism
(III.15) AutE´t1(X )(qi)
∼−→ q−1i (∗)
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which for i > j form a commutative diagram with left hand side a map of groups
(III.16)
AutE´t1(X )(qi)
∼−−−−→ q−1i (∗)y y
AutE´t1(X )(qj)
∼−−−−→ q−1j (∗)
(c) In particular both sides of (III.11) are naturally principal homogeneous spaces under the
pro-finite (resp. pro-discrete, III.i.5, in the envisaged, III.a.1, extension of the pro-finite theory)
group pi1(X∗) := lim←−i AutE´t1(X )(qi) defined via (III.16), and (III.11) is actually an isomorphism
of functors with values in Enspi1(X∗), i.e. sets with continuous pi1(X∗)-action.
III.c. 2-Galois cells. Clearly we have done nothing so far except tweak [SGA-I, V.4-V.5] here
and there without even arriving to a conclusion, and certainly the axiomatisation [SGA-I, V.4]
applies directly in the representable case, [Noo04] to yield that (III.11) in the form III.b.8.(c)
is an equivalence of categories between E´t1(X ) and Enspi1(X∗). This will, however, all come
out in the wash in addressing the analogous theory in E´t2(X ), where the principle difficulty
is that III.b.7 fails. Indeed it will emerge, III.c.17, that the only generally valid condition for
a 0-cell, q, in E´t2(X ) to be Galois in the sense of (III.12) is if q is representable. By way of
terminology, in the abstract setting of [FGA-II, exposé 195], the 0-cells with connected source
are called minimal, and the appropriate (if rather different) analogue in E´t2(X ) is
III.c.1. Definition. For q : Y →X a 0-cell in E´t2(X ) let Y p−→ Y1 q1−→X be its factorisation,
III.a.6, into a locally constant gerbe followed by a representable étale cover then we say that q
is quasi-minimal if Y is connected and we have an equivalence of 1-categories
(III.17) E´t1(Y1)→ E´t1(Y ) : Y ′/Y1 7→ Y ′ ×Y1 Y
Unsurprisingly, therefore, we assert
III.c.2. Claim. For any connected 0-cell q : Y → X in E´t2(X ) there is a representable étale
covering Y2
r−→ Y such that qr is quasi-minimal.
Proof. In the notation of III.c.1 say p is a locally constant fibration in BΓ’s for some finite
group Γ, and for r : Y ′ → Y with Y ′ connected, consider the 2-commutative diagram
(III.18)
Y
r←−−−− Y ′
p
y yp′
Y1 ←−−−−
r1
Y ′1
where r1p′ is the factorisation of pr into a locally constant gerbe, in, say BΓ′ ’s followed by a
representable map. Now the fibre of p is a BΓ, and every connected component of the fibre of
such, i.e. r∗BΓ, is a BΓ′ , so BΓ′ → BΓ is representable. As such we can identify Γ′ with a sub-
group of Γ, so replacing Y by a suitable Y ′ we can suppose that for every diagram of the form
(III.18), Γ′ = Γ. Now plainly we have a map, r′ : Y ′ → Y ′′ := Y ×Y1 Y ′1 , while the projection,
r′1, of the fibre product to Y is representable, and r = r′1r′, so r′ is representable. On the other
hand, Y ′ and Y ′′ are both locally constant gerbes over Y ′1 , so Y ′′ is connected, and r′ has
degree 1, from which r′ is an isomorphism. A priori this only proves that (III.17) is essentially
surjective, but the naturality of III.a.6 and fibre products shows we have an equivalence of
categories. 
Now we need to understand maps from quasi-minimal objects, to wit:
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III.c.3. Fact. (cf. II.c.7) Let q : Y → X be quasi-minimal and (f, η) : q → q′ a 1-cell in
E´t2(X ) then for Y
p−→ Y1 q1−→ X , Y ′ p
′
−→ Y ′1
q′1−→ X the respective factorisations as composi-
tions of representable cells and locally constant gerbes in BΓ’s, respectively BΓ′ ’s, the induced
map f : Γ→ Γ′ has image a central sub-group of Γ′, so, in particular, Γ is abelian.
Proof. Taking a sufficiently fine étale cover U → Y ′ we appeal to (II.70) to interpret X , Y ,
Y ′ as étale groupoids R0, R, R′ acting on U and q′, f , etc. as functors. Similarly we confuse
Γ′, Γ with trivial normal U sub-groups of the stabiliser, so that we get a co-cycle
(III.19) R→ Aut(Γ′) : x 7→ {γ′ 7→ f(x)γ′f(x)−1}
or, equivalently, a Aut(Γ′)-torsor over Y . By definition III.c.1 this is the pull-back of a Aut(Γ′)-
torsor over Y1, so it’s restriction to any fibre of Y → Y1 is trivial which is iff the image of Γ in
Γ′ is central. 
Of which a more pertinent variant is
III.c.4. Fact. Let q : Y →X , q′ : Y ′ →X be 0-cells in E´t2(X ), with Y connected, then for
any 1-cell F = (f, η) : q → q′ and any point ∗ : pt→ Y , the restriction map
(III.20) HomE´t2(X )(F, F )→ Ker{HomY ′(f(∗), f(∗))→ HomX (q(∗), q(∗))}
is always injective. In general it may not be surjective, but there is a connected representable
cover r : Y ′′ → Y (independent of the point) such that on replacing f by rf it becomes so.
Proof. The generally true injectivity statement is mutatis mutandis the proof of I.c.2. Otherwise
we retake the notations of the proof of III.c.3, since without loss of generality Y is quasi-
minimal, albeit this comes out in the wash since equally without loss of generality the co-cycle
(III.19) is a co-boundary. On the other hand the right hand side of (III.20) is isomorphic to
Γ′. This isomorphism is, however, dependent on the choice of an isomorphism of the relative
stabiliser of q′ with U×Γ′, while the triviality of (III.19) is equivalent to changing this (uniquely
up to automorphisms of Γ′) in such a way that (III.19) is not just a co-boundary, but identically
1Γ′ , so for every γ′ ∈ Γ′ we get a 2-cell γ′ : F ⇒ F . 
Similarly we can look at maps to a quasi-minimal cell, viz:
III.c.5. Fact. Let q : Y →X be quasi-minimal and (f, η) : q′ → q a 1-cell in E´t2(X ) then for
Y
p−→ Y1 q1−→X , Y ′ p
′
−→ Y ′1
q′1−→X the respective factorisations as compositions of representable
cells and locally constant gerbes in BΓ’s, respectively BΓ′’s, with Y ′ connected, the induced map
(better maps since there’s actually one for every point) f : Γ′ → Γ is surjective.
Proof. Without loss of generality we can suppose that Y ′1 = Y1, and, up to the obvious reversal
of roles, we re-take the notation of the proof of III.c.3. Now observe that the kernel, K, say,
of f : R′ → R restricted to the stabiliser is a normal sub U -group of U × Γ′. As such, it is
locally constant, and [R′/K] ⇒ U is an element of E´t2(X ). Consequently, we can suppose
that Γ′ → Γ is injective, but this is equivalent to f representable, so Γ′ = Γ. 
Finally in these variations let’s clear up any ambiguity about the definition of Γ by way of
III.c.6. Fact. Let Y p−→ Y1 q1−→X be the factorisation of a minimal 0-cell into a locally constant
gerbe in BΓ’s followed by a representable map then there is a representable étale cover Y ′1 → Y1
such that for any point ∗′ : pt→ Y ′ := Y ×Y1 Y ′1 there is on identifying Γ with a sub-group of
the stabiliser of ∗′ a unique (dependent on the point) isomorphism of the stabiliser SY ′/X → Y
relative to X with Y ′×Γ.
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Proof. In principle the stabiliser SY /X → Y is no better than a locally constant Y -group
with fibre Γ. However amongst such it’s isomorphism class is the co-cycle (III.19) whence by
the definition of minimality we can kill this by a (connected) étale cover Y ′1 → Y1, so there is
such a trivialisation, and since Y ′ is connected it’s unique once we fix a fibre. 
We next aim to understand automorphic 1-cells in E´t2(X ), beginning with the wholly general
III.c.7. Claim. Let F = (f, η) : q → q′ be a 1-cell in E´t2(X ) with Y p−→ Y1 q1−→ X ,
Y ′ p
′
−→ Y ′1
q′1−→ X the respective factorisations as compositions of representable cells and lo-
cally constant gerbes, and F1 : q1 → q′1 the resulting representable 1-cell, the space (modulo
equivalence) of 1-cells between q and q′ which (modulo equivalence) induce F1 : q1 → q′1 is a
principal homogeneous space under H1(Y , f∗SY ′/X ).
Proof. In the notation of the proof of III.c.3 we interpret everything in terms of groupoids and
functors, so, in particular the locally constant sheaf structure on f∗SY ′/X is given by (III.19).
Now if g : R→ R′ is a functor such that ξ : f1 ⇒ g1 for some natural transformation, then since
R′ → R′1 is a principal homogeneous space under Γ′ for a sufficiently fine étale atlas U → Y ,
ξ can be lifted to a map from U → R′- which, by the way, is irrespective of whether R′ → R′1
is trivial over connected components which isn’t a priori true in an arbitrary Grothendieck
topology, or even in a classical topology if X doesn’t have a good cover. In any case, we can
therefore suppose that g1 = f1, so we must have g(x) = γxf(x) for all arrows x, for some
stabiliser γx of the sink of f(x), and for g to be a functor is equivalent to x 7→ γx ∈ f∗SY ′/X
being a co-cycle, while g being equivalent to f is iff this co-cycle is a co-boundary. 
Which in the context of automorphisms of quasi-minimal cells yields
III.c.8. Claim. Every endomorphism of every quasi minimal 1-cell, q : Y →X , is an automor-
phism, and if, moreover III.c.6 holds, i.e. SY /X is trivial, with Y
p−→ Y1 q1−→X a factorisation
of q into a locally constant gerbe in BΓ’s followed by a representable map, then the 2-group
AutE´t2(X )(q) has pi2 = Γ while its fundamental group fits into an exact sequence
(III.21) 1→ H1(Y1,Γ)→ pi1AutE´t2(X )(q)→ pi1AutE´t2(X )(q1)
Proof. By III.a.5 every endomorphism is a covering and quasi-minimal implies connected, so
it’s surjective on points, and by III.b.5 applied to the representable quotient it’s also injective
on points, while by III.c.4 and III.c.5 it’s an isomorphism on stabilisers. Consequently, cf.
III.a.5, it’s an isomorphism on fibres over any étale atlas U → X , and whence an equivalence
of categories. As to the rest: by definition pi2 of a 2-group is the stabiliser of the identity, and
this is Γ by III.c.6, while its pi1 is 1-cells modulo equivalence, so we’re done by by III.c.1, III.c.6
and III.c.7. 
Now currently, we’re quite far from being able to assert surjectivity on the right of (III.21)
since in the notation of op. cit., albeit independent of any quasi-minimality hypothesis, lifting
an automorphism F1 = (f1, η1) : q1 → q1 is (since lifting natural transformations is a non-issue,
cf. the proof of III.c.7) equivalent to the existence of a 2-commutative fibre square
(III.22)
Y ←−−−− Y
p
y yp
Y1
f1←−−−− Y1
Which for ease of reference we encode in
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III.c.9. Definition. If q = q1p is the factorisation of a 0-cell in E´t2(X ) into a representable
map and a locally constant gerbe, then we say that q is quasi-Galois if q1 is Galois and for
every automorphism, F1 of q1 in E´t2(X ) we have the 2-commutative fibre square (III.22).
From which a couple of easy consequences are
III.c.10. Fact. III.c.2 holds with “quasi-minimal” replaced by “quasi-Galois”.
Proof. By III.b.7, we can, without loss of generality suppose that q1 is Galois, so if we choose
a complete repetition free list {Fω = (fω, ηω) : ω ∈ pi1(Aut(q1))} of 1-cells of q1 lifting the
equivalence classes pi1(Aut(q1)), then the fibre product relative to q1 of all of the F ∗ωq does the
job. 
III.c.11. Fact. Let q = q1p be the factorisation of a quasi-Galois 0-cell in E´t2(X ) into a
representable map and a locally constant gerbe, then for any 1-cell G : r1 → q1 with r1 Galois
and representable, G∗q is quasi-Galois.
Proof. For any automorphism H1 : r1 → r1 we have by III.b.8.(b) a 2-commutative fibre square
(III.23)
r1 −−−−→
H1
r1
G
y yG
q1
F1−−−−→ q1
for some automorphism F1 of q1, so we conclude from the obvious 2-commutative cube. 
If, furthermore, we combine the notions of quasi-Galois and quasi-minimal then
III.c.12. Fact. III.c.2 holds with “quasi-minimal” replaced by “quasi-minimal and quasi-Galois”.
Proof. By III.c.2 (or better its proof), III.c.10 and III.c.11 we can suppose that q is quasi-Galois
and admits a representable map q′ → q from a quasi-minimal cell where both q, q′ are locally
constant gerbes over (some necessarily Galois) q1. Now let F1 : q1 → q1 be an automorphism,
then since q is quasi-Galois, pulling back along F1 yields a representable map (F1)∗q′ → q, and
we can form a 2-commutative fibre square
(III.24)
(F1)
∗q′ ←−−−− q′′y y
q ←−−−− q′
in which every map is representable. Consequently by III.b.7 and the definition of minimal,
III.c.1, there is a representable Galois covering G : r1 → q1 such that if we form the 2-
commutative diagram of fibred squares
(III.25)
r1 ←−−−− r′ ←−−−− r′′y y y
q1 ←−−−− q′ ←−−−− q′′ ∼−→ r′
then every connected component, r′′k , k ∈ K, of r′′ is, via the right top horizontal arrow,
isomorphic to r′. Consequently if we look at the base change of (III.24), i.e. the fibre square
(III.26)
G∗(F1)∗q′ ←−−−− r′′ ∼−→
∐
k∈K r
′y y
r ←−−−− r′
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then we get many representable maps from r′ to G∗(F1)∗q′, and since both of these are quasi-
minimal locally constant gerbes over r1 under the same BΓ′ they’re all isomorphisms by III.c.5.
By the simple expedient of taking G : r1 → q1 sufficiently large we can suppose that this holds
for a complete repetition free list of automorphisms F1 representing the elements of pi1(Aut(q1)),
while for everyH1 in pi1(Aut(r1)) there is a F1 such that (III.23) is a 2-commutative fibre square,
and whence any (H1)∗r′ is isomorphic to some G∗(F1)∗q′ for general nonsense reasons. 
This affords some strengthening of III.c.8 by way of an exercise in the definitions, i.e.
III.c.13. Fact. (cf. (II.101) et seq.) Let everything (so in particular trivial stabiliser) be as
in III.c.8 then if in addition q is quasi-Galois then (III.21) extends on the right to a short
sequence. Furthermore, the wholly general action of pi1(AutE´t2(X )(q)) on pi2(AutE´t2(X )(q)) is,
in fact, afforded by an action of pi1(AutE´t2(X )(q1)) on the same which on choosing a point
∗′ : pt→ Y can be written via the isomorphism of III.c.6 as
(III.27) Γ = stabY /X (∗′)→ stabY /X (fω(∗′)) III.c.6−−−−→ Γ : γ → fω(γ)
for any 1-cell (fω, ηω) lifting ω ∈ pi1(AutE´t2(X )(q1)).
Nevertheless this is still short of our final definition, i.e.
III.c.14. Definition. A quasi-minimal and quasi-Galois 0-cell q with trivialisable (relative to
X ) stabiliser is said to be 2-Galois if the sequence (III.21) extended to a short exact sequence
is split exact, or, equivalently if q1p is its factorisation as a locally constant gerbe over a
representable Galois cover then for some (whence any) complete repetition free list {Fω :
q1 → q1} of 1-cells representing the elements ω ∈ pi1(Aut(q1)) there exists, for every pair
τ, ω ∈ pi1(Aut(q1)), a 2-commutative diagram in which every square is fibred
(III.28) q
q
q
q1
q1
q1
p

p

p

Fτrr
F(τω)
uu
Fω //
rruu
//
The advantage of the formulation (III.28) is that it evidences
III.c.15. Fact. III.c.2 holds with “quasi-minimal” replaced by “2-Galois”.
Proof. By III.c.6 and III.c.12 we can suppose that the cell is quasi-Galois and quasi-minimal
with trivialisable relative stabiliser. As such there are liftings, F˜•, of the 1-cells in the bottom
face of (III.28). Thus, by definition, there are 2-cells, φ• : pF˜• ⇒ F•p, but a 2 cell filling the
top face of op. cit. need not exist. Nevertheless, if α1τω is the 2-cell on the bottom face, there is,
III.c.7, a 1 cell Zτ,ω : q → q such that pZτ,ω = p, along with a 2-cell ατ,ω : F˜τ F˜ω ⇒ F˜(τω)Zτ,ω;
and since q1 has no relative stabiliser, cf. (III.49), we have a commutative diagram
(III.29) pF˜τ F˜ω pF˜(τω)Zτ,ω
F(τω)pFτFωp
p∗ατω
+3
(Fτ )∗(φω)(F˜ω)∗(φτ )

Z∗τ,ωφτω

(p)∗α1τω
+3
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Now let G1 : r1 → q1 be a Galois cover, so identifying τ, ω with elements of pi1(X∗) we have
1-cells F ′τ , F ′ω : r1 → r1; 2-cells φ′ω : G1F ′ω ⇒ FωG1; and we can form 2 commutative diagrams
(III.30) r q
q1r1
r
G
//
p′

p
G1 //
β
rz
F ′ωp′

F˜ωG
**
F˜ ′ω ## ψω
;C
θω
{
for any ω ∈ pi1(X∗), by applying the universal property, (A.3)-(A.5), to the 2-cell
(III.31) pF˜ωG
G∗φω
=⇒FωpG(Fω)∗β=⇒ FωG1p′(p
′)∗φ′ω⇐= G1F ′ωp′
On the other hand, Zτ,ω is given by III.c.7, so for any G sufficiently large independently
of τ or ω, there are 2-cells ζτ,ω : G ⇒ Zτ,ωG, while r1 is Galois, so there are also 2-cells
α′τ,ω : F ′τF ′ω ⇒ F ′τω, and a small diagram chase reveals that if we take (τω) in (III.30) then
F˜ ′τ F˜ ′ω satisfies the universal property with
ψ(τω) : GF˜
′
τ F˜
′
ω
(F˜ ′ω)∗ψτ=⇒ F˜τGF˜ ′ω
(F˜τ )∗ψω
=⇒ F˜τ F˜ωGG
∗ατ,ω
=⇒ F˜τωZτ,ωG(F˜τω)∗ζτ,ω⇐= F˜τωG
θ(τω) : p
′F˜ ′τ F˜
′
ω
(F˜ ′ω)∗θτ=⇒ F ′τp′F˜ ′ω
(F ′τ )∗θω=⇒ F ′τF ′ωp′
(p′)∗α′τ,ω
=⇒ F ′τωp′
(III.32)
The elements τ, ω ∈ pi1(X∗) were, however, arbitrary, so r is 2-Galois. 
Similarly, for much the same, and in fact easier cf. III.e.4, reason
III.c.16. Fact. III.c.11 holds with “quasi-Galois” replaced by “2-Galois”.
As such, let us close this section with the first of many
III.c.17. Warning. While 2-Galois will prove (and in any case it’s manifestly the best that one
can do) to be the right generalisation of Galois, the 2-Galois cells are not Galois in the sense
of (III.12). Indeed for q 2-Galois, expressed as ever via a factorisation q1p of a locally constant
gerbe in BΓ’s and a representable map, we can take any Galois cover G1 : q′′1 → q1, look at the
pull-back G : q′′ := (G1)∗q → G, and take F : q′′ → q in (III.12) to be the composition of G
with any automorphism of q′′ in the kernel (modulo notation, i.e. q replaced by q′′) of (III.21).
There is, however, no way that this can be completed to the 2-commutative triangle (III.12)
unless (in the obvious notation)
(III.33) (G1)∗ : H1(Y1,Γ)→ H1(Y ′′1 ,Γ)
is surjective, which, in turn, is very often false. Indeed, the only generally true way to guarantee
this is if Γ is trivial, but then q = q1 is representable and Galois.
III.d. pi2 and its Galois module structure. If q1 is a representable 1-cell, then the definition
of E´t2(X ) is such that any lifting of the natural surjection
(III.34) AutE´t2(X ) → pi1(AutE´t2(X )(q1))→ 1
defines an action of pi1(AutE´t2(X )(q1)) on q1. Indeed, if we adapt the notation of I.e.5, and write
Fω = (fω, iω) : q1 → q1 for 1-cells lifting ω on the right of (III.34) then if ατ,ω : FτFω ⇒ F(τω) is
any 2-cell, (I.66) must hold, and since q1 is representable this both determines ατ,ω and forces it
to be a pi1(AutE´t2(X )(q1)) 2-co-cycle, which is exactly, cf. op. cit., the condition for an action.
In the particular case that q1 is Galois therefore
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III.d.1. Fact. Let q1 : Y1 → X be a representable Galois 1-cell in E´t2(X ) then, in the above
notation, the action yields a fibre square in Champs
(III.35) pi1(AutE´t2(X )(q1))×Y1 Y1
XY1
trivial

fω //
q1

q1
//
iω
;C
which is equally, III.b.1, interpretable as a fibre square in E´t2(X ), and (modulo replacing X1
by Y1) all of I.e.5 holds, so, in particular, III.b.8.(b), we have a faithful action in E´t2(X ).
Proof. As observed, we have an action, and since pi1(AutE´t2(X )(q1)) = AutE´t1(X )(q1) it’s nec-
essarily faithful by III.b.8.(b). Consequently, the only thing to note is that the square (III.35)
is fibred, but since this maps to an actual fibre square in which everything is a representable
étale cover, we’re done by the simple expedient of observing that the fibres of say the leftmost
vertical have the same cardinality as the rightmost vertical. 
The situation for non-representable maps is, however, far more subtle. To fix ideas suppose
that q : Y → X is quasi-Galois with a factorisation q1p into a locally constant gerbe in BΓ’s
followed by a representable map, then the fibre q−1(∗) can be identified with the groupoid
pi1(AutE´t2(X )(q1))×BΓ, and we have (essentially the same argument as the proof of III.d.1) an
isomorphism
(III.36) Y ×X Y ∼−→ Y ×q−1(∗)
whose existence is basically the quasi-Galois condition. Nevertheless, this does not, in general,
translate into the action of a 2-group. In fact, quasi-Galois doesn’t even imply Γ abelian, so
there may be no 2-group structures on q−1(∗), and indeed
III.d.2. Fact. Notation as above for q : Y → X quasi-Galois and quasi-minimal with trivial
stabiliser then there is a 2-commutative fibre square
(III.37) q−1(∗)×Y Y
XY
trivial

fω //
q1

q1
//
iω
;C
lifting (III.36) to the action of a 2-group P×q → q, cf. II.d.1, iff q is 2-Galois.
Proof. If there is such a 2-group, then we must have maps
(III.38) pi1(P)→ pi1(AutE´t2(X )(q))→ pi1(AutE´t2(X )(q1))
whose composition is an isomorphism, i.e. by definition, III.c.14, q is 2-Galois. Conversely, by
hypothesis there exist 1-cells Fω : q → q in E´t2(X ) for each ω ∈ pi1(Aut(q1)) along with 2-cells
ατ,ω : FτFω ⇒ F(τω). On the other hand Aut(q) is a strictly associative 2-category so D(α) as
defined in (II.111) is an element of the stabiliser in Aut(q) of F(στω) for any σ, τ, ω ∈ pi1(Aut(q1)).
The stabiliser of any (weak) automorphism is naturally isomorphic to pi2(Aut(q)) so (following
the convention of II.d.3) K3(α) := −D(α) defines a 3 co-cycle for the action, III.c.13, of
pi1(Aut(q1)) on pi2(Aut(q)). By definition, (II.2) & II.a.2, if, therefore, we give q−1(∗) the 2-
group structure defined by the above K3(α) then, cf. II.d.3, (III.37) together with the 2-cells
ατ,ω is a 2-group action. 
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At which point its time for another
III.d.3. Warning. There are many non-equivalent 2-types, let alone 2-group actions satisfying
III.d.2, i.e. a 2-Galois cell, q need not have a well defined Postnikov class in
(III.39) H3(pi1(Aut(q1)), pi2(Aut(q)))
The effect of equivalences in E´t2(X ) is covered by II.d.3, but the argument for dealing with a
different α′τ,ω to the 2-cells ατ,ω encountered in the proof of III.d.2 is a little different, to wit:
α′τ,ωα−1τ,ω stabilises the automorphic 1-cell F(τω), whence it defines an element of pi2(Aut(q)),
so that the difference between K3(α′) and K3(α) is a pi1(Aut(q1)) co-boundary with values in
pi2(Aut(q)). In neither case therefore can such effects change the class in (III.39) afforded by
III.d.2 via a choice of section of the rightmost arrow in (III.21), but rather to the fact that
without a universal cover there is a kernel in (III.21), so that, even modulo equivalnce, the
functors Fω appearing in III.d.2 are very far from unique. As such, since equivalence is not the
cause of the problem, it can be conveniently summarised modulo the same, i.e. in co-homology.
To this end, pro tempore, denote the groups in (III.39) by pi1, respectively pi2, and observe that
the Leray spectral sequence for p : Y → Y1 and the definition of minimal yield a (canonical)
element
(III.40) Homgrps(pi2, pi2) 3 1 7→ Leray0,12 (1) ∈ H2(Y1, pi2)
Now if in addition q is quasi-Galois then we have the action III.c.13 and pi2 defines a locally
constant sheaf on X (albeit, strictly speaking, at this stage one has to either prove this or
suppose that E´t1(X ) with the fibre functor satisfies the axioms [SGA-I, V.4]) and we have the
Höschild-Serre spectral sequence
(III.41) hs : Hi(pi1,Hj(Y1, pi2))⇒ Hi+j(X , pi2)
In particular, the obstruction to the vanishing of the composite
(III.42) hs0,22 (Leray
0,1
2 (1)) ∈ E2,12,hs
is exactly the obstruction to being 2-Galois. Consequently, if q is 2-Galois we get something
that looks like the Postnikov class, cf. II.h.2,
(III.43) hs0,23 (Leray
0,1
2 (1)) ∈ E3,03,hs
Nevertheless, since Y1 is very likely not simply connected the E3,0 will, in general, change
between the 2nd and 3rd sheets, i.e. we have an exact sequence
(III.44) H1(pi1,H1(Y1, pi2))
hs1,12−−−→ H3(pi1, pi2)→ E3,03,hs → 0
in which one recognises the left hand group as the isomorphism classes of splittings of the (short
exact because q is 2-Galois) sequence (III.21), and the translates under the image of this group
in (III.39) of the class K3(α) occurring in the proof of III.d.2 describes the possible 2-types of
2-groups which can (and do) satisfy op. cit.
On the other hand the above difference, (III.44) between any two possible Postnikov classes
dies after a representable étale cover, so to get something well defined is only a question of
being careful about limits. To this end observe
III.d.4. Remark. For any representable 0-cell, q1, in E´t2(X ),
(III.45) pi1(AutE´t2(X )(q1))
∼−→ AutE´t1(X )(q1), and pi2(AutE´t2(X )(q1)) = 0
while for any map G1 : r1 → q1 of representable Galois 0-cells, given an automorphism H1 :
r1 → r1 the F1 affording the fibre square (III.23) is unique up to equivalence and defines
(III.46) (G1)∗ : pi1(AutE´t2(X )(r1))→ pi1(AutE´t2(X )(q1))
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so, slightly more intrinsically, for I∗ the poset of III.b.8.(a)
(III.47) pi1(X∗) := lim←−
i
pi1(AutE´t2(X )(qi))
or, perhaps better, idem but for I ′∗ rather than I∗ where the former is as per III.b.6 but with the
1-cells qi Galois, i.e. avoid the specific choice of a point in the fibre of III.b.8.(a). Nevertheless,
although I ′∗ may appear more functorial than I∗ of III.b.8.(a) they are actually mutually co-
final, since, as the notation suggests, by (III.46) the dependence on the point whether in (III.47)
or III.b.8.(c) comes from the existence of the partially ordered set I∗ itself, and not from the
transition maps. Of course, one could aim to take a limit over something more general than a
po-set to avoid such dependence, but that would create a swings and round-abouts issue since
a more “general limit” would fail to be uniquely unique.
Next let us consider a 2-Galois cell q factorised as q1p into a representable Galois cell and
a locally constant gerbe in BΓ’s. Independently of any choice of points, we have, III.c.13, a
canonical action of pi1(AutE´t2(X )(q1)) on pi2(AutE´t2(X )(q)), which, inter alia, does not depend on
the equivalence class of the 1-cell p. As such, consider a, not necessarily fibred, 2-commutative
square
(III.48)
q ←−−−−
G
r
p
y yp′
q1 ←−−−−
G1
r1
where the 1-cells in the top row are 2-Galois, the verticals locally constant gerbes in BΓ’s
respectively BΓ′ ’s, and, whence, the lower cells are representable Galois. Now quite generally-
i.e. any 2-category- we have maps
(III.49) pi2(AutE´t2(X )(r))
G∗−−−−→ stab(G) G∗←−−−− pi2(AutE´t2(X )(q))
where G∗ is injective if G is essentially surjective on objects, and, if moreover G is a surjection
on Hom-sets then G∗ is surjective, so that by III.c.5
III.d.5. Fact. Under the hypothesis of (III.48), G∗ of (III.49) is an isomorphism affording,
(III.50) G2 = (G∗)−1G∗ : pi2(AutE´t2(X )(r))→ pi2(AutE´t2(X )(q))
Better still,
III.d.6. Fact. G2 of (III.50) does not depend on the equivalence class of the 1-cell G in E´t2(X )
and yields a map of Galois modules, i.e. for G1 = (G1)∗ of (III.46)
(III.51) G2(Sω) = G2(S)G1(ω), S ∈ pi2(AutE´t2(X )(r)), ω ∈ pi1(AutE´t2(X )(r))
Proof. A diagram chase (using (III.49) b.t.w.) reveals that G∗(Sω) is G∗(S)G1(ω) up to con-
jugation by an element of stab(G), which, as we’ve observed is abelian because G∗ is an iso-
morphism, whence the identity (III.49), and (same argument with ω = 1) independence of G2
from equivalences in E´t2(X ). 
Putting all of which together, we obtain
III.d.7. Fact/Definition. For each isomorphism class of 2-Galois cells, choose one, and a point
in the fibre of the same, so as to get, cf. III.b.8.(a), a set, I∗, of triples (qi, ∗i, φi) (alternatively,
III.d.4, take the moduli of the fibre q−1i (∗) so as to make less choices) which we partially
order according to (III.9). The resulting factorisation of the qi into locally constant gerbes and
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representable maps implies that the above directed (i.e. partially ordered and right co-filtering)
set, I∗, is mutually co-final with that of III.b.8.(a), while by III.d.6,
(III.52) pi2(X∗) := lim←−
i
pi2(AutE´t2(X )(qi))
is a continuous pi1(X∗)-module. Equivalently, if we (uniquely) identify pi2(AutE´t2(X )(qi)) with
a sub-group Γi of the stabiliser of ∗i via the isomorphism III.c.6, then whenever i > j there is
a unique map Γi → Γj afforded by (III.9), but independent of ζji in op. cit., and
(III.53) pi2(X∗) := lim←−
i
Γi
with continuous-pi1(X∗) action given by (III.27).
III.e. The Postnikov class. We turn to defining the Postnikov class, and, in particular, the
problem, III.d.3, posed by the lack of the uniqueness in III.d.2. To this end let us make
III.e.1. Definition. Let I be a (not necessarily co-final nor right co-filtering nor full) sub-
category of the directed set, I∗, of III.d.7, viewed as a category, then by a Postnikov sequence,
or I-Postnikov sequence if there is a danger of confusion, is to be understood the following data
(a) For each ω ∈ pi1(X∗) and each i ∈ I a weak automorphism ωi : qi → qi in E´t2(X ) of the
2-Galois cell qi whose action on the moduli of the fibre, |q−1i (∗)|, is that of ω implied by (III.16)
and III.c.1, with the further proviso that ωi is trivial should this action be trivial.
(b) For each i ≥ j ∈ I, a (unique) 1-cell Fji := (fji, ξji) : qi → qj in E´t2(X ) satisfying the base
point condition (III.9), along with 2-cells φjiω : Fjiωi ⇒ ωjFji in E´t2(X ), ω ∈ pi1(X∗), with all
of Fji, φ
ji
ω identities if i = j.
(c) For all i ∈ I and τ, ω ∈ pi1(X∗) 2-cells αiτ,ω : τ iωi ⇒ (τω)i such that whenever i ≥ j ∈ I
the following diagram commutes
(III.54) Fjiτ iωi Fji(τω)i
(τω)jFjiτ
jωjFji
(Fji)∗αiτω
+3
(τ j)∗(φjiω )(ωi)∗(φjiτ )

φjiτω

(Fji)
∗αjτω
+3
(d) For every i ≥ j ≥ k ∈ I there is a 2-cell γkji : Fki ⇒ FkjFji such that for all ω ∈ pi1(X∗)
the following diagram 2-commutes
(III.55) qj
qk
qi
qj
qk
qi
ωj

ωk

ωi

Fkjrr
Fki
uu
Fji //
Fkjrr
Fki
uu
Fji //
wherein the implied rectangular cells are given by (c) so, equivalently, the following commutes
(III.56) Fkiωi ωkFki ωkFkjFji
Fkjω
jFjiFkjFjiω
i
φkiω
+3
ωk∗γkji
+3
F ∗jiφ
kj
ω

(Fkj)∗φ
ji
ω
+3
(ωi)
∗γkji

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(e) For i ≥ j ≥ k ≥ l ∈ I the following diagram 2 commutes
(III.57)
qi
qj
qk
ql
Fji
EE
Fkjrr
Fki
\\
Flk
<< Fljkk
Fli
QQ
or, again, since the triangles are given by (d) the following commutes
(III.58) FljFji Fli
FlkFkiFlkFkjFji
γlji
ks
γlki
(Flk)∗γkjiks
(Fji)
∗γlkj

In order to see where this leads, some commentary is in order by way of
III.e.2. Remark. Exactly as in II.d.3, should we have a Postnikov sequence in the sense of III.e.1
with I co-final, then for each i ∈ I∗ there is a 3 co-cycle,
(III.59) Ki3 = −D(αi) : pi1((Aut(qi))3 → pi2(Aut(qi))
or, slightly more correctly, if D is defined as in (II.111) then we should really employ the
isomorphism (III.49) in order to write −D(αi) = (στω)i∗(Ki3). However, in the presence of
the compatability condition (III.54), (Fji)∗D(αi)φ
ji
(στω) = φ
ji
(στω)(Fji)
∗D(αj)- cf., modulo the
change of notation, the proof of II.d.3 post (II.113)-whence, under the unique map Γi → Γj of
III.d.7, Ki3 7→ Kj3 . Consequently, a Postnikov sequence affords a continuous 3 co-cycle,
(III.60) K3 : pi1(X∗)3 → pi2(X∗)
which, as the notation suggests, will lead to the definition of the pro-finite Postnikov class, so
what we need to do is prove (appropriate) existence and uniqueness of Postnikov sequences.
This much only requires III.e.1(a)-(c), and where we need (d)-(e) is to get good behaviour of
Postnikov sequences under base change, which, if nothing else, is a strain on notation, so we
spell out in detail our
III.e.3. Set Up. Let i, j, k, l ∈ I∗, not just I, be given, i.e. our cells are fairly arbitrary, with
i > j, k > j, and suppose
(a) For each of i, j, k but not l, the condition III.e.1.(a) is given.
(b) For the pairs, ji, and jk the conditions III.e.1.(b)-(c) are given.
(c) There is given in E´t2(X ) a 2-commutative fibre square in which the compatability condition,
(III.9), on base points is supposed
(III.61) ql qi
qjqk
Fil
//
Fkl

Fji

Fjk
//
β
rz
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With such a set up, we have, for each ω ∈ pi1(X∗), a diagram of 2-cells,
(III.62) FjiωiFil
F ∗ilφ
ji
ω
=⇒ ωjFjiFil(ω
j)∗β
=⇒ ωjFjkFkl
F ∗klφ
jk
ω⇐= FjkωkFkl
so by the universal property, (A.3), of fibre squares: (III.62) affords a 2-commutative diagram
(III.63) ql qi
qjqk
ql
Fil
//
Fkl

Fji

Fjk
//
β
rz
ωiFil
**
ωkFkl

ωl
## φilω
;C
φklω
{
Now, in principle, there are many such diagrams, equivalently, many ways to choose ωl, φilω,
and φklω . Nevertheless, on choosing one
III.e.4. Fact. For every τ, ω ∈ pi1(X∗) there are unique 2-cells, αlτ,ω : τ lωl ⇒ (τω)l such that
both the diagrams obtained on replacing (i, j) by (l, i), respectively (l, k) in (III.54) commute.
Proof. Get a large piece of paper, and apply the uniqueness of 2 cells in (A.3)-(A.5). 
We also need a related unicity statement for the diagrams (III.62) and (III.63) themselves,
which we
III.e.5. Set Up. as follows: five 2-Galois cells qi, qj , qk, q0, q′ are given in I∗, with all subsequent
1-cells respecting the base point condition (III.9). Moreover,
(a) The condition III.e.1.(a) is given for all five cells qi, qj , qk, q0, q′.
(b) The condition III.e.1.(b) is given only for the pairs (i, j), (i, 0), (j, 0), (k, 0), and (′, 0).
(c) For ι ∈ {i, j, k}, there is given a 2-commutative fibre square
(III.64) q′ι q′
q0qi
F ′0ι
//
pι

p
F0ι //
βι
rz
(d) The condition III.e.1.(d) is given for all possible triples in {i, j, k, 0}.
(e) The condition III.e.1.(e) is given, for the quadruple i ≥ j ≥ k ≥ 0.
Now, in the presence of III.e.5 we can, modulo notation (i.e. qk = qi, q′ = qi, β = βji : pjF ′ji ⇒
Fjipi) suppose that the square (III.61) fits with the squares (III.64) into a 2-commutative
diagram
(III.65) q′j
q′
q′i
qj
q0
qi
pj

p

pi

F0jrr
F0i
uu
Fji //
F ′0jrr
F ′0i
uu
F ′ji //
where in the bottom face is γ0ji, so naturally we similarly denote the top most 2-cell in (III.65)
by γ′0ji : ri ⇒ rjFji, and
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III.e.6. Fact. There is a unique natural transformation γ′kji : F
′
ki ⇒ F ′kjF ′ji such that both of
the following diagrams commute
(III.66) F ′0kF
′
ki F
′
0i
F ′0jF
′
jiF
′
0kF
′
kjF
′
ji
γ′0ki
ks
γ′0ji
(F ′ji)∗γ′0kjks
(F ′0k)∗γ
′
kji

(III.67) pkF ′ki FkjFjipi
FkjpjF
′
jipkF
′
kjF
′
ji
Fkipi
(pk)∗γ′kji

(Fkj)∗βji
KSβki
+3
p∗i γkji
+3
(F ′ji)
∗βkj
+3
Proof. Apply the definition of fibre products, A.i.1, and III.e.5.(e). 
Now for ι ∈ {i, j, k}, form the diagram (III.63), but with the square of op. cit. replaced by the
square(s) (III.64), and change the notation as follows
III.e.7. New Notation. Denote the lower, and upper, triangular cells by θιω, respectively ψιω,
and Gιω the lifting of ω ∈ pi1(X∗) to a weak automorphism of q′ι, with ω′ : q′ → q′.
As such another exercise in A.i.1, where now the salient condition is III.e.5.(d), implies
III.e.8. Fact. Notation as in III.e.7, then for each ω ∈ pi1(X∗) there is a unique 2 cell in
E´t2(X ), Φ
ji
ω : F ′jiG
i
ω ⇒ GjωF ′ji, such that both of the following diagrams commute
(III.68) F ′0jF
′
jiG
i
ω ω
′F ′0i
ω′F ′0iF ′0jG
j
ωF ′ji
F ′0iG
i
ω
ω′F ′0jF
′
ji
(F ′0j)∗Φ
ji
ω

(Giω)
∗γ′0ji
ks
ψiω
+3
(ω′)∗γ′0jiks
(F ′ji)
∗ψjω
+3
(III.69) pjF ′jiG
i
ω Fjiω
ipi
ωjFjipipjG
j
ωF ′ji
FjipiG
i
ω
ωjpjF
′
ji
(pj)∗Φjiω

(pi)
∗φjiω

(Giω)
∗βji
+3
(Fji)∗θiω
+3
(ωj)∗βji +3
(F ′ji)
∗θjω
+3
To which it’s worth adding a clarifying
III.e.9. Remark. In the particular case that j = 0 we can, and do, suppose that q′0 = q′ exactly,
so that everything collapses, and whence ψiω = Φ0iω by (III.68).
Which is not without relevance to the statement of
III.e.10. Fact. Let a Postnikov sequence, I, with final object 0 be given along with a 1-cell
p : q′ → q0 satisfying III.e.1.(a)-(c); form the fibre squares (III.64), and suppose that each q′i
therein is quasi-minimal with trivialisable stabiliser, then the following base change data defines
an I ′ Postnikov sequence for some appropriate subset of I∗ in 1-to-1 correspondence with I,
(a) The weak automorphisms of III.e.1.(a) for the new q′i are defined as in III.e.7.
(b) For i ≥ j ∈ I, we take F ′ji : q′i → q′j the 1-cell in E´t2(X ) defined by III.e.8, with transition
2 cell the Φjiω .
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(c) The two cells (α′)iτ,ω of III.e.1.(b) are defined using III.e.4 albeit with the square (III.61)
replaced by (III.64).
(d) The two cells γ′kji of III.e.1.(d) are defined in III.e.6.
Proof. By hypothesis each q′i is quasi-minimal with trivialisable stabiliser, so by (a) and (b)
above, they’re equally 2-Galois. It thus remains to check the various commutativity conditions
of III.e.1. Each of which is an exercise in A.i.1, and the salient points are
(c)′ The resulting (III.54) commutes by III.e.4 and III.e.8.
(d)′ The commutativity of the new (III.56) follows from III.e.6 and III.e.8.
(e)′ The tetrahedron condition (III.55) follows from III.e.6. 
Before proceeding to a conclusion an observation is in order, i.e.
III.e.11. Remark. If we take I1 to be the sub-category of I∗ to be the representable Galois cells,
then it forms a Postnikov sequence. Indeed, by III.b.8 if the Fji are any 1-cells respecting the
base point condition, (III.9), then by III.b.5, there certainly exist γkji : Fki ⇒ FkjFji, and
everything else, i.e. the commutativity of (III.54), (III.56), and (III.58), is trivial by (III.49)
since representable cells have no stabiliser in E´t2(X ). Indeed, had we wished to, we could even
suppose in I1 that the diagrams (III.55) and (III.57) were strictly, and not just 2-commutative.
Similarly, the ωl, φilω, and φklω in (III.63) are to all intents and purposes unambiguous if Fjk is
in I1. More precisely, as soon as one has the 2 triangular cells in op. cit. then the universal
property determined by (III.62) is automatically satisfied since qj has no stabiliser.
These consideration lead us to make one final
III.e.12. Definition. A Postnikov sequence I is stable under representable base change if,
(a) For qi a 2-Galois cell, i ∈ I, there is an arrow in I corresponding to the map qi → q¯i of the
factorisation of qi as a locally constant gerbe over a representable Galois cell.
(b) For every (representable by definition) Galois cover G1 : r1 → q¯i, there is an arrow in I
between the class of (G1)∗qi and qi.
(c) The natural transformation between the sides of a fibre square implied by the above (a)
and (b), and III.e.1.(d) has the universal property, (A.3)-(A.5), of a fibre square.
To apply all of this put an ordering, I < I ′, on Postnikov sequences by insisting in the first
instance that we have an inclusion of sub-categories of I∗, and in the second instance that all of
the extra data III.e.1(a)-(d) for I ′ restricts identically (i.e. no extra equivalences whatsoever) to
that for I. As such, by choice and III.e.11 a Postnikov sequence which is maximal amongst those
which are right co-filtering, stable under representable base change, and contain I1 certainly
exists. Better still,
III.e.13. Fact. If I is such a Postnikov sequence, then for every 2-Galois cell q′ in E´t2(X ),
there is an i ∈ I such that the corresponding 2-Galois cell qi admits a map qi → q′ in E´t2(X )
respecting the base point condition (III.9). In particular, as a partially ordered subset of I∗, I
is co-final, and right co-filtering.
Proof. Suppose there is no such map. There are, however, cells in I under q′, e.g. q¯′, for q′ → q¯′
it’s factorisation as a locally constant gerbe over a representable Galois cell, and we first reduce
to the case that there is a cell under q′ with some further pleasing properties
III.e.14. Claim. Without loss of generality ∃0 ∈ I whose class in I∗ is less than q′ such that,
(a) For every i > 0 ∈ I, the base change F ∗i0q′ is quasi-minimal with trivialisable stabiliser.
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(b) There is a map, as ever satisfying the base point condition (III.9), p : q′ → q0, together with
a choice of weak automorphisms, ω′ : q′ → q′, and natural transformations θω : pω′ ⇒ ω0p;
α′τ,ω : τ ′ω′ ⇒ (τω)′ such that (for Fji = p etc.) (III.54) commutes.
Sub-proof. Consider, quite generally, maps of 2-Galois cells
(III.70) qa ← q → qb
satisfying the base point condition (III.9), with Γa, Γb the stabilisers of the base points of qa,
qb so the stabiliser of the base point, ∗, of their fibre product is Γa × Γb, and- proof of III.c.2-
there’s a quasi minimal cell r which is Galois over the connected component of ∗ such that
(III.71) A := pi2(AutE´t2(X )(r)) ↪→ Γa × Γb
On the other hand a representable Galois cover of q maps to r, so we must have a factorisation
(III.72) pi2(AutE´t2(X )(q)) A
Γa × Γb
//
~~  
so, as far as the stabilisers of the base points of 2-Galois cells are concerned, A, is the fibre prod-
uct of Γa and Γb. To identify it more precisely, observe that by III.c.5, we have a commutative
diagram (Ka, Kb, Γ′′ defined therein) with exact rows and columns,
(III.73)
0 0y y
Ka Kay y
0 −−−−→ Kb −−−−→ A −−−−→ Γb −−−−→ 0∥∥∥ y y
0 −−−−→ Kb −−−−→ Γa −−−−→ Γ′′ −−−−→ 0y y
0 0
so A ∼−→ Γa×Γ′′ Γb. To apply this to the case in point let Γi be the stabilisers of the base points
of the qi, i ∈ I, Γ′ that of q′, and forms much the same sort of diagram, i.e.
(III.74)
0 0 0y y y
0 −−−−→ K ′ ∩K −−−−→ K ′ −−−−→ K ′′ −−−−→ 0y y y
0 −−−−→ K −−−−→ pi2(X∗) −−−−→ lim←−i∈I Γi −−−−→ 0y y y
0 −−−−→ K¯ −−−−→ Γ′ −−−−→ Γ′′ −−−−→ 0y y y
0 0 0
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In which everything is continuous, so there is a 0 ∈ I such that Γ0  Γ′′ under the natural
vertical in the rightmost column of (III.74), so by the universal property of A in (III.72) the
definitions of Γ′′ in (III.73) and (III.74) coincide for qa = q′, qb = qi, i ≥ 0 ∈ I in (III.70). In
particular, therefore, by the stability of I under representable base change, we can suppose that
there is a 2-Galois cell, q, mapping to q′ and q0 such that q and q0 are both locally constant
gerbes over the same Galois cell, q¯0, and the stabiliser of the base point of q is (canonically)
isomorphic to Γ0 ×Γ′′ Γ′. Now for i > 0 ∈ I, the stabiliser of the base point of qi ×q0 q is
certainly trivialisable, and canonically isomorphic to
(III.75) Γi ×Γ0 (Γ0 ×Γ′′ Γ′) ∼−→ Γi ×Γ′′ Γ′
which is equally the stabiliser of the base point of the smallest (pointed) 2-Galois cell mapping
to qi×q0 q, and since q, q0 are both locally constant gerbes over the same Galois cover, the said
fibre product is connected. Consequently, on replacing q′ by q, III.e.14.(a) holds.
As to item (b), with q′ = q, q0 as above, we certainly have that the 1-cells ω′, and 2-cells
α′τ,ω exist since q′ is 2-Galois. The θω however may not, since a priori it’s only the case that
pω′ is equivalent to some ωpZω for some 1-cell, Zω, described by III.c.7. On the other hand
all the Zω become trivial after any sufficiently large Galois covering G : r¯ → q¯0 = q¯′, so one
forms the 2-commutative diagram (III.65) albeit with q¯0, q0, q′ in the bottom triangle, and
say r¯, r0, r′ on the top. As such by (III.e.4) applied to the unique fibre squares in such a
diagram with r¯ as a vertex, there are liftings G′ω, G0ω of ω′, respectively ω0, along with the
α′τ,ω, respectively α0τ,ω. Now the definition, (III.63), of these liftings is such that one gets rather
cheaply, cf. III.e.11, that the push forward of the G′ω’s are equivalent to the pull-backs of the
G0ω. Similarly, again by III.e.11, the G0ω may harmlessly be confused with any existing liftings
to r0 defined by the Postnikov sequence structure on I, so the θω of III.e.14.(b) exist. Now
while such a confusion with the pre-defined ατ,ω on r0 isn’t legitimate, it’s nevertheless true
that the only remaining problem is that (III.54) understood for r′ → r0 may fail to commute.
Should this occur, however, one just changes the definition of the α′τ,ω on r′ by way of (III.49)
and the surjectivity of Γ′ → Γ0. As such, replacing q0 by r0, and q′ by r′ we get item (b). 
Now we apply this to the proof of III.e.13 in the obvious way, i.e. I0 := {i ≥ 0} is naturally
a sub Postnikov sequence of I, and we can form the base change I ′0 of III.e.10 along q′ → q0.
As such we require to splice I ′0 and I together to a new Postnikov sequence Ibig. Plainly the
objects of the latter are I ∪ I ′0 ⊆ I∗, which is, in fact, a disjoint union by hypothesis, and we
dispose of the maps pi : q′i → qi of (III.64). Confusing cells with their classes in Ibig we add
new arrows beyond those already existing in I or I ′0 according to the rule
(III.76) q′i ≥ qj iff i ≥ j ∈ I
which not only defines a right co-filtered structure on Ibig as a sub-category of I∗, but also
satisfies conditions III.e.12.(a)-(b) for stability under representable base change. The additional
items implied by (III.76) are
(b) The 1-cell in question is Fjipi and for ω ∈ pi1(X∗) the transition 2-cells are, cf. III.e.7, are
the composition of
(III.77) FjipiGiω
(Fji)∗θiω
=⇒ Fjiωipip
∗
i φ
ji
ω
=⇒ωjFjipi
(d) The two cells, γabc, say, of III.e.1.(d) are according to the cases,
a = q′i, b = qj , c = qk : Fkipi
p∗i γkji=⇒ FkjFjipi
a = q′i, b = q
′
j , c = qk : Fkipi
p∗i γkji=⇒ FkjFjipi
(Fkj)∗βji⇐= FkjpjF ′ji
(III.78)
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So, by construction, we certainly get the outstanding item, III.e.12.(c), of stability under rep-
resentable base change. As such, it only remains to check the various commutativity conditions
of III.e.1 for these additional cells. Amongst which the commutativity of (III.54) for (III.77)
just comes out in the wash in doing (c)’ of the proof of III.e.10, and while there are several
cases of III.56 and III.58 to do, they’re all immediate from either the definitions; III.e.6, or
III.e.8 in combination with the zig-zag axiom for 2-categories. 
This establishes the existence part of III.e.2, so there remains uniqueness, i.e.
III.e.15. Fact. Let I, I ′ be Postnikov sequences which are maximal amongst those which are
right co-filtering and stable under base change, with K, respectively K ′ the continuous pi2(X∗)
valued 3 co-cycles they define according to the prescription of (III.59), then there is a pi2(X∗)
valued continuous 2 co-chain, z, whose boundary is K −K ′.
Proof. By choice and III.e.13 there is an increasing map a : I → J such that a(i) ≥ i ∈ I∗, for
all i ∈ I. In particular, therefore, there are projections, pi : q′i := qa(i) → qi satisfying the base
point condition (III.9). In order to lighten the notation we’ll confuse I, and J with appropriate
co-final systems defining pi2(X∗), equivalently take the consequences of stability under base
change for granted. Thus, just as in the proof of item (b) in III.e.14 we can assert that for all
i, j ∈ I there are 2-commutative diagrams
(III.79) q′i q
′
j
qjqi
F ′ji
//
pi

pj
Fji //
ξji
rz
and similarly for every ω ∈ pi1(X∗), i ∈ I another 2-commutative square
(III.80) q′i q
′
i
qiqi
ω′i
//
pi

pi
ωi //
θωi
rz
where, given the obvious strain on notation, we try to keep the notation of III.e.1 for I, while
indicating the same for I ′ by ′. In any case, the problem is that (III.79) and (III.80) may fail
to be compatible with the commutativity conditions (III.56) and (III.58) in the definition of
Postnikov sequences. In the first place, therefore, for i ≥ j ≥ k ∈ I, define, using (III.49), an
element zkji of the stabiliser, Γk, of the base point of qk by the diagram
(III.81) Fkipi FkjpjF ′ji
pkF
′
kjF
′
jiFkipi
FkjFjipi
pkF
′
ki
(Fkipi)
∗zkji
KS
(F ′ji)
∗ξkj
KSp∗i γkji
+3
(Fkj)∗ξji
ks
(pk)∗γ′kjiksξkiks
The function zkji is, therefore, a 2 co-cycle in the Cěch description, [Jen72, pg. 4], of the derived
inverse limits of the Γi of the directed system I. The groups Γi in question are, however, finite,
so [Jen72, Théorème 7.1], all the higher direct limits vanish, and zkji is a co-boundary. As
such by adjusting the ξ•’s appropriately, we can suppose that zkji in (III.81) is the identity.
115
Similarly if Φjiω are the transition 2-cells of III.e.1.(b) for I ′, we can define zjiω ∈ Γj by
(III.82) ωjpjF ′ji pjω
′
jF
′
ji pjF
′
jiω
′
i Fjipiω
′
i
Fjiω
ipiω
jFjipiω
jpiF
′
ji
(ωjpjF
′
ji)
∗zjiω
KS
(F ′ji)
∗θjω
ks
(pj)∗Φjiωks
(ω′i)
∗ξji +3
(Fji)∗θiω
p∗i φ
ji
ωks
(ωj)∗ξji +3
which by III.e.1.(d) is a 1 co-cycle for the directed system of the Γi’s as soon as zkji in (III.81)
is the identity, so, it’s a co-boundary, and adjusting the θ•ω’s appropriately, we can suppose that
zjiω is the identity. Finally, therefore, if we define ziτ,ω ∈ Γi by the commutativity of
(III.83) pi(τω)′i piτ
′
iω
′
i
τ iωipi(τω)
ipi(τω)
ipi
(pi)∗(α′)iτ,ω
ks
τ i∗θiω(ω′i)
∗θiτ
p∗i αiτ,ωks
((τω)ipi)
∗ziτ,ω+3
θiτω

then since zjiω is the identity in (III.82), the Postnikov condition (III.54) for I and I ′ implies
that ziτ,ω 7→ zjτ,ω under the natural map Γi → Γj of III.d.7. Better still, this holds for all
i ≥ j such that the 2-commutative squares (III.79) and (III.80) exist, so by stability under
base change, cf. III.e.11, zi : pi1(X∗)2 → pi2(X∗) is continuous, while by (III.59) and (III.83)
its differential is K −K ′. 
Finally therefore we can make,
III.e.16. Definition. The pro-2-type of E´t2(X ) is the triple (pi1(X∗), pi2(X∗), k3) consisting
of the pro-finite fundamental group, III.b.8, the pro-finite continuous pi1(X∗)-module, pi2(X∗),
III.d.7, and the unique continuous co-cycle,
(III.84) k3 ∈ H3cts
(
pi1(X∗), pi2(X∗)
)
defined as in III.e.2 by way of III.e.13 (existence) and III.e.15 (uniqueness). Similarly the pro-
finite fundamental 2-group Π2(X∗) is (up to equivalence of continuous 2-groups) defined exactly
as in (II.1)-(II.3), up to the simple further proviso of insisting that the associator, (II.2), is a
continuous co-cycle lifting (III.84)- by construction/definition III.d.7, the group law (II.1) is
already continuous. In particular, Π2(X∗) is a continuous 2-group in the obvious internalisation
of the term.
Notice that as an immediate consequence of the definitions we have
III.e.17. Corollary. (“Whitehead Theorem”) Let F : X →X ′ be a (pointed) map of connected
champs then F∗ : Π2(X∗)→ Π2(X ′∗ ) is an equivalence of 2-groups iff F∗ is an isomorphism on
homotopy groups piq, q = 1 or 2.
Proof. Necessity is obvious, and sufficiency almost as obvious since it implies that the pull back
under F of a maximal right co-filtering stable under base change Postnikov sequence on X ′ is
again such a Postnikov sequence over X , but, III.e.15, these are unique. 
III.f. The fibre functor revisited. The functors F ∗ji of (III.10) and the natural transforma-
tion enclosed by the triangle of op. cit. do not a priori patch to a map from lim−→i HomE´t2(X )(qi, q)
to q−1(∗). By the universal property, (A.8)-(A.9), of direct limits of categories, the required
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condition for achieving this is that for i ≥ j ≥ k we have a commutative diagram of isomor-
phisms of base points, which at this juncture are most conveniently understood as functors
from the trivial category pt, i.e.
(III.85) ∗k Fkj(∗j)
FkjFji(∗i)Fki(∗i)
ζkj
+3
ζki

Fkj(ζji)
γkji(∗i) +3
where γkji is as per item (d) of the definition, III.e.1, of a Postnikov sequence. On the other
hand, if this diagram doesn’t commute then following it round, say clockwise, defines not only
an element zkji in the stabiliser, Γk, of ∗k, but as immediately post (III.81) a 2 co-cycle in the
Cěch description, of the derived inverse limits of the Γk, so again by [Jen72, Théorème 7.1] this
vanishes. Thus, without loss of generality we may suppose that (III.85) commutes, and whence
we obtain a functor
(III.86) lim−→
i
HomE´t2(X )(qi, q)→ q−1(∗) : (yi, ηi) 7→ (yi(∗i), ηi(∗i)φi)
Consequently on introducing only the the γkji satisfying III.e.1.(e) and the condition, (III.57),
therein we have
III.f.1. Fact. The fibre 2-functor, III.b.4, is pro-representable, i.e. for I∗ the partially ordered
set of III.b.6, but with the qi not just connected but 2-Galois the functor (III.86) is an equivalence
of categories.
Proof. Essential surjectivity is III.b.6 and III.c.15, while by III.c.4 it’s fully faithful. 
This equivalence of categories notwithstanding, the fibre functor in E´t2(X )- unlike that, cf.
III.b.8, in E´t1(X )- when restricted to a 2-Galois cell, qi, yields a map
(III.87) HomE´t2(X )(qi, qi)→ q
−1
i (∗)
which by (III.21) is potentially very far from an equivalence of categories. In particular there-
fore, on the one hand, cf. III.d.3, the right hand side of (III.87) does not trivially inherit a
2-group structure from the left, while, on the other: the natural restrictions q−1i (∗) → q−1j (∗)
on the right do not afford a series of similarly compatible functors on the left. Similarly, even
given a Postnikov sequence, it’s not even true that the right hand side of (III.86) has a unique
Π2 action. More precisely according to the definition of the same, A.ii.2, directed limits of
categories only make sense- cf. A.i.2- up to equivalence, so there’s no reason for a Π2 action
whether on the left or right of (III.86) to exhibit any further uniqueness. On the other hand if
the functors and natural transformations
(III.88) Ui : Hi := HomE´t2(X )(qi, q)→H := lim−→
i
HomE´t2(X )(qi, q), uij : Uj ⇒ UiF ∗ji, i ≥ j
define the direct limit in the sense of A.ii.2, then for each ω ∈ pi1(X∗) we have, for a Postnikov
sequence, a further sequence of functors and natural transformations
(III.89) Uiω∗i : Hi →H , ψijω :=
(
Ujω
∗
j
ω∗j uij
=⇒UiF ∗jiω∗j
(Ui)∗φjiω⇐= Uiω∗i F ∗ji
)
which by III.e.1.(b) and (d) satisfy the requisite conditions of A.ii.2 to yield a functor,
(III.90) ω : H →H , and natural transformations, θiω : Uiω∗i ⇒ ωUi
according to the prescriptions of the universal property of op. cit.. Finally by III.e.1.(c), and
a moderate diagram chase, the endomorphisms ωτ and (τω) of H solve the same universal
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problem so by (A.9) there is a unique natural transformation λω,τ between them such that the
diagram
(III.91) Ui(τiωi)∗ ωUiτ∗i ωτUi
(τω)UiUi(τω)
∗
i
(τ∗i )
∗θiω
+3
(Ui)∗αiτ,ω

ω∗θiτ
+3
θiτω +3
λω,τ

commutes for all i, where αiτ,ω is as per item (c) of III.e.1. Consequently the definition, (III.59),
of the pro-finite Postnikov class combines with the uniqueness of λω,τ to yield
III.f.2. Fact. The solution of the universal problem (III.88) implied by (III.86) affords (tauto-
logically) on either side of (III.86) a Π2(X∗)-action (unique up to unique equivalence given a
Postnikov sequence) such that the equivalence III.f.1 is Π2 equivariant.
The discussion becomes more satisfactory still if we introduce
III.f.3. Definition. Let Eˆt2(X ) be the (big unless one supposes the existence of a universe, or
places some limiting cardinality on the indexing sets, I, which follow, such as the cardinality
of something small and weak equivalent to E´t2(X ) ) pro-2-category associated to E´t2(X ), i.e.
0-cells are 2-functors from some co-filtered partially ordered set I (albeit that directed, i.e.
right co-filtered and partially ordered are all one needs, and arguably should, suppose in the
current pro-finite, rather than pro-discrete III.i, context) viewed as a category in the usual way,
so, specifically, (A.6), sequences qˆ = (qi, Fji, γkji) for i ≥ j ≥ k ∈ I belonging to a co-filtering
partially ordered set (depending on qˆ) satisfying the prescriptions (a)-(c) of op. cit., and whose
1/2-cells are given by understanding the bi-limit
(III.92) HomCˆ (qˆ, qˆ
′) := lim←−
α
lim−→
i
HomC (qi, q
′
α)
in the (strict) 2-category of groupoids. In particular, there is something here to check (a.k.a. a
diagram chase for the reader), i.e. that for α fixed the obvious sequences of categories, functors,
and natural transformations satisfy the requisite condition, A.ii.1, for the direct limit in i to
exist, and that it’s existence (up to unique equivalence) is sufficient for the resulting sequence
in α to satisfy the dual condition for the existence of the inverse limit.
By way of application one observes
III.f.4. Fact. Let qˆ be the 0-cell in Eˆt2(X ) associated to a Postnikov sequence via III.e.1.(d)-(e),
then the fibre functor (III.86) extends to an equivalence of categories
(III.93) HomEˆt2(X )(qˆ, qˆ
′)→ lim←−
α
(q′a)
−1(∗)
while the Π2(X∗)-action of III.f.2 extends to a continuous action on (say the right) understood
as a continuous (small) groupoid.
Proof. That this is an equivalence of categories is automatic from III.f.1 and the definition
III.f.3, and, similarly, if the Π2 action exists then it’s certainly continuous because III.f.2 is.
Otherwise, the existence of an action is an exercise in the universal properties of direct and
inverse limits of categories. More precisely if qˆ′ = (q′a, Pαβ, ραβγ), for γ ≥ β ≥ α in some
directed set A, then denoting the defining Hom-categories in (III.92) by H αi , and their limits
in i by H α, we have on adding the superscript α in (III.88)-(III.91), a set of solutions to a set
of universal problems indexed by α. Similarly a small (but non-empty, since one must respect
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the conditions in A.ii.1) diagram chase shows that the universal property of direct limits affords
a 2-commutative square
(III.94) H βi H
α
i
H αH β
Pαβ
//
Uβi

Uαi

Pαβ
//
uαβi
2:
where Pαβ is understood in the obvious way. To all of which one can apply the unicity, (A.9),
of natural transformations of functors from Hβ to obtain for each ω ∈ pi1(X∗) unique natural
transformations ψαβω such that the following diagram commutes
(III.95) PαβU
β
i ω
β
i U
α
i Pαβω
β
i = U
α
i ω
α
i Pαβ ω
α
i U
α
i Pαβ
ωαPαβU
β
iPαβω
bUβi
(ωβi )
∗uαβi
+3
(Pαβ)∗θi
ωβ

P ∗αβθ
i
ωα
+3
ωα∗ u
αβ
i
KS
(Uβi )
∗ψα,βω +3
for all i. Now the unicity (and some diagram chasing) does the rest, i.e. the categoriesH α;the
functors Pαβ , ωα; and natural transformations ψ
αβ
ω , λαω,τ , ραβγ satisfy (modulo the change from
right to left) the same diagrams as found in the definition III.e.1.(a)-(e) of a Postnikov sequence,
which by the same/dual argument to (III.88)-(III.91) are exactly the required conditions for
defining a Π2-action on lim←−αH
α. 
From which we deduce the conceptually satisfactory
III.f.5. Corollary. Again let qˆ be the 0-cell in Eˆt2(X ) defined by a Postnikov sequence, then
the fibre functor affords an equivalence of 2-groups
(III.96) Π2(X∗)
∼←− AutEˆt2(X )(qˆ)
(
= HomEˆt2(X )(qˆ, qˆ)
)
Proof. Let P be the 2-group on the right, then, in the notation of the proof of III.f.4, its identity
can be identified with the functors Fαi ∈H αi of III.e.1.(b) and (when taking the inverse limit)
the natural transformations γγβα of op. cit. (d). In particular it maps under (III.96) to an
object equivalent to the object ∗ˆ in lim←−α q
−1
α (∗) defined by the square (III.85)- cf. (A.8)-(A.9).
Similarly the objects ωαFαi (which are equivalent to the sequence of objects Fαiωi by III.e.1.(b)
& (d) ) map to an object isomorphic to the object ω(∗ˆ) obtained by applying ω on the left to
the said diagram (III.85). By III.f.4 this is all the objects in HomEˆt2(X )(qˆ, qˆ) up to equivalence,
so every endomorphism of qˆ is a (weak) automorphism, and whence by III.b.8
(III.97) pi1(P)
∼−→ pi1(X∗)
Similarly, III.f.4 and (III.53) yields a group automorphism
(III.98) pi2(P)
∼−→ pi2(X∗)
in which both sides are pi1(P) (respectively pi1(X∗)) modules in a compatible way thanks to
the equivariant part of III.f.4. Finally the definition of their respective Postnikov classes is the
same by construction, i.e. III.e.1.(c) and (III.59). 
Finally, let’s tie things up with the actions encountered in III.d.2-III.d.3 by way of
III.f.6. Remark. We have of course the possibility to identify the fibre over the base point of any
0-cell with a unique (if not quite uniquely unique) skeletal groupoid, cf. II.a. In the particular
case that the cell is 2-Galois, or even just connected with abelian stabiliser, this is sufficient to
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get a unique fibre functor in (III.86) given (III.85), and similarly on taking inverse limits of the
same. There is therefore little, or no, ambiguity for the vertices in the action diagram (III.37).
The top horizontal arrow of op. cit. is, however, another matter, III.c.7. Nevertheless, all of the
problems that it threatens to cause, III.d.3, result from the lack of an honest universal cover,
which not only, as one might expect, disappear in the limit, III.e, by virtue of the existence
of a Postnikov sequence, but even the said existence itself admits the conceptually pleasing
description (III.96)- cf. [SGA-I, V.4.g] for pi1- which parallels the topological case, II.e.6 as
closely as is possible.
III.g. The pro-2-Galois correspondence. The pro-finite structure of Π2 := Π2(X∗) natu-
rally affords it the structure of a continuous 2-group, and, similarly, one defines a continuous
groupoid with continuous Π2-action by the simple expedient of supposing that arrows in II.a
are, where appropriate, continuous, and amongst all such we may distinguish
III.g.1. Definition. The 2-category Grpdcts(Π2) is the full (i.e. the same 1 and 2 cells) sub
2-category of continuous Π2 equivariant groupoids in which the zero cells F are groupoids
satisfying
(a) The topology of the space of arrows, Fl(F ) is compact separated and totally discon-
nected, or, equivalently, given compact separated, totally separated, cf. III.i.1 and
(III.181).
(b) The identity map, Ob(F ) 1−→ Fl(F )× Fl(F ) is a closed embedding.
An alternative description of the above conditions is therefore
III.g.2. Fact. The 2-category of topological groupoids F satisfying III.g.1.(a)-(b) is equivalent
to the (pro) 2-category of pro-finite groupoids, i.e. Eˆt2(pt) in the sense of III.f.3.
Proof. There is, (III.181), a functor
(III.99) X 7→ pifin0 (X)
from topological spaces to pro-finite sets, which is an equivalence when restricted to the full
subcategory of topological spaces satisfying III.g.1.(a). As such the space of arrows of a groupoid
(s, t) : R⇒ X satisfying (a) is a pro-finite set, while if it also satisfies (b) then X is a pro-finite
set too. Consequently R⇒ X is equivalent to a pro-finite groupoid object, so by [AM69, A.3.3]
it’s a 0-cell in pro-finite groupoids of a particularly simple form, i.e.
(a) There are strict surjections R→ Ri to finite quotient groupoids Ri, i ∈ I.
(b) The induced inverse system Fji : Ri → Rj of functors satisfies Fki = FkjFji.
(c) The set map R→ lim←−
i
Ri implied by (b) is a strict isomorphism of groupoids.
(III.100)
Such simplicity notwithstanding, we therefore have a 2-functor
(III.101) Groupoids satisfying III.g.1.(a)-(b)→ Eˆt2(pt) : [R⇒ X] 7→ [Ri ⇒ Xi]i∈I
for I (depending on R) the co-filtered directed set of (III.100). In principle there could be
many more 0-cells in Eˆt2(pt), but (III.101) is actually essentially surjective. Indeed a 0-cell,
(Ri ⇒ Xi, Fji, γkji), i, j, k ∈ I of Eˆt2(pt) as described by (A.6), may by the fact that (III.99)
is an equivalence of categories under the hypothesis III.g.1.(a), be identified with the inverse
limit, Rˆ⇒ Xˆ of A.ii.4 albeit with the proviso that arrows and objects are understood to have
the obvious topology. Supposing, as we may, that Ri ⇒ Xi is skeletal, we may, without loss of
generality, further suppose, (A.15), that if x = (xi) ∈ lim←−iXi then there are automorphisms
(III.102) ξji(x) ∈ Aut(xj), xj = Fji(xi), such that ξki(x) = ξkjFkj(ξji)γkji(x)
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Consequently if we define functors F ′ji by the rule,
(III.103) Fji
ξji(x)⇒ F ′ji
then the F ′ji satisfy the strict commutativity condition (III.100).(b), while for a ∈ I fixed, with
i ≥ a, the functors F ′ai : Ri → Ra and natural transformations
(III.104) F ∗ji(ξaj)γajiξ
−1
ai : F
′
ai ⇒ F ′ajFji
define an isomorphism in Eˆt2(pt) between our given 0-cell and that defined by (Ri ⇒ Xi, F ′ji,1).
In particular, therefore, to each object x ∈ lim←−iXi there is associated a pro-finite group,
(III.105) Sx := lim←−
i
[HomRi(xi, xi)
F ′ji(xi)−−−−→ HomRj (xj , xj)]
which (by definition) glue together to a continuous lim←−iXi-group S := ∪xSx. Nevertheless,
there could still be, (A.15), many more objects in Xˆ than lim←−iXi, but in the presence of the
strict commutativity condition (III.100).(b) and (III.102) (with γ = 1) every object as described
by (A.15) is isomorphic to one in lim←−iXi by [Jen72, Théorème 7.1] (or more accurately the non-
commutative variant for H1). As such, if we further replace the object sets Xi by the image of
lim←−iXi, and the arrows by the image of S defined by (III.105) then we not only deduce that
the 2-functor (III.101) is essentially surjective on 0-cells, but that we can add to (III.100) the
further property
(III.106) (d). Whether R⇒ X, or the Ri ⇒ Xi are skeletal groupoids.
This said, in order to prove that (III.101) is essentially surjective on 1-cells, i.e. the general
prescription (III.92) may be reduced to that of a net of functors Ai : R′i → R′′i forming strictly
commutating diagrams
(III.107)
R′i −−−−→
F ′ji
R′j
Ai
y yAj
R′′j
F ′′ji−−−−→ R′′j
wherein a priori the implied 0-cells only satisfy (III.100).(a)-(c), but a postiori also satisfy
(III.106).(d), so essential surjectivity again reduces to the non-commutative (for H1) variant
of [Jen72, Théorème 7.1]. Similarly the last thing we have to check, [Lei04, 1.5.13], i.e. maps
between 1-cells are a family of faithful functors is again a non-commutative variant of [Jen72,
Théorème 7.1], albeit, on this occasion, for H0. 
To characterise the action of Π2 in pro-finite terms is similar, to wit:
III.g.3. Fact. Let Grpdfin(Π2) ⊂ Grpdcts(Π2) be the sub 2-category of finite groupoids with
continuous Π2-action then there is an equivalence of 2-categories,
(III.108) Grpdcts(Π2)
∼−→ pro−Grpdfin(Π2)
where, following III.f.3 the 0-cells, F , of the latter are equivalent to sequences (indexed by a
co-filtered directed set I in the sense of A.ii.1 in an arbitrary 2-category) (Fi, fji, ξkji) of 0, 1,
and 2-cells in Grpdfin(Π2), with 1 and 2-cells given by the bi-limit of categories
(III.109) lim←−
α
lim−→
i
HomΠ2(Fi,F
′
α)
understood in the sense of A.ii.2.
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Proof. By III.g.2 we need only check that the mutually inverse 2-functors implicit in (III.101)
may be taken to be Π2-equivariant. On the one hand, if we start with a Π2 equivariant groupoid
on the left hand side of (III.108), then since (by definition III.e.16) Π2 itself satisfies III.g.1.(a)
we can again appeal to the fact that (III.99) is an equivalence between pro-finite sets and
topological spaces satisfying III.g.1.(a) so [AM69, A.3.3] applies once more, and whence, in the
equivariant case, we can adjoin to (III.100).(a)-(c) and (III.106).(d),
(III.110) (e). The action may be expressed as the limit of finite actions Πi2×Ri → Ri.
for a possibly different co-filtering directed set I. Conversely, if one writes out what the sequence
condition, A.ii.1, means in Grpdfin(Π2) by way of (II.39)-(II.40) then (modulo notation) one
finds the conditions (a)-(e) of the definition, III.e.1, of a Postnikov sequence together with the
proviso that the differential of the natural transformations α•,• of item (c) of op. cit should be
the image of the Postnikov class of Π2. As such, exactly the same arguments via the universal
property of limits employed in III.f.4, imply that the inverse limit, lim←−iFi, in the sense of A.ii.2,
of a 0-cell on the right of (III.108) admits a unique, up to equivalence, Π2-action. 
Given this is the sum total of what we’ll need to know about continuous actions it’s appropriate
to emphasise a couple of points, i.e.
III.g.4. Remark. Since all of (III.100).(a)-(c), (III.106).(d), (III.110).(e) may be supposed to
hold simultaneously, the structure of pro-Grpdfin(Π2) is a lot simpler than that of an arbitrary
(defined in the the obvious way suggested by III.f.3, (III.92) & (III.109)) pro-2-category. We
will, however, always eschew (unless it’s logically impossible) any appeal to such simplifications
which are not available in the general pro-discrete case of III.i
III.g.5. Remark. Evidently most of II.a just extends to the continuous case by the simple
expedient of insisting that all maps occurring therein are continuous. The one point where
one should exercise caution is that it’s not always possible to reduce to the transitive case
since pi0 of a pro-finite set/equivalently a space satisfying III.g.1.(a) is naturally topologised,
III.i.1, III.i.2, III.i.11. If, however, one does have a transitive action then II.a.6 and the resulting
description II.a.14 of Grpd(Π2) in terms of group co-homology are equally valid for Grpdcts(Π2)
with exactly the same statements albeit understood in continuous group co-homology.
With this in mind we have
III.g.6. Proposition. Let qˆ be the 0-cell in Eˆt2(X ) defined by a Postnikov sequence, then the
2-functor (cf. II.e.1)
(III.111) HomEˆt2(X )(qˆ,_) : Eˆt2(X )→ Grpdcts(Π2)
affords an equivalence of 2-categories, wherein the Π2-groupoid HomEˆt2(X )(qˆ, qˆ
′) is, III.f.4,
equally described by the fibre functor (III.86).
An immediate simplification can be obtained by observing
III.g.7. Lemma. Let everything be as above, then III.g.6 holds iff
(III.112) HomE´t2(X )(qˆ,_) : E´t2(X )→ Grpdfin(Π2)
affords an equivalence of 2-categories, wherein the Π2-groupoid HomE´t2(X )(qˆ, q
′) is described by
the fibre functor (III.86) and III.f.1-III.f.2.
Proof. Necessity is obvious, and otherwise, if (III.112) is an equivalence, then it affords an
equivalence between pro-E´t2(X ) and pro-Grpdfin(Π2) which are the left hand side of (III.111)
by definition, III.f.3, respectively the right hand side by III.g.3. 
122
Following the schema of the topological proof, II.e, the step corresponding to II.e.4 has already,
III.f.1, been done while the appropriate variant of II.e.7 is
III.g.8. Fact. The 2-functor (III.112) restricted to 1-cells is a family of fully faithful functors.
Proof. Let F , G be a pair of 2-cells as in II.e.7 but with source a 2-Galois q. By III.a.6
the diagram (II.122) is valid and, III.a.3, all the maps are proper even if X isn’t separated.
Consequently, in the notation of (II.122) the support (on Y1) of the sheaf of sets
(III.113) ζ1 : f1 ⇒ g1, q′1(ζ1)ξ1 = η1
is closed. It is manifestly also open, and by construction every stalk has at most one element,
so it’s the trivial sheaf since it’s non-empty at the base point. The related sheaf
(III.114) ζ : f ⇒ g, q′(ζ)ξ = η
is therefore a locally constant sheaf on Y with fibres isomorphic to the stabiliser of f(∗). In
principle, on a given 2-Galois cell, it could be non-trivial, but on replacing q by a Galois cover
qj we can suppose that (III.113) is generated by global sections, which are isomorphic in a
unique way to the stabiliser of f(∗j), so on passing to the limit qˆ all such isomorphisms are
compatible. 
It therefore remains to prove
III.g.9. Fact. The 2-functor (III.112) is essentially surjective on 0 and 1-cells.
Now, as it happens, we still haven’t proved this at the level of E´t1(X ), and while we could have
recourse to [Noo04], it’s not only appropriate to give a proof in order to set up our notation and
exhibit the similarity with I.e, but also to clear up a certain amount of misconception about
the axioms in [SGA-I, Exposé V.4] a number of which become (even in an arbitrary site with
enough points) superfluous on working with champs. In particular, as the proof of the following
will demonstrate the conditions on the existence of quotients by finite groups of automorphisms
can be dropped.
III.g.10. Fact. At the level of E´t1(X ) the 2-functor (III.112) defines an essentially surjective
functor to finite pi1(X∗)-sets.
Proof. We immediately reduce to the case where the action is transitive, so what has to be
shown is that if q1 : Y1 → X is a representable étale Galois cover with group G, then for any
finite sub-group K there is an étale cover q′1 : Y ′ → X with fibre G/K, which, of course, one
exhibits as a quotient of q in E´t1(X ).
To this end, profiting from III.b.2 (with f the identity) we can, as in (II.70), represent q1 by
an embedding of groupoids
(III.115) q1 : R1 ↪→ R0
with étale actions on the same atlas U , while, similarly an element, ω, of G can be identified
with a 2 commutative diagram
(III.116) R1 R1
R0
Fω //
q1zzq1 $$
ιω +3
Furthermore the definition of E´t1(X ) implies, just as in (I.66), that the natural transformations
ατ,ω : FτFω → Fτω of the G action are, in fact, given by,
(III.117) ατ,ω = ιτωι−1ω (F
∗
ωιτ )
−1
123
Now, cf. (I.63), consider the fibre square
(III.118)
R1,ω
tω−−−−→ R1y ys=source
U
ω−−−−→ U
where, unlike (I.63), tω need not be an embedding. Nevertheless we still have an isomorphism
(III.119) c1,ω : R1,ω
∼−→ Rω0 ⊆ R0 : (f, x)→ fιω(x)
which also serves as a definition of the image Rω0 . On the other hand, the fibre of q1 over
a point x ∈ U can be identified with arrows in R0 with source x modulo the relation that
there difference belongs to R1, and by (III.15) the ιω(x) are a complete repetition free list of
representatives of such equivalence classes. Consequently, cf. I.e.3, as a set
(III.120) R0 =
∐
ω∈G
Rω0
or, what is slightly better that the groupoid
∐
ω R1,ω of which an element (f, x)ω has source x
and sink that of f , with multiplication defined by
(III.121) R1,τ t ×s R1,ω → R1,τω : (g, z)τ × (f, x)ω 7→ (gFτ (f)α−1τ,ω, x)τω
is strictly isomorphic to R0. 
All of which can usefully considered as a lemma in the main business, i.e.
proof of III.g.9. We follow the proof of the topological case, II.e.8, with minor modifications.
In the case of 0-cells by III.g.10 we can, again, without loss of generality, suppose that the
representation has values in BΓ for some finite group Γ. Consequently there is a 2-Galois
cell q, factoring as a locally constant gerbe q → q1 in Bpi′2 ’s and a representable Galois cover
q1 → X with group pi′1 such that the action may be identified with normalised co-chains
A : pi′1 → Aut(Γ), ζ : (pi′1)2 → Γ, and a map of pi′1 modules, A2 : pi′2 → Z. with values in the
centre of Γ satisfying exactly the relations detailed in II.e.8. In particular, we can identify q1
with the embedding of groupoids (III.115) and q with a groupoid R2 → R1 which is equally an
étale pi′2-torsor. By III.g.10 (applied to R1, and without, by the way way, having to suppose
that quotients by finite groups exist in the ambient big site, cf. [SGA-I, Exposé XI.5]) there is,
cf. (II.123)-(II.124), a left right Γ torsor
(III.122) R′2 := R2 × Γ/
(
(f, γ) ∼ (fS, γA2(S)), S ∈ pi′2
which equally defines a groupoid with action factoring as R′2 → R1 ⇒ U , along with functors
F ′ω, ω ∈ G, and natural transformations α′τ,ω : F ′τω ⇒ F ′τF ′ω exactly as in op. cit..
Now consider adding a further fibre square in (III.118), to wit
(III.123)
R′2,ω −−−−→ R1,ω −−−−→ Uy y yω
R′2 −−−−→ R1 s=source−−−−−→ U
and which equally serves as the definition of the term in the top left. In particular therefore we
can write elements of R′ :=
∐
ω R
′
2,ω as pairs (f, x)ω indexed by ω ∈ pi′1 with f ∈ R′2 enjoying
source ωx, so that exactly as in (II.126)
(III.124) R′2,τ t ×s R′2,ω → R′2,τω : (g, z)τ × (f, x)ω 7→ (gFτ (f)α′τ,ω, x)τω
defines a groupoid structure which factors as R′ → R0 ⇒ U where the Γ-torsor structure of
R′ → R0 is equally the quotient by the relative stabiliser thanks to (III.121). Furthermore,
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since all co-chains are normalised, identities in R′2 are the identities in R′, while the inverse of
(f, x)ω is given by
(III.125)
(
(α′ω−1,ω)
−1F ′ω−1(f)
−1, t(f)
)
As such an explicit lifting of the natural transformation (III.116) is
(III.126) ι′ω : U → R′ : x→ (1ωx, x)ω
which by (III.125) satisfies (II.128), so by exactly the same diagram chase, (II.129)-(II.131),
the 0-cell [U/R′] in E´t2(X ) affords the Π2-action on BΓ that we started with.
As to the essential surjectivity on 1-cells, modulo replacing the universal widget R2 → R1
in the topological proof, by groupoids R2 → R1 ⇒ U corresponding to the factorisation of a
(sufficiently large) 2-Galois cell into a locally constant gerbe followed by a representable map as
above, everything is, otherwise, formally the same as the topological case, (II.132)-(II.135). 
III.h. Relation with abelian and non-abelian co-homology. The lack of an universal
cover in the pro-finite theory notwithstanding, the relation of E´t2(X ) with co-homology re-
mains essentially the same as the topological class, i.e. II.h.2. To the end of describing this let
us introduce
III.h.1. Definition. Let Z be a locally constant sheaf of abelian groups on X then the set of
locally constant gerbes q : Y → X with relative stabiliser (which always descends to a sheaf
on X whenever it’s abelian) SY /X
∼−→ q∗Z (implicitly with an isomorphism of the stabiliser
of a base point with a fixed abelian group Z to avoid the problem posed by (II.54)) modulo
equivalences in E´t2(X ) will be written H2Giraud(X , Z). On representing q, respectively q
′ by
groupoids R, R′ over R0 à la (II.70) which are torsors under Z; this set admits a natural abelian
group structure, [Gir71, IV.3.3.2], by way of Giraud’s contracted product
(III.127) q ∧Z q′ := R×R0 R′/Z
Now while we’ve only defined this for what is largely our context, i.e. locally constant sheaves,
it continues to have sense for arbitrary sheaves, and to any short exact sequence of sheaves,
(III.128) 0→ Z ′ → Z → Z ′′ → 0
one has, [Gir71, IV.3.4.1], III.h.15, a tautological connecting homomorphism
(III.129) H1(X , Z ′) δ−→ H2Giraud(X , Z ′′)
which sends a Z ′-torsor to the gerbe whose objects are its possible liftings as a Z torsor.
Unsurprisingly, cf. op. cit., this affords a δ-functor in degrees ≤ 2, and whence a natural map,
or better a natural transformation of functors
(III.130) ηZ : H2(X , Z)→ H2Giraud(X , Z)
and one can certainly show, [Gir71, IV.3.4.3], that H2Giraud vanishes on injectives, and, whence,
that (III.130) is an isomorphism. In our current considerations, however, it better illustrates the
connection with [AM69] to proceed via Cěch co-homology, cf. [Gir71, IV.3.5]. The principle
complication here comes from the fact that in degrees ≥ 2 the Cěch co-homology need not
compute co-homology in an arbitrary site- indeed this can already occur for the étale site of
schemes over an algebraically closed field which aren’t quasi-projective. Nevertheless, we always
have
III.h.2. Notation. Let U →X be an étale atlas, and Z a sheaf of abelian groups then Ep,qr (U,Z)
(⇒ Hp+q(X , Z)) will be the Cěch spectral sequence for the cover U , and the directed limit
(spectral sequence) of such over all open covers U will be written Eˇp,qr (X , Z) or, possibly, in
the special case that q = 0, r = 2, Hˇp(X , Z).
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In particular therefore we have an exact sequence
(III.131) 0→ Hˇ2(X , Z)→ H2(X , Z)→ Eˇ1,12 (X , Z)
d1,12−−→ Hˇ3(X , Z)
whose manifestation in H2Giraud can be constructed rather explicitly. As ever we choose a
sufficiently fine atlas U →X so that both X and the class of q : Y →X can be represented
by groupoids R q−→ R0 ⇒ U , with q a Z-torsor. Consequently if we have a normalised (i.e.
vanishing on identities) Cěch co-cycle, ζ : R0 → s∗Z, (which is, in fact, isomorphic to the
constant sheaf Z for U sufficiently fine) then we can define another groupoid R′ on changing
the multiplication rule in R by way of,
(III.132) (g · f)new = (g · f · ζ(g, f))old
which is associative because ζ is a co-cycle. On the other hand by (II.70) to give a map between
q = [U/R] and q′ = [U/R′] in E´t2(X ) is, on refining U sufficiently, equivalent to giving a functor
F : R → R′ along with a natural transformation q ⇒ q′F . As a map from U to R0, however,
any natural transformation can, on refining U as necessary, be lifted to a map from U to R′,
so without loss of generality q = q′F , and the functor has the form f 7→ fz(f) for z(f) in the
stalk Zs(f). In particular, therefore, ζ must be the differential of z, and whence
III.h.3. Fact. The change of multiplication rule (III.132) makes H2Giraud(X , Z) a Hˇ
2(X , Z)-set
with faithful action, which applied to the trivial class yields a commutative square
(III.133)
Hˇ2(X , Z)
(III.132)−−−−−→ H2Giraud(X , Z)∥∥∥ x(III.130)
Hˇ2(X , Z)
(III.131)−−−−−→ H2(X , Z)
Proof. We’ve done everything except the commutativity, which by the naturality of (III.130)-
(III.131) amounts to checking that the composite of the bottom row with the right vertical is
what one gets from the tautological δ-functor (III.129) applied to the Cěch complex, which, by
the way, is a slightly different line of reasoning to the same assertion in [Gir71, IV.3.5.1.6]. 
Maintaining the same notation, and bearing in mind that s∗Z is the constant sheaf Z, we
equally have the intervention of hyper-coverings via the composition:
(III.134) H2Giraud(X , Z)→ H1(R0, Z)→ Eˇ1,12 : q = [U/R]→
[
class of R/R0 as a Z-torsor
]
whose kernel is the orbit of the trivial class under (III.132). Better still, as in the proof of III.h.3
since HGiraud is a δ-functor in degrees ≤ 2, one can apply it directly to the Cěch complex to
get an exact sequence
(III.135) 0→ Hˇ2(X , Z) (III.132)−−−−−→ H2Giraud(X , Z)
(III.134)−−−−−→ Eˇ1,12 (X , Z)
which commutes with (III.131)- in the obvious way akin to (III.133)- by the naturality of
(III.130). On the other hand (III.130) is always injective for general nonsense reasons, so it’s
an isomorphism iff d1,12 of (III.131) vanishes on the image of (III.134). On replacing R in II.h.1
by that of (III.134) this is formally the same as the proof of II.h.2- replace U/S in (II.208) by
a Z torsor; Y/X by a Z ×Z torsor and pi1(X) by Z ×Z in (II.209)-(II.210); and, of course, P
by a sufficiently fine atlas U . In particular, since one no longer has the lack of associativity in
item.(c) of II.h.1 there is no transgression, and whence
III.h.4. Fact. The natural map (III.130) is an isomorphism, and, better still, the exact sequence
(III.131) (which is not a trivial isomorphism between Hˇ2 and H2 iff hyper-coverings intervene
in a non-trivial way) is simply the extension of (III.135) on the right by d1,12 .
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This established we change notation accordingly, i.e.
III.h.5. New Notation. We no longer distinguish H2Giraud from H
2 regardless of whether it be
in the abelian or non-abelian case. The latter is defined as follows: by Γ is to be understood
a locally constant (finite) link, i.e. a finite group Γ together with a representation of pi1(X∗)
in Out(Γ), [Gir71, IV.1.1.7.3], if this lifts to a representation in Aut(Γ) then we have a locally
constant sheaf which will be written Γ, and in either case the centre always defines a locally
constant sheaf, Z, of abelian groups. As ever, H1(X ,Γ) is the set of Γ-torsors modulo isomor-
phism in E´t1(X ), while, following Giraud, H2(X ,Γ) is the set of equivalence classes of 0 cells
q : Y → X in E´t2(X ) of locally constant gerbes in BΓ’s such that the locally constant sheaf
SY /X (again, implicitly with an isomorphism of the stabiliser of a base point with a fixed
abelian group Γ to avoid the problem posed by (II.54)) affords the outer representation Γ.
These groups are easily described by the 2-Galois correspondence, i.e.
III.h.6. Fact. The 1-category of (finite) locally constant sheaves is equivalent to the category of
finite groups with continuous pi1 = pi1(X∗)-action, and we have the Huerwicz isomorphism
(III.136) H1(X ,Γ) ∼−→ H1cts(pi1,Γ)
Similarly the 2-Category of locally constant gerbes (in finite groups) over X is equivalent to
continuous actions of Π2(X∗) on groupoids with one (up to isomorphism) object while H2(X ,Γ)
is formally (i.e. may be empty) a faithful H2cts(pi1, Z)-set and we have an exact sequence of sets
(III.137) 0→ H2cts(pi1, Z)→ H2(X ,Γ)→ Hompi1cts(pi2, Z) A 7→A∗K3−−−−−−→
(
H3cts(pi1, Z), obs
)
where obs is the pull-back to pi1 of the obstruction class of II.a.5, so exactness on the right is to
be understood as image equals pre-image of obs and elsewhere as the fibring of the action over
the orbits, so, in particular, H2(X ,Γ) 6= ∅ iff the pre-image of the obstruction class is non-
empty. Better still, if Γ is abelian then (III.137) is an exact sequence of groups, and H2(X ,Γ)
is formally a principal homogeneous space under H2(X , Z) via Giraud’s concatenated product,
(III.138) H2(X , Z)×H2(X ,Γ)→ H2(X ,Γ) : q × q′ 7→ q ∧Z q′
Proof. (III.136) is an immediate tautology of 1-Galois theory, [SGA-I, Exposé XI.5], while
(III.137) is a similar tautology for 2-Galois theory profiting from the explicit description,
II.a.14, of actions of 2-groups on groupoids with 1 object. It then follows from (III.137) that if
H2(X ,Γ) 6= ∅ then it is a principal homogeneous space under H2(X , Z) as soon as the action
(III.138) is faithful. As such suppose there are q ∈ H2(X , Z), and q′ ∈ H2(X ,Γ) such that
q∧Z q′ = q′. Now the restriction of the stabiliser to any sufficiently fine open cover is always the
constant sheaf, so identifying q, q′, etc. with groupoids R, R′ we trivially have the non-abelian
variant of (III.134), i.e.
(III.139) H2(X ,Γ)→ H1(R0,Γ) : q′ →
[
class of R′/R0 as a Γ-torsor
]
which in turn factors through the abelianisation of the fundamental group of every component
of R0 by (III.122). Consequently by (III.136) applied to R0, the image of q under (III.134) is
trivial, so it’s a Cěch class. Modulo notation, the action of Cěch classes is given by (III.132),
and it’s always non-trivial if q is non-trivial for the same reason as discussed post op. cit.. 
Plainly (III.137) is crying out to be dualised and/or take values in linearly topologised sheaves,
so let us make a brief
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III.h.7. Scholion. Continuous étale homology and continuous Giraud co-homology Suppose for
the sake of argument we simply define
Hctsq (X , Zˆ) := Homcts(Hq(X ,Q/Z),Q/Z),
Hctsq (pi1, Zˆ) := Homcts(H
q
cts(pi1,Q/Z),Q/Z)
(III.140)
where even though the co-homology groups being dualised on the right are discrete, we write
Homcts to emphasise that the dual is to be understood as a pro-finite group, i.e. the topological
dual of the direct limit over finite sub-groups. As such, (III.137), affords an exact sequence of
topological groups
(III.141) 0← Hcts2 (pi1, Zˆ)← Hcts2 (X , Zˆ)← picts2 (X )pi1 ← Hcts3 (pi1, Zˆ)
Of which the easiest term to understand is the topological co-invariants of pi2, i.e. the maximal
invariant topological quotient, or equivalently the quotient by the smallest closed sub-module
containing (the closed set) Sω − S, for S ∈ pi2, and ω ∈ pi1. As such the topological co-
invariants are potentially smaller than the co-invariants, albeit everything is profinite so by
[Jen72, Théorème 7.1] topological co-invariants have the right behaviour, i.e.
(III.142) picts2 (X )pi1 = lim←−
i
pii2(X )pi1
for i ranging over the finite quotients of pi2(X ). Similarly the continuous group homology
term will invariably differ from the usual group homology. Specifically, one computes con-
tinuous group co-homology with values in a pro-finite pi1-module A by applying the functor
HomctsEns(−, A) to the continuous complex of sets
(III.143) pt ⇔ pi1←←←pi1 × pi1 · · ·
On the other hand, the notion of group ring, a.k.a. adjoint to the forgetful functor to Ens,
continues to have perfect sense, i.e.
III.h.8. Claim. Let F = lim←−i∈I Fi be a compact separated totally disconnected space in Top,
i.e. Fi finite with the limit taken in Top, or, respectively and more generally a prodiscrete set
Fi∈I in pro− Ens, then there is a (uniquely unique) pair consisting of a profinite group C(F ),
respectively a protorsion group Cj∈J , and a continuous map c : F → C(F ), respectively a map
in pro − Ens, such that if f : F → A = lim←−αAα is any other continuous map to a pro-torsion
abelian group, respectively a map to a pro-group Aα∈ℵ, then there is a unique continuous group
homomorphism φf : C(F )→ A, respectively pro-homomorphism, such that f = φfc.
Proof. Partially order the set I × N by (i,m) > (j, n) iff i > j and m > n, which is right
co-filtering, respectively co-filtering, if I is, then
(III.144) C(F ) := lim←−
(i,n)
Z/n⊗Z Z[Fi]
for Z[−] the free abelian group on a set, respectively the implied pro-object, does the job. 
Applying this to the complex (III.143) yields a complex of pro-finite abelian groups
(III.145) Zˆ = C0 := C(pt) ⇔ C1 := C(pi1)←←←C2 := C(pi1 × pi1) · · ·
which for a finite group is just Zˆ⊗Z− applied to the standard homology complex, but, otherwise
may be a lot more complicated. Irrespectively, the complex (III.145) shares the following
pleasing features with the standard homology complex
(a) If A is a pro-torsion module, there is an identity of complexes
(III.146) HomctsEns(pi
•, A) = HomctsAb(C•, A)
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which is the right widget for continuous group co-homology if A is discrete or pro-finite.
(b) In the particular case of A = Q/Z Pontryagin duality implies that Hctsq (pi1, Zˆ) is the homol-
ogy of the complex (III.145).
Now there are 2, and to some extent 3, ways in which this rather satisfactory discussion starts
to break down. In the first place, one cannot find a compact complex of compact totally
disconnected spaces such as (III.143), e.g. already for pi1 a discrete group this is an issue,
and pro-discrete is much worse, albeit this isn’t really an algebraic problem since under very
reasonable hypothesis (e.g. Noetherian in characteristic zero, champs whose moduli are quasi-
projective over affine- use the descent spectral sequence of [Del74, 5.3.5] as in IV.c.4 or IV.c.5
to reduce to corresponding statement for schemes) the inverse limit
(III.147) F0(X ) = lim←−
U
pi0(U) ⇔ F1(X ) = lim←−
U
pi0(U×X U)←←←F2(X ) = lim←−
U
pi0(U×X U×X U)
over finite coverings does the job. Nevertheless it can fail, and it isn’t so easily remedied in pro-
Top rather than the more complicated pro-homotopy category, and in either case, one looses
the very useful freedom of working with right co-filtered rather than co-filtered partially ordered
sets that one has in the pro-finite case, equivalently compactness allows one to pass from right
co-filtered to co-filtered. In a similar vein is the issue of hypercoverings, but since we’re only
concerned with gerbes and torsors it’s intervention, (III.134), is very limited, and we could just
change (III.147) to the complex of pro-finite sets associated to the obvious double complex of
such suggested by (III.135) et seq. for the general Noetherian algebraic case. Consequently, the
more serious way in which the discussion begins to break down is when one tries to generalise
from pro-finite groups to pro-group. In order to see what’s involved let’s put ourselves in a
good situation such as pro-finite group cohomology or algebraic varieties where (III.147) is the
right widget and use III.h.8 to define the “continuous Cěch homology complex”
(III.148) C0(X ) := C(F0(X )) ⇔ C1(X ) := C(F1(X ))←←←C2(X ) := C(F2(X )) · · ·
From the simple expedient of applying the definitions, we have for A = lim←−αAα a locally
constant sheaf of pro-finite abelian groups,
(III.149) Cˇqcts(X , A) := Hom
cts
Ab(Cq(X ), A) = Hom
cts
Ens(Fq, A) = lim←−
α
lim−→
U
H0(U (q+1), Aα)
and this sort of behaviour can be replicated in pro-Sheaf, but what can’t be replicated is
III.h.9. Claim. If (III.147) is a complex of compact totally disconnected spaces, and A =
lim←−αAα is a sheaf of locally constant profinite groups then
(III.150) lim←−
α
(p) lim−→
U
H0(U (q+1), Aα) = 0,∀p > 0
Proof. The good description is the final term in (III.149), since as far as the right co-filtered and
partially ordered set α is concerned the sheaves HomctsEns(F•, A) are weakly flasque in the sense
of [Jen72, Théorème 1.9] because a topological surjection of pro-finite groups has a section-
[Ser97, I.Proposition 1]. 
Consequently, under such hypothesis the co-homology, Hˇ•cts, of the complex (III.149) exhibits
exactly the same good features of continuous group co-homology, e.g. turns short exact se-
quences of locally constant pro-finite sheaves into long exact sequences, and is the abutment of
a spectral sequence
(III.151) lim←−
α
(p)Hˇq(X , Aα)⇒ Hˇp+qcts (X , A)
and there are two distinct points to note, i.e.
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III.h.10. Remark. The relation between homology and co-homology is a tautology, which is
best evidenced by a systematic use of Pontryagin duality, rather than the so called ‘universal
coefficient theorem’, which in the above situation takes the form of a spectral sequence
(III.152) Extpcts(Hˇ
cts
−q(X , Zˆ), A)⇒ Hˇp−qcts (X , A)
for Hˇcts• the homology of the complex (III.148) and A either a pro-finite group or indeed a
discrete discrete group, where in the latter case H•cts just reduces to ordinary co-homology.
In particular, therefore Hˇctsq (X , Zˆ) is the topological dual of the discrete group Hˇq(X ,Q/Z),
as proposed in the definition (III.140). As such, while it’s true that in absolute generality,
[AM69, §2], one cannot make such a simplistic definition, and the ‘homology complex’ will
only ever be unique up to homotopy, all sensible definitions yield (III.140) tautologically, i.e.
duality between homology and co-homology should not be confused with an actual theorem,
viz: duality between co-homology and co-homology with supports.
III.h.11.Remark/Definition. Consequently homology is nothing more than notation, whereas
it’s preferable to have a definition of H•cts which is beyond ambiguity. This can be done as fol-
lows: in Pro-sheaf (or perhaps better pro≤ℵ, i.e. indexing sets of cardinality as most some fixed
accessible ordinal) a short exact sequence
(III.153) 0→ Fˆ ′ → Fˆ → Fˆ ′′ → 0
can be identified with a net of exact sequences of sheaves of abelian groups
(III.154) 0→ F ′i → Fi → F ′′i → 0
with implied transition functions for the same filtering I, [AM69, A.3.2-4.6]. Thus in the first
place there are enough injectives- same reasoning as [Jen72, §1]- and in the second place the
derived functors of
(III.155) H0 : proSheaf → proGroup : Fˆ := Fi∈I → H0(X ,Fi)i∈I
are just the pro-groups Hq(X ,Fi)i∈I . while those of
(III.156) proGroup→ Group : Ai∈I → lim←−
i
Ai
are lim←−i
(p)Ai. From which, if we define Hncts(X , Fˆ ) to be the derived functors of H0cts(X , Fˆ ) :=
lim←−i H
0(X ,Fi) then we get a spectral sequence
(III.157) lim←−
α
(p)Hq(X , Aα)⇒ Hp+qcts (X , A)
So by (III.151) this more generally valid definition coincides with the previously envisioned
good cases.
Concentrating, therefore, on continuous co-homology we can, and should, extend the Cěch
discussion to a non-abelian locally constant sheaf Γ = lim←−i Γi of pro-finite groups. Indeed, H
1 is
always Cěch, and we just define H1cts(X ,Γ), or for that matter H1cts(pi1,Γ), which is the same,
to be continuous Cěch 1 co-cycles modulo continuous Cěch boundaries exactly as in (III.149),
albeit via the final identity over all possible covers should there be need for covers with infinitely
many connected components. This said, supposing further that the hypothesis of III.h.9 are
valid, it’s equally true in the non-abelian case, whence the spectral sequence (III.151) holds as
stated, up to an appropriate change in the definition of the d0,12 à la (IV.55). In particular,
therefore, since the spectral sequences are the same it’s a formal consequence (in the presence of
a sane definition of pi0(X ), cf. III.i.3) that the Huerwicz isomorphism, (III.136), self generalises
to
(III.158) H1cts(X ,Γ)
∼−→ lim←−
i
H1(X ,Γi)
∼−→ lim←−
i
H1cts(pi1,Γi)
∼←− H1cts(pi1,Γ)
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for arbitrary pro-finite Γ thanks to the ubiquitous [Jen72, Théorème 7.1]. Consequently, the
continuous co-homology classes in degree 1 are represented by nets qi where qi : Ei → X is a
Γi-torsor along with 1-cells Fji : qi → qj , i ≥ j, which are equivalences on quotienting Ei by
the kernel, Γji , of Γi → Γj such that there is a 2 commutative diagram in E´t2(X )
(III.159) qi qk
qj
Fji
==
Fkj
!!
Fki
//
ξkji
KS
whenever i ≥ j ≥ k, or, equivalently a strictly commutative diagram in E´t1(X ), a.k.a. drop
the ξkji. Now while we supposed Γ pro-finite to arrive at this conclusion, it is in fact always
valid, i.e.
III.h.12. Remark. Even for a general pro-sheaf of groups, Γˆ = Γi∈I - say locally constant to
fix ideas, but this isn’t important- commutative diagrams in E´t1(X ) of torsors of the form
(III.159) modulo equivalence, i.e. commuting squares
(III.160)
q′i −−−−→
Bi
qi
F ′ji
y yFji
q′j −−−−→
Bj
qj
where the Ai are isomorphisms of torsors represent exactly co-homology classes in H1cts(X , Γˆ)
defined, for example, via (III.155)-(III.157) in the abelian case, and otherwise by anything
satisfying the non-abelian spectral sequence, cf. (IV.55).
Proof. By the spectral sequence (III.157), or it’s non-abelian variant, it suffices to show that
if all the qi, q′i are trivial in (III.160), then the resulting diagrams modulo isomorphisms of
the trivial torsor (i.e. Bi multiplication by γi ∈ H0(X ,Γi) and Fji the projections, a.k.a.
lim←−i H
0(X ,Γi) ) are lim←−
(1)H0(X ,Γi). On the one hand, given the diagram there is a unique
global section γji of Γj such that FjiBi is BjF ′ji followed by multiplication by γji, i.e. a class in
the Cěch description of lim(1), while, conversely given such a class we can take the right hand
vertical in (III.160) to be the trivial projection followed by multiplication by it, and everything
else trivial. 
Similarly restricting ourselves momentarily to the profinite abelian case, the spectral sequence
(III.157) implies- III.c.7 for the F 1H2cts term- that classes in H2cts are themselves 2 commutative
triangles of the form (III.159), but now with qi : Ei → X a locally constant gerbe for which
SEi/X
∼−→ Γi, where again Fji are equivalences modulo Γji , and these triangles themselves form
a 2-commutative tetrahedron
(III.161)
qi
qj
qk
ql
Fji
EE
Fkjrr
Fki
\\
Flk
<< Fljkk
Fli
QQ
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as already encountered in the condition III.e.1.(e) of Postnikov sequences, which, cf. III.e.11, is
always true if qi is a torsor rather than a gerbe. Again, however, the situation is more general
than pro-finite, i.e.
III.h.13. Remark. Even for a general pro-sheaf of groups, Γˆ = Γi∈I , say abelian for the moment
triangles, (III.159), of Γi gerbes forming a 2-commutative diagram, (III.161) modulo equiva-
lences, i.e. 2-commutative diagrams (III.160) with βji : BjF ′ji ⇒ FjiBi such that
(III.162) q′j
q′k
q′i
qj
qk
qi
Bj

Bk

Bi

Fkjrr
Fki
uu
Fji //
F ′kjrr
F ′ki
uu
F ′ji //
2-commutes represent exactly the classes in H2cts(X , Γˆ).
Proof. Again, from what we’ve already said it suffices to look at triangles (Ei, Fji, ξkji) with
the first 2 entries trivial, so ξkji is the Cěch co-cycle in lim←−i
2H0(X ,Γi), and conversely, of
which the remaining term, F 2H2cts(X , Γˆ), in the spectral sequence, (III.157), is a quotient by
lim←−iH
1(X ,Γi). As such the right interpretation of this latter term is III.c.7, i.e. its exactly
the effect of changing the Bi’s. 
Manifestly this description of H2cts in terms of gerbes is independent of whether the Γi are
abelian or not and whence III.h.5 extends continuously to
III.h.14. Remark/Definition. Denote by Γ = lim←−i Γi a locally constant profinite link, i.e. a
profinite group, Γ, together with a continuous representation of pi1(X∗) in Out(Γ) using the
equivalence of categories (III.99) in the presence of III.g.1.(a) and [AM69, A.3.3] if necessary
to replace I by a co-final subset, or, more generally, a pro-link, i.e. a pro-object in the category
of links, [Gir71, IV.1.1.6], over X albeit the most complicated example we have in mind is a
representation of a discrete group in the pro-outer automorphisms of a pro-group, we define
H2cts(Γ) exactly as in III.h.13. In particular for Z (locally constant sheaf of pro-finite abelian
groups) the centre of a profinite link Γ, (III.137) and (III.138) hold (same proof) on replacing the
co-homology groups H2cts(X ,Γ) and H2cts(X , Z) with values in finite groups by their pro-finite
analogues H2cts(X ,Γ) and H2cts(X , Z).
The highly conceptual nature of Giraud co-homology equally implies that the essentially tau-
tological connecting morphisms extend to the pro setting. Specifically say,
(III.163) 0→ Γ′ a−→ Γ b−→ Γ′′ → 0
a topologically exact sequence of sheaves for pro-finite groups, or pro-exact otherwise, so in
either case we can describe the sequence as a net of short exact sequences
(III.164) 0→ Γ′i ai−→ Γi bi−→ Γ′′i → 0
over the same right co-filtered set, respectively co-filtered partially ordered set, I- in the for-
mer case because a is closed, and b has the quotient topology, and (III.154) for the latter.
Consequently if γˆ′′ = (γ′′i ) is a global section of Γ
′′ then,
(III.165) U 7→ Ei(U) := {γi ∈ Γi(U) | γi 7→ γ′′i |U}
defines a net of Γ′i-torsors satisfying (III.159), whose triviality in the sense of III.h.12 is necessary
and sufficient to lift γ′′ to a global section of Γ. Similarly, if qˆ′′ = (q′′i , F
′′
ji, ξ
′′
kji) is a net of Γ
′′
i -
torsors satisfying the continuity condition (III.159), then for each i ∈ I we can define a gerbe
E (q′′i ) whose objects over an open set U are pairs (qi, Qi) consisting of a Γi|U torsor qi : Ei →X
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and a 1-cell Qi : qi → q′′i which is an equivalence modulo Γ′i, while arrows are maps of Γi|U -
torsors satisfying the obvious commutativity conditions. As such there are functors and natural
transformation
(III.166) Fji : (qi, Qi) 7→ (qi mod Γji , F ′′jiQi), ξkji : Fki ⇒ FkjFji : (qi, Qi) 7→ Q∗i ξ′′kji
satisfying the tetrahedron condition (III.161) because, as we’ve said, it’s always true for torsors
and each E (q′′i ) is a (fibred) category of torsors. By construction, therefore, the pro-torsor qˆ
′′
can be lifted to a pro-torsor qˆ = (qi, Gji, ηkji) iff the pro-gerbe δ2(qˆ′′) := (E (q′′i ), Fji, ξkji) is
trivial in the sense of III.h.13. Nevertheless, the usual non-abelian subtlety merits
III.h.15. Warning. Already for i fixed, it is by no means the case that the stabilisers SE (q′′i )/X
are isomorphic to Γ′i, but only to some locally constant sheaf whose stalks are isomorphic to the
same finite group Γ′i. Nor need it even be true that SE (q′′i )/X defines a sheaf rather than a link
Γ′
i
on X . Consequently the conditions for the annihilation of the connecting homomorphism
δ2(qˆ
′′) are twofold: the continuous link Γ = lim←−i Γ
′
i
lifts to a (necessarily locally isomorphic to
Γ′) continuous sheaf, whence H2cts(X ,Γ) has a distinguished trivial class and δ2(qˆ′′) must be
equal to it. As such, irrespective of continuity, the only general hypothesis where one can write
(III.167) H1cts(X ,Γ
′) δ2−→ H2cts(X ,Γ′′)
is if Γ′ is central in Γ.
III.i. Pro-discrete homotopy. To begin with let X be a topological champ- so, no hypoth-
esis beyond X being the classifying champ [U/R] for (s, t) : R ⇒ U an étale groupoid in
separated spaces. Now the set of sub-champs V ↪→ X which are open and closed, define
subsets A, respectively B, of the set of open and closed subsets of U , respectively R. On the
other hand if a ∈ A, it’s complement is in A, so x ∼ y iff ∀a, x ∈ a⇒ y ∈ a, is an equivalence
relation on U , and similarly on R. Better, for all a ∈ A, s−1a = t−1a ∈ B, and every element
of B is of this form, so R s×t−−→ U × U factors through ∼ and we make
III.i.1. Remark/Definition. The topological quotient, U/ ∼ is the maximal totally separated
(i.e. open and closed sets separate points) of X and will be written picts0 (X ), so, for example
if F = lim←−i Fi is a pro-finite set then pi
cts
0 (F ) is the space F itself, while for a non-compact
(separated) totally disconnected space F → picts0 (F ) need not even be a set isomorphism.
Alternatively, one can do a similar thing in pro-topological spaces, i.e.
(a) Any (continuous) surjective map X a−→ A to a discrete space is a set quotient, so it’s also
a topological quotient since no topology is finer than the discrete topology.
(b) Any map to a discrete space factors through a unique surjective map, a.k.a. the image
which is also the image of U .
(c) Such quotients form a co-filtered directed set. Indeed if X a−→ A, X b−→ B, then the image
X
c−→ C of a× b does the job.
(d) Any such quotient is a fortiori a quotient of U , so up to isomorphism there are only a sets
worth, ℵ, of such quotients.
So as a result we we can make
III.i.2. Remark/Definition. Define pipro0 (X ) to be the universal map from X to a pro-
discrete space, i.e. the pro-topological space Aˆ := Aa∈ℵ, equivalently the opposite of the
functor lim−→a∈ℵHom(A,−) : Top → Ens. Thus, pi
cts
0 → pipro0 , while, for example, if Fˆ = Fi∈I is
a pro-object in discrete sets; F = lim←−i Fi the limit in Top; and Λ a discrete space
(III.168) Hompro(Fˆ ,Λ)→ Homcts(F,Λ)
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with equality if F is pro-finite, or Λ is finite.
In a similar vein III.i.1 and III.i.2 do the same thing in slightly different ways
III.i.3. Fact. (Huerwicz-0) Let Λ be a discrete space then
(III.169) H0(X ,Λ) := Homcts(X ,Λ) = Homcts(picts0 (X ),Λ) = Hompro(pi
pro
0 (X ),Λ)
and X is connected iff both picts0 (X ), and pi
pro
0 (X ) are reduced to points. Furthermore, the
following are equivalent
(a) X admits a universal map p0 : X → X0 to the category of discrete spaces.
(b) picts0 (X ), respectively pi
pro
0 (X ), is, respectively is representable by, a discrete space.
(c) X is continuously, resp. pro, semi-locally 0-connected, i.e. every point has an étale neigh-
bourhood V such that the image of picts0 (V )→ picts0 (X ), resp. pipro0 (V )→ pipro0 (X ), is a point.
Proof. Everything prior to the equivalence of (a)-(c) is just the definitions, as is (b)⇒(a). For
(a)⇒(c), and x a point take V to be p−10 (p0(x)), so any étale neighbourhood V → V of x does
the job. Finally (c) for picts0 implies that the equivalence classes in III.i.1 are open, i.e. picts0 is
discrete, while in the respective case the image of pipro0 trivial implies the same for pi
cts
0 . 
Now while III.i.1 is wholly in Top, and whence appears more satisfactory than III.i.2, a priori
it is the latter rather than the former which has the good Galois analogue, i.e.
III.i.4. Remark/Definition. If pipro1 = pi
i
1,i∈I is a pro-discrete group, then we’ll write pi
cts
1 for
its limit in Top. Plainly the topology of the latter has a basis which are translations of open and
closed normal sub-groups, nevertheless the map picts1 → pipro1 has much worse behaviour than
the map picts0 (X )→ pipro0 (X ), indeed all transitions pii1 → pij1 can be non-trivial surjections, yet
picts1 = 1.
This said we can extend III.i.3 to the next level via
III.i.5. Fact. (Huerwicz-1) SupposeX is connected and everywhere locally connected (i.e. every
point has a co-final system of connected neighbourhoods) then for ∗ : pt → X any point and
I∗ the co-filtered directed class of (III.9)-(III.10) restricted to Galois objects, the category I∗ is
equivalent to a small category, and there is a pro-discrete group pipro1 (X∗) = pi
i
1,i∈I∗ such that
the fibre functor (III.11) affords an equivalence of categories between E´t1(X ) and pro-discrete
sets with pipro1 (X∗) action (which may seem a convoluted statement but it implies a non-trivial
relation between base points), so, in particular a locally constant sheaf Γ of discrete groups is
equivalent to a discrete group Γ with pipro1 (X ) action, while
(III.170) H1(X ,Γ) ∼−→ lim−→
i
H1(pii1,Γ)
and the following are equivalent
(a) X admits a universal representable étale covering p1 : X1 →X .
(b) pipro1 (X∗) is representable by a discrete group.
(c) X is semi-locally 1-connected, i.e. every point, x : pt → X , has an étale neighbourhood
such that the image of pipro1 (Vx)→ pipro1 (Xx) is trivial.
(d) Every point, x : pt → X , has an étale neighbourhood, V , such that any étale cover of X
can be trivialised over V .
Proof. By III.b.7 every representable 0-cell q′ : Y ′ → X in E´t2(X ) is covered by a repre-
sentable Galois cell, i.e. a connected torsor q : Y → X under a discrete group, say, Γ at
the risk of minor notational confusion. As such everything prior to the equivalence of (a)-(d)
follows exactly as in the pro-finite case provided we know that the Galois coverings form a
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set. Now to give a Γ torsor is subordinate to giving an atlas U → X over which it trivialises,
and a 1 co-cycle, which for (s, t) : R = U ×X U ⇒ U is, in turn, subordinate to giving a
map pi0(R) → Γ. If, however, the torsor is connected then pi0(R) must generate Γ, so, up to
isomorphism, Galois coverings are a set. As to the second part, (a) iff (b) is the definitions;
(a)⇒(d) by taking V → X a neighbourhood over which p1 trivialises; and (d) iff (c) is again
the definitions modulo the pro-Galois correspondence of the pre-amble. As such suppose (d),
choose a base point ∗ : pt → X then we have a net qi : Ei → X , i ∈ I∗, of connected pii1-
identified with q−1i (∗)- torsors, along with transition functions Fji, commuting as in (III.159).
Without loss of generality we can identify the Ei with locally constant sheaves, equivalently
make a legitimate but simplifying a priori choices, of the pull-back of Ei to any V →X in the
small étale site of X , and, similarly, not only identify any point, x, with a point on an étale
neighbourhood of the same, but also Ix with I∗ as co-filtered directed sets. There are, however,
by the pro-Galois correspondence, a (not necessarily unique, albeit it’s implicitly rigidified by
the points ∗i, and xi, i ∈ I, but we don’t need this) equivalences of fibre functors
(III.171) αi(x) : I∗ → Hompii1(q
−1
i (∗), q−1i (x)), αi(∗) = 1
as x varies over a sets worth of points covering X . On the other hand by the hypothesis of
(d) each x has a connected étale neighbourhood Ux 3 x over which Ei trivialises, so there is a
unique net of trivialisations of torsors such that
(III.172) Ai : U
(
:=
∐
x
Ux
)× pii1 ∼−→ Ei|U , Ai(x) = αi(x)
Thus, for (s, t) : R := U ×X U ⇒ U , we not only get a pii1-valued co-cycle
(III.173) ci := (t∗Ai)−1s∗Ai : pi0(R)→ pii1
but cj = Fjici for all i ≥ j. As such, c := lim←−i ci, defines a map from pi0(R) to pi
cts
1 , whose
image generates a discrete group pi1, while the induced map c : pi0(R) → pi1 is a co-cycle.
Consequently, c defines a connected pi1 torsor, p1 : X1 → X , and since each Ei is connected,
the map induced from pi1 → pii1 by ci is surjective, so pi1 = picts1 = pipro1 , with p1 the desired
universal widget. 
Unsurprisingly, albeit bearing in mind that in this generality fibration may be an empty notion
so the definition of E´t2 is, III.a.1, via local trivialisation and, of course, continuing to employ
the notation III.i.4, we move to
III.i.6. Fact. (Huerwicz-2) Suppose X is connected and everywhere locally simply connected
(i.e. every point has a co-final system of simply connected neighbourhoods) then for ∗ : pt→X
any point and I∗ the co-filtered directed class of (III.9)-(III.10) restricted to the 2-Galois objects
over the universal, III.i.5.(a), cover, X1, the category I∗ is equivalent to a small category, and
there is a pro-discrete 2-group Πpro2 (X∗) such that the fibre functor, (III.86) & (III.93), affords
an equivalence of categories between E´t2(X ) and pro-discrete groupoids with Π
pro
2 (X∗) action.
Better still: the 2-type is the discrete group pi1(X∗), a pro-abelian second homotopy group
pipro2 (X∗) = pi
i
2i∈I , and a Postnikov class, k3 ∈ H3cts(pi1, pipro2 ), III.h.11, representable by a 3
co-cycle, K3, in HomctsEns(pi1, picts2 ); the Huerwicz theorem holds, i.e. for a locally constant sheaf
Z of abelian groups on X1,
(III.174) H2(X1, Z)
∼−→ lim−→
i
Hom(pii2, Z)
so, the pro-discrete analogue of III.h.6, can be read directly from the Hoschild-Serre spectral
sequence, II.h.2; and the following are equivalent
(a) X admits a universal étale 2-covering p2 : X2 →X .
(b) pipro2 (X∗) is representable by a discrete group.
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(c) X is semi-locally 2-connected, i.e. every point, x : pt → X , has an étale neighbourhood
such that the image of pipro2 (Vx)→ pipro2 (Xx) is trivial.
(d) Every point, x : pt → X1, has an étale neighbourhood, V , such that any locally constant
gerbe on X1 can be trivialised over V .
As a synopsis and generalisation of the entire chapter, it seems appropriate to break into pieces
the pro-2-Galois pre-amble, of III.i.5 beginning with
III.i.7. Defining pipro2 . By III.i.5 everything in E´t2(X ) has a universal cover, so in the con-
struction, III.c-III.d, of pi2 we can replace the starting point, III.c.1, of quasi-minimal cells by
the easier condition of simply connected cells. The definitions III.c.9, III.c.14 and proofs of
existence, III.c.12, III.c.15, stand as given, but, with the simplification that simply connected
2-Galois cells can be expressed as locally constant gerbes, q : Y → X1, in BZ ’s for some
discrete abelian group, Z, while the relative stabiliser, SY /X1 , is exactly the constant sheaf Z
rather than something locally isomorphic to it. Now, let’s examine these for a given Z: up
to isomorphism étale atlases of X are a set, and for a sufficiently fine one, U → X , q|U has
sections everywhere, so this cover factors as U → Y → X1, and whence, (II.70), q is equiv-
alent to a map R → R1 ⇒ U of groupoids, which exhibits the former as a Z-torsor over the
latter. Better still, by III.c.6, any sub-group of Z is (up to the choice of a point) naturally a
normal sub-groupoid of R, so there is a maximal intermediary R→ R′ → R1 with the property
that the latter map has a section, and the possibilities for R′ are subordinate to the universal
covers of the components of R1, which are independent of Z. Consequently, to prove that the
2-Galois cells form a set, we can suppose that R′ = R1, and q is subordinate to a 2 co-cycle
pi0(R1 t×sR1)→ Z. Such a co-cycle must, however, generate Z- otherwise Y wouldn’t be sim-
ply connected- so, in totality, the equivalence classes of 2-Galois cells are a set. Consequently,
the definition, III.d.7, of pi2 holds up to limiting I of op. cit. to simply connected 2-Galois cells,
and checking that this is co-filtering. As such suppose a pair, q′ : Y ′ → X1, q′′ : Y ′′ → X1
of simply connected 2-Galois cells are given, form (over X1) their fibre product, q1, then any
other connected 2-Galois cell must factor through the universal cover of the quasi-Galois cell
constructed in the proof of III.c.10, which by the functoriality of universal covering is itself
2-Galois, so I is indeed co-filtering.
III.i.8. Definition and existence of pointed Postnikov sequences. Most of the conditions, III.e.1.
(a)-(d), in the definition of a Postnikov sequence have no sense for pointed maps. The condition
III.e.1.(e) not only has a pointed sense, but is even trivial when everything is pointed and
connected. In general a ‘point’ is really the pair, (∗i, φi) of (III.9), i.e. a point of the fibre
cf. II.e.4, which in turn is best thought of as being a pointed 0-cell in the obvious variation
of Champs/X wherein one takes diagrams exactly as in (II.117). Irrespectively, a pointed
map, is a pair F ji := (Fji, ζji) as in (III.9), equivalently the triple (fji, ξji, ζji) of op. cit.,
with the commutativity condition therein. Consequently, given i ≥ j ≥ k in the implied
co-filtered directed set, along with pointed maps F ji etc., as soon as qk is 2-Galois there is
(up to representable base change should the universal cover not exist) a unique 2-cell γkji :
Fki ⇒ FkjFji compatible with the pointing, i.e. (III.85) holds, and the tetrahedron condition,
III.e.1.(e) trivially follows. Therefore, an alternative to the definition of Postnikov sequence
is to replace III.e.1.(e) by the a priori condition that all maps are pointed, say F ji, but the
conditions III.e.1.(a)-(d) should be understood in an un-pointed way modulo the 2-cell γkji
being afforded by the pointing. In the pro-finite case, (III.85), this is equivalent to the non-
pointed definition, but otherwise there is a difference as soon as I is large enough that lim←−i
(2)
may be non-zero. Irrespectively, i.e. without changing the definition, the proof, III.e.3-III.e.8,
of the existence of Postnikov sequences is valid as stated, but since the pointed 2-category also
has fibre products, III.e.6 holds in a pointed way, so one deduces the slightly stronger statement
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that there exist co-final pointed Postnikov sequences, equivalently III.e.1.(a)-(e) and (III.85)
hold.
III.i.9. Uniqueness of pointed and un-pointed Postnikov sequences. A co-final Postnikov sequence
defines, (III.59), a 3 cocycle,K3, in HomEns(pi31, picts2 ), but it needn’t be unique in the simple way,
III.e.15, which one encounters in the pro-finite case. Let us first consider the image of 2 such
co-cycles, K, K ′ in H3cts(pi1, pi
pro
2 ) by way of the filtration, F
p, afforded by the spectral sequence
(III.157). To this end let δ be the differential in the Cěch description of the higher lims, D the
group differential, and otherwise notation as in the proof of III.e.15. Plainly K −K ′ is zero in
F 0, and it’s image in F 1 is δ(ziτ,ω)- (III.83). This vanishes, however, because δ(ziτ,ω) = D(z
ji
ω )-
(III.82)- and the image in F 2 is δ(zjiω ), which in turn is D(zkji)- (III.81). Now if we’re in a
pointed situation, then we can choose the ξji of (III.79) in a unique way compatible with the
pointing, zkji = 0, and we stop. Otherwise, the image in F 3 is δ(zkji), and this is zero by
III.e.1.(e). Identifying the co-cycles K, K ′ with nets of 2-Groups, Pi, Qi, and functors, this
can, II.a.1, be usefully visualised as
(III.175) Pj
Pk
Pi
Qj
Qk
Qi
Bj

Bk

Bi

Fkjrr
Fki
uu
Fji //
F ′kj
rr
F ′ki
uu
F ′ji //
The vanishing in F 0 says that the arrows Bi exist; the vanishing in F 1 says that the horizontal
faces are transforms; the vanishing in F 2 that the interior of the diagram is a modification,
[Lei04, 1.5.12]; and the vanishing in F 3 that this is all coherent in the way a pro-bicategory
should be. A priori this is perfectly sensible, but it means that (III.175) is a 3-commutative
diagram and we’re in pro-2-Cat, whereas if we point the modification is trivial, (III.175) becomes
a 2-commutative diagram, and we can shoehorn the thing into pro-Cat, cf. (II.54) in II.a.14. In
either case the Whitehead theorem, III.e.17, which is just the uniqueness of Postnikov sequences
in other clothes, holds as stated.
III.i.10. The pro-2-Galois correspondence. Since the pointing allows us to work in pro-Cat,
rather than pro-2-Cat, III.f-III.g, hold, actually with some simplification because there is a
universal cover, up to the expedient of replacing cts by pro where appropriate.
This dealt with we can move to
proof of equivalence of (a)-(d) in III.i.6. (a) iff (b) and (c) iff (d) are tautologies modulo the
2-Galois correspondence III.i.10, while (a)⇒(d) by taking V to be an étale neighbourhood over
which p2-trivialises. As such suppose (d), then for I∗ the co-filtered directed set of III.i.6, we
have simply connected gerbes, qi : Ei →X1 with fibres Bpii2 ’s; 1-cells Fji; 2-cells γkji satisfying
the commutativity conditions encountered in III.h.14; and an étale neighbourhood Ux → X1
of a covering set of points, x, such that each qi is trivialisable over Ux. Consequently, each
qi has a section over U :=
∐
x Ux → X1, so for (s, t) : R1 := U ×X1 U → U , each qi is,
(II.70), representable by an étale functor, qi : Ri → R1 of groupoids, respectively the Fji’s,
which, rather canonically, III.c.6 & III.d.5, is a torsor under pii2, respectively the kernel pi
ij
2 of
pii2 → pij2. By hypothesis each connected component of R1 has a universal cover by III.i.5, and
I∗ is co-filtering, so there is a unique étale groupoid R′ → R1 through which each qi factors such
that every q′i : R
i → R′ has a section. Consequently on replacing X1 ∼−→ [U/R1] by [U/R′], we
can suppose that every qi has a section, or, equivalently, (III.135), that it’s class in H2(X1, pii2)
actually belongs to Hˇ2(X1, pii2). As such consider pairs (J, ζ) where J ⊆ I is a right co-filtered
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sub-partially ordered set;
(III.176) ζjg,f : pi0(R1 t ×s R1)→ pij2
is a co-cycle describing the gerbe qj ; and for every pair i ≥ j in J
(III.177) Fjiζi = ζj
Such pairs may be partially ordered by < where
(III.178) (J, ζ)<(K, ξ) iff J ⊆ K, ζj = ξj , ∀j ∈ J
and, by choice, there is at least one maximal pair, say (J, ζ). Consequently we get a co-cycle
(III.179) ζ := lim←−
j∈J
ζj : pi0(R1 t ×s R)→ lim←−
j∈J
pij2
whose image generates a discrete group, pi`2, so the resulting gerbe, p2 : X2 → X1, in Bpi`2 ’s is
simply connected. Consequently, as the notation suggests, ` ∈ I, and, since every Ej is simply
connected, the image of each ζj generates pij2 so ` ≥ j for all j ∈ J . As such, the pair (J, ζ) is
simply the set J = {i | i ≤ `}, while ζj = F`jζ`. Now, as ever, there is some section T ` of q`
such that
(III.180) T `gf = T
`
gT
`
fζg,f
for all compossible arrows f, g ∈ R1. If, however, ` were not the max of I there would be an
i > ` such that F`i : Ri → R` is a trivial pii`2 torsor, so there would be a section T i of qi such
that F`iT i = T `, and whence a resulting co-cycle ζi contradicting the maximality of (J, ζ). 
Now while the existence of the universal q-cover doesn’t imply everywhere locally q−1-connected
there is a certain naturality in such hypothesis, and, as far as the proof is concerned, even a
moral necessity. There is, however, no such hypothesis in the passage from 1-Galois to 2-Galois
in the pro-finite case, wherein both were developed under the hypothesis of local connectedness.
Nevertheless this is a 0-connectedness hypothesis, which is in fact logically un-necessary since
it is possible to make
III.i.11. Unconditional pro-finite theory. Since locally Noetherian implies locally connected in
the algebraic flavour, let us stick to champs,X , in separated topological spaces for the purposes
of the exposition, even though the discussion is manifestly valid on fairly arbitrary sites. As
such the starting point is to realise that there is always a universal map,
(III.181) pfin0 : X  pifin0 (X )
to compact seprated totally dis-connected spaces, i.e. exactly as in III.i.2 but use finite sets
instead of discrete ones, and profit from the fact that pro-finite widgets are representable in Top.
Or, perhaps logically better, as in III.i.1 since the key point in the representability theorem
is that a compact separated space is totally dis-connected iff it’s totally separated. Now,
in an intended notational confusion, a fibre, X∗, of p0 need be neither connected nor locally
connected, but it has all the necessary properties for doing pro-finite Galois theory. Specifically,
let q : Y → X be a locally finite étale cover, i.e. locally a product with a (possibly empty)
finite discrete groupoid, then for every m ∈ N the function,
(III.182) X → {0, 1, · · · , n} : x 7→ min{m, |q−1(x)|}
is continuous, so, taking m 0 the function,
(III.183) n(q, ∗) : X∗ → N : x 7→ |q−1(x)|
must be a constant. Quite possibly n(q, ∗) = 0, equivalently the fibre Y∗ is empty, but this is
the only difference with the connected case, i.e.
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III.i.12. Fact. For every locally finite étale cover q : Y → X with n(q, ∗) 6= 0 there exists a
unique decomposition of the fibre
(III.184) Y∗ := Y ×X X∗ =
∐
i
Yi∗
where Yi∗ 6= ∅ is the fibre of an open and closed subset of Yi which itself is a ∗ minimal covering,
qi : Yi →X , i.e. if U ⊆ Yi is open and closed then either U∗ = Yi∗ or U∗ is empty.
Proof. Let U ↪→ Y , then for m ∈ N if U is open, respectively closed, points where the
moduli of the fibre Ux, x : pt → X , has cardinality at least m are open, respectively closed.
Consequently if U is both open and closed, so are the points where the fibres have cardinality at
leastm, and whence the function x 7→ |Ux| is continuous. Arguing as in (III.182), the restriction
of this function to X∗ is, therefore, a constant, say n(U , ∗). Now proceed in the obvious way:
if Y →X is a ∗-minimal covering, stop, otherwise Y = Y1
∐
Y2 where each Yi → Y is open
and closed with a non-empty fibre so each Yi →X is a locally finite étale covering, and n(−, ∗)
decreases strictly. This proves the existence of the decomposition (III.184), which in turn is
unique since an intersection of finitely many open and closed sets is again open and closed. 
Better still it follows from the proof that
III.i.13. Corollary. Every Yi∗ →X∗ occurring in the (III.184) is an étale covering with exactly
the constant n(Yi, ∗) points in the moduli of every fibre.
This is plainly enough to do 1-Galois theory, i.e. there is a pro-finite group pi1(X∗) such that
the image of the functor
(III.185) Eˆt1(X )→ Eˆt1(X∗)
is, via the fibre functor on choosing a base point ∗ : pt → X∗, equivalent to the category of
pro-finite sets with continuous pi1(X∗)-action. It’s not quite enough to do 2-Galois theory, but
going through the same rigmoral with the cardinality of the relative stabiliser rather than the
cardinality of the fibre, then the isomorphism class of the stabiliser amongst (the finitely many)
groups of the same finite cardinality, it’s also true that
III.i.14. Corollary. Every Yi∗ → X∗ occurring in the (III.184) admits a factorisation Yi∗ →
Y ′i∗ → X∗ where the latter is a representable étale covering with exactly the constant n(Yi, ∗)
points in the moduli of every fibre, and the former a locally constant gerbe in BΓi ’s for some
finite group Γi depending only on i.
So that we get the un-conditional statement: there is a pro-finite 2-group Π2(X∗) such that
the image of the functor
(III.186) Eˆt2(X )→ Eˆt2(X∗)
is, via the fibre functor on choosing a base point ∗ : pt → X∗, equivalent to the category of
pro-finite groupoids with continuous Π2(X∗)-action.
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IV. Algebraic champs
IV.a. GAGA and specialisation. In the first place we wish to consider the relation between
the topological theory of §.II or, more generally, III.i and the pro-finite (in the algebraic cat-
egory) theory of §.III. Our concern is, therefore, algebraic Deligne-Mumford champs of finite
type over C, which, in principle need not even be separated if we employ the theory as de-
veloped in §.III, albeit if one wants to do calculations, equivalently a description in terms of
loops and spheres, then this requires the separation hypothesis of §.II. A further a priori issue
with the sphere theory of §.II is that it doesn’t allow for nilpotent structure, i.e. it’s only been
defined for reduced holomorphic champs, whereas the pro-finite, or indeed pro-dicrete, III.i,
theory does. In reality, however, this is a non-issue since
IV.a.1. Fact. Let X be a holomorphic, respectively algebraic, space and E´t′(X) the category
of holomorphic, respectively algebraic, spaces which are étale (but, not fibrations in the holo-
morphic case, respectively not proper in the algebraic case) with morphisms understood to be X
morphisms, then there is an equivalence of categories
(IV.1) E´t′(X) ∼−→ E´t′(Xred) :
(
Y
q−→ X) 7→ (Yred qred−−→ Xred)
Proof. The case of schemes is [SGA-I, Exposé I.8.3], and the proof goes through verbatim
whether for holomorphic or algebraic spaces. 
From which we have the following
IV.a.2. Corollary. Let everything be as above, but now with E´t′2(X ) the 2-category of étale
(again neither fibrations nor proper) champs over a holomorphic, respectively algebraic champs,
X with cells diagrams of the form (II.117), then there is an equivalence of 2-Categories
(IV.2) E´t′2(X )
∼−→ E´t′2(Xred) :
(
Y
q−→X ) 7→ (Yred qred−−→Xred)
so that in particular the full sub-categories E´t2(X ) (which in the case that hasn’t been defined,
i.e. non-reduced holomorphic spaces, one takes the 0-cells to be locally of the form U×G for G
a discrete groupoid) and E´t2(Xred) are equivalent under the restriction of (IV.2).
Proof. By (II.70) every diagram of the form (II.117) on the left hand side of (IV.2) can be
represented by functors and natural transformations of groupoids acting on the same étale
cover U → X , so the fact that (IV.2) on 1 and 2 cells is a family of fully faithful functors
follows on applying IV.a.1 with X = U over all such U . To show essential surjectivity on 0-cells
observe that if an atlas U → X and a 0-cell qred : Yred → Xred are given, then there is an
étale atlas Vred → Yred factoring through Ured which by IV.a.1 defines a unique étale V/U with
reduced structure Vred/Ured. In particular, therefore, V → X is a cover, and X , respectively
Yred, Xred can be identified with groupoid(s) acting on V , respectively Vred, so we conclude by
applying IV.a.1, again, but now with X = V . 
Now there is an evident 2-functor X 7→X hol which associates to any algebraic (of finite type
over C) champ the corresponding champ in holomorphic spaces. By definition, II.e.2, all étale
fibrations over X hol are 0-cells in E´t2(X hol), and so we introduce
IV.a.3. Definition. The 2-category E´t2(X hol)prop is the full sub 2-category of E´t2(Xhol) in
which the 0-cells are proper over X . By IV.a.2 and II.e.3 it is equivalent to the 2-category
of finite groupoids with Πhol2 := Π2(X holred ) action, which is equally the 2-category of finite
groupoids with continuous action under the pro-finite completion Πˆhol2 , which could either be
defined as the fundamental pro-2-group of E´t2(Xhol)prop in the sense of III.e.16, or, equivalently,
but more usefully, by II.e.3, as the unique (up to equivalence) pro-2-group obtained on rendering
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the topological 2-type, (pi1, pi2, k3), profinite, i.e. replace each pii by it’s completion, pˆii, in finite
index (normal) sub-groups, and k3 by the resulting class kˆ3 ∈ H3cts(pˆi1, pˆi2).
With this notation we assert
IV.a.4. Proposition. Let X be a separated algebraic Deligne-Mumford champs of finite type
over C then the natural 2-functor
(IV.3) E´t2(X )→ E´t2(X hol)prop
is an equivalence of 2-categories affording a continuous equivalence of (topological) 2-groups
(IV.4) Π2(X )
∼−→ Πˆhol2
To this end observe the following reductions
IV.a.5. Lemma. It’s sufficient to prove that (IV.3) is essentially surjective on 2-Galois cells.
Proof. By III.b.8 and III.d.7 this certainly implies that the pii(X ) and the pˆii, i = 1 or 2, are
isomorphic. In addition, as in the Whitehead theorem III.e.17, Postnikov sequences are unique
(and as it happens exist trivially in the holomorphic case by II.e.3 ) so k3(X ) and kˆ3 would
coincide too. 
IV.a.6. Lemma. A 0-cell in E´t2(X hol)prop is algebraic iff it’s covered by an element of E´t′2(X ).
Proof. Necessity is obvious, and suppose conversely that a holomorphic 0-cell q : Y →X hol is
covered by some algebraic space V in E´t′2(X ). Consequently by (II.70) we can represent q as
a functor between groupoids
(IV.5) R q−→ R0 ⇒ V
where R0 is an algebraic space. Now consider first the case that q is representable, then,
by (III.120), R is a sum of connected components of R0 so it’s algebraic. As such by the
factorisation, III.a.6, of q into a locally constant gerbe and a representable map, we can, without
loss of generality, suppose that q in (IV.5) is a proper étale map, so we’re done by the Riemann
existence theorem. 
At which point it’s easy to give
proof of IV.a.4. By IV.a.6, showing that the condition of IV.a.5 holds is local on X , so it will
suffice to prove that a proper étale map q : Y → V from a holomorphic champ with finite
abelian stabiliser Z to a (reduced) algebraic variety is algebraic. Factoring q into a locally
constant gerbe and a representable map, the Riemann existence theorem reduces us to the case
that Z is a constant sheaf, and q is a locally constant gerbe in BZ ’s. The set of all such gerbes
modulo equivalence is, by III.h.4, isomorphic to H2(V,Z) in the classical topology, which is
equally H2e´t(V,Z) by [SGA-IV, Exposé XVI.4.1]. 
It plainly, therefore, follows that whatever we know about homotopy groups of algebraic vari-
eties over C can simply be imported over any algebraically closed field of characteristic zero,
e.g. example II.h.3, immediately implies by IV.a.4, an exhaustive description of all smooth
1-dimensional algebraic champs of finite type over a field of characteristic zero, and one might,
irrespectively of the dimension, be tempted to think following [SGA-I, Exposé X] that in char-
acteristic p the prime to p part of Π2 will be exactly as in characteristic zero. Certainly such a
supposition is reinforced by the fact that this holds in co-homology, [SGA-IV, Exposé XVI.2.2].
Nevertheless, it’s well wide of the mark in homotopy, which is surprising enough to merit
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IV.a.7. Scholion. Specialisation of Π2 in mixed characteristic. The set up is as follows: X /S is
a proper smooth geometrically connected champs over a complete DVR, S = Spec(R), of mixed
characteristic, so, say i : s ↪→ S the closed point of characteristic p, and j : U = Spec(K) ↪→ S
the generic point of characteristic 0. As such Π2(XU ) is wholly described by IV.a.4, or some
minor variant thereof if K isn’t algebraically closed, and we have maps
(IV.6) Π2(XU )
j∗−→ Π2(X ) i∗←− Π2(Xs)
amongst which i∗ is an isomorphism by IV.d.4, so that having supposed geometrically con-
nected fibres to lighten the notation and remove any problems with base points, we get the
specialisation map
(IV.7) σ : Π2(XU )
(i∗)−1j∗−−−−−→ Π2(Xs)
Of course, already for curves specialisation on pi1 fails to be an isomorphism, but what is true-
either by the non-abelian case of smooth base change, IV.c.5, or [SGA-I, Exposé X.3.8] which
is a priori only for spaces but is equally valid for champs with the same proof, op. cit. 3.7,
given IV.c.6- is that we have an isomorphism
(IV.8) σ′ : pi′1(XU )
∼−→ pi′1(Xs)
where ′ denotes the maximal prime to p quotient. Now irrespective of how we may wish to
define the ‘maximal prime to p quotient’ of a 2-group it’s beyond doubt that it coincides with
pi′1 for K(pi1, 1)’s, while pi2 is, IV.d.3, unchanged by separably closed extensions of the field of
definition. Consequently if XC is a K(pi1, 1), then the only possible sense of Π′2(XU ) is pi′1(XU ),
and, in particular pi′2(XU ) = 0. On the other hand
IV.a.8. Fact. Let X/S be a p-adic model (with good reduction) of a smooth bi-disc quotient
which isn’t a product of curves then for p belonging to a set of primes of density 1/2,
(IV.9) pi′2(Xs) ⊇
∏
`6=p
Z`(1)
Proof. By (III.137) the right hand side of (IV.9) is pi′2(P1k) for k any field of characteristic p. If,
however, f : P1k → Xk is a rational curve on a projective variety over k then- again by (III.137)-
f∗ is injective on pi′2, so it suffices to exhibit rational curves on the reduction of X modulo p,
which is the content of [McQ14, III.5]. 
As such, the good hypothesis appear to be of Huerwicz type, to wit
IV.a.9. Fact. Suppose the specialisation map, σ1, (IV.7) is an isomorphism on all of pi1 (and
not just the prime to p part pi′1) then there is an induced isomorphism
(IV.10) σ′2 : pi
′
2(XU )
∼−→ pi′2(Xs)
on the maximal prime to p quotient of pi2.
Proof. Quite generally let E g−→ X1 r−→ X be the factorisation of a champs proper and étale
over X into a representable cover and a locally constant gerbe in BΓ’s for Γ a sheaf of groups
on X1 of some 2-cell q in E´t2(X ). The construction of r, II.b.2, is by the simple expedient
of moding out by the relative stabiliser SE /X after expressing E and X as étale groupoids
acting on the same atlas. As such the same construction works for any other normal sub-sheaf
of the locally constant sheaf SE /X . The stalks, however, of this sheaf are isomorphic to Γ so
the kernel Γ′′ of the maximal prime to p quotient Γ′ sheafifies to define such a sheaf, S′′E /X ,
and whence a further factorisation
(IV.11) E g
′′
−→ E ′ g
′
−→X1
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into locally a constant gerbe, g′′, in BΓ′′ ’s followed by the maximal prime to p gerbe, g′, in
BΓ′ ’s. Now since the pull-back of connected representable covers along gerbes are connected
representable covers, we always have surjections
(IV.12) pi1(E∗)
g′′∗pi1(E ′∗)
g′∗pi1(X1∗)
and the quasi-minimality, III.c.1, condition for the 0-cell, q is that the composite in (IV.12) is
injective, so a fortiori we’ve proved
IV.a.10. Lemma. Any quasi-minimal (respectively quasi-Galois, respectively 2-Galois) cell q :
E →X in E´t2(X ) admits a factorisation
(IV.13) E g
′′
−→ E ′ q
′
−→X
such that the relative stabiliser SE ′/X is not only prime to p but it’s restriction to the base
point ∗ is the maximal prime to p-quotient of Γ = SE /X (∗), and q′ is itself quasi-minimal
(respectively quasi-Galois, respectively 2-Galois).
Proof. We’ve just done the quasi-minimal case, and the procedure, III.c.9-III.c.15, of going
from this to quasi-Galois, respectively 2 Galois, has no effect on the described property of the
stabiliser of q′. 
Consequently by IV.d.4- cf. the proof of IV.d.1- to prove (IV.10) is surjective, it will suffice to
show that a 2-Galois cells q′, which factors E ′ g
′
−→ X1 r−→ X /S as a prime to p-gerbe followed
by a representable map is again 2-Galois on restricting to the generic fibre. We have, however,
a commutative square of surjective maps
(IV.14)
pi1(E ′) ←−−−−
j∗
pi1(E ′U )
o
y y
pi1(X1)
∼←−−−−
j∗
pi1(X1,U )
Now suppose that the right vertical isn’t an isomorphism then there is a Galois cover FU → E ′U
which isn’t the pull back of a cover ofX1,U . It has, however, a factorisation FU → YU →X1,U
into a locally constant gerbe followed by a representable cover, while, by hypothesis E´t1(X )→
E´t1(XU ) is an equivalence of categories, so YU extends to a unique cover Y → X1. Better
still, by the functoriality of factorisation into representable maps and locally constant gerbes,
Y →X1 is Galois, so taking fibre products with Y we can, without loss of generality, suppose
that Y = X1. As such, FU → E ′U is a Galois cover whose fibre over a geometric point ∗ may
be canonically identified- cf. proof of III.c.2- with a quotient group of SE ′/X (∗). In particular
therefore it is prime to p, so (IV.8) applies to afford an extension F → E ′ of FU over all of
S. Given which- cf. proofs of IV.d.4 & IV.d.6- we certainly have the surjectivity of IV.10 and
injectivity follows if for Z the sheaf of functions of a prime to p finite abelian group Z,
(IV.15) j∗ : H2(X1,S , Z)
∼−→ H2(X1,U , Z)
for any representable cover X1 → X . In the particular case that X is a scheme this is
[SGA-IV, Exposé XVI.2.2], and while, op. cit. XVI.2.3, there are more intelligent ways of
going about it, it’s equally, [Mil80, VI.4.2], a formal consequence of proper base change, IV.c.4,
and smooth base change, IV.c.5. 
Notice that en passant we’ve proved
143
IV.a.11. Corollary. Quite generally, let E´t′2 be the sub-2-category of E´t2 whose 0-cells are the
champs of IV.a.10 with prime to p -for any given prime p, or even infinite set thereof- relative
stabiliser then E´t′2 is equivalent to the 2-category of groupoids with prime to p-stabilisers on
which a 2-group Π′2-acts, and the natural inclusion E´t′2 ↪→ E´t2 induces maps
(IV.16) pi1(Π2)
∼−→ pi1(Π′2); pi′2(Π2) ∼−→ pi2(Π′2); k′3(Π2) 7→ k3(Π2)
where pi′2 is the maximal prime to p quotient of pi2, and k′3 the image of the Postnikov class in
pi′2. In particular, under the (extremely strong) hypothesis on σ1 of IV.a.9, specialisation affords
an equivalence of 2-Categories
(IV.17) j∗(i∗)−1 : E´t′2(Xk)
∼−→ E´t′2(XU )
Proof. Just apply the 2-Galois correspondence, III.g.6, and the Whitehead theorem, a.k.a.
unicity of Postnikov sequences, III.e.17. 
It therefore follows that we can’t just jump from the holomorphic II.h.3 to a description of
IV.a.12. Example. The 2-category E´t2(X ) whenever X is connected étale and proper over a
positive characteristic orbifold O, i.e. a smooth 1-dimensional (separated) tame champs O over
a separably closed field k of characteristic p > 0. A tame orbifold can always be lifted to the
spectrum, S, of the Witt vectors of k- [SGA-I, Exposé III.7.4], [KM97, 1.1], and the fact that
there are no obstructions to lifting points. As such by IV.d.4, we can identify E´t2 of O with
that of its lifting, and similarly for the sub-2-category E´t2(X ). Consequently, rather than
supposing things are defined over k, we may as well a priori suppose everything defined over S
and proceed with our initial/immediately preceeding notation, IV.a.7, in the obvious way.
This said, a simple inspection of cases shows that if χ(O) > 0 then pi1(OU ) is prime to p, so
by (IV.8), such an O satisfies the hypothesis of IV.a.9, and, otherwise the said hypothesis are
hopelessly false. On the bright side however,
IV.a.13. Lemma. pi2(X )
∼−→ pi′2(X )
Proof. By III.g.6 pi2(X ) is always a sub-group of pi2(O)- in fact, II.f.4, the kernel of the corre-
sponding pointed stabiliser representation- so it’ll suffice to prove the lemma for X = O. To
this end let Y /k be a tame champ, V a locally constant sheaf of finite dimensional Fp-vector
spaces on the same; with V := V ⊗Fp OY the corresponding locally free sheaf; and
(IV.18) 0→ V → V AS−−→ V → 0
the resulting Artin-Schreier sequence. Now since Y is tame, the cohomology, Hq, of any
coherent sheaf vanishes for q ≥ 2, so we get an exact sequence
(IV.19) H1(Y , V ) AS
1−−→ H1(Y , V )→ H2(Y , V )→ 0
where AS1 is surjective by [Mil80, III.4.13], and whence H2(Y , V ) = 0. On the other hand
for any finite locally constant sheaf, Z with torsion a power of p, the p-torsion elements form
a constant sub-sheaf of Fp vector spaces, so by induction on the maximal order of torsion
H2(Y , Z) vanishes. If, however, E g
′′
−→ E ′ q
′
−→ O is the prime to p-factorisation, IV.a.10, of
a 2-Galois cell then E ′ is tame while g′′ is a locally constant gerbe in BZ ’s for some abelian
p-group Z. Consequently g′′ is trivial, and Z = 1. 
Which in turn implies that even though X may not be tame
IV.a.14. Fact. The conditions of IV.a.9 are satisfied if χ(X ) > 0, and better still there are
equivalences of 2-categories
(IV.20) E´t2(X )
∼←−−−− E´t′2(Xk) ∼−−−−−→
j∗(i∗)−1
E´t′2(XU )
144
In particular, therefore, E´t2(X ) is wholly described by the holomorphic result, II.h.3.
Proof. Let X → X1 → O be the factorisation into a locally constant gerbe in BG’s followed
by a representable cover. By III.g.6 and II.f.4 (which although a priori topological is just some
general nonsense about how to read Π2 of the sub-2-category E´t2(X ) associated to a 0-cell
from the representation), pi1(X ), respectively pi1(XU ) is an extension of pi1(X1) = pi1(X1U )
by quotients Γ′, respectively Γ′U of Γ by some central sub-groups Z, respectively ZU . These
groups themselves are quotients of pi2(X1), respectively pi2(X1U ) so by IV.a.13 ZU → Z is
surjective, whence it’s an isomorphism. Consequently the conditions of IV.a.9 are satisfied and
IV.a.11 applies to give the second isomorphism in (IV.20), while the first isomorphism follows
from IV.a.13 and the 2-Galois correspondence III.g.6. 
Otherwise, by IV.a.8 we have to calculate pi2 by hand, beginning with
IV.a.15. Fact. Suppose, χ(X ) ≤ 0 and the orbifold O is actually a curve then pi2(X ) = 0.
Proof. Again pi2(X ) is a sub-group of pi2(O), so by IV.a.13 we just need to do pi′2(C) for C/k
a smooth curve of non-positive Euler characteristic over a separably closed field. As such let
E
g−→ C1 r−→ C be the factorisation of a 2-Galois cell into a representable cover and a locally
constant gerbe in BZ ’s for some prime to p abelian group Z. Base changing by representable
covers as necessary, we can suppose that C = C1, and the stabiliser SE /C is the trivial sheaf Z.
If Z = 1 we’re done, so otherwise choose a (non-trivial) cyclic quotient Z  Z/`, and argue as
in IV.a.10 in order to factor g as E h−→ E1 g1−→ C where g1 is a locally constant 2-Galois gerbe
in BZ/`’s. Consequently, without loss of generality, g = g1, and the isomorphism class of the
gerbe g belongs to H2(C,Z/`). As such, there is a trivial sub-case where C is affine, according
to which the said group vanishes, i.e. g has a section, so it can never be 2-Galois. Slightly (but
not much) less trivially, C/k is proper, and up to a non-canonical identification of Z/` with
Z/`(1), H2(C,Z/`) is generated by the class, δc, of a k-point c ∈ C. If, however, f : C˜ → C is
an étale cover of order `- e.g. as afforded by the Jacobian- then f∗δc vanishes in H2(C˜,Z/`),
i.e. E ×C C˜ has a section, and, again, E isn’t 2-Galois. 
Plainly this can be extended in the obvious way, i.e.
IV.a.16. Fact. Suppose more generally that χ(X ) ≤ 0 and the orbifold O admits an étale cover
by a curve, for example the moduli is affine or satisfies χ(|O|) ≤ 0, then pi2(X ) = 0.
Proof. Again, pi2(X ) is a sub-group of pi2(O), which in turn is unchanged by étale covers, so
IV.a.15 or its proof reduces us to proving the non-affine part of the “for example”. As such
denote the moduli (over a separably closed field k) by C, with ci, 1 ≤ i ≤ n the finitely many
non-scheme like k-points of O. By the tameness hypothesis, IV.a.12, the fibres of O over ci are
Bµ`i,k ’s for some integers `i prime to p. In particular there are maps
(IV.21) µ`i(k)
∼−→ pi1(Bµ`i,k)→ pi1(O)
which by (IV.8) (or the theory of generalised Jacobians if one wants to proceed purely alge-
braically) generate, for ` the l.c.m. of the `i, a quotient group
(IV.22) 0→ µ`(k) x 7→
∑
x`/`i−−−−−−−→
∐
i
µ`i(k)→ Q→ 0
of the maximal abelian quotient of pi′1(O). Notation established, we proceed by induction on
`max := maxi `i to show that O is covered by a curve. Plainly `max = 1 is trivial, and otherwise
let J be the set of i’s such that `i = `max, and 1 ≤ m ≤ n its cardinality. In the event that
m ≥ 2, the quotient Q′ of Q by the image of ∐i/∈J µ`i(k) has the property that for every j ∈ J
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the induced map µ`j (k) → Q′ is injective. Consequently if we take the Galois cover O˜ → O
defined by Q′, the moduli of O˜ is everywhere scheme like over the pre-image of every cj , j ∈ J ,
and `max decreases strictly. Otherwise m = 1, and we use the hypothesis that χ(C) ≤ 0 to find
a non-trivial (again abelian is fine) étale cover C˜ → C, so the pre-image of the unique point cj
in C˜ ×C O has cardinality > 1, and we reduce to the previous case. 
This leaves us with the notoriously thorny case that the moduli of O is P1, where
IV.a.17. Lemma. The following are equivalent for tame orbifolds, O, with χ(O) ≤ 0 and moduli
P1k over a separably closed field k of characteristic p,
(a) Every such O admits an étale cover by a curve.
(b) Every prime hypbolic triangle, i.e. the orbifold, T`, with signature ` = (`1, `2, `3) at 0, 1,∞ ∈
P1k for p, `i 4 distinct primes and
∑
i 1/`i < 1, admits an étale cover by a curve.
(c) For every prime hyperbolic triangle, T`, pi1(T`) 6= 1.
(d) For every prime hyperbolic triangle, T`, pi2(T`) = 0.
Proof. Trivially (a)⇒(b)⇒(c), while (b)⇒(d) by IV.a.15, and (d)⇒(c) by (III.137). Otherwise
observe that in the proof of IV.a.16 the only placed that we used that the moduli wasn’t P1
was in order to start the induction at `max = 1, and at the last stage in order to ensure that m
of op. cit. was greater than 1. In respect of the start of the induction this either has to start
at `max = 2, for p 6= 2, or `max = 3 in characteristic 2. In either case, all the weights at all
the non-scheme like points are the same, so the cover defined by Q of (IV.22) does the job. As
to the end of the induction, if some not necessarily maximal weight, `k, occurs at least twice,
then the cover defined by the quotient
(IV.23)
∐
`i 6=`k
µ`i → Q→ Qk → 0
not only increases m, but ensures that on the resulting cover the number of points with a given
weight are at least 2. This latter property is preserved under coverings, so we’ve already proved
O is étale covered by a curve if the same weight, `k, occurs more than
once, or, more generally a pair of weights have a common factor,
(IV.24)
which by inspection covers all cases with χ(O) = 0. Similarly if for some prime hyperbolic
triangle, we have a non-trivial Galois covering T → T, its moduli is either P1k and (IV.24) is
satisfied, or it’s non-rational and IV.a.16 applies. As such not only does (c)⇒(b), but it implies
that for every N ∈ N, every hyperbolic triangle has a Galois cover such that the fibre of every
geometric point has cardinality at least N . Consequently in the final stage of the proof of
IV.a.16 we can raise m of op. cit. by way an étale cover of the form T ×T` O → O whenever
O admits a map to a hyperbolic triangle T`. By (IV.24), however, O has at least 3 pairwise
relatively prime weights, so the only scenario in which this can’t be done is if there are exactly
3 non-scheme like points with weights powers of 2,3, and 5 respectively. As we’ve already
observed, however, the prime but parabolic triangle T2,3,5 has fundamental group A5 of order
60 in characteristic 0, whence, by hypothesis, prime to p, so we can use (IV.8) instead. 
Now, IV.a.17.(c) may look simple enough but it’s already a pain in characteristic 0, and in
characteristic p the situation is much worse since one is a priori limited to (IV.8), while
IV.a.18. Fact. If T` is a prime hyperbolic triangle in characteristics distinct from 2 or 3, its
prime to p fundamental group pi′1(T`) 6= 1. In particular, therefore, if p 6= 2 or 3, and χ(X ) ≤ 0,
Π2(X ) can be identified with its ( certainly more complicated than in characteristic zero, but
still topologically finitely generated) fundamental group pi1(X ), and E´t2(X ) is equivalent to
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E´t2(Bpi1) as described in II.f.1-II.f.2 up to the evident addition of residual finiteness in the
latter’s definition.
Proof. Let λ be a large prime to be specified, then by a theorem of Macbeath, [Mac69], the
finite simple group PSL(2, λ) is a quotient of the characteristic zero fundamental group pi1(T`,U )
whenever it contains elements of order `i, 1 ≤ i ≤ 3. The said group had order (λ−1)λ(λ+1)/2,
so we’re done a fortiori if we can find λ such that
(IV.25) λ = 1, mod `i, 1 ≤ i ≤ 3, but λ 6= ±1mod p
Now for ` = `1`2`3, by Dirichlet’s theorems primes are equidistributed over the congruence
classes (Z/p`)×, which in turn is canonically (Z/p)× × (Z/`)×, so there are more primes than
there are conditions in (IV.25) provided φ(p) > 2. 
Given the rather unsatisfactory restriction on p in IV.a.18 let us make
IV.a.19. Remark. The Feit-Thomson theorem trivially implies that for all prime hyperbolic
triangles in characteristic 2, pi′1(T`) = 1, so some intelligence (or, alternatively, tedious grind
to force an ad hoc version of [SGA-I, Exposé X.3.8] according to some specific facts about
PSL(2, λ) or, more likely, some other relevant group since given its relation to the modular
group the failure of the proof of IV.a.18 for p = 2 or 3 doesn’t look like a coincidence) is
required to show that IV.a.17.(c) holds. Similarly, the classification of finite simple groups
doesn’t imply pi′1(T`) = 1 for all prime hyperbolic triangles in characteristic 3, but a cursory
glance at the tables does suggest that it happens very very often.
IV.b. Lefschetz for pi0. By way of notation let us spell out our
IV.b.1. Set Up/Revision. For X /S a separated algebraic Deligne-Mumford champ of finite
type over a locally Noetherian algebraic space S, there is [KM97, 1.1], a proper moduli map
µX : X → |X |, or just µ : X → X, or similar, if there is no danger of confusion, which
is universal for maps to algebraic spaces. By an ample (relative to S) bundle, H, is to be
understood a line bundle on X such that for some n ∈ N, nH is the pull-back of an ample
divisor on X. Needless to say, if S is quasi-compact, there is a n ∈ N such for any line bundle,
L, on X , nL is the pull-back of a bundle on X, but the existence of such an integer even for a
single bundle is a non-void condition without quasi-compactness. In any case, by a hyperplane
section, is to be understood the zero locus H ↪→ X of a not necessarily regular section, h, of
an ample line bundle, i.e. the local defining equation might be a divisor of zero, so the habitual
exact sequence
(IV.26) L∨ h−→ OX → OH → 0
may fail to be exact on the left.
Before proceeding let us make a remark in the form of a
IV.b.2. Warning. In so called wild situations where the order of the monodromy group of a
geometric point x : pt → X is not invertible in OX,x, the moduli Y → X of an embedding
Y ↪→ X need not be an embedding. We are, however, only interested in the topological
properties of hyperplanes H → X , so by IV.a.1 there is (and we may well do so without
comment) no loss of generality in replacing H by as large a multiple as we wish. In particular
therefore, we can suppose that H is an ample bundle on X, so by [KM97, 1.8.F], H is locally
defined by the pull-back of a function on X. As such, for H ↪→ X a hyperplane section there
is a fibre square
(IV.27)
X ←−−−− H
µX
y yν
X ←−−−− H
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where although ν still may not be the moduli map µH : H → |H |, it is, nevertheless, the
case, cf. [KM97, 1.9], that the induced map |H | → H is a universal homeomorphism.
Now the plan is to reduce the Lefschetz theorem to
IV.b.3. Fact. Let everything be as in IV.b.1- so, in particularX is locally connected and whence
globally a disjoint union of connected components- with X /S proper enjoying for all s ∈ S a
fibre Xs which is everywhere of dimension at least 1 then the inclusion of a hyperplane section
yields a surjection
(IV.28) pi0(H )  pi0(X )
Proof. What the statement means is that if X is connected then H is non-empty. 
Concretely, therefore, the first stage of the plan is to bump this up to
IV.b.4. Fact. Let everything be as in (IV.b.3) but suppose further that the dimension of every
fibre is everywhere at least 2 then there is a Zariski open neighbourhood, U ↪→X , of H such
that the inclusion H ↪→ U affords an isomorphism
(IV.29) pi0(H )
∼−→ pi0(U )
Better still, there is a unique maximal Zariski open neighbourhood Umax ⊇ H satisfying
(IV.29), and for any intermediate Zariski open neighbourhood, H ⊆ U ⊆ Umax, (IV.29)
still holds.
As we’ve observed immediately post (IV.27) this reduces to the purely schematic question for
the hyperplane section H ↪→ X of op. cit.. As such, it’s basically the easy part of [SGA-II,
Exposé XII.3.5]. We have, however, substantially weakened the hypothesis, i.e.
• The hyperplane section is no longer regular, (IV.26).
• There is no hypothesis of flatness over S.
This said let us proceed to
proof of IV.b.4. Let Z• be the constant sheaf associated to the torsion abelian group Z; σ the
structure map to S of whatever; s ∈ S fixed; and, for the moment, S Noetherian. By hypothesis
H is a a not necessarily regular (i.e. H vanishing on components of X is allowed) section of an
ample bundle L. As such, for some large n, to be decided, consider the space P of hyperplanes
in X- i.e. P(HomS(σ∗L⊗n,OS)) in EGA notation-with
(IV.30)
F −−−−→
p
P
q
y
X
the universal family, so for n  0, q is smooth. Now identify nHs with a k(s)-point, 0, of
P , then for D = q∗H by (a double application of) proper étale base change there is an étale
neighbourhood V → P of 0 such that
(IV.31) pi0(DV := D ×P V ) ∼←− pi0(H) ∼−→ pi0(FV := F ×P V )
Consequently if U is the (Zariski open) image of V in P , and (s, t) : V ×U V ⇒ V , then we
have a commutative diagram
(IV.32)
0 −−−−→ H0(DU , Z) −−−−→ H0(DV , Z) −−−−→
s∗−t∗ H
0(DV×UV , Z)x x x
0 −−−−→ H0(FU , Z) −−−−→ H0(FV , Z) s
∗−t∗−−−−→ H0(FV×UV , Z)
148
where the various subscripts, V , etc., denote the fibre over the same. By construction D is a
hyperplane section of F/P all fibres of which have dimension at least 1, so IV.b.3 applies to
yield that all the vertical maps are injective. On the other hand, by (IV.31) the middle vertical
is an isomorphism, so the leftmost vertical is too.
At which juncture, we switch attention to the (smooth) projection q : FU → X whose image U ′
is a Zariski open neighbourhood of H, so that for (s, t) : FU×XFU ⇒ X we have a commutative
diagram
(IV.33)
0 −−−−→ H0(H,Z) −−−−→ H0(DU , Z) −−−−→
s∗−t∗ H
0(DU ×H DU )x x x
0 −−−−→ H0(U ′, Z) −−−−→ H0(FU , Z) s
∗−t∗−−−−→ H0(FU ×X FU , Z)
in which the middle vertical is an isomorphism. The necessary dimension condition to apply
IV.b.3 is no longer valid for the rightmost vertical, but observe that if z is a locally constant
function on H viewed as such on FU then s∗z − t∗z vanishes a fortiori on the fibre over 0× 0.
As such, by proper base change for F ×X F/P ×S P , s∗z − t∗z vanishes on all the fibres of
the same over a Zariski open neighbourhood W 3 0× 0. This is, however, a classical topology
so products of neighbourhoods are co-final, i.e. without loss of generality W = U ×S U , and
whence the leftmost vertical is an isomorphism.
This proves IV.b.4 locally on S, i.e. on replacing S by a Zariski open neighbourhood S′ 3 s in
op. cit.. If, however, U ′ ⊇ H ×S S′, respectively U ′′ ⊇ H ×S S′′ are Zariski neighbourhoods
satisfying (IV.29), for some Zariski opens S′, S′′ ⊂ S then U ′ ∪ U ′′ also satisfies (IV.29)- argue
exactly as in (IV.32) but with U ′
∐
U ′′ instead of V while observing that one can can replace
X by a Zariski open, U , in IV.b.3 provided that U ⊇ H . Consequently, and irrespective
of any Noetherian hypothesis, there is not only a Zariski open satisfying (IV.29) but even a
unique maximal one, Umax. Finally: if H ⊆ U ⊆ Umax is intermediate, then the map on pi0 is
necessarily injective, but, as above, IV.b.3 is valid for every Zariski neighbourhood of H . 
To extract a more standard looking corollary requires
IV.b.5. Definition. A champ X /k of finite type over a field is said, cf. [SGA-II, Exposé
XIII.4.3], to have homotopy depth at least 2 in the Zariski sense if for X its moduli, at every
closed (so quite possibly not geometric) point x ∈ X and every sufficiently small (connected)
Zariski open neighbourhood U 3 x
(IV.34) pi0(U\x) ∼−→ pi0(U),
which, IV.b.9, is the weakest local connectivity hypothesis possible.
According to which we have
IV.b.6. Corollary. Let everything be as in IV.b.3 and suppose further that for every s ∈ S the
fibre Xs is everywhere of dimension, and homotopy depth in the Zariski sense, at least 2, then
the inclusion of a hyperplane H ↪→X affords an isomorphism
(IV.35) pi0(H )
∼−→ pi0(X )
Proof. Continuing in the notation of the proof of IV.b.4, we switch to the Nistnevich topology,
Nis, where by IV.b.3 and proper base change for the same (i.e. idem for the étale topology
plus Leray for étale → Nistnevich) we already know that
(IV.36) σNis∗ ZX → σNis∗ ZH
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is injective. On the other hand by IV.b.4, applied at k(s), it’s a fortiori surjective at s ∈ S
whenever every Zariski open neighbourhood Us of Hs, affords an isomorphism
(IV.37) pi0(Us)→ pi0(Xs)
The complement Xs\Us has, however, dimension 0, so this is immediate by (IV.34). 
Before progressing let us observe
IV.b.7. Remark. By the simple expedient of replacing P and F in (IV.30) by Pm, m ∈ N, and
the (not necessarily flat) universal intersection of m hyperplanes, one gets at no extra cost
IV.b.8. Fact. cf. [SGA-II, Exposé XIII.2.3], Let everything be as in IV.b.1, with H1, . . . ,Hm
not necessarily regular hyperplane sections, then there is a Zariski open neighbourhood U ⊇
H1 ∩ . . .Hm such that the inclusion affords an isomorphism
(IV.38) pi0(H1 ∩ . . . ∩Hm) ∼−→ pi0(U )
In particular if for each s ∈ S the moduli of the fibre Xs is everywhere of dimension at least m
and, in the Zariski sense, everywhere locally connected in dimension m- IV.c.8- then
(IV.39) pi0(H1 ∩ . . . ∩Hm) ∼−→ pi0(X )
Of which, (IV.39), equally follows immediately from IV.b.6, i.e. the m = 1 case and (IV.66).
If, however, one is prepared to assume (IV.66), then there are, at least over a field, other, e.g.
[FoCV99, §3.1], ways to proceed.
Finally let’s aim to clarify the “homotopy depth at least 2 hypothesis” by way of
IV.b.9. Scholion. Plainly for any scheme, X, there are various senses in which (IV.34) can be
understood at a point x ∈ X, according to whether U 3 x is Zariski; Nistnevich or étale (i.e.
in either of the latter cases U is étale, but in the étale case we replace x by its separable closure
x¯). Equally plainly if E → E′ is a surjective (in any reasonable sense) map of sites then E′
disconnected implies E disconnected, so that we trivially have
(IV.40) IV.34 for étale ⇒ IV.34 for Nistnevich ⇒ IV.34 for Zariski
while all the reverse implications are trivially false, e.g. the latter fails for a nodal cubic over
C, and the former for x2 − dy2 = 0 over Q whenever d ∈ Q is not a square. Similarly in all
cases they are equivalent to the vanishing of
(IV.41) Hqx(U,Z) = 0, q = 0 or 1
in the appropriate site for Z a locally constant sheaf of abelian groups, wherein (IV.41) always
holds for q = 0 if the dimension at x is at least 1. Of course, we should also occupy ourselves
about the difference between a champ and its moduli. Here, a priori, only the étale definition
has sense, and locally around x¯ ∈ X the moduli is given by a quotient of a finite group G
acting on some strictly Henselian neighbourhoodW 3 x¯ ofX while fixing x¯, soW\x¯ connected
certainly implies WG\x¯ connected, i.e.
(IV.42) IV.34 étale locally on X ⇒ IV.34 étale locally on |X |
and, in any case, the nature of 0-connectivity in champs is such, cf. (I.42), that it’s equivalent
to that of the moduli, so (IV.34) in the Zariski sense is the weakest possible when the moduli
is a scheme.
There is, however a somewhat more interesting ambiguity between (IV.34) for Henselian local
rings, A, and their completion, Aˆ, in the maximal ideal. This in turn may be subordinated to
a lemma of independent utility, viz:
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IV.b.10. Lemma. Let A be an excellent reduced Henselian local ring, then A is the set of x ∈ Aˆ
such that for some n ∈ N, ai ∈ A, 0 ≤ i ≤ n
(IV.43) a0xn + a1xn−1 + . . . an = 0, a0 not a zero divisor
In particular A is integrally closed in Aˆ, and if A is a domain it’s algebraically closed.
Proof. For A ⊂ B ⊂ Aˆ a finite A algebra to be determined consider the base change diagram
(IV.44)
Aˆ −−−−→ Bˆ := B ⊗A Aˆ −−−−→ Aˆ⊗A Aˆx x x
A −−−−→ B −−−−→ Aˆ
wherein the diagonal Aˆ ⊗A Aˆ → Aˆ yields a retraction of the top left horizontal. This said we
proceed by cases- throughout which K will be the total ring of quotients of A- starting with
IV.b.11. Claim. The lemma holds if A is normal, i.e. R1 + S2.
sub-proof. Observe that a normal local ring is a domain, while since A is excellent Aˆ is also
normal, so, in particular a domain. Now let x ∈ Aˆ satisfy (IV.43), then the field K(x) is a
sub-field of the quotient field of Aˆ, whence the integral closure, B, of A in K(x) is naturally
a sub-ring of Aˆ. Excellent implies universally Japanese, so B is a finite A-algebra. The latter
is, however, Henselian so B is a product of finite Henselian local A-algebras, and since B is a
domain, it must, therefore, be a local ring. Furthermore it’s of finite type over A so it’s also
excellent, and whence Bˆ is normal, so, in particular it’s a domain. On the other hand
IV.b.12. Sub-Lemma. If B/A is a finite algebra with a retraction, and B is a domain, then
A = B.
sub-sub-proof. Let I be the kernel of the retraction β, and for b ∈ I let n ≥ 1 be the degree of
a minimal monic polynomial,
(IV.45) f(X) = Xn + a1Xn−1 + . . .+ an ∈ A[X]
such that f(b) = 0, then applying β yields an = 0, so f(b) = bg(b) where g is monic of smaller
degree, and since B is a domain b = 0. 
Applying the sub-lemma to Aˆ→ Bˆ, shows that they’re equal, and since completion is faithfully
flat A = B. By (IV.43), however, a0x ∈ B, so a0x = a ∈ A, and whence we have an exact
sequence
(IV.46) 0→ (a0, a)→ (a0)→ Q→ 0
of A-modules such that Q ⊗A Aˆ = 0, so Q = 0, i.e. a0 | a in A, and x ∈ A, since a0 is not a
divisor of zero. 
Unsurprisingly the next case is
IV.b.13. Claim. The lemma holds if A is a domain.
sub-proof. As before since A is Japanese: the normalisation A′ in K is finite over A, so it’s a
local Henselian domain. As such by [EGA-IV.2, 7.6.2], the completion Aˆ has 1-minimal prime,
so it’s a domain. Similarly if x ∈ Aˆ is algebraic, then for some a1 ∈ A, B := A[a0x] is finite
over A (whence excellent) with quotient field K(x). Now, again, the normalisation B′ in K(x)
is finite, thus B′ is a Henselian local ring, so Bˆ is a domain and IV.b.12 applies as before. 
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This leaves us with the general case, so K is a (finite) product of fields Ki corresponding to
minimal prime ideals/components pi of A. In particular the normalisation, A′, is a product
of normal domains Ai, whence these are all Henselian local rings, so- [EGA-IV.2, 7.6.2] again,
and, as above each Aˆi is a domain- the minimal primes of Aˆ (which is reduced by [EGA-IV.2,
7.6.1]) are exactly of the form pˆi := Aˆpi.
Now exactly as in (IV.46) it will suffice to prove that the (necessarily reduced and finite) sub-
ring B := A[a0x] ⊂ Aˆ is equal to A. Each qi := pˆi ∩ B ⊇ pi is prime, whence since B/A is
finite, it is a minimal prime over 0 while
(IV.47) ∩i qi = ∩ipˆi ∩B = 0
so these are all the minimal primes. Exactly as above, therefore, Bˆ is reduced with minimal
primes qˆi. To conclude: observe that since the retraction β : Bˆ → Aˆ comes from the diagonal in
(IV.44), it sends qˆi to pˆi, so for I the kernel of β, IV.b.12 implies I ⊂ qˆi, for all i, so I = 0. 
This may be applied to the question of “homotopy depth 2” as follows: for A as in IV.b.10, let
U = Spec(A), and Uˆ = Spec(Aˆ), with x the closed point then
IV.b.14. Corollary. There is a natural isomorphism
(IV.48) pi0(Uˆ\x) ∼−→ pi0(U\x)
Proof. We may, IV.a.1, suppose that everything is reduced, while by hypothesis everything is
Noetherian, so either side is a finite direct sum of connected components. The trivial direction
is: any open and closed subset non-empty subset on the right pulls back to the same on the
left since completion is faithfully flat, so (IV.48) is always surjective. Conversely the connected
components can be identified with finitely many indecomposable idempotents ei ∈ Γ(Uˆ\x),
which, of course satisfy e2i = 1, whence they’re integral over U\x, so we conclude by IV.b.10. 
The intervention of idempotents suggests making
IV.b.15. Remark. Independent of any hypothesis of excellence: just as in the trivial implications
(IV.40), (IV.48) is, as noted, always surjective, so the proof of IV.b.14 equally shows that (IV.34)
holds as soon as H1x(OUˆ ) = 0, i.e. the (formal) algebraic depth is at least 2. While sufficient
for homotopy depth 2 it is far from necessary, and, in many ways, cf. [SGA-II, Exposé XIII.2],
not particularly desirable due to its non-topological nature.
IV.c. Lefschetz for pi1. We continue with the inductive strategy for bumping up by way of
IV.c.1. Corollary. Let everything be as in IV.b.6 but with homotopy depth at least 2 in the
étale sense, and suppose further that X is connected (whence a hyperplane section is connected
by op. cit.) then the inclusion H →X of a hyperplane section affords a fully faithful functor
(IV.49) E´t1(X )→ E´t1(H )
Proof. Since either sides is equivalent to a category of finite sets on which pi1(X ), respectively
pi1(H ) acts, it’s sufficient (and in fact equivalent from the description (III.12) of Galois objects)
to prove
(IV.50) pi1(H )  pi1(X )
If, however, Y → X is a representable Galois cover under a finite group G, then G certainly
acts transitively on Y ′ := Y ×X H , so, III.b.8.(b), Y ′ is Galois and (IV.50) holds iff Y ′
is connected for all Galois Y /X , which, IV.b.6, is indeed the case since Y ′ is a hyperplane
section of Y , which certainly has homotopy depth 2 in the Zariski sense since X does in the
étale sense. 
152
Of which a useful variant in the spirit of Grothendieck’s Lefschetz condition, IV.b.4, is
IV.c.2. Corollary. Suppose the simpler hypothesis that everything is as the set up IV.b.1, with
X /S proper enjoying for all s ∈ S fibres, Xs, which are everywhere of dimension at least 2,
and define a category E´tZar1,H whose objects are representable covers of a Zariski neighbourhood
of H modulo isomorphism over such neighbourhoods then restriction affords a fully faithful
functor
(IV.51) E´tZar1,H → E´t1(H )
Proof. Let ∗ : pt → H be given, and observe that if E∗ → U∗ is a finite pointed cover of a
Zariski neighbourhood U ⊇ H 3 ∗, then as U decreases the cardinality of the fibre of the
connected component of E∗ eventually stabilises. As such, and irrespective of the hypothesis
on fibre dimension, the proof, III.b.7, of the existence of Galois objects goes through verbatim
to show that the full sub-category
(IV.52) E´tZar1,H (∗) ⊆ E´tZar1,H
whose objects are those every connected component of which has a non-empty fibre over ∗ is
equivalent to the category of finite sets on which some pro-finite group piZar1,H (∗) acts. Now by
IV.b.4, E´tZar1,H is equally the direct sum of the categories E´t
Zar
1,H (∗) as ∗ runs through a set of
base points in 1-1 correspondence with the connected components, say H∗ in a minor abuse
of notation, of H , so, again what has to be proved is that if E → U is connected for all
sufficiently small U Zariski neighbourhoods of H then the fibre, EH , over H is connected.
Now everything is representable so, [LMB00, 16.5], we can find some finite E¯ →X containing
E as a dense Zariski open, and indeed independently of U since E¯ is basically just the integral
closure of OX in OE . As such by IV.b.4 there is a Zariski open neighbourhood Vmax of EH
such that
(IV.53) pi0(EH )
∼−→ pi0(V )
for all Zariski opens V ⊂ Vmax containing EH . In particular, therefore, it holds for V = E×X U
and U sufficiently small. 
In so much as we’re now concerned with pi1 rather than pi0 we’ll require to pay more attention
to the difference between a champ and its moduli, and will have need of
IV.c.3. Lemma. Let everything be set up as in IV.b.1; Y →X an effective descent morphism
for the étale topology (e.g. a finite map [SGA-I, Exposé IX.4.7]) from an algebraic space;
(IV.54) · · ·Y (2) := Y ×X Y ×X Y →→→Y
(1) := Y ×X Y (= R0)
t
⇒
s
Y (0) := Y
the resulting simplicial space; and Γ a locally constant group (or more generally just a con-
structible sheaf of groups) over X , then there is an exact sequence of sets
(IV.55) 1→ Hˇ1(H0(Y (1),Γ))→ H1(X ,Γ)→ Hˇ0(H1(Y (0),Γ))→ Hˇ2(H0(Y (2), Z))
where Z is the centre of Γ.
Proof. Plainly this is just the non-abelian case of Deligne’s descent spectral sequence, [Del74,
5.3.3], as already encountered in, say, (I.95). Furthermore, since Y →X is an effective descent
morphism for the étale topology we have a number of simplifications. Indeed, on identifying
constructible sheaves with their espace étalé, there is an identity between constructible sheaves
on X , and constructible sheaves on Y with a descent datum. In particular, the first term in
(IV.55) is just a descent datum for the trivial Γ torsor over Y , which then maps to the resulting
Γ torsor over X , which in turn goes to the class of the same over Y . The remaining terms
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are a bit more interesting. Specifically given a Γ-torsor, E, over Y one constructs a groupoid,
e : R→ R0, with fibre Γ, whose objects are those of Y , but whose arrows are given by
(IV.56) HomR(x, y) := HomΓ(Ex, Ey)
The further condition that e has a section, r, in spaces, but not necessarily a section of
groupoids, is that E belongs to the pen-ultimate group in (IV.55). Now the stabiliser of
R/R0 is canonically the automorphisms of E, which may well be different from Γ but it has
the same centre, so the fact that one has a section implies (for more or less the same reason
encountered in group extensions, i.e. Y = pt, otherwise there would be a hypercovering issue)
that the equivalence classes of such extensions of R by R0 are classified by the final group in
(IV.55)- cf. (III.132) & [Gir71, IV.3.5]. The class of E in this final group is, therefore, trivial in
this final group iff r can be taken to be a section of groupoids, a.k.a. defines a descent datum
for E. 
In consequence we have
IV.c.4. Corollary. Again, let everything be as in IV.b.1, with Z a constructible sheaf of sets
(respectively groups, respectively abelian groups) then for any fibre square of S-champs
(IV.57)
X ←−−−−
g
X ′
f
y yf
S
g←−−−− S ′
with the left vertical proper there are isomorphisms of constructible sheaves
(IV.58) g∗(Rqf∗Z)
∼−→ Rqf∗(g∗Z), for q = 0, respectively q = 1, respectively q ≥ 2.
Proof. We’ve already used the q = 0 case several times by reduction to the moduli |X |. The
abelian case is [LMB00, 18.5.1], and in our situation, i.e. X Deligne-Mumford, is independent
of the error, [Ols07], in [LMB00, 12.2]. Indeed, whether in the abelian or non-abelian case, the
demonstration is the same: i.e. without loss of generality S = S, S ′ = S′ are Noetherian
and affine, take Y →X as in [LMB00, 16.6], and reduce to usual proper base change theorem
whether by the descent spectral sequence, [Del74, 5.3.5] in the abelian case, or (IV.55) in the
non-abelian case. 
Similarly, there is a smooth base change theorem
IV.c.5. Corollary. Again, let everything be as in IV.b.1, with Z a constructible sheaf of sets
(respectively groups, respectively abelian groups) then for any fibre square of S-champs
(IV.59)
X ←−−−−
g
X ′
f
y yf
S
g←−−−− S ′
with the bottom right horizontal smooth there are isomorphisms of constructible sheaves
(IV.60) g∗(Rqf∗Z)
∼−→ Rqf∗(g∗Z), for q = 0, respectively q = 1, respectively q ≥ 2.
provided that for q ≥ 1 every element of every stalk of Z has order prime to the residue
characteristics of the points of S .
Proof. Exactly as above this reduces to smooth base change of schemes. 
Notice also the pertinent corollary to the corollary IV.c.4 is
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IV.c.6. Corollary. Let X /V be a proper connected Deligne-Mumford champ over the spectrum
of a Noetherian local ring, with 0 ↪→ V the closed point, then the functor
(IV.61) E´t1(X )→ E´t1(X0)
is fully faithful, and an equivalence of categories if V is (not necessarily strictly) Henselian.
Proof. Just as in IV.c.1, fully faithfulness follows from knowing that under the said hypothesis,
X0 is connected, which reduces to the same for the moduli in light of (IV.27), which in turn
is [SGA-IV, XII.5.8]. Similarly, since both sides are equivalent to finite sets on which the
respective fundamental groups act, essential surjectivity follows if every Galois cover ofX0 lifts
to X . Necessarily, however, a Galois cover is a torsor under some finite group Γ, so this is
immediate from (IV.58) if V is strictly Henselian. To get the Henselian case from the strict
one, (V¯ , 0¯), say, observe that the proof of IV.c.3 equally gives an exact sequence,
(IV.62) 1→ H1(G,H0(XV¯ ,Γ))→ H1(X ,Γ)→ H0(G,H1(XV¯ ,Γ))→ H2(G,H0(XV¯ , Z))
and similarly for X0, where G is the Galois group of 0¯/0, and Z the centre of Γ. 
The final preliminary we need is
IV.c.7. Definition. Let (U, x) be the spectrum of the (Zariski) local ring of a variety over a
field k (respectively the Henselian local ring, respectively the strictly Henselian local ring) then
we say that U has homotopy depth d (in practice at most 4) at x in the Zariski (respectively
Nistnevich, respectively étale) sense if
(IV.63) piq(U\x) ∼−→ piq(U), ∀ q + Trdegkk(x) < d− 1
A k-scheme of finite type is said to have homotopy depth d in the respective sense according as
all of its local rings do. A k-champ, X , whose moduli is a scheme, X, is said to have Zariski,
respectively Nistnevich, respectively weakly étale, homotopy depth d at x ∈ X if (IV.63) holds
on replacing whether U , or U\x by their pre-image in X , while the depth is said to be d in
the étale sense if (IV.63) holds in all the (by definition strictly Henselian) local rings of X .
Even without the plethora of respectives there’s plenty of possibility for confusion about the
terminology, so it’s opportune to make
IV.c.8. Remark. The definitions [SGA-II, Exposé XIII.4.3], or op. cit. Exposé XIV.1.2 are only
designed to work in the étale, respectively Nistnevich, case. As we’ve already seen, however,
IV.b.6 only requires homotopy depth 2 in the Zariski sense, and IV.b.9, this is weaker than the
other senses of the term. Worse, even in the étale sense what we’ve called homotopy depth is
called rectified homotopy depth in [SGA-II, Exposé XIII.4.3.Définition 2]- cf. IV.c.17 for some
examples/motivation for dropping the word ‘rectified’- while the condition (IV.63) for q = 0 is,
op. cit. Exposé XIII.2.1, called connected in dimension d − 1, where the role of the flavours
has been covered in IV.b.9. A useful example for avoiding confusion is
IV.c.9. Example. Let X/k be everywhere a local complete intersection of dimension at least d,
then (modulo the practical difficulty that q ≤ 2 in (IV.63)) the homotopy depth is everywhere
étale locally at least d.
Proof. The question is local, so, say (U, x) the strict Henselisation of some scheme point x with
δ(x) = Trdegkk(x). Consequently if δ(x) ≤ d−2, then the local ring is S2, so U\x is connected-
albeit cf. IV.c.10 for a much better result. Similarly, if δ(x) ≤ d − 3, then the local ring is a
complete intersection of dimension at least 3, so this is [SGA-II, Exposé X.3.4]. Finally consider
the case δ(x) ≤ d− 4, i.e. a l.c.i. local ring of dimension at least 4. Given the previous cases,
it suffices, cf. IV.d.1-IV.d.4 and IV.d.6, to prove that the local étale co-homology H3x(U,Z)
vanishes for Z a finite constant sheaf of abelian groups. Plainly we can divide Z up into its
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p = char(k)-part and its prime to p-part. To do the former, observe that the local ring is S4,
so this follows from the Artin-Schreier exact sequence, while the latter is [Ill03, 1.3], and one
can usefully note that for the same reasons it holds quite generally that
(IV.64) Hqx(U,Z) = 0, q < d− δ(x) = dimOU,x
for any torsion sheaf of abelian groups. 
Rather amusingly, therefore, IV.c.9 is still true for d = 1, provided that one interprets homotopy
depth 1 to mean that (IV.63) is surjective for q = δ(x) = 0, so homotopy depth 1, and dimension
1 coincide. In general, however, IV.c.7 is a dimension free definition, but at the same time it
only behaves well if the ambient dimension is at least d as the case of q = 0 illustrates, i.e.
IV.c.10. Continuation of the Scholion. IV.b.9 The point in question is the behaviour of the
condition connected in dimension d−1 for a local, according to all possible flavours, ring (U, x)
and a hypersurface V : f = 0 3 x. The best that one could hope for is
(IV.65) dimxU > d− 1 implies V connected in dimension d− 2
since a smooth (indeed irreducible) variety of dimension d−1 is equally connected in dimension
d−1, while a node can be disconnected by a subvariety of dimension d−3. Similarly, for stupid
reasons, i.e. 2− 3 = −1 a.k.a. (IV.63) becomes empty, nodal curves in surfaces are connected
in dimension 0, so to use the hypothesis in (IV.65) in order to establish the same by induction,
one has to start with the case of U of dimension 3 rather than the empty 2-dimensional case.
Incredibly, however, the “proof”, [SGA-II, Exposé XIII.2.1], of (IV.65) for complete local rings
makes exactly this mistake and is completely wrong- the induction step is correct, but the initial
case, which (because of a slightly different set up) is even false in op. cit. rather than just
empty for surfaces, has to be done in dimension 3 rather than dimension 2. Fortunately this
has been corrected (and it requires a non-trivial trick) in [FoCV99, 3.1.7], where irrespectively
of whether we’re in the Zariski, Nistnevich, Henselian or complete flavours we have
(IV.66) (IV.65) holds if U is embeddable in a Gorenstein, Noetherian scheme.
even though the statement, rather then the proof, of op. cit. is only given in the complete
case. Indeed even the Gorenstein embedding condition could be dropped if one knew
(IV.67) (U, x) normal, dimension ≥ 3⇒ H2x(U,OU ) an OU,x module of finite length.
Irrespectively, in all cases where we’ll need it, we have from (IV.66) that
(IV.68) dimx(U) and homotopy depth ≥ 3⇒ dimx(V ) and it’s homotopy depth ≥ 2,
and, as it happens, we only need the much weaker condition that (IV.68) holds for a generic
hypersurface f = 0- cf. IV.c.15- with everything of finite type over a field, so, ironically, the
correct part of [SGA-II, Exposé XIII.2.1] would be good enough.
Having thus gone through connected in dimension 2, the remaining condition in our immediate
interest, i.e. homotopy depth 3, is
(IV.69) pi1(U\x) ∼−→ pi1(U)
for every closed point x, which simplifies according to,
IV.c.11. Fact. Suppose that the homotopy depth is at least 2 in the étale sense then
(IV.70) (IV.69) for étale ⇒ (IV.69) for Nistnevich ⇒ (IV.69) for Zariski
and similarly if U is a champ with moduli the Zariski local ring U
(IV.69) for étale ⇒ (IV.69) for weakly étale ⇒ (IV.69) for Nistnevich ⇒ (IV.69) for Zariski
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wherein for the last 3 implications one should understand (IV.69) with U , and U ′ := U ×U
U\x. In particular, étale homotopy depth at least 3 implies the same in all other possible senses
whether for schemes or champs.
Proof. All the implications are essentially the same. We do the étale⇒ Zariski case for champs
since it’s both the most difficult and most relevant. To this end let (V, x¯) be the strictly
Henselian neighbourhood of U ; E ′ → U a representable Galois cover; and consider the fibre
square
(IV.71)
E ′ ←−−−− E′y y
U ←−−−− V \x¯
where, by hypothesis, E′ ∼−→ pi0(E′)×V \x¯. As such E ′ extends locally across the puncture, and
there is a myriad of ways to extend globally to an étale cover of U , e.g. use IV.a.2 to suppose
everything reduced, take the integral closure in E ′, and use [EGA-IV.2, 6.14.4], or, better use
that the above local extension is uniquely unique because the étale homotopy depth is at least
2 to get a descent datum for the extension over some étale neighbourhood W → U . The latter
strategy is arguably better since it also gives the unicity of the extension. 
This pretty much covers everything one might want to know about homotopy depth 3 beyond
IV.c.12. Remark. The relation between (IV.69) for U (not necessarily strictly) Henselian and
its completion, Uˆ , is plausibly more subtle than that encountered for pi0 in IV.b.14. For exactly
the same reason as IV.c.11, the implication
(IV.72) (IV.69) for Uˆ ⇒ (IV.69) for U
always holds, but the other way round is a priori open in full generality, albeit [Art66] covers
a lot of cases.
All of this said we have,
IV.c.13. Proposition. Let everything be as in the set up IV.b.1, with X /S proper enjoying
for all s ∈ S fibres, Xs, everywhere of dimension 3 and connected in dimension 2 in the étale
sense, then for i : H ↪→X a hyperplane section there is an equivalence of categories
(IV.73) i∗ : E´tZar1,H
∼−→ E´t1(H )
Proof. We already know, IV.c.2, that the functor (IV.73) is fully faithful, and we require to prove
essential surjectivity, i.e. lift a Γ-torsor, E → H , to a Γ-torsor over a Zariski neighbourhood
for any finite group Γ. To this end, we retake the notations of the proof of IV.b.4; profiting
from (IV.27) on replacing H by a sufficiently large multiple, we add a further fibre square to
the diagram (IV.30) to obtain
(IV.74)
p : F −−−−→ F −−−−→
pX
P
q
y yqX
X
µX−−−−→ X
As such if we again fix s ∈ S and identify Hs with a k(s)-point 0 of P ; put D = q∗H ; write
fibres of p as sub-scripts; and denote by N the strictly Henselian local neighbourhood of 0 ∈ P ,
then a couple of applications of (IV.c.6) gives us isomorphisms
(IV.75) pi1(DN )
∼←− pi1(H ) ∼−→ pi1(FN )
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Consequently if E →H is a Γ-torsor for some finite group Γ, there is an étale neighbourhood
V 3 0, and a Γ-torsor G over FV together with an isomorphism
(IV.76) G : G |DV ∼−→ q∗EV
in E´t1(FV ); where despite the ambiguous nature of fibre products in 2-categories every S-
champ has a clivage by definition, so FU , q∗E etc. are unambiguously defined, and even G |DV
since we’ve replacedH by a large multiple so we can use (IV.27). Now by (IV.68) the universal
family F/P satisfies (universally) the hypothesis of IV.c.1, so if U is the Zariski image of V
in P ; (s, t) : R := V ×U V ⇒ V the resulting groupoid then there is a unique arrow, A, in
E´t1(FV×UV ) such that
(IV.77)
s∗G |DV −−−−−−→
A|DV×UV
t∗G |DV
s∗G
y yt∗G
s∗q∗EV t∗q∗EV
commutes. In particular, therefore, since γAγ−1, γ ∈ Γ also satisfies (IV.77), A is a map
of Γ-torsors, and since IV.c.1 is equally valid over V ×P V ×P V , we may argue similarly to
conclude that A satisfies the descent/1 co-cycle condition,
(IV.78) p∗31A = p
∗
32Ap
∗
21A
in E´t1(FV×PV×PV ), wherein the indices denote the various projections to FR. If FU were
a space this concludes the discussion, i.e. there is a Γ-torsor G ′ → FU whose restriction
to FV is G . In general, however, one needs to be more careful about the lack of unicity in
fibre products which can result in a non-trivial 2 co-cycle condition, cf. (III.57) or [Gir71,
IV.3.5.1]. Fortunately, however, (II.117), a natural transformation in Champs which is a 2-cell
in E´t2 between 1-cells which themselves are maps between representable 0-cells is unique, so
the said 2 co-cycle condition is implied by (IV.78), cf. III.e.11 and immediately post (III.161).
Consequently, we can replace V by the Zariski neighbourhood U in (IV.76).
At which point, as in (IV.33), we switch tact and notation with (s, t) now from FU ×X FU ⇒
FU , to find an isomorphism
(IV.79) B : s∗G ∼−→ t∗G
restricting to the identity on all fibres over an étale neighbourhood V → U ×S U of 0× 0. The
restriction of B to the fibres of DU ×H DU via (IV.76) can equally be seen as the descent data
for s∗q∗EU = t∗q∗EU for the covering of a Zariski neighbourhood of DU ×H DU induced by V .
On the other hand the hyperplane DU ×H DU ↪→ FU ×X FU satisfies exactly the conditions
of IV.b.3, so arguing exactly as in (IV.33) but for the locally constant sheaf Hom(s∗G , t∗G )
instead of Z etc., we deduce that B is actually defined over a Zariski open neighbourhood
W ↪→ U ×S U of 0 × 0, which, again, is a classical topology, so without loss of generality B
is defined everywhere. As such if qji are the various projections of FU ×X FU ×X FU to
FU ×X FU there is a unique element γ ∈ Γ such that
(IV.80) p∗31B
γ = p∗32Bp
∗
21B
Necessarily, however, γ vanishes on the (proper) fibre over 0×0×0, so it vanishes on all the fibres
over a Zariski neighbourhood of the same, whence without loss of generality on U ×S U ×S U ,
i.e. B defines a descent datum for the smooth map q : FU →X .
The Zariski open image of q contains a Zariski open neighbourhood U ′ of H ′ := H ×S S′
for S′ a Zariski open neighbourhood of our initial s, so we’ve certainly lifted the restriction,
E ′ = E ×H H ′, of our torsor to a Γ-torsor G ′ over U ′. In order to glue such torsors, G ′,
G ′′ over Zariski open neighbourhoods S′, S′′, say, one proceeds exactly as in (IV.77), i.e. via
the unique lifting of the given gluing of E ′ with E ′′. The existence of such a unique such
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isomorphism on Zariski neighbourhoods ofH ′∩H ′′ is assured by IV.c.2, and, since every fibre
is a fortiori everywhere connected in dimension 1 in the étale sense, it extends, cf. IV.c.11, to
all of U ′ ∩ U ′′. As such, just as in IV.b.4 there is even a unique (depending on E ) maximal
Zariski neighbourhood, Umax, to which E lifts. 
In the presence of sufficient depth we therefore have the following variations
IV.c.14. Corollary. Let everything be as above, IV.c.13, and suppose further that for all s ∈ S,
the fibreXs is everywhere of homotopy depth 3 (in the Zariski sense over k(s)) then the inclusion
i : H ↪→X of a hyperplane section affords an equivalence of categories
(IV.81) i∗ : E´t1(X )
∼−→ E´t1(H )
Proof. Again, we require to lift a Γ-torsor, E →H , to a Γ-torsor over X for any finite group
Γ, and we already know, IV.c.13, or more accurately the end of the proof, that this can be
done over a unique maximal Zariski neighbourhood U of H . Now let G be the lifting and
s ∈ S, then by hypothesis Gs extends over the whole fibreXs, so by proper base change, IV.c.6,
there is a Nistnevich neighbourhood V → S of s such that GV extends over all of XV to some
Γ-torsor G¯ . Each fibre of G¯ is, however, a fortiori connected in dimension 1 in the étale sense,
so for (s, t) : V ×S V → V the descent isomorphism between s∗GV and t∗GV extends uniquely
to a descent isomorphism between s∗G¯ and t∗G¯ . As such, the fibre of Umax contains Xs, and
s was arbitrary. 
IV.c.15. Corollary. Let everything be as in IV.c.13, and suppose further that X /S itself is
the universal family of sufficiently ample hyperplanes, i.e. FU/U , U ↪→ P Zariski open, in the
notation of (IV.74), of some Y /B such that for all b ∈ B, the fibre Yb is everywhere locally
simply connected (in the Zariski sense over k(b)) in dimension 2, i.e.
(IV.82) pi1(U\y) ∼−→ pi1(U), Trdegk(b)k(y) < 2
for U the Zariski local ring at y, then the inclusion i : H ↪→X of a hyperplane section affords
an equivalence of categories
(IV.83) i∗ : E´t1(X )
∼−→ E´t1(H )
Proof. Let everything be as in the proof of IV.c.14, then as before it suffices to extend the
torsor Gs over Xs, i.e. in a neighbourhood of Zs, where Z is the Zariski closed complement
of U . Now the universal family of hyperplanes has the particular property that for z ∈ Zs
one can find a constructible T 3 s (in fact a Zariski open in a smooth curve over B) such that
XT → Y is a Zariski local isomorphism at z and ZT is of relative dimension at most 1, and
whence we can apply (IV.82). 
In all of which we can usefully observe that the systematic use of proper base change has a
certain optimality, i.e.
IV.c.16. Remark. There is no tubular neighbourhood theorem for the étale topology. Specifically
the usual example for the necessity of the dimension condition in IV.c.14 is to take H to be a
smooth curve of positive genus in X = P2C. Of course, IV.a.1, the completion of X in H has
the same homotopy type as H. Given, however, a finite étale cover H ′ → H it is not true that
there exists a (not necessarily proper over its image) étale neighbourhood p : V → H together
with an embedding H ′ ↪→ V . Indeed such a V would be normal, and without loss of generality
connected, whence it’s irreducible, so that we can just compactify everything to p¯ : V¯ → X, V¯
normal. Now H ′ is a connected component of p−1(H), so it’s equally a connected component
of p¯−1(H), but the latter is connected by IV.b.6. Consequently, H ′ = p¯−1(H), so p¯ is an étale
covering in a neighbourhood of H, and whence everywhere by purity, which is absurd.
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Similarly let us consider the necessity of the depth conditions by way of,
IV.c.17. Continuation of the Scholion. IV.b.9/IV.c.10 The necessity of the depth conditions
(IV.63) at closed points is equally obvious- e.g. join two projective spaces in a point, take a
variety with an isolated quotient singularity, or, whatever. In the situation of algebraic depth,
however, the analogous conditions to (IV.63) are referred to as rectified depth, [EGA-IV.3,
10.8.1], and is wholly implied, op. cit. 10.8.6, by the corresponding condition at closed points.
This is, however, false for homotopy depth (whence we’ve dropped ‘rectified’ of [SGA-II, Exposé
XIII.6, Définition 2]) i.e.
(IV.84) (IV.63) at closed points for pi0 and pi1 does not imply connected in dimension 2
and, as it happens, the same example will equally prove
(IV.85) Connected in dimension 2 is necessary in the Lefschetz theorem, IV.c.13, for pi1.
Specifically, therefore, let X/C be the join of two copies A, B of P3C in a line L. This is
manifestly connected in dimension 1 in the étale sense but not connected in dimension 2 in
the Zariski sense. Similarly off L, (IV.69), is trivially true at closed points because 5 > 1,
and only slightly less trivial (5 > 1 plus Van Kampen) on L itself. This shows (IV.84), and,
again Van Kampen shows that X is simply connected. Now take a, b to be smooth quadrics
in A, respectively B, meeting the line L in the same pair, p, q, of distinct points, then (e.g.
Mayer-Vietoris) the join, H, of a to b in {p} ∪ {q} isn’t simply connected. If, however, a cover
E → H could be extended to a Zariski neighbourhood of H then it would extend everywhere
because the depth conditions hold at closed points, and whence (IV.85).
IV.d. Lefschetz for Π2. At which point the general inductive schema should be clear since
we now have
IV.d.1. Corollary. Let everything be as in IV.c.14, respectively IV.c.15, albeit with the fibres
of X of homotopy depth 3, respectively those of Y simply connected in dimension 2, in the
étale rather than the Zariski sense, then the 2-functor
(IV.86) i∗ : E´t2(X )→ E´t2(H )
is fully faithful, i.e. for any pair of 0-cells q, q′ on the left,
(IV.87) i∗ : Hom(q, q′)→ Hom(i∗q, i∗q′)
is an equivalence of categories.
Proof. By the 2-Galois correspondence III.g.6, the respective sides of (IV.86) are equivalent to
the 2-category of representations of Π2(X∗), respectively Π2(H∗), while under the conditions of
IV.c.14 or IV.c.15 the fundamental groups are isomorphic. As such the assertion is equivalent
to
(IV.88) pi2(H∗)  pi2(X∗)
Indeed, without loss of generality, the representation on q, q′ are transitive in the sense im-
mediately following (II.13), which in turn can be replaced, II.a.6, by their pointed stabiliser
representations. The only part of the explicit description, II.a.14, of the same which depends
on pi2 among the data defining q, respectively q′, is the representation of pi2 in the centre of
the stabiliser of q, respectively q′, and the only part of the data in the description of a 1-cell
q → q′ which depends on pi2 is that these representations should map to themselves under the
implied map from the stabiliser of q to q′. Consequently, the easy direction is that (IV.88)
implies that (IV.87) is an equivalence of categories. Conversely, in the notation of II.a.14,
given a finite quotient Γ of pi2(X∗), one should take q to be defined by the triple (pi′, γ′, A′),
where pi′ = (pi′1,Γ, k′3) for some sufficiently small open sub-group pi′1 acting trivially on Γ; γ′
the topological 2-type of the universal fibration in K(Γ, 1)’s; and A′ the natural forgetful map
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between them. Similarly, given a character χ of Γ, one takes q′ to be defined by a triple
(pi′′, γ′′, A′′), where pi′′ is the previous pi′; γ′′ the topological 2-type of the universal fibration in
K(Im(χ), 1)’s; and again A′′ the natural forgetful map. As such χ affords a natural map from
q → q′ and the isomorphism class of objects of the category Hom(q, q′) are a principal homo-
geneous space under H1(pi′1, Im(χ)). If, however, ∆ is the image of pi2(H∗) in Γ then the orbit
under H1(pi′1, Im(χ)) of the isomorphism classes in Hom(i∗q, i∗q′) is isomorphic to characters F
such that,
(IV.89) Hom(Γ,Q/Z) 3 F 7→ χ|∆ ∈ Hom(∆,Q,Z)
and whence (IV.87) an equivalence implies (IV.88) surjective.
This said, it therefore suffices by III.d.7 to prove that if q is a 2-Galois cell over X , then i∗q
is 2-Galois over H , and, even slightly more conveniently, III.c.10 & III.c.15, we can replace
2-Galois by quasi-minimal. To this end let Y p−→ Y ′ r−→ X be a factorisation of q into a
locally constant gerbe followed by a representable cover, then we have a commuting diagram
of functors
(IV.90)
E´t1(Y ′) −−−−→
p∗
E´t1(Y )
i∗
y yi∗
E´t1(i
∗Y ′)
(p|H )∗−−−−→ E´t1(i∗Y )
where by the very definition of quasi-minimal the top horizontal is an equivalence of cate-
gories, while the verticals are equivalences by IV.c.14 or IV.c.15, so the bottom horizontal is
an equivalence. 
Alternatively, we have the weaker but more generally valid
IV.d.2.Corollary. Suppose only that everything is as in IV.c.13 and define E´tZar2,H in the obvious
way, i.e. 0-cells are champs which are proper and étale over a Zariski neighbourhood of H etc.,
then restriction affords a fully faithful 2-functor
(IV.91) i∗ : E´tZar2,H → E´t2(H )
Proof. As per IV.c.13 for the 1-Galois correspondence in Zariski neighbourhoods of H , the
2-Galois correspondence is valid in the obvious way, so everything is exactly as in the proof of
IV.d.1 modulo replacing IV.c.14, respectively IV.c.15, by IV.c.13 
While the rationality issues encountered in (IV.36), IV.c.14 won’t completely disappear, IV.d.11
& IV.d.12, we can usefully observe
IV.d.3. Fact. Let everything be as in the set up IV.b.1 but suppose S is a field k with separable
closure i : k ↪→ k¯ then i and a choice of pt→ Spec(k¯) determines a unique (up to equivalence)
lifting (up to equivalence) of the base point ∗ : pt→X and on understanding pi2(X∗) as pi2 of
the connected component of the base point,
(IV.92) pi2(Xk¯∗)
∼−→ pi2(X∗)
Proof. Lifting ∗ is just the definition of fibre products (A.3). Similarly if, again, Y p−→ Y ′ r−→X
is the factorisation into a local constant gerbe followed by a representable cover of a quasi-
minimal 0-cell q, then, more or less by definition, every base change of p by a representable étale
cover of Y ′ is again quasi-minimal. Of course for a finite separable extension K/k identified
with a subfield of k¯ it could happen that Y ′K is disconnected, but it is, nevertheless, a finite
sum of connected representable covers of Y ′, amongst which pointing Y ′ a priori picks out
exactly 1, say Y ′′, so that Y ×Y ′ Y ′′ over the corresponding connected component of XK is
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certainly quasi-minimal, and whence (IV.92) is surjective. Finally, for any such K, E´t2(XK) is
a full sub-2-category of E´t2(X ) so (IV.92) is injective. 
In a similar vein we can refine IV.c.6, i.e.
IV.d.4. Fact. Let X /V be a proper Deligne-Mumford champ over the spectrum of a Henselian
local ring, with 0 ↪→ V the closed point, then there is a 2-equivalence
(IV.93) E´t2(X )
∼−→ E´t2(X0)
Proof. By the Whitehead theorem III.e.17, or more accurately a minor variant of it as in the
proof of IV.c.2 to cope with non-trivial pi0, it suffices to prove that the homotopy groups of
either side of (IV.94) coincide, where, without loss of generality XV and X0 are connected.
Arguing however as above, (IV.90), we already know from IV.c.6 that we have an isomorphism
on pi1, and a surjection on pi2. It therefore suffices to lift a 2-Galois cell q over X0 to the same
over XV . On the other hand if E
q′−→X ′0
p−→X0 is the factorisation of q into a locally constant
gerbe in BZ ’s, and a representable cover for some locally constant sheaf Z/X0, then since p
can be lifted to some étale cover X ′V → XV , we can on replacing XV by X ′V , suppose that
the 2-Galois cell is actually a locally constant gerbe. Similarly, another application of IV.c.6
implies that Z is the restriction of a locally constant sheaf on XV , so we’re done by proper
base change, IV.c.4, and III.h.4. 
Irrespectively, the main proposition should, at this juncture, be clear
IV.d.5. Proposition. Let everything be as in the set up IV.b.1, with X /S proper enjoying for
all s ∈ S fibres, Xs, everywhere of dimension 4 while being connected in dimension 3, and
simply connected in dimension 2 (both in the étale sense), then for i : H ↪→ X a hyperplane
section there is an equivalence of categories
(IV.94) i∗ : E´tZar2,H
∼−→ E´t2(H )
To this end we assert
IV.d.6. Claim. Denoting by Z the constant sheaf with values in the finite abelian group Z it
will suffice, under exactly the hypothesis of IV.d.5 to prove
(IV.95) lim−→
U ⊃H
H2(U , Z)  H2(H , Z)
where the limit is taken over Zariski open neighbourhoods of H .
Proof. Arguing as in the proof of IV.d.4 proves the assertion under the weaker hypothesis that
Z is an arbitrary locally constant sheaf in finite abelian groups. By definition, however, as a
group pi2 is unchanged by étale coverings so by lifting a further representable cover of H to
X we can suppose that Z is functions to Z. 
Now let us return to
proof of IV.d.5. Fix a constant sheaf, Z, of finite abelian groups; e ∈ H2(H , Z); s ∈ S; retake
the notation of (IV.74) for the universal hyperplane; and, again, identifyHs with the k(s)-point
0 ∈ P . As such, following the notation and proof of IV.c.13 in the obvious manner there is an
étale neighbourhood V of 0 and a class
(IV.96) H2(FV , Z) 3 g 7→ q∗eV ∈ H2(DV , Z)
Now for U the Zariski open image of V in P we have a simplicial space
(IV.97) · · ·V (2) := V ×U V ×U V →→→Y
(1) := V ×U V
t
⇒
s
V (0) := V
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whose pull-back to F affords the descent spectral sequence
(IV.98) Ei,j2 (FU , Z) = Hˇ
i(Hj(FV (i) , Z)⇒ Hi+j(FU , Z)
and similarly for the co-homology of the hyperplane section DU ↪→ FU , where by our current
hypothesis of IV.d.5 and IV.c.15
(IV.99) Ei,j2 (FU , Z)
∼−→ Ei,j2 (DU , Z), j = 0, or1
while the E0,22 term mimics (IV.32), i.e. a commutative diagram
(IV.100)
0 −−−−→ E0,22 (DU , Z) −−−−→ H2(DV , Z) −−−−→s∗−t∗ H
2(DV×UV , Z)x x x
0 −−−−→ E0,22 (FU , Z) −−−−→ H2(FV , Z) s
∗−t∗−−−−→ H2(FV×UV , Z)
Here our hypothesis allow us to apply the respective part of IV.d.1, so that by (III.137) all the
verticals in (IV.100) are injective. Consequently g of (IV.96), can be identified with a class in
the bottom left group mapping to the image of q∗eU in the top left, and a simple diagram chase
using (IV.99) shows that we can replace V with the Zariski open U in (IV.96).
At this point we change notation in order to compare the descent spectral sequences, say
(IV.101) Hi+j(U ′, Z)⇐ Ei,jr (X ) 
i.j
r−−→ Ei,jr (H )⇒ Hi+j(H , Z)
for q : FU → U ′- U ′ ⊃ H the Zariski open image- and DU → H . Now as we’ve seen in
(IV.33), (IV.79), and (IV.80) the trick is to shrink U 3 0, or products thereof, as necessary
in order to extract some extra surjectivity or injectivity that isn’t quite guaranteed by the
Lefschetz theorems that we already know. In order therefore to lighten the exposition from
here to the end of this comparison of spectral sequences
(IV.102) P ⊇ U 3 0 means a sufficiently small Zariski neighbourhood
Similarly, there will appear intermediate étale neighbourhoods, where the words ‘surjective’,
‘injective’, or isomorphism, may only be valid after Henselisation, but since we’re performing
a finite diagram change there will be no loss of generality in confusing the notions ‘sufficiently
small étale neighbourhood’ with Henselisation. With this in mind what we’ve so far established
is that 0,21 is an isomorphism, so the obvious next step is
IV.d.7. Claim. Notation and conventions as above, 0,22 is an isomorphism, i.e. 
1,2
1 is injective.
sub-proof. Let V → U ×S U be a sufficiently small étale neighbourhood of 0 × 0 and consider
the resulting map of descent spectral sequences
(IV.103) Hi+j(FU ×X FU , Z)⇐ Fi,jr (X ) φ
i.j
r−−→ Fi,jr (H )⇒ Hi+j(DU ×H DU , Z)
then the following facts about φi,j1 formally imply the assertion.
(a) If i = 0, it’s an isomorphism ∀j- IV.c.4.
(b) If j = 0, it’s an isomorphism ∀i- IV.b.6.
(c) If j = 1, it’s injective ∀i- IV.c.1. 
IV.d.8. Claim. Notation and conventions as above, 0,23 is an isomorphism, i.e. 
2,1
2 is injective.
sub-proof. This breaks up into
(IV.104) 1,11 is an isomorphism,
which as in the proof of IV.d.7 is a formal consequence of (a)-(c) of op. cit., and
IV.d.9. Sub-Claim. 2,11 is injective
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sub-sub-proof. Let V → U ×S U ×S U be a sufficiently small étale neighbourhood of 0× 0× 0
and consider the resulting map of descent spectral sequences
Hi+j(FU ×X FU ×X FU , Z)⇐ Fi,jr (X ) φ
i.j
r−−→
Fi,jr (H )⇒ Hi+j(DU ×H DU ×H DU , Z)
(IV.105)
then the following facts about φi,j1 formally imply the assertion.
(a) If i = 0, it’s an isomorphism ∀j- IV.c.4.
(b) If j = 0, it’s injective ∀i- IV.b.3. 
Which in turn completes the proof of IV.d.8 
IV.d.10.Claim. Notation and conventions as above, 0,24 is an isomorphism, i.e. 
3,0
3 is injective.
sub-proof. Given (IV.104) this amounts to
(IV.106) 3,02 is injective
Now, bearing in mind (IV.102), by the obvious variant of (IV.33), p,01 is injective for all p, so
the assertion follows a fortiori from
(IV.107) 2,01 is an isomorphism
which in turn is a formal consequence of (a) and (b) in the proof of IV.d.9. 
A priori such tedia only give an isomorphism (Zariski locally around s ∈ S) of the gr0 parts of
either side of (IV.95) implied by (IV.101), but
gr1 is an isomorphism because 1,12 is- (IV.104), IV.d.9, & IV.c.15- and (IV.106)
gr2’s an iso since 2,02 -(IV.107), IV.b.6, & 
3,0
1 inj- and 
1,0
2 are- IV.c.15 & IV.c.1.
(IV.108)
As such, we’ve solved the problem everywhere Zariski locally on S, and we have to patch liftings
e′, e′′ of e to Zariski neighbourhoods U ′, U ′′ of H ′ = H ×S S′, H ′′ = H ×S S′′ for S′, S′′
themselves Zariski open open in S. Now by IV.d.2 e′ and e′′ restrict to the same class on some
intermediary Zariski neighbourhood, U ′′′, of H ′ ∩H ′′, whose complement in U ′ ∩ U ′′ we
denote by Z . What we therefore require to prove is that our depth hypothesis imply,
(IV.109) H2Z (X ×S S′ ∩ S′′, Z) = 0
We already know, however, the corresponding proposition for Hi, i ≤ 1, cf. IV.c.11, and even in
a strong local sense since globally disconnected implies locally disconnected for generic s ∈ S.
Consequently, it will, by the local global spectral sequence for co-homology with support suffice
to prove (IV.109) with S′ ∩ S′′ replaced by the Nistnevich local neighbourhood N → S′ ∩ S′′
of an arbitrary s ∈ S′ ∩ S′′. We have, however, a commutative diagram
(IV.110)
H1(XN , Z) −−−−→ H1(XN\Z , Z) −−−−→ H2Z (XN , Z) −−−−→ H2(XN , Z)y y y y
H1(Xs, Z) −−−−→ H1(Xs\Z , Z) −−−−→ H2Z (Xs, Z) −−−−→ H2(Xs, Z)
with exact rows wherein the leftmost horizontals are isomorphisms by IV.c.14 (or, slightly more
accurately its proof), whence the rightmost horizontals are injections, so that, by Nistnevich
proper base change for the ultimate vertical, the vertical between the local co-homology groups
is injective, while the vanishing of the bottom H2Z follows a fortiori from simply connected
fibres in dimension 1 in the étale sense. As such we get (IV.109), and, just as in IV.b.4, we even
find a maximal (depending on e) Zariski open neighbourhood ofH to which the corresponding
gerbe E →X may be extended as a locally constant fibration in BZ ’s. 
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In the presence of further depth hypothesis we therefore obtain
IV.d.11. Corollary. Let everything be as above, IV.d.5, and suppose further that for all s ∈ S,
the fibreXs is everywhere of homotopy depth 4 (in the Zariski sense over k(s)) then the inclusion
i : H ↪→X of a hyperplane section affords an equivalence of 2-categories
(IV.111) i∗ : E´t2(X )
∼−→ E´t2(H )
Proof. By the Whitehead theorem, III.e.17, and IV.d.1, it suffices to lift a 2-Galois cell q : E →
H to all of X . As such let E q
′
−→H ′ p−→H be its factorisation into a locally constant gerbe in
BZ ’s for some locally constant (but not necessarily constant) sheaf of abelian groups Z followed
by a representable cover p. An immediate application of IV.c.14 implies that Z is defined on
all of X and p extends to X ′ → X . Now by IV.d.5, q′ extends to a Zariski neighbourhood
U ′ of H ′ := p∗H as say, q′ : E ′ → U ′, and better, by the conclusion of the proof of op. cit.
we can take U ′ to be maximal with respect to the properties that the extension q′ exists and
p |U ′ is proper over its image. Plainly we’re done if the Zariski closed complement of p(U ′) is
empty, so, suppose otherwise and let z be a generic point of the same lying over s ∈ S with
N 3 s the Nistnevich local neighbourhood of the same. By the definition, IV.c.7, of Zariski
homotopy depth and the Whitehead theorem (or more correctly another minor variant since
there’s need for a little bit of care about the meaning of a base point, cf. [SGA-II, Exposé
XIII, pg. 15]) there is a local extension, fs : Fs → Vs of psq′s to a Zariski open neighbourhood
of z in the fibre Xs. On the other hand, f has it’s own factorisation say, Fs
f ′s−→ V ′s fs−→ Vs,
into a locally constant gerbe followed by a representable cover, which, in turn is unique, so
V ′s can be identified with a Zariski open neighbourhood of X ′s , and f ′s with an extension of
the locally constant gerbe q′s over a Zariski neighbourhood of p−1s (z). Arguing similarly at
any other closed points in the complement of U ′s implies by Mayer-Vietoris that the locally
constant gerbe defined by q′ extends to all of X ′s , and whence to XN by Nistnevich proper
base change. Such an extension is, however, unique by IV.d.1 and III.137 so it glues exactly as
in (IV.98)-(IV.99) to an extension of q′ over some X ′W for W a Zariski neighbourhood of s in
S, which, plainly, is contrary to the maximality of U ′. 
Since the above is slightly longer than is strictly desirable, let’s note
IV.d.12. Remark. If we were to make the stronger hypothesis of homotopy depth 4 in the étale
sense, then for every locally constant sheaf Z of finite abelian groups, and every closed point,
x, in every fibre Xs we have H
q
x(Xs, Z) = 0 for q < 4, so that going from IV.d.5 to (IV.111)
would be immediate by proper base change.
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Appendix A. Some 2-Category stuff for which Mr. Google doesn’t give a
useful answer
Convention. Throughout this appendix the words ‘2-category’, respectively ‘strict 2-category’,
will be used as a shorthand for: weak, respectively strict, 2-category in which all 2-cells are
invertible, e.g. the 2-category of groupoids but not the 2-category of categories.
A.i. Fibre products. Although logically subordinate to §.A.ii on limits, fibre products so
permeate the manuscript as to merit a specific treatment. This said, the basic rule for con-
structing a universal property in a 2-category is to take its analogue in a 1-category, and replace
all commutative diagrams with 2-commutative diagrams. Applying this rule of thumb to fibre
products yields
A.i.1. Definition. Let a pair, Fi : X → S , i = 1 or 2, of 1-cells in a 2-category be given,
then a fibre product consists of a 0-cell, X1 ×S X2, 1-cells, Pi : X1 ×S X2 → Xi, a 2-cell
σ : F1P1 ⇒ F2P2, or, equivalently a diagram,
(A.1) X1 ×S X2 X1
SX2
P1
//
P2

F1

F2
//
σ
rz
with the following universal property: given any other such square
(A.2) Y X1
SX2
Q1
//
Q2

F1

F2
//
τ
rz
there is a 2-commutative diagram
(A.3) X1 ×S X2 X1
SX2
Y
P1
//
P2

F1

F2
//
σ
rz
Q1
**
Q2

Q
## φ1
{
φ2
;C
τ 
which for K(−) the associator is equivalent to saying that there is a commutative diagram
(A.4) F1Q1 F1(P1Q)
F2(P2Q)F2Q2
(F1P1)Q
(F2P2)Q
(F1)∗φ1
+3
K(F1,P1,Q)
+3
Q∗σ
(F2)∗φ2 +3 K(F2,P2,Q)+3
τ

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with the following uniqueness property: if (Q′, φ′i) is another such diagram then there is a
unique 2-cell ψ : Q⇒ Q′ such that for i = 1 or 2 the following diagrams commute
(A.5) Qi PiQ′
PiQ
φi
9A
(Pi)∗ψ
%φ′i +3
It follows that a fibre product is only unique up to unique equivalence between 1-cells which
themselves are far from unique. Now while this is the nature of the world, it can be awkward,
cf. 0.0.8, so we distinguish
A.i.2. Definition. Let the givens be as in A.i.1 then a strict fibre product, X1×SX2, is a fibre
product, (X1×SX2, Pi, σ), with the further proviso that (A.3), equivalently, (A.4), holds with
φi = 1, i = 1 or 2, for a unique 1-cell, Q : Y →X1×SX2. In particular, therefore, strict fibre
products are uniquely unique, i.e. unique up to unique strict equivalence.
We ignore the question of when the existence of fibre products and strict fibre products are
equivalent since this holds in all cases relevant to this manuscript, e.g. [LMB00, 2.2.2] provides
a rather general construction of strict fibre products, which generalises to inverse limits, A.ii.4.
A.ii. Direct and inverse limits. Before applying the rule of thumb for universal properties
to limits, we need to define what we’re taking limits of i.e.
A.ii.1. Definition. A directed, respectively inverse, system in a 2-category C is a 2-functor
I → C, respectively Iop → C, for some partially ordered set, I, viewed as a 1-category in the
usual way.
The content of the notion of 2-functor from a 1-category to a 2-category may usefully be noted
for future reference, i.e.
(a). A map i 7→Xi from objects of I to 0-cells
(b). A map, f 7→ Ff from arrows to 1-cells, written Fij , respectively F ji, in the
directed, respectively inverse, context of A.ii.1
(c). For every pair of compossible arrows, g, f , a 2-cell, γgf : Fgf ⇒ FgFf , written
γijk, respectively γkji, in the directed, respectively inverse, context such that
Fh(FgFf )
Fhgf
(FhFg)Ff
FhFgf
FhgFf
K(Fh,Fg ,Ff )

γhg,f
px
(Fh)∗γg,f
ks
γh,gf
fn
(Ff )
∗γh,gks
(A.6)
commutes for K(−) the associator of C, which, in the directed, respectively inverse, context, is
just the tetrahedron condition of III.e.1.(e) if C is strict. This said, we have
A.ii.2. Definition. For Xi a direct, respectively inverse, system in C a direct, respectively
inverse, limit consists in a 0-cell, lim−→iXi, respectively lim←−iXi, 1-cells Xi : Xi → lim−→iXi,
respectively Xi : lim←−iXi → Xi, 2-cells, ξij : Xj ⇒ XiFij , respectively ξ
ji : Xj ⇒ F jiXi,
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whenever j → i, for which whenever k → j → i the tetrahedron
(A.7)
lim−→iXi
Xk
Xj
Xi
Xk

Fjkrr
Xj

Fij
<< Fikkk
Xi

(with the obvious faces) 2-commutes, respectively the opposite diagram for inverse limits such
that given any other 0-cell, Y , 1-cells Yi, respectively Y i, and 2-cells ηij , respectively ηji
forming such a diagram there is a 1-cell Z : lim−→iXi → Y , respectively Z : Y → lim←−iXi along
with 2-cells ζi : Yi → ZXi, respectively ζi : Y i → XiZ, such that for j → i the tetrahedron
(A.8)
Y
Xj
Xi
lim−→iXi
Yj

Fijrr
Yi

Xi
<<
Xjkk
Z

(with the obvious faces) 2-commutes, respectively the opposite diagram for inverse limits
while enjoying the following uniqueness property: if Z ′, ζ ′i etc. also yields a series of such
2-commutative diagrams then there is a unique ψ : Z ⇒ Z ′ such that
(A.9) Yi Z ′Xi
ZXi
ζi
9A
(Xi)
∗ψ
%ζ′i +3
respectively (modulo notation) (A.5), commutes for all i.
Again, if limits exists they’re unique up to equivalence, while pertinent existence results are
A.ii.3. Example. Direct limits of groupoids In this case we can define a groupoid, X , whose
objects are
(A.10) ob(X ) :=
∐
i
ob(Xi)
Now suppose that we have arrows k → i → h, j → i → h, and objects xk ∈ ob(Xi), xj ∈
ob(Xj) then we have Hom-sets,
(A.11) Homi(xj , xk) := HomXi(Fij(xj), Fik(xk))
with transition functions
(A.12) Thi : Homi(xj , xk)→ Homh(xj , xk) : f 7→ γ−1hik(xk)Fhi(f)γhij(xj)
satisfying Tgi = TghThi for any further arrow h→ g by (A.6), and
(A.13) HomX (xj , xk) := lim−→
i
Homi(xj , xk)
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where the latter is just directed limit in Ens with respect to the transition functions Thi does
the job.
A.ii.4. Example. Inverse limits of groupoids Here we define a groupoid, X , with objects a
subset of
(A.14)
∏
i≥j
ob(X i)×Ar(X j) 3 (xi, ξji)
where we further insist that
(A.15) ξji : F ji(xi)→ xj , and ξki = ξkjF kj(ξji)γkji, whenever i ≥ j ≥ k
while an arrow between two such objects, xi× ξji, yi×ηji is an element (f i) ∈∏i Ar(Xi) with
source xi, sink yi for which the following diagram commutes
(A.16)
F ji(xi) −−−−→
F ji(f i)
yi
ξji
y yηji
xj
fj−−−−→ yj
In the particular case of groups, i.e. groupoids with 1-object, one can usefully observe the
contrasting behaviour of the direct and inverse limits, to wit:
A.ii.5. Remark. If Xi are groups, Γi ⇒ pt, with I filtered on the left and the directed, respec-
tively inverse, system is in groups, i.e. γijk, respectively γkji, is the identity, then:
(a) The directed limit is again a group, and coincides with the group direct limit.
(b) The inverse limit need not be a group. In fact the isomorphism classes of objects in lim←−iXi-
which is an invariant of groupoids up to equivalence- is lim←−i
(1)Γi, while the stabaliser of the
object defined by the points of the Xi is the inverse limit in groups. Consequently, [Jen72,
Théorème 7.1], inverse limits of finite groups are pro-finite groups, but otherwise anything can
happen.
A.iii. Champ means 2-sheaf. For E a site, the fact that an E-groupoid in the sense of
[LMB00, 2.1]- replace Aff/S in op. cit. by E- or an E fibred groupoid in the sense of [Gir71,
I.1.0.2] is equivalent to giving a normalised (i.e. trivial on identities) 2-functor
(A.17) X : Eop → Grpd : U 7→X (U); {V f−→ U} 7→ Xf ; (g, f) 7→ ξg,f
as defined in (A.6) is [SGA-I, Exposé VI.7-8], where we do not adopt the shorthand Xf = f∗ to
avoid confusion with pull-backs of natural transformations, or the actual 1-functor of (A.19).
The only reason, therefore, why one doesn’t call this a pre-champ (or functorially with respect to
the ideas pre-2-sheaf in English) is because the gluing/sheaf condition is itself double barrelled,
(A.20), and one wants (perhaps not necessarily correctly) to reserve ‘pre-champ’ for the 2-
functors of (A.17) which satisfies some but not all of the gluing condition. More precisely for
x, y ∈X (U) one has by (A.6) an actual (and not just a pseudo) functor
(A.18) HomU (x, y) : E/U
op → Ens : {V v−→ U} 7→ HomX (V )(Xv(x), Xv(y))
where for W f−→ V the transition maps are given by,
(A.19) HomU (x, y)(V )
f∗−→ HomU (x, y)(W ) : ρ 7→ ξ−1f,vXf (ρ)ξf,v
and one asks that for every cover V → U ∈ E,
(A.20) 1→X (U)→X (V )
Xt
⇒
Xs
X (V ×U V )→→→X (V ×U V ×U V )
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is “exact”, according to the only possible meaning that exact could have, i.e., [LMB00, 3.1]
or [Gir71, II.1.2.1], for every pair of objects (A.18)-(A.19) defines a sheaf (a.k.a. the pre-
champ condition), while for pij , respectively pi, the projections from V ×U V ×U V to V ×U V ,
respectively V , the objects of X (U) are, up to isomorphism, precisely objects of x ∈ X (V )
together with an arrow φ : Xs(x) → Xt(x) such that in the sense of (A.19)- albeit relative to
V rather than U - p∗13φ = p∗23φp∗12φ. Evidently, therefore, one thinks of x ∈ X (U) as a global
section, and we may usefully observe,
a) In principle there is a competing definition of global section over U , i.e. a transformation
between the identity 2-functor on E/U and X restricted to the same. However, essentially
for the same reason that (A.18)-(A.19) define a sheaf, the objects V 7→ Xv(x), and arrows
f 7→ ξf,v, in the notation of op. cit. define such a transformation, and, better still, any other
transformation admits a modification into one enjoying this special form, i.e. X (U) is all
possible global sections up to isomorphism.
b) There is a minor, but informative, generalisation, to wit: let U ∈ E, Ui ∈ E/U , i = 1 or 2
be given, along with objects xi ∈X (Ui) then,
(A.21) E/U 3 V 7→ (vi : V → Ui, φ : Xv1(x1)→ Xv2(x2))
is for j : U1 ×U U2 → U the fibre product, with projections pi, representable by the sheaf,
(A.22) j!
(
HomU1×UU2(Xp1(x1), Xp2(x2))
)
Consequently the espace étalé generalises as it should, i.e.
A.iii.1. Corollary. Let E be the étale site of a topological, respectively algebraic, space S, and
X /E a champ (as defined in (A.17) and (A.20)) then there is a cover U → S which viewed as
a sheaf factors through X , and, A.i.1, (s, t) : R := U ×X U ⇒ U , U , but not necessarily R,
separated, is an étale groupoid such that (over E) X is equivalently to the classifying champ
[U/R].
Proof. Following the case of the analogous proposition for sheaves- [Mil80, V.1.5]- we just put
U to be the co-product over all pairs (x, V ) consisting in a sufficiently small open (so by the
respective definitions this will be supposed even if it isn’t standard usage in the topological
case to imply separated) V → S and a section x ∈ X (V ). By item.(a) above, the x, define a
2-functor from U (identified with the identity on (E/U)op) toX while by item.(b) the resulting
fibre product U ×X U is represented by a sheaf, of which R is the espace étalé. 
Plainly, A.iii.1, invites the reading “every 2-sheaf is representable”, which, although correct,
like the espace étalé of a sheaf requires a little care if things aren’t locally constant. For
example, whether algebraically or topologically, consider the classifying champ Y of the action,
A1C × µ2 ⇒ A1C, by ±1 on the affine line. The coarse quotient, Y = A1C/± ∼−→ A1C is a moduli
space for Y , but the “2-sheaf of sections of Y → Y ” is just the sheaf j!Y ∗ for j : Y ∗ ↪→ Y
the complement of the origin, and one fails to recover Y . Similarly, the space of arrows R-
even in cases such as S a manifold where the topology of S poses no obstruction- needn’t be
separated, and while R (as opposed to s× t) separated isn’t, cf. [LMB00, 4.1], always required
in the definition of an algebraic champ, quasi-compactness of s × t usually is, which in turn,
needs further, if wholly reasonable hypothesis, e.g. the sheaves defined by (A.19)-(A.20) are
constructible.
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