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ORTHOGONAL UNITS OF THE DOUBLE BURNSIDE RING
JAMISON BARSOTTI
Abstract. Given a finite group G, its double Burnside ring B(G,G), has a
natural duality operation that arises from considering opposite (G,G)-bisets.
In this article, we systematically study the subgroup of units of B(G,G), where
elements are inverse to their dual, so called orthogonal units. We show the
existence of an inflation map that embeds the group of orthogonal units of
B(G/N,G/N) into the group of orthogonal units of B(G,G), when N is a
normal subgroup of G, and study some properties and consequences. In par-
ticular, we use these maps to determine the orthogonal units of B(G,G), when
G is a cyclic p-group, and p is an odd prime.
Keywords: Burnside ring, double Burnside ring, biset, biset functor, orthogonal
unit, rng morphism
1. introduction
The double Burnside ring of a finite group G, denoted B(G,G), is an important
and interesting invariant in the representation theory of finite groups. It is a cen-
tral object in the study of biset functors, which has in turn answered important
questions in representation theory of finite groups. In particular, bisets functors
were used in determining the unit group of the standard Burnside ring for p-groups
(see [5]) and determining the Dade group of a a finite group (see Chapter 12 of [6]).
It has also been the subject of study in connection to group fusion and algebraic
topology (see [9]).
Unlike the usual Burnside ring, the double Burnside ring is non-commutative
and does not seem to have a convenient, so called, ghost ring (see Theorem 2.1)
that one can embed it into. This has been the subject of much research (see [2], [3],
and [7]) . The trade-off is that B(G,G) carries much more data about the group
G than its standard Burnside ring, though it is more difficult to work with.
The goal of the article at hand is to begin a structural theory of orthogonal units
of the double Burnside ring. That is, units u ∈ B(G,G)× such that uu◦ = u◦u =
IdG, where (−)◦ is the natural duality operator on B(G,G) (see Proposition 2.9)
and IdG is the identity element of B(G,G). These units form a group, denoted by
B◦(G,G). We offer three main results towards this goal:
First, we introduce inflation maps that embed units of double Burnside rings of
quotient groups. If N is a normal subgroup of G, we denote these group homo-
morphism by dBInfGG/N : B(G/N,G/N)
× → B(G,G)× (Proposition 3.3). We also
define isomorphism maps and show these behave well with the inflation maps, in
the biset sense. These maps restrict to maps between orthogonal unit groups.
Second, our first main theorem, Theorem 4.6, establishes the existence of a
naturally occurring elementary abelian 2-subgroup of orthogonal units of B(G,G).
These subgroups have a basis (in the sense of F2 vector spaces) parametrized using
the normal subgroups of G.
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Lastly, our second main theorem (listed below), begins the classification of these
orthogonal unit groups for cyclic p-groups Cpn , where p is a prime. We complete
this classification for odd primes, leaving only the cases where p = 2 and n > 1.
Theorem 1.1. Let G be a cyclic p-group with p a prime:
i) If G is trivial, then B◦(G,G) ∼= C2.
ii) If G = C2, then B◦(G,G) ∼= C2 ×D8.
iii) If p is odd and |G| = pn, then
B◦(G,G) ∼=


Cn+22 ×
∏n
i=1Out(Cpi) if p = 3
Cn+12 ×
∏n
i=1Out(Cpi) if p > 3
2. preliminaries
In this section, we pool together definitions, results, and notation common for
the subject. We give direct reference where applicable, and brief proofs for a few of
the results. However, we remark that all the results in this sections can be found
in [6], [3], or [4].
2.1. The Burnside ring of a finite group. Given a finite group G, the Burnside
ring of G, which we denote by B(G), is defined to be the Grothendieck ring of
isomorphism classes of finite (left) G-sets, with respect to the operations disjoint
union and cartesian product. Recall that the Burnside ring is free as a Z-module
with a basis given by the isomorphism classes of transitive G-sets. Further, the
isomorphism classes of transitive G-sets can be parameterized by the subgroups of
G, up to conjugation, by considering the corresponding coset space. So if we let
SG be a set of representatives of the conjugacy classes of subgroups of G, then we
get an explicit basis of B(G), by considering {[G/H ]}H∈SG , where [G/H ] indicates
the class of the G-set G/H in B(G).
2.2. The ghost ring of B(G). If S is a subgroup of G and X is a G-set, we can
consider the set of elements in X , that are fixed by S, which we denote by XS.
We will the notation |XS|, to denote the cardinality of this set. For any g ∈ G, we
have |X
gS | = |XS |. It follows that this induces a ring homomorphism from B(G)
into Z. We abusively denote the image of this map by |aS | for a ∈ B(G). One of
the most fundamental results about B(G), due to Burnside, is that these we can
use these maps to embed B(G) into a direct product of Z. This is called the ghost
ring of B(G).
Theorem 2.1 (Burnside). Let G be a finite group and SG a set of representatives
of conjugacy classes of subgroups of G. Then the map
B(G)→
∏
S∈SG
Z
a 7→ (|aS |)s∈Z
is an injective ring homomorphism with finite cokernel.
An immediate corollary to the above fact is that the unit group of B(G) is an
elementary abelian 2-group. However, determining B(G)× in general is still very
open, even for the case of solvable groups. Results and progress on this problem
can be found in [5], [10], and [1].
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2.3. Bisets. Given finite groups G and H , a set X equipped with a left G-action
and a rightH-action, such that (g ·x)·h = g ·(x·h) is called a (G,H)-biset. If we con-
sider the Grothendieck group of finite (G,H)-bisets, with respect to disjoint union,
these form a Z module we denote by B(G,H). Note that B(G,H) is canonically
isomorphic, as a Z-module, to B(G×H), since there is a one-to-one correspondence
between (G,H)-bisets and left G × H-sets Given by identifying the (G,H) biset
X with the left G ×H-set X , together with the action (g, h) · x = gxh−1, for all
(g, h) ∈ G×H and x ∈ X . Thus B(G,H) has a basis given by {[G×H/L]}L∈SG×H .
We recount some fundamental information about bisets.
Recall that a section of G is a pair of subgroups (A,B) of G, with B 6 A.
Goursat’s Lemma gives us an important way to enumerate the standard basis of
B(G,H) in terms of sections of G and sections of H . Given a subgroup L 6 G×H ,
we define the first and second projections of L by P1(L) := {g ∈ G | (g, h) ∈ L}
and P2(L) := {h ∈ H | (g, h) ∈ L}. We also define the first and second kernels
of L by K1(L) := {g ∈ G | (g, 1) ∈ L} and K2(L) := {h ∈ H | (1, h) ∈ L}. We
then have that K1(L) 6 P1(L) 6 G and K2(L) 6 P2(L) 6 H . In other words,
the pairs (P1(L),K1(L)) and (P2(L),K2(L)) are sections of G and H respectively.
Moreover, there is a canonical isomorphism ϕ : P2(L)/K2(L)→ P1(L)/K1(L) such
that if (g, h) ∈ L, then ϕ(gK2(L)) = hK1(L).
Lemma 2.2 (Goursat’s Lemma, [6], Lemma 2.3.25). If G and H are groups and
L is a subgroup of G×H, then there is a unique isomorphism ϕ : P2(L)/K2(L)→
P1(L)/K1(M) such that if (g, h) ∈ L, then ϕ : (gK2(L)) = hK1(L).
Conversely, for any sections (A,B) and (C,D) of G and H, respectively, such
that there is an isomorphism ϕ : A/B → C/D, there is a subgroup
L(A,B),ϕ,(C,D) = L := {(g, h) ∈ G×H |ϕ(hD) = gB},
where P1(L) = A,K1(L) = B,P2(L) = C, and K2(L) = D.
Remark 2.3. If G and H are finite groups and L 6 G×H , we frequently identify
L with the quintuple (A,B, ϕ,C,D), where P1(L) = A, P2(L) = C, K1(L) = B,
K2(L) = D, and ϕ is the isomorphism P2(L)/K2(L)
∼
→ P1(L)/K1(M) described by
Goursat’s Lemma. In this case, we say L is encoded as the quintuple (A,B, ϕ,C,D).
We abusively write this as L = (A,B, ϕ,C,D). We also will write (A,B, ϕ,C,D) as
(A,B;C,D)ϕ. In the case where A = B and C = D, we will just use the quadruple
(A,B;C,D), since there is no choice of ϕ.
We also remark that in Propositions 5.4 and 5.5, we consider G being a cyclic
group of order pn, where p is a prime number. Since the subgroups of G are in
one-to-one with the nonnegative integers 0, · · · , n, we use the notation (i, j; k, l)ϕ,
where 0 ≤ i, j, k, l ≤ n and i− j = k − l ≥ 0 to encode subgroups of G×G..
If we suppose finite groups G, H , and K, a (G,H)-biset X , and an (H,K)-biset
Y , we can set X ×H Y to be the H-obits of the H-set X × Y with the action
h · (x, y) = (xh−1, hy), for any h ∈ H and (x, y) ∈ X×Y . We then let X×H Y take
on the natural action from G × K. Elements of X ×H Y are denoted by (x,H y).
The operation ×H , which we call the tensor product of bisets, induces a bilinear
map from B(G,H) × B(H,K) → B(G,K), which we denote with ◦H , such that
[X ] ◦H [Y ] = [X ×H Y ].
Proposition 2.4 ([6], 2.3.14(1)). Let G,H,K, and L be groups. If U is a (G,H)-
biset, V is an (H,K)-biset, and W is a (K,L)-biset. then there is a canonical
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isomorphism of (G,L)-bisets
(U ×H V )×K W ∼= U ×H (V ×K W )
given by ((u,H v),K w) 7→ (u,H (v,K w)), for all (u, v, w) ∈ U × V ×W .
Remark 2.5. The above proposition implies that if the bilinear maps ◦H : B(G,H)×
B(H,K) → B(G,K) and ◦K : B(H,K) × B(K,L) → B(H,L) interact associa-
tively. That is
((a ◦H b) ◦K c) = (a ◦H (b ◦K c)) ∈ B(G,L),
for all a ∈ B(G,H), b ∈ B(H,K), and c ∈ B(K,L). Because of this, we will
frequently write it without the subscript if the context is clear.
There is another related operation we need to consider, this time between sub-
groups of G × H and H × K. Given a subgroup L 6 G × H and a subgroup
M 6 H ×K, we can define a subgroup of G×K by
L ∗M := {(g, k) ∈ G×K | ∃h ∈ H, such that (g, h) ∈ L and (h, k) ∈M}.
The following proposition gives us a formula for computing the product ◦H of
basis elements of B(G,H) and B(H,K) in terms of the basis of B(G,K).
Proposition 2.6 ([6], 2.3.24). For L 6 G×H and M 6 H ×K, we have
[G×H/L] ◦H [H ×K/M ] =
∑
h∈[P2(L)\H/P1(M)]
[G×K/(L ∗ (h,1)M)] ∈ B(G,K)
2.4. Opposite bisets. The following definition is central to our topic.
Definition 2.7. ([6], 2.3.6) If G and H are finite groups and X is a (G,H)-biset,
then there is a unique (H,G)-biset called the opposite biset of X , which is equal to
the set X , equipped with the action
h · x · g = g−1xh−1 ∈ X
for all h ∈ H , g ∈ G, and x ∈ X . We denote this (H,G)-biset by X◦.
If L 6 G×H , we also consider the opposite subgroup of L, defined by
L◦ := {(h, g) ∈ H ×G | (g, h) ∈ L} 6 H ×G.
Lemma 2.8. Let G,H, and K be finite groups.
(i) If L is a subgroup of G×H, then
(G×H/L)◦ ∼= H ×G/L◦
as (H,G)-bisets.
(ii) If L 6 G×H and M 6 H ×K then
(L◦)◦ = L
and
(L ∗M)◦ = M◦ ∗ L◦.
(iii) If X is a (G,H)-biset and Y is an (H,K)-biset, then
(X ×H Y )
◦ ∼= Y ◦ ×H X
◦
as (K,G)-bisets.
ORTHOGONAL UNITS OF THE DOUBLE BURNSIDE RING 5
(iv) There is a group isomorphism (−)◦ : B(G,H)→ B(H,G) induced by send-
ing
[X ] 7→ [X◦]
for any (G,H)-biset X.
Proof. Part (ii) follows easily from definitions. Part (iv) follows from part (i).
To prove (i), it is sufficient to check that the map (g, h)L → (h−1, g−1)L◦ is an
isomorphism of (H,G)-bisets. Similarly, for (iii), it just needs to be verified that
(x,H y) 7→ (y,H , x) is a well-defined isomorphism of (K,G)-bisets. The verifications
are straightforward. 
2.5. Double Burnside rings. If G is a finite group, then B(G,G) has a ring
structure given by the multiplication [X ] ◦G [Y ] = [X ×G Y ] for all (G,G)-bisets X
and Y . With this multiplication B(G,G) is called the double Burnside ring of G.
The identity element of B(G,G), which we denote by IdG, is equal to the class [G],
where G is the set of elements of G with the usual left and right multiplication as
its (G,G)-action.
It should be recognized that although B(G,G) and B(G×G) are isomorphic as
groups, their ring structures are quite different. For example, Burnside rings are
commutative rings, yet B(G,G) is commutative only when G is trivial. Thus, we
have B(G,G) ∼= B(G×G) as rings if and only if B(G,G) ∼= B(G×G) ∼= B(G) ∼= Z.
Proposition 2.9. Let G be a finite group. Taking opposite bisets induces an anti-
involution on B(G,G). In other words, for any a, b ∈ B(G,G) we have
(a◦)◦ = a
and
(a ◦G b)
◦ = b◦ ◦G a
◦.
Proof. The first equality follows from Lemma 2.8, using parts (i), (ii), and (iv).
The second equality follows from Lemma 2.8(iii). 
2.6. Elementary bisets. In this subsection, we assume G is a finite group and N
is a normal subgroup of G. For the topic at hand we only consider three of the five
elementary biset types. The interested reader is encouraged to check out Bouc’s
treatise on the subject in Chapters 1 and 2 from [6], where the following definition
and propositions come from.
Definition 2.10. The (G,G/N)-biset G/N with natural action will be called in-
flation from G/N to G and denoted by InfGG/N . Dually, we define deflation from
G to G/N to be the set G/N with natural (G/N,G)-action and denote this by
DefGG/N .
If f : G 7→ H is an isomorphism, then the set H with the (H,G)-action h ·x ·g =
hxf(g), for all h, x ∈ H and all g ∈ G, will be denoted Iso(f).
Note that the biset InfGG/N gives rise to a functor from the category of finite G/N -
sets to the category of G-sets. Similarly, DefGG/N gives rise to a functor from the
category of G-sets to the category of G/N -sets. This justifies the slightly awkward
“from/to” language in their definition. We abusively denote the images of these
bisets in B(G,G/N) and B(G/N,G) as InfGG/N and Def
G
G/N , respectively. Similarly,
for an isomorphism f : G→ H we do not notationally distinguish the biset Iso(f)
from its image in B(H,G).
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Proposition 2.11 ([6], 1.1.3, 2.b.). Let G be a finite group, N 6 G, and ϕ : G→ H
is a group isomorphism., then
Iso(ϕ′) ◦DefGG/N = Def
H
H/ϕ(N) ◦ Iso(ϕ)
Iso(ϕ) ◦ InfGG/N = Inf
H
H/ϕ(N) ◦ Iso(ϕ),
where ϕ′ : G/N → H/ϕ(N) is the gorup isomorphism induced by ϕ.
(Again, all the statements in the proposition below can be found in [6] Chapters
1 and 2, however, the last statement of part (iv) in the comes from 6.2.3 in [6].)
Proposition 2.12.
(i) Identifying G/1 with G, we have InfGG/1 = Def
G
G/1 = IdG ∈ B(G,G).
(ii) We have (InfGG/N )
◦ = DefGG/N ∈ B(G/N,G) and (Def
G
G/N )
◦ = InfGG/N ∈
B(G,G/N).
(iii) If M is a normal subgroup of G containing N , then
InfGG/N ◦ Inf
G/N
G/M = Inf
G
G/M ∈ B(G,G/M)
and
DefGG/N ◦Def
G/N
G/M = Def
G
G/M ∈ B(G/M,G).
(Note we are identifying G/M canonically with the quotient (G/N)/(M/N).)
(iv) There is an isomorphism of (G/N,G/N)-bisets
DefGG/N ×G Inf
G
G/N
∼= G/N.
Thus DefGG/N ◦ Inf
G
G/N = IdG/N ∈ B(G/N,G/N). Moreover, Inf
G
G/N ◦
DefNG/N is an idempotent in B(G,G).
Proof. Statements (i) and (ii) are clear. For (iii), notice that (G/N)×G/N (G/M)
andG/M are isomorphic as (G,G/M)-bisets via the map (g1N,G/N g2M) 7→ (g1g2M).
Thus InfGG/N ·G/N Inf
G/N
G/M = Inf
G
G/M ∈ B(G,G/M). Taking opposites give us
DefGG/N ◦Def
G/N
G/M = Def
G
G/M ∈ B(G/M,G).
For (iv), we use the isomorphism (g1N,G g2N) 7→ g1g2N of (G,G)-bisets Def
G
G/N×G
InfGG/N
∼= G/N . The last statement follows from the calculation
InfGG/N ◦Def
N
G/N ◦ Inf
G
G/N ◦Def
N
G/N = Inf
G
G/N ◦ IdG/N ◦Def
N
G/N = Inf
G
G/N ◦Def
N
G/N .

Notation 2.13 ([6], 6.2.3). Given a normal subgroup N of G, we use the notation
jGN := Inf
G
G/N ◦Def
N
G/N
to denote the idempotent from Proposition 2.12(iv) associated with N .
One thing to not is that jGN = [G × G/L], where Pi(L) = G, and Ki(L) = N ,
with trivial homomorphism P1(L)/K1(L) ∼= P2(L)/K2(L). This tells us that the
set {jGN}N6G is linearly independent in B(G,G).
The idempotents jGN can be used to define a set of useful idempotents from
B(G,G). In the definition below the function µ6G denotes the Mo¨bius function of
the poset of normal subgroups of G.
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Definition 2.14 ([6] 6.2.4). Let G be a finite group and N 6 G. Let fGN denote
the element in B(G,G) defined by
fGN :=
∑
N6M6G
µ6G(N,M)j
G
N .
Proposition 2.15 ([6] 6.2.5 and 6.2.7). Let G. The elements fGM ∈ B(G,G) for
M 6 G, are orthogonal idempotents, and for any N 6 G, we have
jGN =
∑
N6M6G
fGM .
In particular, if N = 1, we have
jG{1} = IdG =
∑
M6G
fGM .
2.7. The ∗ multiplication. In the final section, we will need a robust way of
computing multiplication in the double Burnside ring. It will be worthwhile to
digest the ∗ multiplication a bit more. We consider the general setting where G,H ,
and K are finite groups. The following is a classic lemma due to Zassenhaus.
Lemma 2.16 (Butterfly Lemma). Let (A,B) and (C,D) be two sections of G.
Then there exists a canonical isomorphism
β(A′, B′;C′, D′) : C′/D′ → A′/B′
where B 6 B′ 6 A′ 6 A and D 6 D′ 6 C′ 6 C are defined as
A′ = (A ∩ C)B, B′ = (A ∩D)B, C′ = (C ∩A)D, and D′ = (C ∩B)D.
The isomorphism β(A′, B′;C′, D′) is uniquely determined by the property that it
takes xD′ to xB′ for all x ∈ C ∩ A.
Recall Goursat’s Lemma (2.2) allows us to describe any subgroup of G×H as a
quintuple (A,B, ϕ,C,D) where the pairs (A,B) and (C,D) are sections of G and
H , respectively, and ϕ : C/D → A/B is a uniquely determined isomorphism. For
subgroups L 6 G ×H and M 6 H × G, the following lemma describes explicitly
the product L ∗M in these terms. Both the lemma and subsequent diagram that
illustrates it can be found in [3].
Lemma 2.17 ([3], 2.7). Let L = (P1,K1, ϕ, P2,K2) 6 G×H andM = (P3,K3, ψ, P4,K4) 6
H ×K. Then
L ∗M = (P ′1,K
′
1, ϕ ◦ β(P
′
2,K
′
2;P
′
3,K
′
3) ◦ ψ, P
′
4,K
′
4) 6 G×K
where
• K2 6 K ′2 6 P
′
2 6 P2 and K3 6 K
′
3 6 P
′
3 6 P3 are determined by the
Butterfly Lemma applied to the sections (P2,K2) and (P3,K3) of H;
• K1 6 K ′1 6 P
′
1 6 P1 and K4 6 K
′
4 6 P
′
4 6 P4 are determined by
P ′1/K1 = ϕ(P
′
2/K2), K
′
1/K1 = ϕ(K
′
2/K2)
P ′4/K4 = ψ
−1(P ′3/K3), K
′
4/K4 = ψ
−1(K ′3/K3);
• the isomorphisms ϕ : P ′2/K
′
2 → P
′
1/K
′
1 and ψ : P
′
4/K
′
4 → P
′
3/K
′
3 are
induced by the isomorphism ϕ and ψ, respectively.
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H H
K
G
P1 P2
P3 P4
P ′1 P
′
2 P
′
3 P
′
4
K ′1 K
′
2 K
′
3 K
′
4
K1 K2
1 K3 K4
1 1
1
ϕ β ψ
ϕ
ψ
2.8. The bifree double Burnside ring. There are a few notable consequences
of Proposition 2.6 and Lemma 2.17. Given a finite group G and M 6 G × G,
if |P1(M)/K1(M)| = |P2(M)/K2(M)| < |G|, then Lemma 2.17 implies |P1(M ∗
L)/K1(M ∗ L)| = |P2(M ∗ L)/K2(M ∗ L)| < |G| and |P1(L ∗M)/K1(L ∗M)| =
|P2(L ∗M)/K2(L ∗M)| < |G| for all subgroups L 6 G×G. Thus, Proposition 2.6
implies that the elements of B(G,G) spanned by the basis elements [G × G/M ]
where |P1(M)/K1(M)| = |P2(M)/K2(M)| < |G| form and ideal of B(G,G).
Proposition 2.18 ([6], 4.3.2). Let G be a finite group and let IG denote the
subgroup of B(G,G) spanned by elements [G × G/M ], where M 6 G × G and
|P1(M)/K1(M)| = |P2(M)/K2(M)| < |G|. Then IG is an ideal of B(G,G) and
there is a surjective ring homomorphism
ρ : B(G,G)→ ZOut(G),
with IG = ker(ρ), that sends [G×G/M ] 7→ 0 if |P1(M)/K1(M)| = |P2(M)/K2(M)| <
|G| and [G×G/M ] 7→ ϕ if P1(M) = P2(M) = G and K1(M) = K2(M) = 1, where
ϕ is the uniquely determined automorphism of G indicated by the Goursat Lemma
and ϕ is its image in Out(G).
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Remark 2.19. The map in Proposition 2.18 is a retraction to the ring homomor-
phism
η : ZOut(G)→ B(G,G),
ϕ 7→ [G×G/M ]
whereM 6 G×G is defined by the quintuple (G, 1, ϕ,G, 1). Indeed, the map is well-
defined, since the basis elements of B(G,G) are conjugation invariant. Moreover,
if L = (G, 1, ψ,G, 1), then Proposition 2.6 implies
[G×G/M ] ·G [G×G/L] = [G×G/(M ∗ L)]
and Lemma 2.17 implies that M ∗ L = (G, 1, ϕ ◦ ψ,G, 1).
IfM 6 G×G such that K1(M) = K2(M) = 1, then we sayM is bifree. Through
Goursat’s Lemma, bifree subgroups can be identified with notation ∆(A,ϕ,B) or
∆ϕ(A,B), where A = P1(M) 6 G, B = P2(M) 6 G and ϕ : A → B is an
isomorphism. If A = B, then we write ∆ϕ(A,B) = ∆ϕ(A). In the case where ϕ
is the identity, we simply write ∆(A). Note that ∆(A,ϕ,B) = (A, {1};B, {1})ϕ in
the notation of Remark 2.3.
It is straightforward to check, using Lemma 2.17, that for M,L 6 G × G, if
Ki(M) = Ki(L) = 1 for i = 1, 2, then Ki(M ∗ L) = 1 for i = 1, 2. It follows
by Proposition 2.6 that the subset B∆(G,G) ⊂ B(G,G) spanned by the elements
[G × G/M ], where M is bifree, is a subring. We call B∆(G,G) the bifree double
Burnside ring.
It is clear that for any subgroup M = (A,B, ϕ,C,D) 6 G × G, we have M◦ =
(C,D, ϕ−1, A,B). Thus if M is bifree, so is M◦ and Proposition 2.8 implies that
taking opposite bisets induces a group automorphism on B∆(G,G).
We end this section with a well-known embedding of B(G) into B∆(G,G). The
proof can be found in [[6], 2.5.5-2.5.8].
Proposition 2.20. Let G be a finite group. The map
ι : B(G)→ B∆(G,G)
[G/L] 7→ [G×G/∆(L)]
is an injective ring homomorphism.
3. An inflation map between units
We begin this section with an observation that we have a natural embedding of
double Burnside rings of quotient groups, in the sense that there exists an injective
rng morphism. Recall, a rng is a set with the same properties of a ring, without
the assumption of an identity. If A and B are rngs, then a rng morphism is a map
that is both additive and multiplicative. We denote the category of rngs by Rng.
Lemma 3.1. Let G be a finite group and N 6 G. Then there is an injective rng
morphism
B(G/N,G/N)→ B(G,G)
a 7→ InfGG/N ◦ a ◦Def
G
G/N .
Proof. The additivity follows from the distributivity of the tensor product of bisets.
Recall from Proposition 2.12 DefGG/N ◦ Inf
G
G/N = IdG/N , thus
InfGG/N ◦ ab ◦Def
G
G/N
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= InfGG/N ◦ a ◦Def
G
G/N ◦ Inf
G
G/N ◦ b ◦Def
G
G/N ,
for all a, b ∈ B(G/N,G/N), so the map is multiplicative.
The injectivity of this map follows from the fact there is a group homomorphism,
defined
B(G,G)→ B(G/N,G/N)
x 7→ DefGG/N ◦ x ◦ Inf
G
G/N ,
that is its left inverse. Indeed, we have
DefGG/N ◦ Inf
G
G/N ◦ a ◦Def
G
G/N ◦ Inf
G
G/N = a ∈ B(G/N,G/N).

Let Rng1 by the full subcategory of Rng whose objects are rings (with unity).
Below is a generalization of the familiar functor which restricts rings to their group
of units.
Lemma 3.2. There is a functor
(−)× : Rng1 → Grp
defined such that, for any A ∈ Ob(Rng1), we have
A 7→ A×
and for any morphism f : A→ B in Rng1, we have
f× : A× → B×
u 7→ 1B + f(u− 1A).
Moreover, this functor takes monomorphisms to monomorphisms.
Proof. The last statement is clear. It suffices to check that if u is a unit in A,
then 1B + f(u − 1A) is a unit in B, that f× is a group homomorphism, and that
composition is well-defined. All are straightforward but we check composition: If
f : A→ B and g : B → C are morphisms from Rng1 and u ∈ A
×, then
g× ◦ f×(u) = g×(1B + f(u− 1A)) = 1C + g(1B + f(u− 1A)− 1B)
= 1C + g(f(u− 1A)) = 1C + g ◦ f(u− 1A) = (g ◦ f)
×(u).

Using this functor, and Lemma 3.1 we get the following structural maps on unit
groups of double Burnside rings.
Proposition and Definition 3.3. Let G be a finite group and N 6 G. Then
there is an injective group homomorphism
dBInfGG/N : B(G/N,G/N)
× → B(G,G)×
defined by
u 7→ 1G + Inf
G
G/N ◦ (u− 1G/N) ◦Def
G
G/N
for all u ∈ B(G/N,G/N)×. Moreover, we have
i) dBInfGG/1 is the identity map if we identify G/1 with G, and
ii) if M is a normal subgroup of G containing N , then
dBInfGG/N ◦ dBInf
G/N
G/M = dBInf
G
G/M .
Note we are identifying G/M canonically with the quotient (G/N)/(M/N).
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Proof. The existence of dBInfGG/N follows form Lemmas 3.1 and 3.2. The last two
properties follow from Proposition 2.12. 
The next proposition says that if N 6 G, then the image of the embedding
B(G/N,G/N) →֒ B(G,G) from Lemma 3.1, can be seen as the span of basis
elements of B(G,G), [G×G/L] with L 6 G×G, which have N ×N 6 L.
Lemma 3.4. Let G be a finite group and N a normal subgroup of G. Suppose
L 6 G × G is the subgroup encoded be Goursat’s Lemma as (P1,K1, ϕ, P2,K2).
If N 6 K1 and N 6 K2. Define L
′ to be the subgroup of G/N × G/N encoded
by Goursat’s Lemma as (P ′1,K
′
1, ϕ, P
′
2,K
′
2), where P
′
1, P
′
2,K
′
1,K
′
2 and ϕ are defined
respectively by P1, P2,K1,K2 and ϕ, through the natural surjection G → G/N .
Then
G×G/L ∼= InfGG/N ×G/N (G/N ×G/N)/L
′ ×G/N Def
G
G/N
as (G,G)-bisets, via the mapping
(g1, g2)L 7→ (N ,G/N (g1N, g2N)L
′ ,G/N N).
Proof. This amounts to straightforward verification that the explicit map is an
isomorphism of bisets. 
We immediately get the following corollary.
Corollary 3.5. If G is a finite group and N is a nontrivial normal subgroup of G,
then
im(dBInfGG/N ) ∩B
∆(G,G) = {IdG}.
Notation 3.6. If f : G→ H is an isomorphism of groups, then the map
B(G,G)→ B(H,H)
a 7→ Iso(f) ◦ a ◦ Iso(f−1)
is clearly an isomorphism of rings. Moreover, denote the restriction of this map to
units by
dBIso(f) : B(G,G)× → B(H,H)×.
Proposition 3.7. Let G be a finite group and N a normal subgroup of G. Suppose
ϕ : G→ H is an isomorphism of groups, then
dBIso(ϕ) ◦ dBInfGG/N = dBInf
H
H/ϕ(N) ◦ dBIso(ϕ
′),
where ϕ′ : G/N → H/ϕ(N) is the isomorphism induced by ϕ.
Proof. This follows from Proposition 2.11.

4. Orthogonal units
Definition 4.1. Let G be a finite group. A unit u ∈ B(G,G)× is called orthogonal
if we have
uu◦ = u◦u = IdG.
The set of orthogonal units of B(G,G) is denoted by B◦(G,G).
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Remark 4.2. Given a finite group G, the set B◦(G,G) of orthogonal units is a
subgroup of B(G,G)×. Indeed, if u, v ∈ B◦(G,G), then by Proposition 2.9 we have
(uv)◦ = v◦u◦,
thus
(uv)(v◦u◦) = (v◦u◦)(uv) = IdG.
So we call B◦(G,G) the group orthogonal units of B(G,G).
Proposition 4.3. Let G be finite group and N 6 G. The map dBInfGG/N restricts
to a group homomorphism
dBInfGG/N : B◦(G/N,G/N)→ B◦(G,G)
Proof. We check that the image of the proposed restriction lands in B◦(G,G). Let
u ∈ B◦(G/N,G/N). Then
(dBInfGG/N (u))
◦ = [IdG + Inf
G
G/N ◦ (u− IdG/N ) ◦Def
G
G/N ]
◦
= (IdG + Inf
G
G/N ◦ u ◦Def
G
G/N − j
G
N )
◦ = IdG + Inf
G
G/N ◦ u
◦ ◦DefGG/N − j
G
N
= dBInfGG/N (u
◦) = (dBInfGG/N (u))
−1,
since dBInfGG/N (u) is a group homomorphism.

From here on, we will assume the function dBInfGG/N is the one from Porposi-
tion 4.3.
Elements from the subset B∆◦ (G,G) := B◦(G,G) ∩ B
∆(G,G) are called bifree
orthogonal units. Since M 6 G × G is bifree if an only if M◦ is bifree, it follows
that B∆◦ (G,G) is a subgroup of B◦(G,G). Boltje and Perepelitsky studied and
characterized these groups for nilpotent G.
Theorem 4.4 ([4], 1.1(e)). Let G be nilpotent group. Then
B∆◦ (G,G)
∼= B×(G)⋊Out(G)
with respect to the natural action of Out(G) on B(G)×.
We will need the following result for a detail in Theorem 4.6. Recall the definition
of idempotents fGN ∈ B(G,G), for N 6 G from Definition 2.14.
Lemma 4.5. Let G be a finite group. Let N andM be two sets of normal subgroups
of G. Then ∑
N∈N
fGN =
∑
M∈M
fGM .
if and only if N =M.
Proof. The “if” direction is trivial. The “only if” direction follows from the fact
that the set {fGN}N6G is linearly independent in B(G,G), which follows from their
definition. 
There is another naturally occurring subgroup of B◦(G,G). Trivially, we know
that IdG = [G] = [G × G/∆(G)] ∈ B(G,G) is in B◦(G,G). Moreover, we also
have that −IdG ∈ B◦(G,G). Thus, there is a subgroup obtained by inflating the
negative identities, as we run over all normal subgroups of G.
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Theorem 4.6. Let G be a finite group. Set n to be the number of normal subgroups
G has and
HdB := 〈dBInf
G
G/N (−IdG/N ) |N 6 G〉
Then HdB is an elementary abelian 2-sugroup of B◦(G,G), with order 2
n. More-
over, we have B∆◦ (G,G) ∩HdB = {±IdG}.
Proof. We prove this in a slightly indirect fashion. Notice that
(IdG − 2f
G
N )
2 = IdG − 4f
G
N + 4f
G
Nf
G
N = IdG − 4f
G
N + 4f
G
N = IdG,
since fGN is an idempotent. Further, we have that
(IdG − 2f
G
N )
◦ = Id◦G − 2(f
G
N )
◦ = IdG − 2f
G
N ,
so IdG − 2fGN ∈ B◦(G,G). If we set
H ′ = 〈IdG − 2f
G
N |N 6 G〉
then we will proceed by proving that H ′ has all the properties expected of HdB
and see that HdB = H
′.
We first prove that H ′ is an elementary abelian 2-group. However, we have seen
that every generator of H ′ has order 2, so it suffices to see that it is abelian. If M
is a different normal subgroup of G, then
(IdG − 2f
G
N )(IdG − 2f
G
M ) = IdG − 2f
G
N − 2f
G
M + 4f
G
Nf
G
M
= IdG − 2(f
G
N + f
G
M ) = IdG − 2f
G
N − 2f
G
M + 4f
G
Mf
G
N = (IdG − 2f
G
M )(IdG − 2f
G
N ),
where the second and third equality come from the fact that fGN f
G
M = f
G
Mf
G
N =
0, which follows from Proposition 2.15 since N 6= M . Moreover, together with
Lemma 4.5, this calculation is easily extended to show every element of H ′ can be
written uniquely as
IdG − 2
(∑
N∈N
fGN
)
where N is any set of normal subgroups of G. Hence |H ′| = 2n.
By the definition of dBInfGG/N , we have
dBInfGG/N (−IdG/N ) = IdG − Inf
G
G/N ◦ (IdG/N + IdG/N ) ◦DefG/N
= IdG − 2Inf
G
G/N ◦DefG/N = IdG − 2j
G
N .
Thus by Proposition 2.15, we have
∏
N6M6G
(IdG − 2f
G
N ) = IdG − 2

 ∑
N6M6G
fGN


IdG − 2j
G
N = dBInf
G
G/N (−IdG/N ).
This proves that HdB ⊆ H ′. Moreover, this calculation shows that working induc-
tively (by descending order, starting with N = G), we can replace the generators
of H ′ with the generators of HdB, thus HdB = H
′.
The last statement comes from noticing that IdG − 2
(∑
N∈N
fGN
)
∈ B∆(G,G) if
and only if
∑
N∈N f
G
N = 0 or IdG, since each f
G
N =
∑
N6M6G µ6G(N,M)j
G
N and
jGN ∈ B
∆(G,G) if and only if G = 1. Thus B∆◦ (G,G) ∩HdB = {±IdG}. 
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Corollary 4.7. Let G be a finite group. Then B∆◦ (G,G) = B◦(G,G) if and only
if G is trivial.
Proof. In the case where G is trivial, it is easy to see that B(G,G) ∼= B(G) as rings
and that B(G,G)× = B◦(G,G) = B
∆
◦ (G,G) = {±IdG}. Otherwise, Theorem 4.6
shows that HdB ⊂ B◦(G,G) has at least 4 elements but B∆◦ (G,G)∩HdB = {±IdG}.
The result follows. 
Remark 4.8. The genesis of this paper began when the author’s advisor, Robert
Boltje, asked the author to investigate orthogonal units of the double Burnside
ring that are not bifree. There is a connection to modular representation theory
in considering what is called the trivial source ring. If F is an algebraically closed
field of characteristic p > 0 and G and H are finite groups with blocks A and B
from FG and FH , repspectively, we denote by T (A,B) to be the Grothendieck
group, with respect to direct sum, of (A,B)-bimodules that are direct summands
of finitely generated permutation F (G×H) modules. If G = H and A = B, this is
a ring with respect to the tensor product over A (or over FG).
Taking F -duals gives rise to a bilinear group isomorphism from T (A,A) to itself,
γ 7→ γ◦, with the property (γβ)◦ = β◦γ◦. In [4], it is posed to consider the group
of auto-equivalencies of the subgroup T∆(A,A) ⊂ T (A,A), with respect to taking
duals, that is elements γ ∈ T∆(A,A) such that γγ◦ = γ◦γ = Id, where T∆(A,A) is
the the subgroup of T (A,A) spanned by those standard basis elements of T (A,A)
which have vertex coming from a subgroup of the form ∆ϕ(X,Y ) of G × G. This
group is denoted by T∆◦ (A,A). However, it makes sense to also consider the group
T◦(A,A), i.e. all elements γ ∈ T (A,A), such that γγ
◦ = γ◦γ = Id.
In the case that G is a p-group, then A = FG and there is a canonical, dual
preserving, isomorphism T (A,A) ∼= B(G,G), that restricts to an isomorphism
T∆(A,A) ∼= B∆(G,G). In particular, Corollary 4.7 can be used to show that
in general T∆◦ (A,A) is a proper subgroup of T◦(A,A).
More information on T (A,B) and T∆◦ (A,A) can be found in [8].
Lemma 4.9 ([4], 3.2(c)). Let G be a finite group. For each γ ∈ B∆◦ (G,G), there
is a unique ϕ ∈ Out(G) and a unique ǫ ∈ {±1} such that ρ(γ) = ǫϕ. Moreover, the
resulting map
B∆◦ (G,G)→ Out(G)
γ 7→ ϕ
is a surjective group homomorphism.
Remark 4.10. We make a slight variation on the above map to fit better with our
purposes. If we identify Out(G) with its image in (ZOut(G))× and consider the
the subgroup 〈−IdOut(G),Out(G)〉 6 (ZOut(G))
×. The above lemma tells us that
restricting the the map ρ gives us a surjective group homomorphism
ρ× : B∆◦ (G,G)→ 〈−IdOut(G),Out(G)〉.
The first part of next lemma shows that we can extend the map from Remark 4.10
to all of B◦(G,G). All parts are likely known by experts, except for the last part.
Lemma 4.11. Let G be a finite group.
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(i) For each γ ∈ B◦(G,G), there is a unique ϕ ∈ Out(G) and a unique ǫ ∈
{±1} such that ρ(γ) = ǫϕ In particular, the map ρ : B(G,G) → ZOut(G)
restricts to a surjective group homomorphism
ρ× : B◦(G,G)→ 〈−IdOut(G),Out(G)〉
u 7→ sgn(ǫ)ϕ,
where we are identifying the group Out(G) with its image in (ZOut(G))×.
(ii) The map η : ZOut(G)→ B(G,G) restricts to an injective group homomor-
phism
η : 〈−IdOut(G),Out(G)〉 → B◦(G,G),
such that ρ× ◦ η = Id. In particular, B◦(G,G) = im(η)⋉ ker(ρ×).
(iii) There is a one-to-one correspondence between u ∈ ker(ρ×) and elements
a ∈ IG such that
aa◦ = a◦a = a+ a◦.
(iv) If N is a nontrivial normal subgroup of G, then im(dBInfGG/N ) 6 ker(ρ
×).
Proof. To prove (i) let u ∈ B◦(G,G) and write u = u∆ + uI where
u∆ =
∑
ϕ∈Out(G)
cϕ[G×G/∆ϕ(G)]
with cϕ ∈ Z for all ϕ ∈ Out(G), and uI ∈ IG. Then we have u◦ = u◦∆ + u
◦
I , with
u◦I ∈ IG and
u◦∆ =
∑
ϕ∈Out(G)
cϕ[G×G/∆ϕ−1(G)].
We prove that u∆ ∈ B∆◦ (G,G) and the result will follow from Lemma 4.9 since
ρ(uI) = 0. We have that u∆ ∈ B∆(G,G) so it suffices to see that u∆u◦∆ = u
◦
∆u∆ =
IdG. Indeed,
IdG = uu
◦ = (u∆ + uI)(u
◦
∆ + u
◦
I) = u∆u
◦
∆ + u∆u
◦
I + uIu
◦
∆ + uIu
◦
I .
Yet, u∆u
◦
I +uIu
◦
∆+uIu
◦
I ∈ IG and if we write u∆u
◦
∆ in terms of the standard basis
elements of B(G,G), none of the summands will be in IG, hence u∆u
◦
I + uIu
◦
∆ +
uIu
◦
I = 0 and so u∆u
◦
∆ = IdG. Similarly, we get that u
◦
∆u∆ = IdG.
Part (ii) is clear from the definition of η.
Part (iii) follows by writing u = IdG − a and noticing that u ∈ ker(ρ×) if and
only if ρ(a) = 0 and
IdG = uu
◦ = IdG − a− a
◦ + aa◦ = u◦u = −a− a◦ + a◦a,
if and only if a ∈ IG and
aa◦ = a◦a = a+ a◦.
Part (iv) follows from part (iii) and Lemma 3.4.

Remark 4.12. There is another way to naturally produce units in B◦(G,G),
namely via the embedding ι : B(G) → B(G,G) (see Proposition 2.20). In fact,
if we restrict this map to units we get a map
ι : B(G)× → B∆◦ (G,G).
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Moreover, if we look at the subgroup of B(G)× consisting of elements x ∈ B(G)×
such that |xG| = 1 (see Theorem 2.1), this can be identified with B(G)× :=
B(G)×/{±1}, and ι induces an injective group homomorphism
ι′ : B(G)× → B∆◦ (G,G) ∩ ker(ρ
×).
That this map is surjective for nilpotent groups follows from Lemma 4.11 and
Theorem 4.4. However, it is shown in [4] (4.1, 4.3) that ι′ is not surjective in
general.
Furthermore, if N is a nontrivial normal subgroup of G, we also have im(ι′) ∩
im(dBInfGG/N ) = {IdG}. This follows since im(dBInf
G
G/N )∩B
∆(G,G) = IdG, which
is a consequence of Lemma 3.4.
5. Cyclic p-groups
In this final section, we use the inflation maps between units of double Burnside
rings to prove Theorem 1.1. If G is a finite group and N is a normal subgroup of G,
we will assume dBInfGG/N is the map from B◦(G/N,G/N) to B◦(G,G) established
in Proposition 4.3.
Since we are working with double Burnside rings of cyclic groups it is useful to
consider double Burnside rings for general abelian groups. In particular, we study a
useful isomorphism for calculation in the double Burnside ring in this case. Before
we do so, suppose G is an abelian group and let SG×G denote the set of subgroups
of G×G. Define the map
γ : SG×G × SG×G → Z
γ(L,M) =
|G|
|P2(L)P1(M)|
.
Notice that since G is abelian, Proposition 2.6 tells us the product
[G×G/L] ◦G [G×G/M ] =
∑
h∈P1(L)\G/P2(M)
[G×G/(L ∗ (h,1)M)]
=
∑
h∈G/(P1(L)P2(M))
[G×G/(L ∗M)] = γ(L,M)[G×G/(L ∗M)].
It follows from the associativity of ◦G that γ satisfies the 2-cocycle relation.
Definition 5.1. If G is a finite abelian group and SG×G is the set of subgroups of
G×G. We define ZγSG×G to be the Z-algebra with basis given by the elements of
SG×G and multiplication defined by extending
L ∗′M := γ(L,M)L ∗M,
for L,M ∈ SG×G, linearly to all elements of ZγSG×G.
Proposition 5.2. Let G be an abelian group. We have an isomorphism of algebras
B(G,G) ∼= ZγSG×G given by the map
[G×G/M ] 7→M.
Moreover, the duality operator on B(G,G) corresponds with the duality operator on
ZγSG×G induced by taking opposite bisets.
Proof. Since G is abelian, this is a one-to-one correspondence between bases. The
verification that multiplication is preserved follows from Proposition 2.6. The last
statement follows from Proposition 2.8. 
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In the following proofs, we abusively identify B(G,G) with ZγSG×G , since G
will always be abelian. We also ignore the operator ∗′.
Lemma 5.3. Suppose G is finite a cyclic group. Then
B◦(G,G) = im(η)× ker(ρ
×)
where η and ρ× are the maps from Lemma 4.11.
Proof. This amounts to showing that conjugation by an element of im(η) is trivial
on elements of ker(ρ×). We can actually say more. In fact, we show that im(η) ⊂
Z(B(G,G)). Every element of im(η) is of the form ǫ∆ϕ(G) where ǫ ∈ {±1} and ϕ
is an automorphism of G. Write G = 〈x〉, then ϕ(x) = xk where k relatively prime
with the order of G. Suppose L = (P1,K1, ψ, P2,K2) ∈ SG×G. By Proposition 5.2
and Lemma 2.17 we have
∆ϕ(G) ∗
′ L = (G, 1, ϕ,G, 1) ∗′ (P1,K1, ψ, P2,K2) = (P1,K1, ϕ ◦ ψ, P2,K2)
where ϕ : P1/K1 → P1/K1 is the map that takes xK1 to x
kK1. However, ϕ ◦ ψ =
ψ ◦ ϕ′ where ϕ′ : P2/K2 → P2/K2 that takes xK2 7→ xkK2. Thus
∆ϕ(G) ∗
′ L = (P1,K1, ϕ ◦ ψ, P2,K2) = (P1,K2, ψ ◦ ϕ
′, P2,K2) = L ∗
′ ∆ϕ(G),
where the last equality, again, comes from Lemma 2.17. The result follows. 
We now specialize to the case where p is a prime and G is a cyclic p-group.
Theorem 1.1 will be a consequence of the next two propositions. It is proved by
induction. The first proposition encompasses the base case, with the next propo-
sition essentially being the inductive step when p is odd. We refer the reader to
Remark 2.3 for a recap on the notation used for the following propositions.
Proposition 5.4. Let G = Cp where p is a prime.
(i) If p = 2, then B◦(G,G) ∼= C2 ×D8.
(ii) If p = 3, then B◦(G,G) ∼= Cp−1 × C32
(iii) If p > 3, then B◦(G,G) ∼= Cp−1 × C
2
2
Proof. Referring to Lemma 4.11, we have that im(η) ∼= Cp−1 ×C2 and Lemma 5.3
shows that im(η) is in the center of B(G,G). What is left is to determine ker(ρ×).
Suppose u ∈ ker(ρ×). By Lemma 4.11 (iii), we can write u = IdG − α where
α ∈ IG and αα◦ = α◦α = α + α◦. Since G has exactly two subgroups, it follows
by Goursat’s Lemma that IG is spanned by exactly four elements, namely w =
(1, 1, Id, 1, 1), x = (1, 1, Id, G,G), y = (G,G, Id, 1, 1), and z = (G,G, Id, G,G).
Notice that w◦ = w and z◦ = z and x◦ = y and y◦ = x. Given integers
a1, a2, a3, a4 ∈ Z, we can write
α = a1w + a2x+ a3y + a4z
and
α◦ = a1w + a3x+ a2y + a4z.
It is straightforward to verify, using Proposition 5.2 and Lemma 2.17, that
ww = pw,wx = px, wy = w,wz = x,
xw = w, xx = x, xy = w, xz = x,
yw = py, yx = pz, yy = y, yz = z,
zw = y, zx = z, zy = y, zz = z.
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If we write
αα◦ = c1w + c2x+ c3y + c4z,
with
c1 = pa
2
1 + 2a1a2 + a
2
2 = (p− 1)a
2
1 + (a1 + a2)
2
c2 = pa1a3 + a1a4 + a2a3 + a2a4
c3 = pa1a2 + a2a3 + a1a4 + a3a4
c4 = pa
2
3 + 2a3a4 + a
2
4 = (p− 1)a
2
3 + (a3 + a4)
2,
and note that α+ α◦ = 2a1x+ (a2 + a3)y + (a2 + a3)w + 2a4z, we have
c1 = (p− 1)a
2
1 + (a1 + a2)
2 = 2a1
c2 = pa1a3 + a1a4 + a2a3 + a2a4 = a2 + a3
c3 = pa1a2 + a2a3 + a1a4 + a3a4 = a2 + a3
c4 = (p− 1)a
2
3 + (a3 + a4)
2 = 2a4.
Dually, we have
α◦α = d1w + d2x+ d3y + d4z = α+ α
◦,
which implies
d1 = (p− 1)a
2
1 + (a1 + a3)
2 = 2a1
d2 = pa1a2 + a1a4 + a2a3 + a3a4 = a2 + a3
d3 = pa1a3 + a2a3 + a1a4 + a2a4 = a2 + a3
d4 = (p− 1)a
2
2 + (a2 + a4)
2 = 2a4.
Thus, our search boils down to finding quadruples (a1, a2, a3, a4) of integers that
satisfy the above quadratic equations.
Notice that c1, d1 ≥ 0, this implies that a1 ≥ 0. Moreover, from c1 and d1 we
also have that
(a1 + a2)
2 = (a1 + a3)
2 = (2− (p− 1)a1)a1 ≥ 0.
If a1 = 0, then a2 = a3 = 0. Looking at c4 and d4, this leave a4 = 0 or a4 = 2.
Note that both (0, 0, 0, 0) and (0, 0, 0, 2) satisfy our system of equations.
If a1 6= 0, then this implies that 2 − (p − 1)a1 ≥ 0 =⇒
2
p−1 ≥ a1. Since p is
a prime, this forces p = 2 or p = 3. We note that this implies that if that in the
case p > 3, a1 = 0 and ker(ρ
×) has exactly 2 elements, thus it is isomorphic to
C2 and this proves (iii). We split the rest of the proof up into the two obvious cases.
Case p = 3:
We continue with the assumption that a1 > 0. The inequality
2
p−1 ≥ a1 forces
a1 = 1. The coefficients c1 and d1 then imply that
(1 + a2)
2 = (1 + a3)
2 = 0 =⇒ a2 = a3 = −1
Looking at the coefficients c4 and d4, we can conclude that a4 must satisfy the
quadratic equation
2 + (a4 − 1)
2 = 2a4.
Thus a4 = 1 or a4 = 3. Checking that the quadruples (1,−1,−1, 1) and (1,−1,−1,−3)
both satisfy the equations given by the coefficients c2 and c3 (note that d2 and d3
are the same). We see that | ker(ρ×)| = 4. That it is isomorphic to C22 comes form
the fact that every element is self dual, thus has order 2. This proves (ii).
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Case p = 2: We again assume that a1 > 0 and call upon the inequality
2
p−1 ≥ a1.
There are two cases, either a1 = 1 or a1 = 2. If a1 = 2, then c1 and d1 imply that
(2 + a2)
2 = (2 + a3)
2 = 0, which forces a2 = a3 = −2. Using the coefficients c4
and d4, this means that a4 must satisfy the quadratic 4 + (a4 − 2)2 = 2a4 and
this implies a4 = 2 or a4 = 4. Note that both the quadruples (2,−2,−2, 2) and
(2,−2,−2, 4) satisfy the equations given by the coefficients c2 and c3.
If a1 = 1, then (1 + a2)
2 = (1 + a3)
2 = 1 =⇒ a2 ∈ {0,−2} and a3 ∈ {0,−2}. If
a2 = a3 = 0 then any of the equations provided by c2, c3, d2, d3 imply that a4 = 0.
Clearly (1, 0, 0, 0) satisfies c4 and d4.
If a2 = −2 (respectively a3 = −2), then d4 (respectively c4) implies a4 = 2 or
a4 = 4. Which narrows the other quadruples down to (1,−2, 0, 2), (1,−2, 0, 4),
(1, 0,−2, 2), (1, 0,−2, 4), (1,−2,−2, 2), and (1,−2,−2, 4). Notice that the only
quadruples that satisfy the coefficients c2 and c2, are (1,−2, 0, 2), (1, 0,−2, 2) and
(1,−2,−2, 4). Thus, ker(ρ×) is a group of order 8, parametrized by the quadruples
(0, 0, 0, 0), (0, 0, 0, 2), (2,−2,−2, 2), (2,−2,−2, 4),
(1, 0, 0, 0), (1,−2, 0, 2), (1, 0,−2, 2), (1,−2,−2, 4).
Notice that exactly 6 elements are self dual. This implies that ker(ρ×) has 5
elements of order 2 and 2 elements of order 4. Thus, ker(ρ×) ∼= D8 proving (i). 
We note that the above proposition gives an outlines for how to find orthogonal
units of double Burnside rings for a general finite group G. Boiling the process
down to solving a system of (several) quadratic equations. However, as can already
be seen, this process is rather tedious and not particularly insightful. For cyclic
groups of order p, it showcases that p = 2 and p = 3 are exceptional cases. Yet, in
the inductive step, we will see that p = 3 falls in line with the rest of the odd cases.
However, the case where p = 2 remains exceptional. We leave the p = 2 open to
further research for now.
Proposition 5.5. Let p be an odd prime. Let G = Cpn with n > 1. Then
B◦(G,G) = im(η)× im(dBInf
Cpn
Cpn/Cp
).
Proof. Our strategy starts off similarly to how we approached Proposition 5.4. Us-
ing Lemma 4.11 (ii) and Lemma 5.3, we want to show that im(ρ×) = im(dBInf
Cpn
Cpn/Cp
).
To accomplish this let u = IdG−α ∈ im(ρ×) with α ∈ IG and αα◦ = α◦α = α+α◦.
Moreover, if SG×G is the set of subgroups of G×G, we can write
α =
∑
X∈SG×G
aXX
with aX ∈ Z. By Goursat’s Lemma, each X can be encoded as a quintuple
(Cpa , Cpb , ϕ, Cpc , Cpd) where 0 ≤ a, c ≤ n, a−b = c−d > 0 and ϕ is an isomorphism
Cpc/Cpd ∼= Cpa/Cpb . We abbreviate this by (a, b; c, d)ϕ. Our goal is to show that if
b = 0 or d = 0, then aX = 0 for all X ∈ SG×G. By Lemma 3.4, this will imply that
there is some α′ ∈ B(Cpn/Cp, Cpn/Cp) such that α = Inf
Cpn
Cpn/Cp
◦ α′ ◦ Def
Cpn
Cpn/Cp
,
where α′α′◦ = α′◦α′ = α′ + α′◦. In other words, u ∈ im(dBInf
Cpn
Cpn/Cp
). The result
then follows from Lemma 4.11 (iv).
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We begin by writing
αα◦ =
∑
X∈SG×G
cXX
We will work inductively, first by considering the coefficient c∆(C
pn−1
). Recall that
∆(Cpi) = (i, 0; i, 0) ∈ SG×G. Notice that for anyX,Y ∈ SG×G, with X,Y ∈ IG and
X ∗ Y = ∆(Cpn−1), Lemma 2.17 implies that X is encoded as (n − 1, 0; c, d)ϕ and
Y is encoded as (c, d; , n− 1, 0)ϕ−1, where c− d = n− 1. In other words, X
◦ = Y .
This implies that the coefficient c∆(C
pn−1
) of αα
◦, is equal to
pa2∆(C
pn−1
) + p
∑
Y
a2Y +
∑
Z
a2Z
where Y runs over all the elements of SG encoded as (n − 1, 0;n − 1, 0)ϕ with ϕ
nontrivial, and Z runs over the elements of SG encoded as (n − 1, 0;n, 1)ψ. Since
αα◦ = α+ α◦, we have c∆(C
pn−1
) = 2a∆(C
pn−1
). Thus
pa2∆(C
pn−1
) + p
∑
Y
a2Y +
∑
Z
a2Z = 2a∆(Cpn−1) ≥ 0,
which implies that a∆(C
pn−1
) ≥ 0. However, this further implies that
2
p ≥ a∆(Cpn−1).
Since p is an odd prime, this forces a∆(C
pn−1
) = 0. Which forces aX = 0 as X runs
over all elements of SG×G that can be encoded as (n− 1, 0; c, d)ϕ.
Dually, since αα◦ = α◦α, we also get that aX = 0 as X runs over elements SG×G
that can be encoded as (c, d;n− 1, 0)ϕ.
Now we assume that for X encoded as (b, 0; c, d)ϕ or X encoded as (c, d; b, 0)ψ,
for 1 < b ≤ n − 1, we have aX = 0. Consider now the coefficient c∆(C
pb−1
). As
before Proposition 2.17 implies that if X ∗ Y = (b− 1, 0; b− 1, 0) = ∆(Cpb−1 ) such
that X is encoded as (b− 1, 0; c, d)ϕ and Y as (c, d; , b− 1, 0)ψ, then X◦ = Y . Thus
if we compute the coefficient c∆(C
pb−1
) using the computation αα
◦, we have
pn−b+1a2∆(C
pb−1
)+p
n−b+1
∑
Zn−b+1
a2Zn−b+1+· · ·+p
∑
Z1
a2Z1+
∑
Z0
a2Z0 = 2a∆(Cpb−1) ≥ 0,
where Zn−b+1 runs over elements of SG×G which can be encoded by (b−1, 0; b−1, 0)ϕ
with ϕ nontrivial, and Zi runs through all elements of SG×G which can be encoded
as (b − 1, 0; c, d)ψ, with c = i, for i = 0, . . . , n − b. As in the base case, we must
have 2
pn−b+1
≥ a∆(C
pb−1
) ≥ 0. This forces a∆(C
pb−1
) = 0 and thus aZi = 0 as we
run over all possible Zi and i = 0, · · · , n− b+ 1.
Considering αα◦ = α◦α, inductively speaking we have that aX = 0 as X runs
through elements of SG×G that can be encoded as (i, 0; c, d)ϕ or (c, d; i, 0)ψ for
i = 1, · · · , n.
The final step is to consider the coefficients aX whereX is encoded as (0, 0; c, c) or
(d, d; 0, 0) for some 0 ≤ c, d ≤ n (note we leave off the isomorphism, since it is trivial
in this case). We show these coefficients are all 0 as well. To do this, we compute the
coefficient a∆({1}). However, there is a catch! We have proven so far that aX = 0 if
Pi(X) 6= Ki(X) = {1} for i = 1 or i = 2, so if we consider elements X,Y ∈ SG×G
encoded as (0, 0; c, c) or (d, d; , 0, 0), then X ∗Y = (0, 0; 0, 0) = ∆({1}), as long as X
encoded as (0, 0; c, c) and Y encoded as (d, d; 0, 0) for any 0 ≤ c, d ≤ n. Moreover,
if X is encoded as (0, 0; c, c) then X◦ is encoded as (c, c; 0, 0). We abbreviate the
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coefficient for (0, 0; c, c) in α by ac, for all 0 ≤ c ≤ n. Hence, computing the
coefficient c∆({1}) in αα
◦ gives us
pna20 + p
n−1a21 + · · ·+ a
2
n + 2
∑
(i,j)
pn−iaiaj
as (i, j) runs over pairs 0 ≤ j < i ≤ n. Thus
pna20 + p
n−1a21 + · · ·+ a
2
n + 2
∑
(i,j)
pn−iaiaj
= (a0 + · · ·+ an)
2 + (pn − 1)a20 + (p
n−1 − 1)a21 + · · ·+ (p− 1)a
2
n−1
+2
∑
(l,k)
(pn−l − 1)alak
= (a0 + · · ·+ an)
2 + (p− 1)(a0 + · · ·+ an−1)
2
(pn − p)a20 + (p
n−1 − p)a21 + · · ·+ (p− p)a
2
n−2
+2
∑
(r,s)
(pn−r − p)aras,
as (l, k) runs over pairs 0 ≤ k < l < n and (r, s) runs over pairs 0 ≤ s < r < n− 1
Continuing in this fashion, we get
c∆({1}) =
(
n∑
k=0
ak
)2
+
n−1∑
i=0
(pn−i − pn−1−i)

 i∑
j=0
aj


2
.
However, we still have that c∆({1}) = 2a∆({1}). This implies that a∆({1}) ≥ 0.
Moreover, subtracting (pn − pn−1)a2∆({1}) from both sides of the equation(
n∑
k=0
ak
)2
+
n−1∑
i=0
(pn−i − pn−1−i)

 i∑
j=0
aj


2
= 2a∆({1})
still leaves the left hand side nonnegative. Thus 2a∆({1}) − (p
n − pn−1)a2∆({1}) ≥
0 =⇒ 2pn−pn−1 ≥ a∆({1}) ≥ 0. Since p is a prime number, we have a∆({1}) = 0.
Thus the we have
∑i
j=0 aj = 0 for all i = 0, . . . n, which implies a0 = a1 = · · · =
an = 0.
Finally, if we repeat the symmetric argument for the product α◦α, we get that
all the coefficients aX = 0 for X ∈ SG×G encoded as (0, 0; c, c) or (d, d; 0, 0) for any
0 ≤ c, d ≤ n. This proves that ker(ρ×) = im(dBInfC
pn
Cpn/Cp).

Proof of Theorem 1.1. Assume G is cyclic of order pn, where p is a prime.
If G is trivial, then B(G,G) ∼= B(G) ∼= Z, and B(G,G)× = B◦(G,G) = {±1}.
If n = 1, we are done by Proposition 5.4.
Assume now that p is an odd prime. For n = k + 1, with k ≥ 1, Proposition 5.5
tells us that
B◦(G,G) = im(η)× im(dBInf
Cpn
Cpn/Cp
).
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By Lemma 4.11 (ii), im(η) ∼= C2 ×Out(G) and by induction we have,
im(dBInf
Cpn
Cpn/Cp
) ∼= B◦(Cpn−1 , Cpn−1) ∼=


Cn+12 ×
∏n−1
i=1 Out(Cpi) if p = 3
Cn2 ×
∏n−1
i=1 Out(Cpi) if p > 3
.
This finishes the proof. 
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