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A Study on Risk-aware Storage System for Availability Improvements
ABSTRACT This thesis presents Risk-aware storage system, which enables information 
systems to maintain its information services in the severe conditions such as widespread 
disasters. The methods presented in this thesis enable a storage system to be configured as 
Risk-aware storage system with high availability in a short time even if the system is 
large-scale and being operated.
Nowadays, information service continuity is getting more important. Information 
systems have been widely used as part of social infrastructure to provide important 
information services such as governmental, medical, or financial ones. It is required to 
continue the provision of these kinds of services even in the severe condition such as 
immediately after a widespread disaster like an earthquake.
Conventional techniques to improve availability of storage systems are not enough in 
this severe condition. Even the conventional disaster recovery system does not work well in 
a severe disaster case where both a part of storage systems and the wide-area network 
connection to access the alternative service are stopped. In this case, service users in the 
disaster-affected area cannot access the alternative service provided in the alternative site 
over the wide-area network. Therefore, the purpose is to improve storage system availability
in this case.
Risk-aware storage system is presented to maintain its data service in this severe 
condition. Risk-aware storage system is configured based on two features – Metro-area 
distribution and Risk-aware data replication. Metro-area distribution indicates the 
distributed storage system whose devices distributed in an area such as a city and a 
prefecture. This feature enables service users to access data near their location immediately 
after a widespread disaster. Risk-aware data replication indicates that each storage devices 
selects other low-risk storage devices in the system and replicates data in them. This feature 
enables data to be saved from damage of a widespread disaster.
This thesis shows and resolves three challenges needed to configure Risk-aware storage 
system in various actual situations. First challenge is to propose an algorithm that enables 
each site to get equally safe. This challenge is fundamental to configure Risk-aware storage 
system with high availability. Second challenge is to shorten time to select replication site 
with maintaining high availability. This challenge is required to configure large-scale 
Risk-aware storage system which consists of many sites with many replicas. Third challenge 
is to reduce data rebalance amounts with maintaining high availability. This challenge is 
required to configure Risk-aware storage system under operation without large impact on
its service performance.
Fundamental site combination method is presented for the first challenge. The problem
is bias of data risk in the system when configuring Risk-aware storage system. To resolve 
this problem, Replication site combination problem is defined and formulated into a form of 
integer program problem with objective function and two constraints. The objective function 
indicates data amounts expected to be lost by a disaster. The two constraints limit the 
number of replicas and the amount to be received by each site. Moreover, conventional 
general-purpose algorithm for integer program problem can seek the solution of Replication 
site combination problem. The evaluation using an earthquake simulation shows that the 
fundamental site combination method can seek a solution that have reduced the data risk 
bias and improved availability by 20 points compared to Random combination method.
Iterative site combination method is presented for the second challenge. The problem is 
that the fundamental site combination method requires long site combination time to seek 
the optimal solution because target large-scale Risk-aware storage system includes many 
solution candidates. To resolve this problem, Replication site combination problem is divided 
into a set of partial problems with single replica, and the partial problems are solved in 
sequential manner with updating the parameters such as disaster risk and capacity. The 
evaluation using an earthquake simulation shows that the iterative site combination 
method can seek a solution with equivalently high availability in 1/3000 site combination 
time compared to the conventional site combination method.
Partial site recombination method is presented for the third challenge. In general, a 
storage system being operated is required not to disturb its service speed and possibly loses 
its data in the storage shortage case. The problem is that the fundamental site combination 
method lowers the service speed because the system rebalances huge data amounts stored in 
the system when the storage system is reconfigured to add storage capacity. To resolve this 
problem, the partial site recombination method rebalances only part of data to reduce data 
risk efficiently. The evaluation using an earthquake simulation shows that the partial site 
recombination method seeks a solution with equivalently high availability in 34% of data 
rebalance amounts compared to the conventional site combination method.
The achievement of this thesis is to provide a method to configure Risk-aware storage 
system even if the system is large-scale and being operated. Risk-aware storage system is a 
highly available storage system that enables service users to access the service in short time 
immediate after a severe widespread disaster where both a part of storage systems and the 
wide-area network connection to access the alternative service are stopped.
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