We report results of long timescale adaptive kinetic Monte Carlo simulations aimed at identifying possible molecular reordering processes on both proton-disordered and ordered (Fletcher) basal plane (0001) surfaces of hexagonal ice. The simulations are based on a force field for flexible molecules and span a time interval of up to 50 µs at a temperature of 100 K, which represents a lower bound to the temperature range of Earth's atmosphere. Additional calculations using both density functional theory and an ab initio based polarizable potential function are performed to test and refine the force field predictions. Several distinct processes are found to occur readily even at this low temperature, including concerted reorientation (flipping) of neighboring surface molecules, which changes the pattern of dangling H-atoms, and the formation of interstitial defects by the downwards motion of upper-bilayer molecules. On the proton-disordered surface, one major surface roughening process is observed that significantly disrupts the crystalline structure. Despite much longer simulation time, such roughening processes are not observed on the highly ordered Fletcher surface which is energetically more stable because of smaller repulsive interaction between neighboring dangling H-atoms. However, a more localized process takes place on the Fletcher surface involving a surface molecule transiently leaving its lattice site. The flipping process provides a facile pathway of increasing proton-order and stabilizing the surface, supporting a predominantly Fletcher-like ordering of low-temperature ice surfaces, but our simulations also show that proton-disordered patches on the surface may induce significant local reconstructions. Further, a subset of the molecules on the Fletcher surface are susceptible to forming interstitial defects which might provide active sites for various chemical reactions in the atmosphere.
We report results of long timescale adaptive kinetic Monte Carlo simulations aimed at identifying possible molecular reordering processes on both proton-disordered and ordered (Fletcher) basal plane (0001) surfaces of hexagonal ice. The simulations are based on a force field for flexible molecules and span a time interval of up to 50 µs at a temperature of 100 K, which represents a lower bound to the temperature range of Earth's atmosphere. Additional calculations using both density functional theory and an ab initio based polarizable potential function are performed to test and refine the force field predictions. Several distinct processes are found to occur readily even at this low temperature, including concerted reorientation (flipping) of neighboring surface molecules, which changes the pattern of dangling H-atoms, and the formation of interstitial defects by the downwards motion of upper-bilayer molecules. On the proton-disordered surface, one major surface roughening process is observed that significantly disrupts the crystalline structure. Despite much longer simulation time, such roughening processes are not observed on the highly ordered Fletcher surface which is energetically more stable because of smaller repulsive interaction between neighboring dangling H-atoms. However, a more localized process takes place on the 
I. INTRODUCTION
The surface of water ice plays a key role in atmospheric sciences. It moderates the temperature on Earth through reflection of sunlight, traps trace gases and catalyzes various chemical reactions that are inefficient in the gas phase. An important example of the latter is the production of active chlorine species that destroy ozone molecules in polar stratospheric regions 1 . The molecular-level structure and dynamics at ice surfaces are, however, difficult to investigate experimentally and a range of fundamental questions remains unanswered.
At the same time, classical dynamics simulations are challenging because of the need for an accurate description of the molecular interactions and capturing processes that take place on a timescale that is very long compared with vibrational motion.
Ice Ih is the most common ice phase on Earth. In this phase, the oxygen atoms of the water molecules form a hexagonal tetrahedrally ordered lattice. The H 2 O molecules can have a random orientation as long as the ice-rules are obeyed 2 -every H 2 O donates and receives two hydrogen (H-) bonds and there is one H-atom between each nearest neighbor oxygen-oxygen pair. At moderate cooling below the freezing point, i.e., from 273 K down to about 240 K, the ice surface is characterized by a disordered quasi-liquid layer, but the exact temperature at which this layer forms and how its thickness depends on temperature remains to be determined 3 . Nonetheless, timescales involved in this temperature range are within reach of conventional simulation techniques, and classical dynamics simulations using force fields have provided insights into such disordering and pre-melting phenomena [4] [5] [6] . At lower temperature, where polar stratospheric clouds form, below ∼ 200 K, the ice surface is more rigid but molecules in the top bilayer are still significantly more mobile than molecules in the crystal. Laser-induced thermal desorption measurements on isotopically substituted ice films have indicated a mean residence time in the range of 10 −3 s to 10 −6 s at 180-210 K before surface molecules diffuse into the crystal 7 . At even lower temperature, the surface structure and dynamics of ice is relevant for understanding chemical processes in polar mesospheric clouds that form at temperature down to around 140 K. Ice is also abundant in the interstellar medium where the temperature can be as low as ∼10 K. Although the majority of ice under such conditions is believed to be amorphous, observations suggest that also crystalline ice is present 8 .
The molecular-level surface structure of ice at low temperature is still a subject of debate. Even though the detailed surface d-H morphology remains undetermined, it is known that the pattern has a large influence on the energetics of various types of surface defects 16, 17 which may play an important role in determining the chemical reactivity of ice surfaces in the atmosphere as well as in interstellar space. However, obtaining structural and dynamical information on surface proton ordering, defect formation, and possible reconstructions of ice at low temperature is challenging for conventional simulation techniques due to the long timescales involved as compared with vibrational periods. 19 . In the present study, the long timescale dynamics of the pristine basal plane of ice is simulated using AKMC for both proton-ordered and disordered surfaces using the TIP4P/2005f 20 force field. Our AKMC simulations reveal several interesting reordering processes with sufficiently low energy barriers to occur readily on a µs timescale at 100 K.
Interstitial defects can form on both disordered and Fletcher surfaces when a top half-bilayer molecule with a d-H reorients, shifts down and bonds to a second-bilayer molecule. On a proton-disordered surface we observe both a collective reorientation of three neighboring molecules in the surface bilayer, resulting in a stabilization of the surface due to lower repulsion between nearest neighbor d-H, and a surface roughening process that significantly disrupts the crystalline order in the top bilayer, yet still lowers the structural energy. Such a major reconstruction was not observed on the Fletcher surface, despite significantly longer simulation time, although one transient process occurred involving a molecule leaving its lattice site and forming a possible precursor state to a vacancy defect for around 10 ns before returning to its crystalline position. We then compare the energetics of the reordering processes observed using TIP4P/2005f to more advanced approaches, i.e., DFT as well as the ab initio-based single-center multipole expansion (SCME) water model 21 , to test and refine the force field predictions.
This paper is organized as follows. In the next section the ice surfaces and interaction potentials used in this study are described along with details of the AKMC method. We then present our results on both proton-disordered and ordered Fletcher surfaces and compare the force field predictions to more elaborate interaction models, and finally give concluding remarks in the final section. arranged into 6 bilayers. The construction of each sample started from a hexagonal ice crystal with randomly generated H-bond network according to the method of Buch et al. 22 .
The c-axis was chosen along the z-direction and periodic boundary conditions were applied in the x-and y-directions to mimic an infinite surface. The ionic and simulation cell degrees of freedom were then optimized using the TIP4P/2005f force field 20 under the constraint that the ratio between the side-lengths in x-and y-directions remained constant (a and c are allowed to vary). The resulting ratio between c and a is 1.738, which is 6.4% larger than the ratio for a perfect hcp lattice and 6.8% larger than the experimentally observed ratio for ice Ih 23 . For the energy-minimized structure, the lowest two bilayers were then frozen in the crystal configuration and the surface was created by adding a vacuum layer in the z-direction. This method generated an ice Ih substrate with a disordered d-H pattern.
To create a Fletcher surface, the same method was applied, but with an initial crystal sample with a Fletcher-like H-bond pattern between two of the bilayers. The d-H patterns of both substrates are shown in Fig. 1 . The calculated surface energy for the top bilayer is 8.40 meV/Å 2 and 9.13 meV/Å 2 for the Fletcher and disordered surfaces, respectively, calculated as
where the sum runs over the binding energy E b of all molecules in the top bilayer, E b is the cohesive energy of the crystal, 635 meV, and A is the surface area, 23.08Å × 22.21Å.
B. Adaptive kinetic Monte Carlo
To sample configuration space, the adaptive kinetic Monte Carlo method 18,24 was used as implemented in the EON software 25 . This involves sampling potential energy minima by traversing through saddle points (SPs) on the potential energy surface according to the kinetic Monte Carlo (KMC) algorithm. To locate SPs, the iterative minimum-mode following method was applied [26] [27] [28] . This method uses the lowest eigenvalue mode of the Hessian matrix which was, in this case, estimated by the Lanczos method 29, 30 . The search for a SP starts by slightly displacing the system at random from its initial potential energy minimum, referred to here as reactant state. Then, the force component parallel to the minimum-mode is inverted and a climb on the potential energy surface up to a SP is conducted by applying an ordinary minimization algorithm. The two minima separated by the located SP, the reactant and product states, are determined by displacing the system along and in the opposite direction of the minimum-mode at the SP followed by minimization. Searches for SPs and minima were considered converged when the maximum force acting on any atom decreases below 1 meV/Å. Transition rates through the located SPs were estimated using Harmonic Transition State Theory (HTST):
where E SP is the energy of the SP, E R is the energy of the reactant configuration, ν SP,i
and ν R,i are the frequencies of the vibrational modes at the SP configuration excluding the unstable mode and the reactant configuration, respectively, and D is the number of degrees of freedom. For a given reactant state, a successful SP search that identifies a unique SP connecting to a product state is termed a transition and is entered into the event table of that state. When sufficiently many transitions for a reactant state have been found and the event table is considered to be complete enough, the simulation proceeds by picking one of the transitions at random with probability proportional to their relative rates. Time is then advanced by
where µ is a random number on the interval (0, 1] and j runs over all distinct transitions in the event table, and the system is moved to the product state. was set to 100 K in the AKMC simulation, but the energy barrier and pre-exponential factor for each transition were saved and could in principle be used to simulate the system at other temperature within the HTST approximation.
C. Interaction potentials
In all the AKMC simulations, the inter-and intramolecular interactions were modeled with the TIP4P/2005f potential 20 , which is a flexible version of the TIP4P/2005 potential 34 .
The system is subject to periodic boundary conditions and all interactions are smoothly truncated at distances between 9 and 10Å, based on the separation between the centers of mass of the molecules. To further reinforce our conclusions presented below based on AKMC simulations employing TIP4P/2005f we performed additional calculations using DFT and a recent ab initiobased polarizable water potential, the single-center multipole expansion model (SCME) 21 , on structures generated by the AKMC simulations. SCME describes water molecules as interacting static electric multipoles, with the expansion of the electric field going up to the hexadecapole, and many-body effects are treated by polarizable dipole and quadrupole moments. Apart from the rigorous description of the electrostatic interactions, SCME also includes dispersion coefficients from quantum chemistry calculations and a density-dependent short-range repulsion interaction. For DFT calculations a van der Waals density functional (optPBE-vdW 35 ) was used to include non-local dispersion interactions which are important for a realistic description of ice 36 . This functional was shown to accurately describe the energetics of water clusters 35 , and the density of ice Ih is predicted to within 2% accuracy compared to experiments while it overestimates the cohesive energy by 58 meV/H 2 O,
i.e., around 10% 36 . SCME also predicts the equilibrium density of ice to be within 2% of experiments and, furthermore, accurately reproduces the experimental cohesive energy 21 .
When evaluating DFT and SCME energies of the stable structures resulting from the AKMC simulations, the size of the cell was first rescaled, since neither optPBE-vdW nor SCME predict the same lattice parameters as TIP4P/2005f, and all ionic positions were then relaxed. The lattice parameters of SCME were reported in ref. 21 and those of optPBE- where the electronic structure is described with a dual Gaussian and plane-wave basis set.
Core electrons were described by the Goedecker, Teter and Hutter (GTH) pseudopotentials 38 , valence electrons were expanded in a molecularly-optimized polarized triple-ζ basis (TZVP-MOLOPT-GTH) and the cutoff energy of the auxiliary plane wave basis set was set to 340 Ry.
III. RESULTS
We now discuss the results of the AKMC simulations for the two models of the (0001) surface. Starting from both a disordered and a Fletcher surface the long timescale dynamics at 100 K was simulated. For the disordered surface, the simulation was terminated after a surface roughening process occurred at 0.11 µs when a total of 15330 unique transitions had been determined. The simulation of the Fletcher surface was continued up to 49.4 µs, at which time a total of 112536 unique transitions had been found.
A. Proton-disordered surface
Three types of reordering processes were observed on the disordered surface. Two of these processes have a strongly localized characater and involve the crossing of a single SP, while the third is a series of transitions resulting in a reordering of several surface water molecules and a roughening of the surface.
Interstitial formation
The simplest type of process observed was the creation of an interstitial defect. Although the event tables constructed from the SP searches contained several such transitions, only one was chosen as part of the time evolution of the system over the simulated time period of 0.11 µs. This transition is depicted in Fig. 2 Calculated energy differences between reactant and product states of the interstitial formation process by DFT/optPBE-vdW and the polarizable SCME potential differ somewhat from the TIP4P/2005f value, as can be seen in Table I . SCME predicts qualitatively similar energetics with an energy lowering of 25 meV, while DFT predicts an energy increase of 64 meV. Since applying higher levels of theory for a system of this size would be prohibitively expensive, it can only be concluded at this point that the interstitial configuration is a local energy minimum with an energy close to the pristine surface. A more extensive discussion of the comparison between interaction potentials will be presented in section III D below.
Concerted reorientation
Another possible process on the disordered surface revealed by the AKMC simulation is a concerted reorientation of three molecules which shifts a d-H from one surface molecule to
another. This process is analogous to the "relay" mechanism observed by Bishop et al. 6 in classical dynamics simulations using the NvdE six-site potential at 230 K, where it occurred on a ns timescale. Here, we find that it can occur also at 100 K on a µs timescale. Similarly as for the interstitial formation, several instances of this type of flipping process were found in the event tables constructed from the SP searches but only one was chosen as part of the simulated time evolution of the system. This transition is depicted in Fig. 3 exothermic by around 100 meV for SCME and by around 40 meV for DFT.
Surface roughening
The third structural change causing an energy lowering results from a series of 15 transitions starting from a surface with an interstitial defect, shown in This process, which is composed of 15 distinct transitions, disrupts the crystalline order of the surface to a surprisingly large extent and it is important to check its feasibility when the molecular interactions are described using the alternative methods, DFT/optPBE-vdW and SCME. As seen in Table I , SCME predicts energetics similar to TIP4P/2005f with an energy lowering of 177 meV, while DFT also predicts a stabilization but of smaller magnitude, around 62 meV. This roughening of the hexagonal lattice thus appears to be a realistic process that might take place on proton-disordered ice surfaces at low temperature.
B. Fletcher surface
The AKMC simulation starting from a perfectly ordered Fletcher surface spanned a total of 49 µs and revealed two main types of processes. As in the case of the proton-disordered surface, interstitial defects can be created in single transitions, involving just one SP. Around 10% of the surface molecules shift frequently between the normal and interstitial positions.
A process where one molecule temporarily leaves its lattice site, forming a possible precursor state to a vacancy defect on the surface, was also observed.
Interstitial formation
One representative example of an interstitial formation transition is shown in Fig. 5 . For the process to take place, the system must overcome an energy barrier of 160 meV and the corresponding pre-exponential factor was calculated to be 3.0 · 10 13 s −1 . The barrier for interstitial formation is thus 30 meV larger than for the disordered surface, the preexponential factor is smaller by a factor of 3.7 and the stabilization of the surface is only Considering the previously assumed stability of the Fletcher surface 12-14 , the slightly lower energy of the resulting interstitial defect surface compared to the pristine surface is interesting. We find that SCME predicts a very small stabilization, -5 meV, similar to TIP4P/2005f, while DFT/optPBE-vdW predicts a destabilization of 145 meV. Taking into account also the interstitial formation on the disordered surface, there thus appears to be a consistent trend where the TIP4P/2005f force field favors the formation of interstitial defects in order to reduce the number of d-H, while DFT disfavors it and the ab initio-based SCME potential gives results that are in between the other two.
Vacancy formation
The second type of process on the Fletcher surface can be viewed as the first series of transitions towards the formation of a surface vacancy, shown in Fig. 6 . This process starts with the rate-limiting transition where a molecule (blue) rotates its d-H into the surface plane forming a H-bond to a neighboring upper-bilayer molecule with a dangling oxygen lone-pair. The barrier for this transition is 170 meV, the pre-exponential factor is 3.6 · 10 13 s −1 , and the product state, b, is 135 meV less stable than the initial state. Through the following two transitions, b→c→d, the molecule leaves its lattice site and finds a more stable position which is, however, 75 meV less stable than the initial state, a. An analysis of the binding energy of the top bilayer molecules reveals that the major contribution to the destabilization is the less favorable position of the moving molecule which leaves a strongly bound site, E b =503 meV, to enter a less favorable site, E b =451 meV, in the final state. No further reordering transitions took place in the final state. Instead, the affected molecule returned to its initial crystalline position after around 10 ns.
For this process, the SCME and DFT/optPBE-vdW calculations predict a destabilization by 191 and 334 meV, respectively. Again, the more disordered nature of the final state leads to a larger energetic preference in DFT for the perfectly ordered Fletcher surface as compared to the TIP4P/2005f force field, with SCME giving results that are in between the other two. 
C. Comparison of disordered and Fletcher surfaces
The reordering processes discussed above are those selected by the AKMC algorithm from all the transitions identified by the SP searches for the proton-disordered and Fletcher surfaces. These transitions only constitute a small fraction of all the transitions entered in the event tables and additional information can be extracted by inspecting also the states which were not visited in the time evolution generated by the AKMC simulation. 
D. Comparison of interaction potentials
The AKMC simulations using the TIP4P/2005f force field identified several processes that can take place on the basal plane surface of ice Ih at low temperature, and the viability of these has been tested using more elaborate approaches, i.e., DFT/optPBE-vdW and the SCME ab initio-based model. Some conclusions can be drawn from this comparison. Firstly, it is worth highlighting that the product states found by AKMC with the TIP4P/2005f force field are also stable local energy minima when DFT/optPBE-vdW and the SCME potential are used to compute interatomic forces. After rescaling the simulation cell to conform to the DFT/optPBE-vdW or SCME equilibrium lattice constants and relaxing the atomic coordinates, it is found that the geometrical changes occurring in the transitions found by AKMC are similar for the three different descriptions of the molecular interactions. For instance, in the two interstitial formation processes discussed above, on the disordered and TIP4P/2005f, DFT/optPBE-vdW and SCME, all predicting a stabilization of the surface by 190-290 meV, see Table I . The energetics of this process is dominated by the electrostatic repulsion between dangling H-atoms on the surface. Qualitative disagreement arises in the case of the interstitial formation process on both the disordered and the Fletcher phase surfaces, where TIP4P/2005f and SCME predict a stabilization while DFT/optPBE-vdW gives a higher energy for the less ordered final state. In these final states the local environment around the interstitial molecule is of higher density than in the ice crystal; the H-bonds are more bent compared to the crystal and dispersion (van der Waals) interactions become stronger. The energetics are dictated by a balance between electrostatic and dis-persion interactions and the interstitial geometry thus presents a challenge to interaction potentials for water. A priori it cannot be assumed that DFT/optPBE-vdW is significantly more accurate than TIP4P/2005f or SCME, especially considering that it overestimates the cohesive energy of the ice crystal by 58 meV/H 2 O compared to experiment 36 . In order to predict the abundance of interstitial defects on basal plane ice surfaces, it will be important to obtain more accurate theoretical values for these energy differences.
All methods applied here agree in that the surface roughening process lowers the interac- Our observation of a series of transitions that lead to a large distortion of the hexagonal lattice of O-atoms at the proton-disordered surface is difficult to reconcile with existing helium atom scattering experimental data 10 which indicate a smooth basal plane ice surface at 90 K. The initial proton-disordered surface, constructed with a commonly used method for generating proton-disordered ice simulation cells, was metastable with respect to a disordering reconstruction which is hardly reversible due to the associated increase in structural entropy. Further, the flipping process that occurred on the proton-disordered surface provides a possible low-barrier exothermic pathway to increase proton order. Hence it appears unlikely that completely proton-disordered surfaces are representative models of real ice surfaces at low temperature. Although by no means conclusive, the lack of any processes leading to significant distortions of the lattice on the Fletcher surface, despite ∼500 times longer simulation time than for the proton-disordered surface, suggests that proton-order inhibits such processes at low temperature. Furthermore, our analysis of the event tables
constructed by AKMC showed that the Fletcher surface is significantly more robust against local reordering transitions than the disordered substrate. In combination with the above mentioned experiments, our simulation results, therefore, suggest that the surface is to a large extent stabilized by stripes of dangling H-atoms as suggested by Fletcher 15 . This is particularly interesting when considering the relatively small difference, less than 9%, in the energy of the two surfaces. Further work, however, will be required to reveal in more detail what type of patterns of dangling H-atoms might emerge and how they depend on temperature.
Our results also highlight the importance of carefully considering the surface proton order in simulation studies of ice, e.g., when investigating atmospheric chemical reactions. Using proton-disordered surfaces with a large amount of repulsive interactions between dangling H-atoms may lead to unrealistic predictions of the energetics and reaction pathways.
On the other hand, the formation of proton-disordered patches on largely proton-ordered ice surfaces might be considered as rare events that can occur locally. Previous experimental measurements may have been insensitive to the type of roughening of crystalline order that we observe on the proton-disordered surface, but its possible importance for the chemical reactivity of ice surfaces motivates further experimental efforts to characterize in more detail the surface structure of ice at low temperature.
Simpler reordering processes are observed on the ordered Fletcher surface over a time interval of 49 µs, where several molecules frequently rotate around their molecular axis and shift into the surface to become interstitial defects. Some of the surface molecules are particularly susceptible to these processes and spend a significant portion of the simulated time in the defect geometry. Moreover, our observation of a transient process on the Fletcher surface lasting about 10 ns which leads to a possible precursor state to a surface vacancy defect, suggests that surface vacancies may form on a µs timescale even at low temperature,
i.e., around 100 K. Future experimental and theoretical work would be required to quantify the propensity of defects and elucidating how they affect the chemical reactivity of ice surfaces.
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