In this paper, adaptive training beam sequence design for efficient channel estimation in large millimeter-wave (mmWave) multiple-input multiple-output (MIMO) channels is considered. By exploiting the sparsity in large mmWave MIMO channels and imposing a Markovian random walk assumption on the movement of the receiver and reflection clusters, the adaptive training beam sequence design and channel estimation problem is formulated as a partially observable Markov decision process (POMDP) problem that finds non-zero bins in a two-dimensional grid. Under the proposed POMDP framework, optimal and suboptimal adaptive training beam sequence design policies are derived. Furthermore, a very fast suboptimal greedy algorithm is developed based on a newly proposed reduced sufficient statistic to make the computational complexity of the proposed algorithm low to a level for practical implementation. Numerical results are provided to evaluate the performance of the proposed training beam design method. Numerical results show that the proposed training beam sequence design algorithms yield good performance.
which can be implemented in small sizes in the mmWave band [7] . Typically such beamforming requires channel state information (CSI) at the transmitter and the receiver, but the CSI is difficult to acquire in the mmWave band due to the propagation directivity and the low signal-to-noise ratio (SNR) before beamforming due to large pathloss. Thus, efficient and accurate channel estimation is one of the key requirements for the success of large mmWave multiple-input multiple-output (MIMO) systems [4] [5] [6] .
Conventional training-based MIMO channel estimation methods typically assume rich scattering environments or the knowledge 1 of the channel covariance matrix in the rank-deficient channel case [8] [9] [10] [11] [12] [13] . However, such assumption may not be valid in large mmWave MIMO systems due to the high propagation directivity and the narrow beam width associated with large antenna arrays [14] . Typical mmWave channels with large antenna arrays can be modeled as sparse MIMO channels with the virtual channel representation and the directions of ray clusters are unknown to the transmitter and the receiver beforehand [5] , [6] , [14] , [15] (see Fig. 1 ). Thus, conventionally designed training signals and channel estimation methods aiming at the lower frequency band are less efficient, and the training signal design and channel estimation are more challenging in the mmWave case. One way to identify a sparse channel is to transmit all beam directions sequentially in time and pick the direction of the largest signal magnitude [16] . However, such a method is not efficient when the number of all possible directions to search is large as in the large mmWave MIMO case. To tackle the challenge of sparse MIMO channel estimation, algorithms based on compressed sensing (CS) theory have recently been developed [5] , [6] , [14] , [15] . In [14] , the problem of channel estimation in large mmWave MIMO was formulated to capture the sparse nature of the channel and CS tools were applied to analyze the sparse channel estimation performance. In particular, in [5] , [6] , Alkhateeb et al. proposed a channel estimation and training beam design method for large mmWave MIMO systems based on adaptive CS. In their method, the channel estimation is performed over multiple blocks under the assumption that the channel does not vary over the considered multiple blocks. Each block consists of multiple training beam symbol times so that the sparse recovery is feasible at each block, and the next training beam is adaptively designed based on the previous block observation result by using a space bisection approach which is a reasonable choice to search a propagation ray cluster in the space. In the case of time-varying sparse MIMO channels, there exist several works on channel estimation [14] , [17] . In [14] only the time-variation of the complex path gains was considered, whereas the time variation in both the complex path gains and AoDs and AoAs were considered in a recent work [17] .
In this paper, exploiting the channel dynamic, we propose a different training beam design and channel estimation paradigm for sparse large mmWave MIMO systems, based on a decision-theoretical framework, which can be applied to both time-varying and time-invariant sparse MIMO channel estimation. We consider a typical time-duplexed training structure, where one slot consists of a block of pilot symbol times and the following symbol times for data transmission [18] . We assume that still a highly directional narrow pilot beam should be transmitted at each training symbol time to compensate for large pathloss and obtain a reasonable quality channel gain estimate in the mmWave band. Then, the training beam design problem reduces to the problem of choosing the directions of the pilot beams in the space to find the actual propagation paths generated by line-of-sight and/or reflection clusters, as shown in Fig. 1 . Specifically, with the virtual channel representation [14] , the sparse channel estimation reduces to finding the locations and values of the non-zero valued bins in a two-dimensional grid. Our main idea is to impose a Markovian random walk assumption on the movement of the mobile station and the reflection clusters. 2 In the proposed scheme, a set of pilot beams is transmitted at each slot and the set of pilot beams at the current slot is adaptively and optimally determined based on the observation over all the previous slots to maximize a properly defined reward accumulated over a given communication period. Since we cannot observe all possible ray directions in the space at each slot and the identification of a path can be wrong, the pilot beam design under this formulation reduces to a partially observable Markov decision process (POMDP) [20] , and the theory of POMDP can be applied to the pilot beam design problem for large mmWave MIMO. Under the proposed POMDP formulation optimal and suboptimal greedy strategies for training beam sequence design for sparse large MIMO channel estimation are derived. However, the direct application of standard POMDP theory yields an intractable number of states and unfeasible complexity. Thus, exploiting the specific structure of the mobile communication channel and deriving a new reduced-size sufficient statistic for the decision process, we develop a greedy algorithm with significantly reduced complexity so that the proposed algorithm can practically be operated. Numerical results show that the proposed low complexity suboptimal algorithm yields comparable performance relative to the optimal algorithm, and the proposed training beam design algorithms efficiently estimate and track sparse MIMO channels. The main contributions of the paper are summarized as follows:
• While most of current works on training beam design and channel estimation for sparse mmWave MIMO channels are based on compressed sensing theory [5] , [6] , [14] , we propose a POMDP framework for training beam design and channel estimation for sparse mmWave MIMO channels. It is seen in Section V that the proposed POMDPbased method yields better performance than the existing method in the low and medium SNR range. • For the POMDP framework, we propose a time-varying mmWave MIMO channel model that captures the sparse nature of mmWave MIMO channels by using Markovian random walk. Based on the proposed Markovian channel model, we obtain the optimal training beam design strategy under the POMDP framework. • To overcome the burden of heavy computational complexity of the standard POMDP solution and make the proposed POMDP framework for training design and channel estimation practically feasible in mmWave large MIMO systems, we propose a fast suboptimal greedy algorithm based on a newly obtained reduced sufficient statistic. A preliminary version of this work was presented in SPAWC 2015 [21] .
Notations and Organization: We will use standard notational conventions in this paper. Vectors and matrices are written in boldface with matrices in capitals. For a matrix , and indicate the transpose, conjugate transpose, the element, the -th column, and trace of , respectively. stands for the identity matrix of size and stands for the matrix of size whose entries are all one.
is the Kronecker product of and . The notation means that is complex Gaussian distributed with mean vector and covariance matrix . denotes the expectation. and denote the number of elements and the number of non-zero elements of , respectively.
. This paper is organized as follows. In Section II, the system model is explained. In Section III, the optimal training beam sequence design problem is formulated as a POMDP problem. In Section IV, optimal and suboptimal strategies are presented and a greedy pilot beam design algorithm with low complexity is derived. Numerical results are provided in Section V, followed by conclusions in Section VI.
II. SYSTEM MODEL

A. Sparse Channel Modeling in Large mmWave MIMO Systems
We consider a mmWave MIMO system, where a transmitter equipped with a uniform linear array (ULA) of antennas communicates to a receiver equipped with a ULA of antennas. The received signal at symbol time is then given by (1) where is the MIMO channel matrix at time is the transmit symbol vector at time with a power constraint , and is the Gaussian noise vector at time from . A physical multipath channel accurately modeling is given by [22] , [23] (2)
where is the complex gain of the -th path at time , and and are the angle-of-arrival (AoA) and angle-of-departure (AoD) normalized directions of the -th path at time for the receiver and the transmitter, respectively. Here, the normalized direction is related to the physical angle as
where and are the spacing between two adjacent antenna elements and the signal wavelength, respectively. We assume and thus, the range of is . In (2) , and are the receiver response and the transmitter steering vector in normalized directions and , respectively, which are defined as [23] (4) (5) Note that . Neglecting the angle quantization error, we can map the physical MIMO channel matrix to a virtual channel matrix (VCM) through the following relationship [22] 
where , and
From here on, we will neglect the angle quantization error. The -th element of represents the channel gain scaled by when the virtual angles seen by the receiver and the transmitter are and , respectively. For the element of corresponding to the -th propagation path, the element value is given by . The physical channel model (2) induces a sparse property to the virtual channel representation, given by (9) That is, there are only non-zero elements among the entries of the VCM . Therefore, for large and , it is generally difficult to find the locations of the non-zero elements in without an exhaustive search. For the sake of simplicity, with the cellular downlink in mind, we assume that and the receiver has monolithic microwave integrated circuit (MMIC) RF chains so that the receiver can implement the filter bank . Then, the receiver-filtered signal at the filter bank output is given by (10) where . Now, since the receiver senses all the possible (quantized) ray directions, the remaining problem is to design the transmit training beam sequence for estimating the sparse channel, where is the set of symbol times allocated to training signal transmission.
B. The Considered Dynamic Channel Model
To design an efficient training beam sequence for estimating the sparse channel presented in Section II.A, we exploit the channel dynamics and model the channel dynamics by imposing a block Markovian structure on the VCM . That is, the VCM is constant over one slot consisting of symbols and changes to a state at the next slot in a Markovian manner. Let us denote the VCM at slot by . Here, the conventional block Gauss-Markov channel model widely used in time-varying channel estimation [11] , [12] is inappropriate to model the sparse mmWave MIMO channel, and the sparsity of the mmWave MIMO channel should be captured in the Markov model. Focusing on the dynamics of the locations of the non-zero elements of the VCM rather than the values 3 and considering that the non-zero elements in are associated with the line-of-sight (LOS) and reflection clusters, we assume the following model:
Assumption 1: Each of the paths (or the locations of the non-zero elements) in moves from the current column location to another column location in in a Markovian manner with a transition probability, and the transition probability does not change over the considered period of time of total slots. Furthermore, the transition of each path is independent.
Here, we do not consider the row-wise transition of the nonzero bins in the VCM because we assume that the receiver has a filter bank that checks all AoA directions in parallel at each symbol time. The rationale for the above assumption is that each propagation path is generated by either the LOS or a reflection cluster [19] and the physical movement of the LOS or a reflection cluster can be modelled as a random walk in space. This random walk translates into each nonzero bin's random walk in the VCM. Thus, in the proposed model, the column location of the -th path follows a random walk on and the path gain of the -th path is given by the sequence , where is the complex gain of the -th path at slot . Note that the proposed channel model easily captures static (i.e., time-invariant) channels by setting the transition probability properly.
1) The Case of a Single Path: First, consider the single path case, i.e.,
. In this case, the number of states is because we have columns in the VCM. Thus, the set of all possible states is given by where state denotes the state that the path is located in the -th column of the VCM. With the set of states defined, the -th element of the state transition probability matrix is defined as (11) where and denote the states of slots and , respectively. The transition probability matrix captures the characteristics of the movement behavior of the path and hence it should be designed carefully by considering the physics of the receiver and reflection cluster movement. For example, vehicular channels or pedestrian channels with certain speeds will have different the values in . Intuitively, it is reasonable to design so that the transition probability from the -th column to the -th column monotonically decreases as increases. That is, it is more likely to shift to a nearby column with continuous movement. Ignoring the possibility of the path's movement with a large AoD change per slot, we can model the transition probability matrix as a banded matrix. In this case, for example, we can consider the transition probability matrix with exponen- tial decay given by (12) , shown at the bottom of the page, where is the bandwidth of the matrix and is the exponential decaying factor. (The value of and the corner of should be obtained properly so that the sum of each row is one.)
is the parameter that indicates how fast the AoD directions of paths change. When we want to model the random path appearance from an arbitrary direction, we can use (13) where is the matrix whose entries are all one and .
In the case of static channels, we simply set for the proposed model. (In Section V, the performance of the proposed training design and channel estimation method will be compared to existing methods developed for static channels.) Fig. 2 shows the Markov chain in the single path case.
2) The Case of Multiple Paths: Now consider the multi-path case, i.e.,
. We allow multiple paths to merge on and diverge from a column of the VCM. In this case, the set of all possible states is given by (14) where state denotes that the -th path is located at the -th column of the VCM for , and the cardinality of is . Under the assumption of independent path movement, the state transition probability in the -path case is given by (15) where denotes the transition probability that a path moves from the -th column to the -th column of the VCM at the next . . . . . . slot, defined in (11) . States , can be enumerated as states . Thus, can also be expressed for notational simplicity as (16) (This state notation will be used in the following sections.) Fig. 3 shows an example of the transition of each path when and . In this example, the AoD directions of the 1st, 2nd, and 3rd path move from to , from to , and from to , respectively. The probability of this transition is under the assumption of independent movement of each path.
C. Channel Sensing With Pilot Beam Sequences
We here explain the transmission structure. We consider a typical time-duplexed training structure, where one slot of size symbols has a block of pilot symbol times and the remaining symbol times of the slot are used for data transmission [18] . We assume that the transmitter picks one column of as the pilot beam at each pilot symbol time and searches one column of at each pilot symbol time, i.e., for the training time. Hence, columns of are selected as the pilot beams in a slot. The reason for this assumption is that we assume that the pathloss is severely large in the mmWave band and thus the pilot beam as well as the data-transmitting beam should be highly directional to compensate for the large pathloss and obtain a channel gain estimate of reasonable quality, unless is extremely high. (The relaxation of this assumption will be discussed in Section IV.C.) When is the pilot beam at the -th symbol time of slot , from (10), the receiver filter-bank output is given by (17) where and denote the signal and the noise at the receiver filter-bank output at the -th pilot symbol time of slot , and is the -th column of . During the training period, the receiver senses and estimates the columns of the VCM corresponding to the pilot beams. Then, the receiver feedbacks the sensing results and estimated channel gains to the transmitter. Finally, the transmitter sends data and adapts the pilot beams for the next slot based on the information from the receiver. At the next slot, the process is repeated. The whole process of training and data transmission is depicted in Fig. 4 . Now, the problem is how to optimally design the sequence of pilot beams for symbol times for each slot. Since , we can only sense a few columns of at slot . Hence, pilot beams for each slot should be designed judiciously by exploiting the channel dynamics and the available information in all the previous slots. In the next section, we propose an analytical framework for optimal pilot beam sequence design based on POMDP theory.
III. POMDP FORMULATION FOR TRAINING BEAM SEQUENCE DESIGN
In this section, we formulate a relevant POMDP problem for the training beam sequence design problem for estimation of large sparse mmWave MIMO channels.
A. The Action Space and the Observation Space
In the previous section, we assumed that columns of are selected as the pilot beam sequence for the pilot symbol times for each slot. This is equivalent to selecting columns of the VCM to be sensed by the training beam sequence at each slot. Let us denote the selected column indices of the VCM by where is the index of the column of the VCM that is sensed at the -th pilot symbol time. The vector represents the action that we perform at each slot and is referred to as the action vector. Note that there exist possible 's and the optimal training beam sequence design problem reduces to choosing the best for each slot under the considered optimality criterion.
After the training period of each slot is finished, the receiver returns feedback information to the transmitter. The feedback information contains the detection result about the existence of paths in the selected columns of the VCM and the complex gains of the detected paths. Then, the transmitter uses the channel gain information of the detected paths for transmit beamforming during the data transmission period and uses the feedback information about the existence of paths to select the training beam indices for the next slot in an adaptive manner. The second feedback information can be modeled as (18) where
indicates that a path is detected by the training beam transmitted at the -th pilot symbol time, and otherwise . Since we have possible vectors for , the observation space is given by When the state of the VCM is and the action vector is used for the pilot beam sequence for the slot, the probability that the transmitter observes the feedback information is denoted as , i.e., (19) This probability depends on the detector used to identify the existence of a path at the receiver, and will be discussed next.
1) The Channel Sensor at the Receiver: When the action vector is used for the current slot, the receiver filter-bank output at the -th pilot symbol time of the current slot is given from (17) by (20) where since is a unitary matrix. Based on the receiver tests the existence of a path at each AoA by checking each element of the vector . Then, the detection problem for each element of is given by (21) , shown at the bottom of the page, where is the -th element of . We assume that a Neyman-Pearson detector with size (i.e., false alarm probability) [24] , [25] is adopted to test (21) . Then, the detector is given by [24] 
where since under . Here, is the inverse function of the incomplete gamma function . The corresponding miss detection probability is given by [24] 
where is the path SNR incorporating the transmit power, path gain, transmit beamforming and receive beamforming. Now consider in (19) .
where step (a) follows since only the noise randomness remains once the state is given, and the receiver noise is assumed to be independent over the pilot symbol times. is computed as follows. where for the Neyman-Pearson detector is given in (23) , and is the actual number of non-zero bins in the -th column of the VCM when the VCM is in state . Here, two paths with the same AoD and different AoAs are regarded as two different paths. Equation (25) is obtained because for the AoA directions with no paths in the -th column of the VCM the detector should declare and for the AoA directions with paths in the -th column of the VCM the detector should miss to have (i.e., no non-zero bin in the -th column is declared). The path complex gain can be estimated based on (20) with a certain estimator such as the maximum likelihood or minimum mean-square-error (MMSE) estimator. Fig. 5 depicts the sequence of the operation at slot composed of the current belief vector , state transition, action, observation, and following reward. In the beginning of slot , the information from all the past slots is summarized as a belief vector: 4 (27) where is the probability that the state at the beginning of slot is state conditioned on all past pilot beam sequences and feedback information. It is known that the belief vector is a sufficient statistic for the action, i.e., the design of the optimal pilot beam sequence for slot in our case [26] . The transmitter uses the belief vector to optimally choose the action for slot from the action space that maximizes the expected reward, and updates the belief vector for the next block based on the new feedback information at the current slot.
B. Sufficient Statistic
C. The Reward and the Policy
Depending on the result of channel identification, a reward is gained during the data transmission period. According to the system objective, several reward definitions can be considered. In our case, since the purpose of channel estimation is data transmission, we consider the number of successfully transmitted bits 4 Following the convention, we define the belief vector prior to the state transition for each slot, as shown in Fig. 5 . The belief vector after the state transition can be updated easily based on the state transition probability matrix. over the total considered period of slots as the final reward. With the assumption of in (2) , the data rate for slot will roughly be in case of maximal ratio combining (MRC) transmission and reception or in case of spatial multiplexing used at the transmitter, where is the number of correctly identified paths. Here, under the assumption of spatial multiplexing on different paths, the number of successfully transmitted bits per slot is proportional to . Thus, we choose the number of correctly identified paths as the slot reward.
If the state of the VCM at slot is , the selected pilot beam sequence at slot is , and the transmitter observes the feedback information , then the immediate reward 5 at slot can be expressed as (28) where is the -th element of . Note that the false alarm of the receiver detector does not affect the immediate reward because in this case we have but . (However, there will be no ACK for the transmitted packet over the slot and the communication resource will be wasted. The false alarm probability of the channel sensor should be determined properly by considering this resource waste.) In the case of miss detection, the opportunity of successful data transmission is lost. Thus, by reducing the miss probability of the channel sensor we can obtain more reward. It is known that the Neyman-Pearson detector minimizes for given [24] . Note that the state at slot and the feedback information are unknown at the time of action. Hence, we should consider the expected reward [20] . If the VCM state prior to the state transition at slot is and we perform action , then the immediate expected reward at slot is given by (29) where the state transition from to all possible within the slot is captured by . If the belief vector is given at the beginning of slot and is the random variable representing the state at the beginning of the slot, then the (average) immediate expected reward for action at slot can be expressed as (30) where , and denotes the inner product operation.
In the POMDP framework, a policy is defined as a sequence of functions that maps the belief vector to an action for each slot [26] , [27] . The optimal policy is one that maximizes the total immediate expected reward accumulated over the considered total time of slots 6 when the initial belief vector at the beginning of the transmission is given as . That is, the optimal policy is expressed as (31) where is the action vector for slot , and is the conditional expectation when the policy is given.
IV. OPTIMAL AND SUBOPTIMAL STRATEGIES FOR TRAINING BEAM DESIGN
A. The Optimal Strategy
Under the proposed POMDP formulation, the optimal training beam sequence design for maximizing the accumulated data rate over slots is equivalent to the problem of finding the optimal policy satisfying (31). To solve this problem we define the optimal value function as the maximum total expected reward obtained by the optimal policy when the initial belief vector is given at :
Next consider defined as the maximum remaining expected reward that can be obtained from slot to slot when a belief vector is given at the beginning of slot . By separating slot and the remaining slots, can be decomposed as [28] 
where is the probability that is observed given belief vector and action for slot , and is the updated belief vector from at slot for slot after taking action and observing . Here, can be computed using Bayes's rule as [26] , [27] (34) 6 Such a formulation is called a finite-horizon POMDP. The considered formulation can be modified to the infinite-horizon case.
where (35)
The first term in the left-hand side (LHS) of (33) is the immediate expected reward for slot and the second term is the maximum remaining expected reward from slot . As shown in (33) , the selected pilot beam sequence for slot affects not only the immediate expected reward at slot but also the maximum remaining reward that can be obtained from slot . Hence, by considering the expected reward of the future slots, the performance can be improved over only considering the immediate reward at each slot, i.e., the first term in the LHS of (33) .
There exist several known algorithms to obtain the optimal policy over the considered transmission period based on (33) when the state transition probability , reward, and observation and action spaces are given [26] , [27] , [29] . For example, point-based POMDP value iteration algorithms are proposed for efficiency and low-complexity [30] [31] [32] . However, as the number of states and the size of the action space increase, it requires high computational complexity to obtain the optimal policy for the POMDP problem even with these point-based POMDP value iteration algorithms. Thus, to reduce the complexity, we can alternatively use a suboptimal greedy policy that considers only the immediate expected reward at each slot, i.e., the first term in the LHS of (33). However, in large mmWave MIMO channels with large transmit antenna arrays, even this greedy policy requires high computational complexity due to the huge numbers of states and actions. Thus, in the next subsection we propose a way to implement the greedy policy with significantly reduced complexity making the proposed POMDP-based training beam design for large mmWave MIMO channels practical.
Remark 1: The optimal policy or a suboptimal policy can be computed off-line once the channel dynamics and other parameters are given, and the computed policy can be stored beforehand. Then, in actual transmission, we start from with , and repeat action and observation until slot . The complexity of this actual operation is insignificant in general. This is one of the main advantages of the proposed training beam design approach.
B. The Proposed Greedy Approach With a Reduced Sufficient Statistic
Although a policy for the POMDP problem can be obtained off-line as mentioned in the above, it is prohibitive in the case of large mmWave MIMO channels since the numbers of states and actions grow as and , respectively, in the standard formulation in the previous sections. For example, when , and , the size of the action space is and the number of states is 262 144. The action space size of combined with the state size 262 144 makes solving the POMDP problem prohibitive. Thus, we here focus on the greedy policy that considers the first term in the LHS of (33) (i.e., the term in (30) ) and its fast solution by introducing a reduced sufficient statistic that has only elements. Proposition 1: With Assumption 1, let be the conditional probability (given the pilot sequences and feedback information of all past slots) that the -th path is in the -th column of the VCM at the beginning of slot for . Then,
is a sufficient statistic to design the optimal pilot sequence at slot . Here, . Proof: To prove this statement, we only need to show that can be expressed by the elements of since is a sufficient statistic. Consider for each enumerated state in . The state can be represented by that means that the -th path is located in the -th column of the VCM, (see Section II.B2). Then, we have where represents the information from all the previous slots before slot , and the second equality follows from Assumption 1 of independent paths. Now we propose a greedy training beam sequence design algorithm using the reduced belief vector . If the reduced belief vector is given at the beginning of slot and the pilot beam sequence is chosen for the slot, then the immediate expected reward at slot in (30) can be expressed in terms of as (37) due to the independence of the paths, where the binary random variable is defined as (38), shown at the bottom of the page. Here, is the probability that the -th path is in the -th column of the VCM at slot after the state transition within the slot, and is the probability that the receiver detects the -th path successfully when the -th path is in the -th column of the VCM.
in (37) is related to the miss detection probability of the receiver detector. To obtain a tractable expression for the immediate expected reward, we assume that we have a reasonable path sensing SNR and the miss detection probability of the receiver detector is zero, i.e.,
. This assumption will have an insignificant influence on the performance because path-sensing SNR will be sufficiently high with the large MIMO due to the pilot beamforming gain. Then, (37) can be rewritten as where with defined in (11) , and denotes the -th row of . (In step (a), the summation went out of the bracket.) Therefore, the greedy training beam sequence design problem of choosing that maximizes the immediate expected reward at slot reduces to choosing such that (39) Thus, for the optimal choice of the training beam sequence for the greedy policy, from (39), we only need to find the set of the indices that correspond to the largest values in the vector , which can be obtained by real multiplications. Note that in the proposed solution we do not need to consider complexity for , but one time sorting of an vector is enough!
At the end of slot , the transmitter updates the reduced belief vector from to based on the selected pilot beam sequence and the observed feedback information at the current slot. This update process is given by using the following proposition.
Proposition 2: With the action vector and observation for slot , the updated reduced sufficient statistic is given by (41) where each element of is obtained by Bayes's rule as (42) and is the probability that the -th feedback information is observed conditioned on that the -th path is located in the -th column of the VCM after state transition within the slot and the pilot beam sequence is transmitted. The quantity is given by (43) where , and can be obtained by (40), shown at the bottom of the page, where is the probability of miss detection at the channel sensor when at least one path exists in the sensed column of the VCM.
Proof: Applying Bayes's formula, we express in (41) as (44)
The numerator of (44) is expressed as follows:
where the last step follows by the definitions of and and the Markovian assumption on the state transition. Denoting by , we have (42). As in deriving (24) , once the state is given, the remaining randomness is the receiver noise. Thus, by the assumption of independent receiver noise over symbol time, we have (45) Now consider . If the -th path is in the -th column of the VCM and the -th column of the VCM is chosen to be sensed by the -th pilot beam in the slot (i.e., ), the probability that is observed is equal to the miss detection probability of the channel sensor. This explains the first part of (40). If the -th pilot beam senses a column that does not contain the -th path located at the -th column of the VCM (i.e., ), then the probability that is observed is equal to (46)
The first term in (46) is the probability that no other path than the -th path is located in the -th column of the VCM and a false alarm does not occur, and the second term in (46) is the probability that at least one path other than the -th path exists (40) in the -th column of the VCM but the channel sensor misses this path. This explains the second part of (40).
For simplicity, we may use in the single path case instead of neglecting the case that there can exist more than one path in the sensed column of the VCM. However, this will have a negligible impact on the performance because the event that more than one path are located in the same column of the VCM will rarely occur due to the sparsity of large mm-Wave MIMO channels. Note that the action vector computation and the belief vector update required for the proposed greedy algorithm based on the reduced sufficient statistic can be run with insignificant computational complexity.
C. Extensions
Multi-Resolution: Until now we have assumed that the transmitter picks one column of as the pilot beam at each pilot symbol time and search one column of the VCM at each pilot symbol time, i.e., . This assumption can be relaxed depending on the path SNR. Recall that the path SNR is given by , where is the path gain square and is the noise variance. When the path SNR is sufficiently high, we can use a superposed pilot beam at each symbol time, i.e.,
where consecutive columns of are superposed as one pilot beam for a symbol time under the assumption that is a divisor of . This is equivalent to effectively making the search grid in the VCM small and shortening the initial lock-in time. The corresponding state transition probability matrix can be obtained from the original state transition matrix . Once the non-zero paths in the smaller grid are detected, we can switch to the original high-resolution narrow pilot beam by properly assigning the belief vector. Here, should be determined appropriately so that is high enough to make the probability of miss detection by each superposed pilot beam small.
2-Dimensional Search With Limited Receiver Beamforming:
We have assumed that the receiver has a filter bank that searches all AoA directions. This requires RF chains at the receiver. When the receiver has one RF chain, typically the beamforming is implemented at the antenna array. That is, the antenna array has multiple receive beamforming directions and switching is performed among the receive beamforming directions. In this case, the proposed POMDP framework can be extended to search the non-zero paths in a truly 2-dimensional grid.
The Multi-User Case: Until now we have considered the optimal training beam design for channel estimation and tracking via POMDP in single-user MIMO systems. We can apply our POMDP formulation to downlink multi-user MIMO channels with simple modifications. The MIMO channel with multiple users can be considered as the MIMO channel with more paths. In the multi-user case, the transmitter needs to know which user each path belongs to. This identification can be delivered in feedback information from users, and the POMDP formulation with this additional feedback information can be used in the multi-user MIMO case.
Oversampling for Quantization Error: The proposed POMDP framework for training design and channel estimation is based on angle quantization to have a finite-size state space. This results in angle quantization error in channel estimation. One way to compensate for the performance loss due to the angle quantization error is to increase the angle sampling rate above the Nyquist sampling rate [6] . Let us assume that the normalized AoA and AoD are sampled from a uniform grid of points with as (48)
We can apply the proposed algorithm based on the POMDP framework to with this sampling rate. In this case, there exist some changes due to oversampling. First, the computational complexity of the proposed algorithm increases because of the increased size of the state and action spaces. So, there exists a tradeoff between the computational complexity and the angle quantization error reduction. Next, in the oversampled case we have non-orthogonality between pilot beams . When the sampling rate is , all pilot beams are orthogonal. Thus, for the channel with a path whose normalized AoD is , the received signal power is nonzero only for the training beam , and only noise power exists for other training beams. On the other hand, in the oversampled case, when the channel has a path whose AoD is , the received signal power is maximum for the training beam and the leakage power is received for other training beams . The leakage results from the nonorthogonality of the pilot beams (similar leakage is caused in the receiver side due to the nonorthogonality of the receive response vectors). Note that the amount of leakage depends on the difference between two quantized AoA . However, the impact of leakage on the proposed algorithm is insignificant, as we shall see in Section V, since the training beam with the largest signal magnitude at the receiver is picked for each channel path to determine the AoA and path gain and already the POMDP framework assumes some error in this step.
V. NUMERICAL RESULTS
In this section, we provide some numerical results to evaluate the performance of the proposed pilot design and channel estimation method for sparse mmWave channel. Throughout the simulation, we used the MIMO channel model (2) with to generate the channel. For Figs. 6 to 9, the actual channel AoAs and AoDs are assumed to take quantized values in (7) determined by and . For Figs. 10 and 11 , where the angle quantization effect is investigated, the actual AoAs and AoDs are generated to take values in the continuous domain , whereas the algorithm itself is run with the state space composed of quantized angles. The receiver uses a Neyman-Person detector for sensing the paths. SNR is defined as , the ratio of the transmit power for one pilot symbol time to the noise power before beamforming. First, we evaluated the initial lock-in behavior and the channel tracking behavior of the proposed POMDP strategy under assumption that each path behaves according to the state transition probability matrix (13) . We considered a small MIMO system with , and so that the optimal policy can be computed with reasonable complexity.
Here, we set the false alarm probability of the channel sensor for each AoA direction as , and and for in (13) , and considered two different values of : (slow fading) and (fast fading). Fig. 6 shows the performance of three methods in this case: the optimal POMDP strategy, the greedy POMDP strategy and a random selection strategy that selects pilot beams randomly at each slot. In the random beam selection strategy, one of possible pilot beam sequences is randomly selected to estimate the channel at each slot. The -axis in Fig. 6 shows the averaged per-slot reward, i.e., the averaged number of detected paths for each slot. 7 (The per-slot reward shown in the figure is the average over 100 000 realizations of the specified Markov random processes of length 10 slots.) We first tested the initial lock-in behavior of the three methods. Here, assuming no a priori state information in the beginning, we set all elements of the initial belief vector to be equal. Fig. 6(a) shows the initial lock-in behavior in this case. On the other hand, Fig. 6(b) shows the channel tracking behavior of the three methods. Here, we assumed the exact state knowledge at the first slot. It is seen that the optimal POMDP method and the greedy POMDP method significantly outperform the random selection strategy and the performance difference between the optimal strategy and the greedy strategy is not significant. However, it is expected that the performance gap between the optimal and suboptimal strategies will increases as increases. It is also seen that as expected, the channel estimation and tracking performance is better at than at . With the verification of its operation, we next compared the performance of the proposed POMDP strategy and the existing CS technique based on a space bisection approach in [6] developed for static channel estimation, since the proposed method can also handle static channel estimation by setting . Fig. 7 shows the performance of the POMDP strategy, the random beam selection strategy, and the CS technique for two cases and . The channel estimation performance was measured by the normalized mean square error (NMSE). 8 In both cases, we set the number of the pilot symbol times in each slot (i.e., ) as the smallest number of symbol times necessary for the CS technique based on a space bisection approach in [6] , i.e., . It is shown in Fig. 7 that the proposed POMDP method outperforms the CS technique in [6] at the low SNR region. However, this trend switches at the high SNR. The better performance of the 7 That is, it is the reward (28) averaged over many channel realizations. So, it can be denoted as , where is the actual state of the channel and is the feedback information from the receiver when we choose as the pilot beam. 8 NMSE is expressed as , where is the actual channel matrix and is the estimated channel matrix. 9 We followed [6] , [33] for the definition of the spectral efficiency with angle quantization and estimation error, given by , where is the number of data streams, precoding matrix at the transmitter, is the combiner matrix at the receiver, and . Here, is the true channel, , and the precoding and combiner matrices are designed optimally based on the estimated channel as and , where is singular value decomposition (SVD) of . Fig. 11 . Spectral efficiency versus the sampling rate in (48) .
proposed POMDP method at the low SNR region results from the fact that the transmit power is concentrated by pilot beamforming in the case of the proposed POMDP method whereas the transmit power is scattered at the early stage of training in the CS technique. Thus, the pilot power concentration is beneficial at the low SNR region.
Next, we considered a large sparse MIMO channel with , and . In this case, the exact POMDP solution is not easy to obtain due to its computational complexity. Thus, we considered the proposed reduced-complexity greedy POMDP method, random pilot beam selection strategy, and CS technique based on a space bisection approach in [6] . Fig. 8 shows a similar performance trend to that in Fig. 7 . That is, the proposed POMDP method yields better performance at the low SNR region with the same amount of training resources.
Next, we investigated the impact of the false alarm probability at the Neyman-Pearson detector, which is a design parameter, on the performance of the proposed POMDP method. Fig. 9 shows the NMSE versus the false alarm probability for different SNR values. Here, the sparse MIMO channel parameters are , and simulation assumptions are the same as those of Fig. 7 . It is seen in Fig. 9 that at the high SNR region, the performance of the proposed POMDP method is quite insensitive to the false alarm probability of the channel sensor. On the other hand, at the low SNR region, the false alarm probability of the channel sensor has a noticeable impact on the performance and thus it should be chosen judiciously.
Finally, we evaluated the impact of angle quantization on the performance of the proposed algorithm. For simplicity, we considered the static channel case. We generated the actual channel AoAs and AoDs according to two models: in the first model, the AoAs and AoDs of the paths were generated according to (7) as before, and in the second model, the AoAs and AoDs of the paths were generated according to the uniform distribution over so that the AoA and AoD values take continuous values. Then, we applied the same proposed greedy POMDP algorithm with the state space determined by to these two channel models. Fig. 10 shows the spectral efficiency 9 associated with the estimated channel by the proposed algorithm in the two channel models with , and . Here, the SNR during the training period is fixed as 0 dB and the SNR during the data transmission is swept. It is seen that there exists some performance loss when the proposed greedy POMDP algorithm (which assumes discrete angle values to construct a finite-size state space) is applied to the continuous-value channel case. As discussed in Section IV.C, oversampling in the angle domain can improve this quantization loss. Hence, we evaluated the performance of the proposed greedy POMDP algorithm with (48) with angle oversampling (This means that only the AoAs are oversampled with rate ). Its performance is also shown in Fig. 10 . It is seen that indeed the proposed greedy POMDP method with oversampling reduces the angle quantization loss. Fig. 11 shows the performance gain by oversampling for the proposed greedy POMDP algorithm as the oversampling rate increases. Here, , and , and SNR during the training period is 0 dB.
is also adjusted according to . It is seen that the angle quantization loss monotonically decreases as increases.
VI. CONCLUSION
We have considered the adaptive training beam sequence design problem for large sparse mmWave MIMO channels. By imposing a Markov random walk assumption on the paths' movement, we have formulated the adaptive training beam sequence design problem as a POMDP problem. Under this POMDP framework, we have obtained optimal and suboptimal strategies for adaptive training beam sequence design for large sparse mmWave MIMO channels. Furthermore, we have proposed a fast greedy POMDP algorithm for this problem with significantly reduced complexity for practical implementation by deriving a new sufficient statistic for the decision process. We have considered several extensions of the proposed method. The proposed training beam design and channel estimation method can be applied both to the initial channel learning and to efficient channel tracking after the channel is initially learned by some other method. Junyeong Seo (S'11) received the B.S. and M.S. de-
