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1 Introduction
The recent development of Quantum Field Theory is greatly related to the non-perturbative
aspects of quantum theories. The request for such a non-perturbative treatment is related
to the triviality problem of scalar field theory, non-perturbative nature of low-energy QCD
and also an expectation to achieve a consistent theory of Quantum Gravity. One of the
most promising approaches is related to different versions of Wilson renormalization group
approach [1]. An important advance towards the use of the non-perturbative renormalization
group has been done in the paper [2]. The qualitative idea of this work can be formulated
as follows: regardless we do not know how to sum up the perturbative series, in some sense
there is a good qualitative understanding of the final output of such a summation for the
propagator of the quantum field. An exact propagator is supposed to have a singe pole and
also provide some smooth behavior in both UV and IR regions. It is possible to write a cut-
off dependent propagator which satisfies these requirements. Then the cut-off dependence
of the vertices can be established from the general scale-dependence of the theory which can
be established by means of the functional methods. The method proved to be very helpful,
in particular, for understanding the perturbative renormalization of the theory.
A compact and elegant formulation of the non-perturbative renormalization group has
been proposed in [3, 4] in terms of effective action. The method was called functional
renormalization group (we shall use abbreviation FRG) for the effective average action, it
is nowadays one of the most popular and developed QFT methods, which can be seen from
the review papers on the FRG method [5, 6, 7, 8, 9, 10, 11].
As far as some of important applications of the FRG approach is related to QCD and
Quantum Gravity, the special attention has been paid to the study of effective average
action in gauge theories [12, 13] (see also [14, 15, 16, 17, 8, 19, 18, 20, 21] and a very
clear and complete review [22]). Many aspects of gauge theories in the framework of FRG
has been discussed with success, but there is still one important question which remains
unsolved. The consistent quantum description of gauge theories has to provide the on-
shell independence on the choice of the gauge fixing condition. In a consistent formulation,
such an independence should hold for the S-matrix elements and, equivalently, for the on-
shell effective action. There is a good general understanding that this point represents a
difficulty for the FRW approach [13, 15, 16, 17, 19, 21, 22], because the construction of
FRG starts from the propagator, which is not a gauge invariant object and, in particular,
always depends on the choice of gauge fixing condition. However, as far as we could see,
the complete analysis of whether this general difficulty leads to problems at the level of
S-matrix, was not done. The first purpose of the present work is to fill this gap, so we
present a formal consideration of gauge dependence for the case of pure Yang-Mills theory.
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The method of analysis employed here is based on a standard (albeit not really simple) use
of BRST symmetry [23] which plays a fundamental role in Quantum Gauge Field Theory
[24], and local form of Slavnov-Taylor identities [25, 26]. As we shall see in what follows, the
regulator functions which emerge in the modified propagators do violate BRST symmetry
and this leads, eventually, to the on-shell gauge dependence of the effective average action
and, consequently, to the ambiguous S-matrix.
The existing attempts to solve the problem of gauge invariant formulation of FRG can
be classified into two different types. The first one is based on reformulating the Yang-Mills
theory with the help of a gauge-invariant cut-off-dependent regulator function introduced
as a covariant form factor into the action of Yang-Mills fields, so that the regulated action
is gauge invariant [27], [28] (see also earlier work [29]). Then the renormalization group
equation is formulated. As far as there are no gauge fixing, one is free from the ambiguity
related to the choice of the gauge condition. It is supposed that the infinite integral over
the gauge group is absorbed into vacuum functional renormalization. It is not clear for
us to which extent this approach for implementing covariant cut-off has relation to the
effective average action of [12, 13]. An obvious deviation from the “canonical” method is
that inserting the covariant form factor into the action of Yang-Mills fields means that the
vertices also become cut-off dependent. According to [22], from the viewpoint of applications
this, very interesting, approach requires dealing with complicated non-local structures. Also,
the divergences which remain after integrating over the gauge group in the non-Abelian
theory can depend on the Yang-Mills fields and, therefore, their removal without usual
renormalisation procedure may be a difficult task.
The second approach [30, 31] is based on the use of Vilkovisky unique effective action
[32] (see also [33] and [34] for further developments). The unique effective action provides
gauge independence not only for the S-matrix, but even for the off-shell effective action. The
price one has to pay is that this construction has its own ambiguities connected. It would
be certainly interesting to have an alternative formulation of the effective average action,
which would possess, in part of gauge dependence, the same properties as the conventional
effective action in QFT. Namely, it may be gauge dependent off-shell, but should be gauge
independent on-shell, such that the S-matrix would be unitary and well-defined.
As far as the source of the problem with gauge non-invariance is the introduction of
the cut-off (or, better say, scale-dependent) propagator, it is clear that this is the aspect of
the theory which should be reconsidered first. The known theorems about gauge-invariant
renormalizability [35, 36] tell us that the exact effective action should be BRST-invariant.
As far as the regulator functions which modify the propagator are supposed to mimic the
all-loop quantum corrections, they must be taken in the BRST-invariant form. Therefore,
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the problem is just to find the way to implement this invariance when one takes into account
the regulator functions. The proposal which we present here is to use an old idea of [37]
about introduction of composite operators in gauge theories. Following this line, we will
introduce the regulator functions as composite operators and show that, in this case, the
BRST symmetry is maintained at quantum level and, as a consequence, the S-matrix in the
theory is gauge invariant and well defined.
The paper is organized as follows. The main features of the Faddeev-Popov method
[38] for Yang-Mills fields are described in Section 2. For the pedagogical purposes we also
include the demonstration of the gauge invariance of the vacuum functional and the on-shell
invariance of effective action. Let us note that the rest of the paper relies on this important
section in many respects, including definitions and notations. In Section 3, the FRG ap-
proach for Yang-Mills fields [4, 13] is briefly reviewed. In Section 4, the gauge dependence of
vacuum functional in the FRG approach is investigated. In Section 5, the gauge dependence
of effective average action of the FRG approach is explored. In Section 6 we present the new
approach to the quantization of Yang-Mills fields with the regulator functions introduced by
means of composite operators. Finally, Section 7 consists of concluding remarks and final
discussions.
We use the standard condensed notation of DeWitt [39]. Derivatives with respect to
sources and antifields are taken from the left, while those with respect to fields are taken
from the right. Left derivatives with respect to fields are labeled by a subscript l. The
Grassmann parity of a quantity F is denoted as ε(F ).
2 Yang-Mills theories within the Faddeev-Popov quantization
In this section we shall present some basic facts about Yang-Mills fields within the Faddeev-
Popov quantization method [38]. Up to some extent, these considerations are general, but we
restrict our attention to the Yang-Mills case only, just to stay within the scope of the present
work. Our main purpose is to discuss the gauge independence of vacuum functional and,
consequently, the gauge independence of the generating functional of the vertex functions
(effective action) on-shell. Despite this material has not been presented earlier in exactly this
form, the section has introductory purpose, and is intended to serve as a reference for the
consequent consideration of the same issues in the framework of functional renormalization
group approach to Yang-Mills theory which will be dealt with in the next sections.
The Yang-Mills fields Aaµ(x) belong to the adjoint representation of the SU(n) group,
such that a = 1, . . . , n2−1. The initial classical action S0 has the standard form,
S0(A) = −
1
4
∫
dDx F aµνF
µν a , with F aµν = ∂µA
a
ν − ∂νA
a
µ + f
abcAbµA
c
ν , (2.1)
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where µ, ν = 0, 1, . . . , D−1 and fabc denote the (totally antisymmetric) structure constants
of the Lie algebra SU(n). We assume that Minkowski space has the signature (−,+, ... ,+).
The action (2.1) is invariant under gauge transformations
δAaµ = D
ab
µ ξ
b with Dabµ = δ
ab∂µ + f
acbAcµ (2.2)
being generators of these transformations. After the Faddeev-Popov quantization, the field
configuration space of Yang-Mills theory
ΦA = {Aaµ, C
a, C¯a, Ba} , with ε(Ca) = ε(C¯)a = 1 , ε(Aaµ) = ε(B
a) = 0 (2.3)
includes the (scalar) Faddeev-Popov ghost and antighost fields Ca and C¯a, respectively,
as well as the Nakanishi-Lautrup auxiliary fields Ba. Choosing gauge fixing condition
χa(A,B) = 0 , (2.4)
the Faddeev-Popov action, SFP , is constructed in the form
SFP (Φ) = S0(A) + C¯
aMab(A,B)Cb + χa(A,B)Ba , (2.5)
with
Mab(A,B) =
δχa(A,B)
δAcµ
Dcbµ . (2.6)
The most popular gauge functions χa in the Yang-Mills theory are the Landau gauge,
χa = ∂µAaµ , (2.7)
and the Rξ gauge, defined by
χa = ∂µAaµ +
ξ
2
Ba , (2.8)
where ξ is an arbitrary gauge parameter. For these two cases the Faddeev-Popov matrices
Mab have the same form
Mab = ∂µDabµ . (2.9)
The action (2.5) is invariant under the BRST transformation [23]
δBA
a
µ = D
ab
µ C
bθ , δBC¯
a = Baθ , δBB
a = 0 , δBC
a = 1
2
fabcCbCcθ , (2.10)
where θ is a constant Grassmann parameter. This transformation possesses a very important
property of nilpotency. Let the BRST transformation be presented in the form
δBΦ
A = sˆΦAθ , ε(ΦA) = εA , (2.11)
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then one can verify the nilpotency of BRST transformation
sˆ2Aaµ = sˆD
ab
µ C
b = 0, sˆ2C¯a = sˆBa = 0, sˆ2Ba = 0, sˆ2Ca = sˆ1
2
fabcCbCc = 0. (2.12)
The generating functional of the Green’s functions, which is sufficient to calculate all pro-
cesses with Yang-Mills fields is given by the Faddeev-Popov formula [38]
Z(j) =
∫
DΦ exp
{ i
~
[
SFP (Φ) + jA
]}
, (2.13)
where j = {jaµ(x)} are sources of the fields A = {A
aµ(x)}.
Thanks to the gauge invariance of the Yang-Mills action (2.1) and to the BRST invariance
of the extended action (2.5), the Green’s functions of the theory obey the relations known as
the Slavnov- Taylor identities [25, 26]. These identities can be derived from (2.13) by means
of the change of integration variables Aaµ, in the form of infinitesimal gauge transformations
(2.2). The Jacobian of these transformations is equal to unity. Then the basic Slavnov-
Taylor identities for Yang-Mills fields can be written in the form
jaµ〈D
µab〉j + 〈B
a∂µDabµ 〉j + f
acb〈C¯a∂µDcdµ C
d〉j ≡ 0 , (2.14)
where the symbol 〈G〉j means vacuum expectation value of the quantity G in the presence
of external sources jaµ,
〈G〉j =
∫
DΦ G exp
{ i
~
[
SFP (Φ) + jA
]}
.
The generating functional Z(j) contains information about all Green’s functions of the
theory, which can be obtained by taking variational derivatives with respect to the sources.
Similarly, the Slavnov-Taylor identities represent an infinite set of relations obtained from
(2.14) by taking derivatives with respect to external sources jaµ.
The form of the Slavnov-Taylor identities can be greatly simplified by introducing extra
sources to the ghost, antighost and auxiliary fields. In this case one has to deal with the
extended generating functional of the theory
Z(j, η¯, η, σ) =
∫
DΦ exp
{ i
~
[
SFP (Φ) + jA + η¯C + ηC¯ + σB
]}
. (2.15)
It is clear that the relation to the conventional generating functional (2.13) performs as
follows:
Z(j) = Z(j, η¯, η, σ)
∣∣∣
η=η¯=σ=0
. (2.16)
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The generating functional of connected Green’s functions, W (j, η¯, η, σ), is defined by the
relation
Z(j, η¯, η, σ) = exp
{ i
~
W (j, η¯, η, σ)
}
. (2.17)
Finally, the generating functional of vertex Green’s functions (effective action) is defined
through the Legendre transformation of W ,
Γ(A,C, C¯, B) = W (j, η¯, η, σ)− jA− η¯C − ηC¯ − σB , (2.18)
where the source fields j, η¯, η, σ are solutions of the equations
Aaµ(x) =
δW
δjaµ(x)
, Ca(x) =
δW
δη¯a(x)
, C¯a(x) =
δW
δηa(x)
, Ba(x) =
δW
δσa(x)
. (2.19)
By means of (2.18) and (2.19) one can easily arrive at the relations
δΓ
δAaµ(x)
= −jaµ(x) ,
δΓ
δBa(x)
= −σa(x),
δΓ
δCa(x)
= −η¯a(x) ,
δΓ
δC¯a(x)
= −ηa(x) . (2.20)
The functional Γ satisfies the following functional integro-differential equation
exp
{ i
~
Γ(Φ)
}
=
∫
Dϕ exp
{ i
~
[
SFP (Φ + ϕ)−
δΓ(Φ)
δΦ
ϕ
]}
. (2.21)
The last equation is a good starting point to perform the loop expansion, corresponding
representation in form of the series in ~,
Γ(Φ) =
∞∑
k=0
~
k Γ(k)(Φ) . (2.22)
The solution can be immediately found in the tree approximation,
Γ(0)(Φ) = SFP (Φ) .
The Slavnov-Taylor identities which are consequences of gauge symmetry of initial action
can be rewritten with the help of BRST symmetry of the Faddeev-Popov action. For this
end we make use of the change of variables in the functional integral (2.15) of the form
(2.10). Because of the antisymmetry property of structure coefficients fabc and nilpotency
of θ, the Jacobian of this transformation is equal to 1. Using the invariance of the functional
integral under change of integration variables, the following identity holds∫
DΦ
(
jδBA + η¯δBC + ηδBC¯
)
exp
{ i
~
[
SFP (Φ) + jA+ η¯C + ηC¯ + σB
]}
≡ 0 . (2.23)
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Here the nilpotency of BRST transformation and the consequent exact relation
exp
{ i
~
(
jδBA + η¯δBC + ηδBC¯
)}
= 1 +
i
~
(
jδBA+ η¯δBC + ηδBC¯
)
(2.24)
has been used.
Using the invariance (2.23), one can easily arrive at the Slavnov-Taylor identity for Z,
jaµ ∂
µ δZ
δη¯a
+ ηa
δZ
δσa
+
~
i
facb
(
Jaµ
δ2Z
δjcµδη¯
b
+
1
2
η¯a
δ2Z
δη¯cδη¯b
)
≡ 0 . (2.25)
Due to the presence of the second-order variational derivatives of Z, the last identity has a
non-local form. Fortunately, there exists a possibility to present the Slavnov-Taylor identity
in the local form using the Zinn-Justin trick [40]. For the sake of symmetry and compactness
of notations, we introduce the set of sources
JA = (j
a
µ, η¯
a, ηa, σa) , ε(JA) = ε(Φ
A) = εA ,
the set of external sources
KA = (K
a
µ, L¯
a, La, Na) ε(KA) = εA + 1
to the BRST transformation, sˆΦA, and the extended generating functional of Green’s
functions
Z(J,K) =
∫
DΦ exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ
]}
, (2.26)
where we used the notation for BRST transformations, which was previously introduced in
(2.11). It is clear that
Z(J,K)
∣∣∣
K=0
= Z(j, η¯, η, σ). (2.27)
Making use of the change of variables (2.10) in Eq. (2.27) and taking into account the
nilpotency of BRST transformation (2.12), we obtain
∫
DΦ JA sˆΦ
A exp
{ i
~
[
SFP (Φ) + JΦ+KsˆΦ
]}
≡ 0 (2.28)
or, equivalently,
JA
δZ(J,K)
δKA
≡ 0 . (2.29)
The last relation (2.29) represents the Slavnov- Taylor identity for Yang-Mills theory in the
local form.
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The Faddeev-Popov quantization of Yang-Mills theories provides a very important prop-
erty of physical S-matrix being gauge independent. Let us discuss this aspect of the theory.
As a first step, consider the vacuum functional Z(0) ≡ Zχ constructed for a given choice
of gauge χa = 0,
Zχ =
∫
DΦ exp
{ i
~
SFP (Φ)
}
. (2.30)
Consider an infinitesimal change of the gauge fixing function χa → χa+ δχa, corresponding
to the new gauge fixing condition χa + δχa = 0. We have
Zχ+δχ =
∫
DΦ exp
{ i
~
[
SFP (Φ) + C¯
a δ δχ
a
δAcµ
Dcbµ C
b + δχaBa
]}
. (2.31)
Let us perform the change of variables according to Eqs. (2.10) in the functional integral
(2.31), but with a functional Λ = Λ(Φ) instead of the constant Grassmann odd variable
θ. Here Λ(Φ) is supposed to be a Grassmann-odd quantity. Of course, the Faddeev-
Popov action, SFP , is invariant under such change of variables. The contributions come
only from the integration measure, resulting in the corresponding Jacobian. Restricting
our attention to the terms of the first order in the Grassmann-odd quantity Λ(φ) and in
the small quantity δχα(A), one can rewrite the Jacobian according to the usual relation
sDet (I +M) = exp(sTrM), where MAB ≡ δ(δΦ
A)/δΦB. In this way we arrive at
Zχ+δχ =
∫
DΦ exp
{
i
~
[
SFP (Φ) + C¯
a δδχ
a
δAcµ
Dcbµ C
b + δχaBa (2.32)
+ i~
δΛ
δAaµ
Dabµ C
b −
i~
2
fabc CbCc
δΛ
δCa
+ i~
δΛ
δC¯a
Ba
]}
.
By choosing the functional Λ(φ) according to
Λ =
i
~
C¯aδχa ,
it is easy to see from (2.32), that the vacuum functional does not depend on the choice of
gauge, namely
Zχ+δχ = Zχ . (2.33)
Starting from this relation, one can prove the gauge independence of the S - matrix [41, 42].
The next part of our consideration concerns gauge independence on-shell for the effective
action. We start by introducing the generalized generating functional of connected Green’s
functions
Z(J,K) = exp
{ i
~
W(J,K)
}
. (2.34)
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Now one can rewrite the Slavnov-Taylor identity (2.29) in terms of W as
JA
δW(J,K)
δKA
≡ 0 . (2.35)
The effective action, Γ, is introduced through the Legendre transformation of W,
Γ(Φ, K) =W(J,K)− JAΦ
A , where ΦA =
δW
δJA
. (2.36)
From (2.36) it follows that
δΓ
δΦA
= −JA and
δΓ
δKA
=
δW
δKA
. (2.37)
By performing a shift of the integration variable, one can show that the functional Γ
satisfies the equation
exp
{ i
~
Γ(Φ, K)
}
=
∫
Dϕ exp
{ i
~
[
SFP (Φ + ϕ)−
δΓ(Φ, K)
δΦ
ϕ+Ksˆ(Φ + ϕ)
]}
. (2.38)
From (2.38) in tree approximation it follows
Γ(0)(Φ, K) = SFP (Φ) +KsˆΦ. (2.39)
Now we are in a position to write down the Slavnov-Taylor identity in terms of Γ,
δΓ
δΦA
δΓ
δKA
≡ 0 . (2.40)
The effective action Γ is the main object of study in quantum theory of Yang-Mills fields,
which contains all information about Green functions of the theory. By construction, Γ
depends on gauge but this dependence has a very special form. Let us investigate this
dependence. Consider infinitesimal variation of the gauge function χa → χa + δχa in the
generating functional of the Green functions, Z = Z(J,K),
δZ =
i
~
∫
DΦ
(
C¯a
δ δχa
δAcµ
Dcbµ C
b +Baδχa
)
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ
]
)
}
(2.41)
=
i
~
∫
DΦ
[
C¯a
δ δχa
δAbµ
δ(KsˆΦ)
δKbµ
+ δχa
δ(KsˆΦ)
δLa
]
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ
]}
.
Introducing the functional
δψ = δψ(Φ) = C¯aδχa, ε(δψ) = 1 (2.42)
we can rewrite (2.41) in the form
δZ =
i
~
∫
DΦ
[ δδψ
δAaµ
δ(KsˆΦ)
δKaµ
+
δ δψ
δC¯a
δ(KsˆΦ)
δLa
]
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ
]}
. (2.43)
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Taking into account that
δ δψ
δCa
= 0 ,
δ(KsˆΦ)
δNa
= 0 , (2.44)
we can present the gauge dependence of generalized generating functional Z (2.43) by the
following relation
δZ =
i
~
∫
DΦ
δ δψ
δΦA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ
]}
. (2.45)
It is assumed that the functional integral of total variational derivative is zero. In this way
we arrive at the relation∫
DΦ
δ
δΦA
[
δψ
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ+KsˆΦ
]}]
= 0 . (2.46)
After a small algebra it can be presented in the form∫
DΦ
δ δψ
δΦA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ+KsˆΦ
]}
= −
i
~
∫
DΦ δψ
[
JA
δ(KsˆΦ)
δKA
+
δSFP
δΦA
δ(KsˆΦ)
δKA
+
δ(KsˆΦ)
δΦA
δ(KsˆΦ)
δKA
+
δ2(KsˆΦ)
δKAδΦA
]
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ
]}
. (2.47)
By means of the BRST symmetry of the Faddeev-Popov action
δSFP
δΦA
δ(KsˆΦ)
δKA
=
δSFP
δΦA
sˆΦA = 0 , (2.48)
using the nilpotency of the BRST transformations
δ(KsˆΦ)
δΦA
δ(KsˆΦ)
δKA
= KB sˆδ
B
A sˆΦ
A = KAsˆ
2ΦA = 0 (2.49)
and the equality
δ2(KsˆΦ)
δKA δΦA
=
δ
δKA
[δ(KsˆΦ)
δΦA
]
=
δ
δKA
KAsˆ · 1 = 0 , (2.50)
one can reduce the relation (2.47) to the form∫
DΦ
δδψ
δΦA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ+KsˆΦ
]}
= −
i
~
∫
DΦ δψ(Φ) JA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ+KsˆΦ
]}
. (2.51)
With the help of (2.51), the gauge dependence of generalized generating functional Z (2.45)
can be rewritten in the form
δZ = −
( i
~
)2 ∫
DΦ δψ(Φ) JA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ
]}
(2.52)
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and furthermore as
δZ(J,K) =
i
~
JA
δ
δKA
δψ
(
~
i
δ
δJ
)
Z(J,K) . (2.53)
This equation can be rewritten also in terms of the generating functional of connected
Green’s functions, W, as
δW(J,K) = JA
( i
~
δW
δKA
+
δ
δKA
)
δψ
(δW
δJ
+
~
i
δ
δJ
)
. (2.54)
Taken together with the Slavnov-Taylor identity for W (2.35), the identity (2.54) can be
presented as
δW(J,K) = JA
δ
δKA
δψ
(δW
δJ
+
~
i
δ
δJ
)
. (2.55)
Finally, after making Legendre transformation, one can arrive at the equation describing
the gauge dependence of the effective action,
δΓ(Φ, K) = −
δΓ(Φ, K)
δΦA
δ
δKA
δψ(Φˆ) , (2.56)
where the notation
ΦˆA = ΦA + i~ (Γ
′′−1)AB
δl
δΦB
(2.57)
has been used. The matrix (Γ
′′−1) is inverse to the matrix Γ
′′
, the last has elements
(Γ
′′
)AB =
δl
δΦA
( δΓ
δΦB
)
, i.e.,
(
Γ
′′−1
)AC
·
(
Γ
′′
)
CB
= δAB . (2.58)
The main meaning of Eq. (2.56) is that the effective action does not depend on the choice
of gauge function on-shell, which is defined by the effective equations of motion,
δΓ(Φ, K)
δΦA
= 0 =⇒ δΓ(Φ, K) = 0 . (2.59)
Of course, the same statement is valid for any physically relevant quantity, in particular the
elements of the S-matrix are gauge independent in the same sense. This relevant feature can
not be underestimated. Only due to the gauge independence one can interpret a calculated
physical quantity as being independent on the method of calculation and, finally, consider
the result being well defined. Let us stress that the relations (2.56) and (2.59) are not related
to some approximation, such as, for instance, certain order of the loop expansion. Much
on the contrary, those are very general non-perturbative relations, which must be provided
in a well-defined quantum theory. The general property of the on-shell gauge independence
can be, therefore, used as a natural test for a few method of deriving quantum corrections,
in both perturbative and non-perturbative approaches.
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3 Functional RG approach for Yang-Mills theories
In this section we are going to briefly present an approach to the calculation of effective
action, Γ, proposed in paper [3, 12, 13] (for a review of the method see [22] and references
therein), based on the concept of functional renormalization group (FRG). The main idea
of the FRW is to use instead of Γ an effective average action, Γk, with a momentum-shell
parameter k, such that
lim
k→0
Γk = Γ . (3.1)
For the Yang-Mills theories it was suggested to modify the Faddeev-Popov action with the
help of the specially designed regulator action Sk
Sk(A,C, C¯) =
∫
dDx
{1
2
Aaµ(x)(Rk,A)
ab
µν(x)A
bν(x) + C¯a(x)(Rk,gh)
ab(x)Cb(x)
}
. (3.2)
In what follows we will use the condensed notations,
Sk(A,C, C¯) =
1
2
Aaµ(Rk,A)
ab
µνA
bν + C¯a(Rk,gh)
abCb , (3.3)
where regulator functions Rk,A and Rk,gh do not depend on the fields and obey the properties
lim
k→0
(Rk,A)
ab
µν = 0 , lim
k→0
(Rk,gh)
ab = 0 .
It is assumed that the regulator functions model the non-perturbative contributions to the
self-energy part of the diagrams, such that the dependence on the parameter k enables one
to get some relevant information about the scale dependence of the theory beyond the loop
expansion [2]. The application of the FRG method lead to many interesting achievements
in many areas of Quantum Field Theory, Statistical Mechanics and related areas (see, e.g.,
the recent reviews [5, 6, 7, 8, 10, 11] and references therein).
Our immediate purpose is to check the consistency of the FRW method based on the
introduction of (3.3), by exploring the gauge dependence of the effective average action,
including the on-shell (in)dependence of this special version of effective action. As in the
previous section, we shall restrict consideration by the pure Yang-Mills theory.
As a starting point, one has to note that the on-shell gauge independence which we have
demonstrated in the previous section, is essentially dependent on the BRST invariance of the
Faddeev-Popov action (2.5). Therefore, the first issue to check in the new FRG formulation
is whether the BRST invariance holds in the presence of regulator functions. It is an easy
exercise to verify that this is not the case, namely, the action (3.2) is not invariant under
BRST transformations,
δB Sk(A,C, C¯) 6= 0 . (3.4)
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Let us note that in the limit k → 0 the BRST invariance gets restored, but our interest
is to use the concept of effective average action along the FRG trajectory and not only in
its final point. In this case the output (3.4) should be seen as a warning signal, requesting
a careful investigation of the issue of gauge dependence. The next step is to see whether
this fact leads or not to the on-shell gauge dependence in this case. This task is much more
complicated than the one described in section 2, hence we divide it between this and the
next two sections.
The generating functional of Green’s functions, Zk, is constructed in the form of the
functional integral [13]
Zk(J,K) =
∫
DΦexp
{ i
~
[
SFP (Φ) + Sk(Φ) + JΦ +KsˆΦ
]}
, (3.5)
where, for the sake of uniformity, we used notation Sk(Φ) instead Sk(A,C, C¯), despite Sk
does not depend on fields Ba. In the limit k → 0 this functional coincides with the
generating functional (2.26).
The Slavnov-Taylor identity can be seen as a consequence of BRST invariance of the
Faddeev-Popov action. In the case of the functional (3.5) this identity can be presented in
the form
JA
δZk
δKA
− i~
{
(Rk,A)
ab
µν
δ2Zk
δjbνδK
a
µ
+ (Rk,gh)
ab δ
2Zk
δηaδL¯b
− (Rk,gh)
ab δ
2Zk
δη¯bδLa
}
≡ 0 . (3.6)
In the limit k → 0 the last identity reduces to (2.29). In terms of generating functional of
connected Green’s functions, Wk =Wk(J,K), the Slavnov-Taylor identity can be written
in the form
JA
δWk
δKA
+
{
(Rk,A)
ab
µν
δWk
δjbν
δWk
δKaµ
+ (Rk,gh)
ab δWk
δηa
δWk
δL¯b
− (Rk,gh)
ab δWk
δη¯b
δWk
δLa
}
− i~
{
(Rk,A)
ab
µν
δ2Wk
δjbνδK
a
µ
+ (Rk,gh)
ab δ
2Wk
δηaδL¯b
− (Rk,gh)
ab δ
2Wk
δη¯bδLa
}
≡ 0 . (3.7)
Finally, we introduce the generating functional of vertex functions in the presence of
regulators (the effective average action), Γk = Γk(Φ, K), as
Γk(Φ, K) = Wk(J,K)− JΦ , Φ
A =
δWk
δJA
. (3.8)
In the last expression the source JA is regarded as a function of the mean field Φ
A. Then
δΓk
δΦA
= −JA ,
δΓk
δKA
=
δWk
δKA
. (3.9)
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The functional Γk satisfies the functional integro-differential equation
exp
{ i
~
Γk(Φ, K)
}
(3.10)
=
∫
Dϕ exp
{ i
~
[
SFP (Φ + ϕ) + Sk(Φ + ϕ) + Ksˆ(Φ + ϕ) −
δΓk(Φ, K)
δΦ
ϕ
]}
.
The tree-level (zero-loop) approximation of (3.10) corresponds to
Γ
(0)
k (Φ, K) = SFP (Φ) + Sk(Φ) + KsˆΦ . (3.11)
It proves useful to introduce another version of effective action, which does not depend on
external sources KA, such that the modified version of equation (3.10) gets simplified. For
this end we define the functional Γ¯k according to
Γ¯k = Γk −KsˆΦ . (3.12)
One can immediately find that Γ¯k does not depend on K and satisfies the equation
exp
{ i
~
Γ¯k(Φ)
}
=
∫
Dϕ exp
{ i
~
[
SFP (Φ + ϕ) + Sk(Φ + ϕ)−
δΓ¯k(Φ)
δΦ
ϕ
]}
. (3.13)
The derivation of the Slavnov-Taylor identity from the the BRST symmetry follows the
same steps which we described in details in the previous section, so we can present just the
final form of this identity in terms of Γk = Γk(Φ, K). The result reads
δΓk
δΦA
δΓk
δKA
−
{
(Rk,A)
ab
µν A
bν δΓk
δKaµ
+ (Rk,gh)
ab C¯a
δΓk
δL¯b
− (Rk,gh)
ab Cb
δΓk
δLa
}
− i~
{
(Rk,A)
ab
µν
(
Γ
′′−1
)bν A δ2l Γk
δΦA δKaµ
+ (Rk,gh)
ab
(
Γ
′′−1
k
)aA δ2l Γk
δΦA δL¯b
− (Rk,gh)
ab
(
Γ
′′−1
k
)b¯A δ2l Γk
δΦA δLa
}
≡ 0 . (3.14)
The matrix (Γ
′′−1
k ) is inverse to the matrix Γ
′′
k with elements
(Γ
′′
k)AB =
δl
δΦA
( δΓk
δΦB
)
, i.e.,
(
Γ
′′−1
k
)AC (
Γ
′′
k
)
CB
= δAB . (3.15)
In the last expressions we have used the following notation for indices: A =
(
(aµ), a, a¯, a˜
)
,
corresponding to the fields ΦA =
(
Aaµ, Ca, C¯a, Ba
)
. In the zero-loop approximation,
Γk(Φ, K) = Γ
(0)
k (Φ, K), then the identity (3.14) reduces to the Zinn-Justin equation [40]
for the action Sext(Φ, K) = SFP (Φ) +KsˆΦ, namely to
δSext
δΦA
δSext
δKA
= 0 ,
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that corresponds to the BRST symmetry of the Faddeev-Popov action. Note that the
Slavnov-Taylor identity in momentum space for the FRG approach was previously consid-
ered in the work [43].
The FRG flow equation written for the generating functional Wk = Wk(J,K) can be
written in detailed form as follows:
∂tWk =
1
2
∂t(Rk,A)
ab
µν
δWk
δjaµ
δWk
δjbν
+ ∂t(Rk,gh)
ab δWk
δηa
δWk
δη¯b
− i~
{1
2
∂t(Rk,A)
ab
µν
δ2Wk
δjaµ δj
b
ν
+ ∂t(Rk,gh)
ab δ
2Wk
δηa δη¯b
}
, (3.16)
where we used a standard notation
∂t = k
d
dk
and took into account that the dependence on k comes only from the corresponding depen-
dence of the regulator functions (3.2).
Consider the FRG flow equation for the effective average action, Γk. From the definition
of Φ in (3.8) one can see that it is dependent on the parameter k, that means ∂tΦ
A 6= 0.
Therefore, one has to be very careful in calculations and take into account all ways of
k-dependence. We have
∂tΓk
∣∣∣
Φ,K
+
δΓk
δΦA
∣∣∣
k,K
∂tΦ
A = ∂tWk
∣∣∣
J,K
− JA∂tΦ
A
∣∣∣
J,K
, (3.17)
where the index
∣∣
X
after partial or variational derivative means that the quantity X is kept
constant. Due to the properties of the Legendre transformations (3.9), we obtain
∂tΓk
∣∣∣
Φ,K
= ∂tWk
∣∣∣
J,K
. (3.18)
As far as the FRG parameter k is not physical, we can not expect that it will emerge in
the final physical output of the theory. Therefore, summing up all types of k-dependence
we always get zero. The application of the renormalization group method implies that we
take into account only part of k-dependence, e.g., find how the effective action depends on k
and then trade it for some physical parameter corresponding to the problem of our interest
(see detailed discussion of this issue in [44]). Therefore, in the FRG flow equation for Γk,
only the explicit dependence on k should be taken into account, so we get
∂tΓk = ∂tSk + i~
{1
2
∂t(Rk,A)
ab
µν
(
Γ
′′−1
k
)(aµ)(bν)
+ ∂t(Rk,gh)
ab
(
Γ
′′−1
k
)ab}
. (3.19)
Usually the functional RG approach is formulated in terms of the functional which does not
depend on sources K. Since the equation (3.19) does not contain derivatives with respect
to K, we can just put KA = 0 and arrive at
∂tΓ¯k = ∂tSk + i~
{1
2
∂t(Rk,A)
ab
µν
(
Γ¯
′′−1
k
)(aµ)(bν)
+ ∂t(Rk,gh)
ab
(
Γ¯
′′−1
k
)ab}
, (3.20)
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where
Γ¯k = Γ¯k(Φ) = Γk
(
Φ, K = 0
)
.
Γ¯k(Φ) satisfies equation (3.13). In the condensed notations we can write down the equation
(3.20) in the form
∂tΓ¯k = ∂tSk + i~
{1
2
Tr
[
∂t(Rk,A)
(
Γ¯
′′−1
k
)]
A
− Tr
[
∂t(Rk,gh)
(
Γ¯
′′−1
k
)]
C
}
, (3.21)
where we took into account the anticommuting nature of the ghost fields CA and defined
Tr
[
∂t(Rk,gh)
(
Γ¯
′′−1
k
)]
C
= − ∂t(Rk,gh)
ab
(
Γ¯
′′−1
k
)ab
,
Tr
[
∂t(Rk,A)
(
Γ¯
′′−1
k
)]
A
= ∂t(Rk,A)
ab
µν
(
Γ
′′−1
k
)(aµ)(bν)
. (3.22)
In the tree-level approximation we have Γ¯k = SFP + Sk and the equation (3.21)
is satisfied because the Faddeev-Popov action does not depend on k. The conventional
presentation of the FRG flow equation is in terms of the functional Γk = Γ¯k − Sk, which
satisfies the equation
∂tΓk = i~
{1
2
Tr
[
∂tRk,A
(
Γ
′′
k +Rk,A
)−1]
A
− Tr
[
∂t(Rk,gh)
(
Γ
′′
k +Rk,gh
)−1]
C
}
. (3.23)
The last representation uses symbolic notations of inverse matrices (Γ
′′
k + Rk,A)
−1 and
(Γ
′′
k +Rk,gh)
−1, which are in fact components of the following inverse matrix
(
Γk + Sk
)′′
AB
=
δl
δΦA
[δ(Γk + Sk)
δΦB
]
(3.24)
in the sectors of vector and ghost fields, respectively.
4 Vacuum functional in the FRG for Yang-Mills field
Let us explore the vacuum functional in the FRG approach. We introduce the notation Zk,χ
for the vacuum functional, corresponding to the given gauge function χa in the Faddeev-
Popov action
Zk,χ = Zk(0, 0) =
∫
DΦ exp
{ i
~
(
SFP + Sk
)}
. (4.1)
By construction, the regulator functions in the FRG approach do not depend on gauge χa
and therefore the action Sk is gauge independent. Let us consider an infinitesimal variation
of gauge χ→ χ+ δχ and construct the vacuum functional corresponding to this gauge. We
have
Zk,χ+δχ =
∫
DΦ exp
{ i
~
(
SFP + Sk + C¯
a δ δχ
a
δAcµ
Dcbµ C
b + δχaBa
)}
. (4.2)
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In the functional integral (4.2) we make a change of variables in the form of the BRST
transformations (2.10), but trading the constant Grassmann-odd parameter θ to a functional
Λ = Λ(Φ). The Faddeev-Popov action, SFP , is invariant under such change of variables but
Sk is not invariant, with the variation given by
δSk = A
aµ(Rk,A)
ab
µν D
νbcCcΛ +
1
2
C¯a(Rk,gh)
ab f bcdCcCdΛ − Ba(Rk,gh)
ab CbΛ. (4.3)
The contributions which come from the measure of functional integral have the form1
i~
( δΛ
δAaµ
Dabµ C
b −
1
2
fabc CbCc
δΛ
δCa
+
δΛ
δC¯a
Ba
)
. (4.4)
Let us discuss the possibility to compensate the variation (4.3) by choosing a special form
of the functional Λ. The transformed value of the generating functional can be obtained by
combining the formulas (4.2), (4.3) and (4.4),
Zk,χ+δχ =
∫
DΦ exp
{ i
~
[
SFP (Φ) + Sk + C¯
a δ δχ
a
δAcµ
Dcbµ C
b − Ba
(
Rk,gh
)ab
CbΛ
+
1
2
C¯a
(
Rk,gh
)ab
f bcdCcCd Λ + Aaµ
(
Rk,A
)ab
µν
Dν bcCcΛ + δχaBa
−
i~
2
fabc CbCc
δΛ
δCa
+ i~
δΛ
δAaµ
Dabµ C
b + i~
δΛ
δC¯a
Ba
]}
. (4.5)
In order to provide compensation of all new terms in Zk,χ+δχ, such that it becomes equal to
Zk,χ, one has to satisfy the following equations:
i~
δΛ
δAaµ
− Abν
(
Rk,A
)ba
νµ
Λ + C¯b
δ δχb
δAaµ
= 0 ,
i~
δΛ
δC¯a
+ δχa −
(
Rk,gh
)ab
CbΛ = 0 , (4.6)
i~
δΛ
δCa
+
1
2
C¯b
(
Rk,gh
)ba
Λ = 0 . (4.7)
It is easy to see that the solution of the last equation,
δΛ
δCa
=
1
2 i~
C¯b
(
Rk,gh
)ba
Λ , (4.8)
has the form
Λ =
1
2 i~
C¯a
(
Rk,gh
)ab
Cb + Λ1(C¯, B, A) . (4.9)
At the same time, the first of the equations (4.7) can be cast into the form
i~
δΛ1
δAaµ
+ C¯b
δ δχb
δAaµ
− Abν
(
Rk,A
)ba
νµ
Λ1 −
1
2 i~
Abν
(
Rk,A
)ba
νµ
C¯d
(
Rk,gh
)dc
Cc = 0 (4.10)
1Compare to the considerations leading to Eq. (2.32).
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and its solution should be dependent on the field Ca as well. One can conclude that this
contradicts the (4.9) and, therefore, it is not possible to compensate the variation (4.3) by
choosing a special form of the functional Λ.
For instance, if we choose Λ in a natural way,
Λ =
i
~
C¯a δχa ,
then
Zk,χ+δχ =
∫
DΦ exp
{ i
~
(
SFP + Sk + δSk
)}
. (4.11)
Then, for any value k 6= 0, one has
Zk,χ+δχ 6= Zk,χ. (4.12)
Therefore the vacuum functional Zk,χ (and therefore S-matrix) depends on gauge.
One might think that situation with gauge dependence within the FRG approach can
be improved if we propose gauge dependence of regulators (Rk,A)
ab
µν and (Rk,gh)
ab, such
that the gauge variation of Sk gives additional contributions
1
2
Aaµδ(Rk,A)
ab
µν A
bν + C¯a δ(Rk,gh)
abCb . (4.13)
Unfortunately, one can easily verify that the terms appearing in the exponent inside the
functional integral cannot be compensated by choosing the functional Λ. Therefore, the
possible generalization (4.13) can not solve the problem of gauge dependence of vacuum
functional within the FRW approach.
5 Gauge dependence of Γk
Let us explore the gauge dependence of the generating functionals Zk, Wk and Γk for
Yang-Mills theory in the framework of the FRG approach. We shall follow the general
methods from the papers [35, 45]. The derivation of this dependence is based on a variation
of the gauge-fixing function, χa → χa + δχa, which leads to the variation of the Faddeev-
Popov action SFP (2.5) and consequently of the generating functional Zk = Zk(J,K) (3.5).
Introducing the functional δψ = C¯aδχa, the gauge dependence can be presented in the form
δZk =
i
~
∫
DΦ
δ δψ
δΦA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + Sk + JΦ+KsˆΦ
]}
. (5.1)
Let us consider an obvious relation∫
DΦ
δ
δΦA
{
δψ
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + Sk + JΦ +KsˆΦ
]}}
= 0 . (5.2)
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It is not difficult to obtain its extended form,
∫
DΦ
δ δψ
δΦA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + Sk + JΦ+KsˆΦ
]}
(5.3)
= −
i
~
∫
DΦ δψ(Φ)
(
JA +
δSk
δΦA
) δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + Sk + JΦ +KsˆΦ
]}
.
Using the last formula, we can rewrite gauge dependence of the functional Zk in the form
δZk = −
( i
~
)2 ∫
DΦ δψ(Φ)
(
JA +
δSk
δΦA
)δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + Sk + JΦ +KsˆΦ
]}
.
Taking into account the explicit structure of Sk (3.3) one can get the relation
δSk
δΦA
δ(KsˆΦ)
δKA
= Aaµ(Rk,A)
ab
µν
δ(KsˆΦ)
δjbν
+ C¯a(Rk,gh)
ab δ(KsˆΦ)
δL¯b
− Ca(Rk,gh)
ba δ(KsˆΦ)
δLb
. (5.4)
For the final form of gauge dependence of generating functional Zk = Zk(J,K) we obtain
the relation
δZk =
i
~
JA
δ
δKA
δψ
(
~
i
δ
δJ
)
Zk + (5.5)
+
[
(Rk,A)
ab
µν
δ2
δjaµδj
b
ν
+ (Rk,gh)
ab δ
2
δηaδL¯b
− (Rk,gh)
ba δ
2
δη¯aδLb
]
δψ
(
~
i
δ
δJ
)
Zk .
The last equation can be rewritten in terms of the generating functional of the connected
Green’s functions, Wk =Wk(J,K), to give
δWk = JA
δ
δKA
δψ
(δWk
δJ
+
~
i
δ
δJ
)
− i~
[
(Rk,A)
ab
µν
δ2
δjaµ δj
b
ν
(5.6)
+ (Rk,gh)
ab δ
2
δηaδL¯b
− (Rk,gh)
ba δ
2
δη¯aδLb
]
δψ
(δWk
δJ
+
~
i
δ
δJ
)
,
where the identity (3.7) was used.
The next step is to write the corresponding equation for the effective average action. It
proves convenient to introduce the following notation:
Sk;A(Φ) =
δSk(Φ)
δΦA
. (5.7)
Then the equation (5.6) reads
δWk =
{
JA − i~Sk;A
( δ
δJ
)} δ
δKA
δψ
(δWk
δJ
+
~
i
δ
δJ
)
. (5.8)
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In terms of the effective average action this equation becomes
δΓk = −
δΓk
δΦA
δ
δKA
δψ
(
Φˆ
)
− i~Sk;A
( i
~
(Φ− Φˆ)
) δ
δKA
δψ
(
Φˆ
)
, (5.9)
where ΦˆA is defined as
ΦˆA = ΦA + i~
(
Γ
′′−1
k
)AB δl
δΦB
. (5.10)
The inverse matrix (Γ
′′−1
k )
AB was introduced in (3.15). We see that if on-shell is defined in
the usual way,
δΓk
δΦA
= 0 , (5.11)
then even on-shell the effective average action Γk depends on gauge, δΓk 6= 0. This result
confirms the one of the previous section and shows that the gauge dependence represents a
serious problem for the FRG approach in the standard conventional formulation.
6 An alternative approach with composite operators
In this section we are going to suggest an approach in spirit of the FRG, which is free
of the gauge dependence problem for Yang-Mills theory. This new approach is based on
implementing regulator functions by means of composite fields.
Effective action for composite fields in Quantum Field Theory was introduced in [46]2.
Later on, effective action for composite fields in gauge theories was introduced and studied in
the papers [37, 49, 50]. In the case of gauge theories this effective action depends on gauge.
It was shown that this dependence has a very special form and that there is a possibility to
define a theory with composite fields in such a way that the effective action of these fields
becomes gauge independent on-shell.
Let us see how the composite fields idea can be used in the FRG framework for gauge
theories. The idea is to use such a fields to implement regulator functions. Consider the
regulator functions
L1k(x) =
1
2
Aaµ(x)(Rk,A)
ab
µν(x)A
bν(x) , (6.1)
L2k(x) = C¯
a(x)(Rk,gh)
ab(x)Cb(x) . (6.2)
2Recently, there were interesting publications discussing the 2PI and nPI effective actions, related to
composite fields, to the exact renormalization group [31, 47, 48, 9] (see also further references therein). In
what follows we develop qualitatively distinct approach to the FRG, but also using ideas of composite fields.
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Now we introduce external scalar sources Σ1(x) and Σ2(x) and construct the generating
functional of Green’s functions for Yang-Mills theories with composite fields
Zk(J,K; Σ) =
∫
DΦ exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ + ΣLk(Φ)
]}
. (6.3)
where ΣLk = Σ1L
1
k + Σ2L
2
k.
The generating functional (6.3) may be regarded as a generalization of the generating
functionals discussed previously, the difference is related to the new sources Σ1(x) and Σ2(x)
and to the corresponding composite fields. By choosing the sources Σ to have zero values,
Σ1(x) = Σ2(x) = 0, the functional (6.3) boils down to the generating functional for Yang-
Mills theories described in Sect. 2. At the same time, when Σ1(x) = Σ2(x) = 1, the
functional (6.3) corresponds to the generating functional in the FRG approach introduced
in Sect. 3.
One can note that at least one advantage of the proposal (6.3) is quite evident from
the very beginning. If we define the vacuum functional where all the sources are switched
off, J = K = Σ = 0, then it coincides with the vacuum functional for Yang-Mills theory
and hence does not depend on the gauge fixing. Let us now see how this feature concerns
vacuum functional and effective action.
Consider the FRG flow equations in the approach with composite operators, based on
the new generating functional (6.3). Starting from (6.3) one can repeat the considerations of
Sect. 3 and arrive at the new version of the FRG flow equation for the generating functional
Zk = Zk(J,K; Σ),
∂tZk =
~
i
{1
2
Σ1 ∂t(Rk,A)
ab
µν
δ2Zk
δjaµ δj
b
ν
+ Σ2 ∂t(Rk,gh)
ab δ
2Zk
δηa δη¯b
}
. (6.4)
As usual, we should rewite it in terms of Wk =Wk(J,K; Σ),
∂tWk =
1
2
Σ1 ∂t(Rk,A)
ab
µν
δWk
δjaµ
δWk
δjbν
+ Σ2 ∂t(Rk,gh)
ab δWk
δηa
δWk
δη¯b
− i~
{
1
2
Σ1∂t(Rk,A)
ab
µν
δ2Wk
δjaµ δj
b
ν
+ Σ2 ∂t(Rk,gh)
ab δ
2Wk
δηa δη¯b
}
. (6.5)
The effective average action with composite fields, Γk = Γk(Φ, K;F ), can be introduced
by means of the following double Legendre transformations (see [46] for the details in case
of usual effective action):
Γk(Φ, K;F ) = Wk(J,K; Σ) − JAΦ
A − Σi
[
Lik(Φ) + ~F
i
]
, (6.6)
where
ΦA =
δWk
δJA
, ~F i =
δWk
δΣi
− Lik
(δWk
δJ
)
, i = 1, 2. (6.7)
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From (6.6) and (6.7) follows that
δΓk
δΦA
= −JA − Σi
δLik(Φ)
δΦA
,
δΓk
δF i
= −~Σi . (6.8)
Let us introduce the full sets of fields FA and sources JA according to
FA = (ΦA, ~F i) , JA = (JA, ~Σi). (6.9)
From the condition of solvability of equations (6.8) with respect to the sources J and
Σ, it follows that
δFC(J )
δJB
δlJA(F)
δFC
= δBA . (6.10)
One can express JA as a function of the fields in the form
JA =
(
−
δΓk
δΦA
−
δΓk
δF i
δLik(Φ)
δΦA
, −
δΓk
δF i
)
(6.11)
and, therefore,
δlJB(F)
δFA
= −(G
′′
k)AB ,
δFB(J )
δJA
= −(G
′′−1
k )
AB . (6.12)
Now we are in a position to derive the FRW equation for Γk = Γk(Φ, K;F ) and see that
it gains more complicated form due to the presence of composite fields. The expression for
the generating functional of connected Green’s functions can be obtained from (6.3),
exp
{ i
~
Wk(J,K; Σ)
}
=
∫
DΦ
′
exp
{ i
~
[
SFP (Φ
′
) + JΦ
′
+KsˆΦ
′
+ ΣLk(Φ
′
)
]}
. (6.13)
Taking into account Eq. (6.6), the equation (6.13) in terms of Γk reads
exp
{ i
~
[
Γk(Φ, K;F ) + JΦ+ Σ
(
Lk(Φ) + ~F
)]}
=
∫
DΦ
′
exp
{ i
~
[
SFP (Φ
′
) + JΦ
′
+KsˆΦ
′
+ ΣLk(Φ
′
)
]}
.
An equivalent form of this equation is
exp
{ i
~
[
Γk(Φ, K;F ) + ~ΣF
]}
=
∫
DΦ
′
exp
{ i
~
[
SFP (Φ
′
) + J(Φ
′
− Φ) +KsˆΦ
′
+ Σ
(
Lk(Φ
′
)− Lk(Φ)
)]}
.
Making shift of the variables of integration in the functional integral, Φ
′
− Φ = ϕ, and
using (6.8), we obtain the equation for the effective action Γk = Γk(Φ, K;F ),
exp
{ i
~
[
Γk −
δΓk
δF
F
]}
=
∫
Dϕ exp
{
i
~
[
SFP (Φ + ϕ)−
δΓk
δΦ
ϕ
+Ksˆ (Φ + ϕ) −
1
~
δΓk
δF
(
Lk(Φ + ϕ)− Lk(Φ) −
δLk(Φ)
δΦ
ϕ
)]}
. (6.14)
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The solution of this equation in the tree-level approximation has the form
Γ
(0)
k (Φ, K;F ) = SFP (Φ) +KsˆΦ , (6.15)
which does not depend on the fields F i and parameter k. The next step is to define loop
corrections to (6.15), so we assume that
Γk(Φ, K;F ) = SFP (Φ) +KsˆΦ + ~Γ¯k(Φ;F ) . (6.16)
By taking into account the explicit structure of regulator functions we obtain the equation
which can be, for example, a basis for deriving the loop expansion of Γ¯k = Γ¯k(Φ;F ),
exp
{
i
[
Γ¯k −
δΓ¯k
δF
F
]}
=
∫
Dϕ exp
{
i
~
[
SFP (Φ + ϕ)− SFP (Φ)−
δSFP (Φ)
δΦ
ϕ
− ~
δΓ¯k
δΦ
ϕ−
δΓ¯k
δF
Lk(ϕ)
]}
. (6.17)
Using the properties of the Legendre transformation, one can arrive at the relation
∂tWk = ∂tΓk −
1
~
δΓk
δF i
∂tL
i
k(Φ) , (6.18)
where the derivatives ∂t are calculated with respect to the explicit dependence of Γk, Wk
and Lik(Φ) on the regulator parameter k.
Finally, the FRG flow equation, in terms of the functional Γk, is cast into the form
∂tΓk = − i
{1
2
δΓk
δF 1
∂t(Rk,A)
ab
µν
(
G
′′−1
k
)(aµ)(bν)
+
δΓk
δF 2
∂t(Rk,gh)
(
G
′′−1
k
)ab}
= −
i
2
Tr
{ δΓk
δF 1
∂t(Rk,A)(G
′′−1
k )
}
A
+ iTr
{ δΓk
δF 2
∂t(Rk,gh) (G
′′−1
k )
}
C
, (6.19)
when we used usual traces in the sectors of vector Aaµ and ghost Ca fields while the Grass-
mann parity of quantum fields is taken into account explicitly.
Consider now a consequence of the BRST invariance of SFP for the generating functional
(6.3). Making use of the change of variables (2.10) in (6.3) and taking into account the
nilpotency of BRST transformation (2.12), we arrive at the identity
∫
DΦ
{
JAsˆΦ
A + Σ1(Rk,A)
ab
µν A
bν sˆAaµ + Σ2C¯
a(Rk,gh)
ab sˆCa
−Σ2(Rk,gh)
abCb sˆC¯a
}
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ + ΣLk
]}
≡ 0 . (6.20)
The same equation can be written in terms of the generating functional (6.3),
JA
δZk
δKA
+
~
i
{
Σ1(Rk,A)
ab
µν
δ2Zk
δjbνδK
a
µ
+ Σ2(Rk,gh)
ab δ
2Zk
δηaδL¯a
− Σ2(Rk,gh)
ab δ
2Zk
δη¯bδLa
}
≡ 0 . (6.21)
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The identity (6.21) can be considered as the generalized Slavnov-Taylor identity in the
presence of composite fields. In the limits of Σ1(x) = Σ2(x) = 0 and Σ1(x) = Σ2(x) = 1 this
identity coincides with the previously considered ideintities (2.29) and (3.6), respectively.
Let us explore the gauge dependence of generating functional of Green’s functions in the
presence of composite fields, (6.3). As before, one can consider an infinitesimal variation of
gauge function, χa → χa + δχa. Taking into account the results obtained in Sect. 2, we
arrive at the following variation of Zk = Zk(J,K; Σ):
δZk =
i
~
∫
DΦ
δ δψ
δΦA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ + ΣLk
]}
, (6.22)
where the Grassmann-odd functional δψ = C¯aδχa has been introduced. Starting from the
identity∫
DΦ
δ
δΦA
[
δψ
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ + ΣLk
]}]
= 0 , (6.23)
one can derive the relation∫
DΦ
δ δψ
δΦA
δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ+ ΣLk
]}
(6.24)
= −
i
~
∫
DΦ δψ
(
JA + Σ
δLk
δΦA
) δ(KsˆΦ)
δKA
exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ + ΣLk
]}
.
Using the last formula together with Eq. (6.22), one can show that the gauge dependence
of Zk is described by the equation
δZk = −
( i
~
)2 ∫
DΦ δψ
(
JA + Σ
δLk
δΦA
) δ(KsˆΦ)
δKA
×
× exp
{ i
~
[
SFP (Φ) + JΦ +KsˆΦ+ ΣLk
]}
. (6.25)
Taking into account the explicit structure of regulator functions Lik(Φ) in Eqs. (6.1) and
(6.2), one can rewrite the second term in the integrand of (6.25) as
Σ
δLk
δΦA
δ(KsˆΦ)
δKA
= Σ1A
aµ(Rk,A)
ab
µν
δ(KsˆΦ)
δjbν
+Σ2 C¯
a(Rk,gh)
ab δ(KsˆΦ)
δL¯b
− Σ2 C
a(Rk,gh)
ba δ(KsˆΦ)
δLb
. (6.26)
Using this relation, we obtain the final equation, describing the gauge dependence of the
generating functional Zk = Zk(J,K; Σ),
δZk =
i
~
JA
δ
δKA
δψ
(
~
i
δ
δJ
)
Zk +
{
Σ1(Rk,A)
ab
µν
δ2Zk
δjaµδj
b
ν
+ Σ2(Rk,gh)
ab δ
2Zk
δηaδL¯b
− Σ2(Rk,gh)
ba δ
2Zk
δη¯aδLb
}
δψ
(
~
i
δ
δJ
)
Zk . (6.27)
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In the limits Σ1(x) = Σ2(x) = 0 and Σ1(x) = Σ2(x) = 1, this equation coincides with
Eqs. (2.53) and (5.5), respectively.
In terms of generating functional of connected Green’s functions, Wk = Wk(J,K), the
equation (6.27) can be written as
δWk = JA
δ
δKA
δψ
(δWk
δJ
+
~
i
δ
δJ
)
− i~
{
Σ1(Rk,A)
ab
µν
δ2
δjaµδj
b
ν
+ Σ2(Rk,gh)
ab δ
2
δηaδL¯b
− Σ2(Rk,gh)
ba δ
2
δη¯a δLb
}
δψ
(δWk
δJ
+
~
i
δ
δJ
)
, (6.28)
where the identity (3.7) was used. If we introduce the notations
Lik,A(Φ) =
∂Lik(Φ)
∂ΦA
, i = 1, 2 , (6.29)
the equation (6.28) can be cast in the compact form,
δWk =
{
JA − i~Σi L
i
k,A
(
~
i
δ
δJ
)} δ
δKA
δψ
(δWk
δJ
+
~
i
δ
δJ
)
. (6.30)
Finally, the gauge dependence of the effective average action follows from (6.30) after one
performs the Legendre transform. It is described by the equation
δΓk = −
δΓk
δΦA
δ
δKA
δψ
(
Φˆ
)
−
1
~
δΓk
δF i
Lik,A (Φ− Φˆ)
δ
δKA
δψ
(
Φˆ
)
. (6.31)
Let us define the mass-shell of the quantum theory by the equations
δΓk
δΦA
= 0 ,
δΓk
δF i
= 0 . (6.32)
Then from (6.31) immediately follows the gauge independence of the effective action Γk =
Γk(Φ, K;F ) on-shell. Namely, when the relations (6.32) are satisfied, we have δΓk = 0.
Moreover, all physical quantities calculated on the basis of the modified version of the
effective average action do not depend on gauge and on the parameter k. The last feature is
common for the renormalization group based on the abstract scale parameters (such as cut-
off, k or µ), which require an additional identification of scale to be applied to one or another
physical problem. For example, we know that the S-matrix elements in usual Quantum Field
Theory do not depend on µ in the Minimal Subtraction scheme of renormalization. This does
not mean that there is no running, of course (see [44] for detailed discussion of this issue).
In our case, after the evaluation of Γk is completed in a given approximation (including,
perhaps, the truncation scheme) one has to identify k with some physical quantity and only
after that go on-shell and calculate physical quantities, such as S-matrix elements3.
3In most complicated cases, such as Quantum (or semiclassical) Gravity, when direct comparison with
the physical renormalization scheme (like momentum subtraction) is not possible, the scale-setting is tricky,
but still admits a regular procedure which works well in different physical situations [51, 52].
25
7 Conclusions and final discussions
We investigated, in much more details than it was done before, the problem of gauge de-
pendence in the functional renormalization group (FRG) approach. The consideration was
performed for the generating functional of the Green functions and effective action, but the
main target was the universality of the definition of S-matrix and, more general, on-shell
gauge dependence of the effective action.
The regulator functions which are introduced in the FRG formalism to model the be-
havior of exact Green’s functions lead to the breakdown of the BRST symmetry. As a
result, the effective average action depends on the choice of gauge fixing even on-shell. The
situation is qualitatively similar to the Gribov-Zwanziger theory [53, 54, 55], where the re-
strictions on the domain of integration in functional integral, which is due to the Gribov
horizon, violates the BRST symmetry and consequently leads to on-shell gauge dependence
of the effective average action [56, 57]. As another example of this sort we can mention
the situation with the theory possessing global supersymmetry (modified BRST symmetry)
[58]. When the nilpotency of the global supersymmetry is violated, one meets a problem
of gauge dependence for the relevant physical quantities. One can suppose that the gauge
fixing dependence will affect both perturbative and non-perturbative results within the FRG
approach, because it concerns the effective average action before the truncation scheme is
chosen. Of course, one can hope that the physical relevance of the results will be restored in
the non-perturbative regime, but there are no explicit reasons to see why should this occur.
One can consider the situation with gauge dependence of S-matrix and on-shell effective
action in two different ways. The first one implies that we consider the effective average
action as an approximation to the real effective action in a given theory. As far as the last is
gauge independent on-shell and leads to the well-defined physical predictions, one may think
that the effective average action produces an approximation to the invariant quantities in a
given gauge, which should be taken as granted. This kind of consideration is, in some sense,
the unique option if we do not invent an alternative gauge-invariant formulation of the FRG
approach. However, it is obvious that the second way, that is constructing a gauge-invariant
formulation, would mean a much better approximation.
As a first step forward in formulating the gauge-invariant version of the FRG, we propose
the new formulation of the theory with cut-off dependent regulator functions. It was shown
that if these functions are introduced by means of the special composite fields, the BRST
symmetry is preserved at quantum level, vacuum functional does not depend on the choice
of gauge and, finally, the new theory is free from the on-shell gauge dependence. It would
be very interesting to compare this new approach to the standard one. For example, it looks
interesting to verify the gauge independence for the approximate higher-loop β-function of
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the theory in the new and traditional approaches. The derivation of such a β-functions and,
in general, the loop expansion within the FRG theory with composite fields, lies beyond the
scope of the present work. Indeed, we expect to deal with these and other related subjects
in the next publications.
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