Abstract-In this paper, we study the distributed spectrum sensing in cognitive radio networks. Existing distributed consensus-based fusion algorithms only ensure equal gain combining of local measurements, whose performance may be incomparable to various centralized soft combining schemes. Motivated by this fact, we consider practical channel conditions and link failures, and develop new weighted soft measurement combining without a centralized fusion center. Following the measurement by its energy detector, each secondary user exchanges its own measurement statistics with its local one-hop neighbors, and chooses the information exchanging rate according to the measurement channel condition, e.g., the signal-to-noise ratio (SNR). We rigorously prove the convergence of the new consensus algorithm, and show all secondary users hold the same global decision statistics from the weighted soft measurement combining throughout the network. We also provide distributed optimal weight design under uncorrelated measurement channels. The convergence rate of the consensus iteration is given under the assumption that each communication link has an independent probability to fail, and the upper bound of the iteration number of the -convergence is explicitly given as a function of system parameters. Simulation results show significant improvement of the sensing performance compared to existing consensus-based approaches, and the performance of the distributed weighted design is comparable to the centralized weighted combining scheme.
INTRODUCTION
C OGNITIVE radio (CR) [1] aims to improve the spectrum utilization by allowing unlicensed secondary user (SU) to operate in the 'white spaces' of the licensed spectrum bands without interfering the licensed primary user (PU). Revealing a future communication paradigm with dramatically enhanced spectrum efficiency, cognitive radio network is also referred as the neXt Generation (XG) or dynamic spectrum access (DSA) network [2] .
One of the fundamental techniques in cognitive radio is spectrum sensing, which enables the secondary users to detect the presence of a primary user in the spectrum, see [3] , [4] and the references therein. The main challenge of spectrum sensing is the receiver uncertainty problem [1] such as practical multipath fading and shadowing, which compromise the detecting performance significantly. Recent research progress shows cooperative spectrum sensing [5] is a promising methodology to improve the spectrum sensing performance under shadowing, fading and time-varying wireless channels.
Cooperative spectrum sensing scheme enhances the sensing performance by exploiting the observation diversity of networked and spatially located SUs [5] . Among all the cooperative spectrum sensing methods, centralized cooperative sensing [6] lets all SUs report their measurement information to a centralized fusion center, then a global decision is made at the fusion center. Centralized cooperation requires the entire received data be gathered at one place which may be difficult due to communication constraints [7] . Relay-assisted cooperative sensing [5] , [8] is a multi-hop cooperation scheme which makes use of the strong sensing channels and strong reporting channels among the SU network in order to improve the overall performance. The multi-hop communication of the relay-assisted sensing may result in extra power cost and the degradation of sensing data quality through the multi-hop communication paths, since they rely on the sensing channel and report channel which are not perfect [5] . Very recently, bio-inspired consensus scheme is introduced to spectrum sensing in [9] , [10] for distributed measurement fusion and soft combining. The consensus-based cooperation features self-organizable and scalable network structure and only needs one-hop communication among local neighbors. However, the existing consensus-based spectrum sensing only ensures equal gain combining (EGC) fusion, which takes the average of each SU's measurements for global decision and neglects the locational measurement quality variations of SU network. Therefore, the existing average consensus-based spectrum sensing scheme is incomparable with centralized methods which can achieve weighted gain combining (WGC) fusion and use the weighted average of each SU's measurements according to the measurement quality.
In this paper, we propose a distributed cooperative spectrum sensing scheme based on weighted average consensus algorithm. We adopt weighted average consensus algorithm for measurement fusion of the distributed cooperative spectrum sensing. Weighted average consensus-based fusion allows each SU to choose a weight according to the measurement condition, and the global fused statistic is a soft weighted combining reflecting the measurement quality without centralized fusion center. Compared to the existing average consensus based approaches [9] , [10] , the proposed method offers better detection performance, and achieves comparable performance with the centralized weighted combining method [11] , [12] . With rigorous theoretic proof, the proposed method is robust with respect to dynamic communication channel conditions. The weighted average consensus based spectrum sensing provides a generic distributed weighted combining and applies to both additive white Gaussian noise (AWGN) channels and Rayleigh Fading channels.
The main contribution of this paper has two folds. First, we provide formal convergence analysis of the weighted average consensus under fixed and dynamic communication channels, which advances the theoretical development of consensus algorithms and encompasses average consensus as a special case. In particular, we rigorously prove that temporary communication link failures do not affect the convergence of the weighted average consensus under the jointly connected condition. Second, we apply weighted consensus-based distributed weighted soft combining method in cooperative spectrum sensing. Based on preliminary results presented in our early conference paper [13] , we provide a formal treatment of the distributed sensing algorithm in this paper. We obtain closed-form optimal weight design in the distributed weighted combining scheme for the generic additive Gaussian channel approximation, and estimate the convergence rate of the consensus iteration under the assumption that each communication link has an independent probability to fail. We characterize the upper bound of the iteration number of the -convergence, which indicates all SUs are close to the final convergence value in the probability sense. Simulation results show significant improvement of the sensing performance compared to existing consensus-based approaches, and the performance of the distributed weighted design is comparable to centralized weight combining schemes.
We organize the rest of this paper as follows: Section 2 illustrates the energy detector model. Section 3 presents the main results on weighted average consensus-based spectrum sensing, including the algorithm design and distributed weight design. Section 4 presents theorems on the convergence of the proposed weighted average consensus algorithm under fixed and dynamic communication channels, which provide the theoretic foundation of the proposed method. Section 5 discusses simulation results and make comparison with existing approaches. We conclude this study in Section 6.
In the supplementary file, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TPDS.2014.2307951, Section 1 offers related literature review on cooperative spectrum sensing and consensus algorithms. Section 2 presents related notations and models of the consensusbased graph theory. Section 3 offers further analysis of the proposed spectrum sensing scheme including detection threshold settings and fusion convergence in terms of detection performance. Section 4 presents the proofs for the convergence of the proposed consensus algorithm, and discusses the convergence of the proposed algorithm under random link failure network models. Section 5 shows additional simulation results.
TWO STAGE SENSING AND ENERGY DETECTION
Consensus-based cooperative spectrum sensing adopts a two stage detection scheme: sensing and fusion. For each detection time slot, in the sensing stage, each SU makes measurement of the PU signal using energy detectors. In the fusion stage, each SU communicates with its neighbors using the consensus algorithm to fuse the measurement until convergence. After the fusion convergence, each SU holds the global combined statistic and makes the decision with a global point of view. In this section, we introduce the fundamentals of energy detector and existing centralized weighted combining model of SU networks using energy detection.
Sensing and Measurement Stage
In the sensing stage, we adopt the energy detector [14] because it requires lower design complexity and no priori knowledge of primary users. For the ith SU, the received signal y i ðtÞ is modeled as y i ðtÞ ¼ n i ðtÞ; H 0 h i s i ðtÞ þ n i ðtÞ; H 1 ;
where H 0 represents the hypothesis without PU's signal, and H 1 represents the hypothesis with PU's signal. In H 1 , h i represents gain of the channel, s i ðtÞ is the signal from PU, n i ðtÞ is the additive white Gaussian noise, i.e., n i ðtÞ $ N ð0; s 2 i Þ. We call n i ðtÞ the sensing noises and collect their variances into a vector s ¼ ½s According to [15] , each secondary user calculates a summary statistic Y i over a detection interval of m samples, i.e.,
where m is determined from the time-bandwidth product TW .
Under AWGN measurement channels, the test statistic of the ith SU using energy detection is given by Y i . Since Y i is the sum of the squares of m Gaussian random variables, it can be shown that Y i =s 2 i follows a central chi-square x 2 distribution with m degrees of freedom if H 1 is true; otherwise, it would follow a non-central x 2 distribution with m degrees of freedom and parameter h i . That is,
where
is the local SNR at the ith SU and the quantity
represents the transmitted signal energy over a sequence of m samples during each detection interval. Note that the so-defined local SNR is m times the average SNR at the output of the energy detector, which should be equal to E s jh i j 2 =ms 2 i . For convenience, we put all h i into the following vector h ¼ ½h 1 ; h 2 ; . . . ; h n T : According to the central limit theorem, if the number of samples m is large enough (e.g., ! 10 in practice), the test statistics Y i are asymptotically normally distributed with the mean value
and the variance
Gaussian distribution approximation will facilitate the optimal weights design of the soft weighted combining.
Remark 1.
After the first stage of sensing and measurement, each SU enters the second stage of fusion. The fusion is based on the measurement data collected in the sensing stage. We further make the assumption that the channel condition will not change during the data fusion stage. This is not a strong assumption as in the later sections, we will show that our proposed consensus-based fusion algorithm converges very fast.
Due to space limitation, we present preliminaries on graph theory and related notations for consensus-based algorithm in Section 2 of the supplementary file, available online.
Centralized Weighted Combining
Centralized cooperative spectrum sensing combines the measurements of the SUs at a fusion center as [11] , [12] 
is the measurement of the CR network.
Assume the reporting channel is noise free and all fY i g are assumed to be normal random variables, Y g is also normally distributed and has mean
and the variances under different hypotheses are respectively given by
where Y ¼ EY and l 2 f0; 1g, specifically, we have
With a test threshold , we have
and, the performance of the proposed cooperative spectrum detection scheme can be evaluated using false alarm rate P f and detection rate P d , as
and
Given a fixed false alarm P f , maximizing P d in Eq. (14) will yield the optimal weights v, see [12] , where an optimal solution based on modified deflection coefficient are discussed on centralized soft combining.
SPECTRUM SENSING USING WEIGHTED AVERAGE CONSENSUS
In this section, we present our new consensus-based distributed scheme to achieve the weighted measurement combining through local interactions among SUs, instead of processing the measurements in a centralized fusion center.
Measurement Fusion and Detection Using Weighted Average Consensus
This section introducing weighted average consensus algorithm for the distributed fusion. After the sensing stage, each SU obtains the measurement Y i as the PU's signal energy. For simplicity, we denote the i th agent's measurement as
where x i ð0Þ is the initial statistic before the fusion at the iteration k ¼ 0. The proposed weighted average consensusbased combining scheme is
where d i ! 1 is the weighting ratio according to the channel condition of the ith agent, a is the iteration step size satisfying 0 < a < 1 dmax , where d max is the maximum node degree defined in Eq. (2) of the supplementary file, available online, N i ðkÞ denotes neighboring node of the ith SU at time step k.
In our approach, each SU keeps sensing and takes measurement based on received signal strength, and simultaneously collects sensing information from its connecting neighbor SUs. It then updates its sensing value iteratively using its own and connecting neighborsa sensing data. As time elapses, the sensing information diffuses through the network, and eventually each SU obtains a consensused value which is the weighted average of the measurements from contributing SUs.
If the SU network communication topologies are jointly connected, all the SUs' decision statistics will reach consensus. The final convergence value is:
By comparing the decision value x Ã with a pre-defined threshold , every SU locally obtains the global decision as:
Remark 2. For general detection scenarios, the detection threshold needs to be pre-calibrated offline using Monte Carlo method. For special case such as AWGN measurement channels, can be calculated by each SU in a distributed way. Please refer to Section 3.2 of the supplementary file, available online, for detailed analysis.
Remark 3. Compared to the centralized soft combining
, the distributed consensus iteration (16) achieves an equivalent combining as
The final decision statistic x Ã equals the global combining Y g after the convergence. In the consensus scenario, every SU holds a weighted global decision consensus only through local information exchange without centralized fusion center, which is the major advantage over the centralized combining approach. Meanwhile, the existing average consensus-based combining approach [10] , [16] , [17] is a special case in our proposed algorithm when d i ¼ 1; 8i 2 I, the measurement quality difference among SU's are neglected.
Remark 4. From the distributed fusion law (16) , each SU only needs to know it's own measurement channel condition and the neighbors to communicate with. The SUs do not need to know the network structure and the number of SUs in the network to run the fusion algorithm, and the final combined value (17) only depends on the weight d i set by each SU according to its own measurement quality. In Section 4, we will show the convergence condition is jointly connected SU network structure which is usually satisfied for most SU networks with random link failures.
Remark 5. An important feature of the algorithm (16) is the choice of the weighting factor d i . If the i th SU has better measurement channel condition, it sets a larger d i , which makes the iteration (16) rely less on the local information exchange. On the contrary, an SU with poor measurement channel sets a smaller d i and relies more on the information from the network in order to improve the overall performance. Therefore, the statistics value across the whole SU network will be dominated by the SUs with better measurements. In the following Sections 3.2 and 3.3, we provide two different schemes to set the weight d i according to different measurement channel conditions, namely, the AWGN channel and Rayleigh fading channel, respectively.
Distributed Optimal Weight Design under AWGN Measurement Channel
In this section, we describe the distributed optimal weight design based on the proposed weighted average consensus algorithm under AWGN measurement channels. First, we consider the combined global statistic in Eq. (6) and obtain the optimized centralized weights v oi . Using Eq. (19), we obtain the distributed optimal weights d oi from v oi . Given a false alarm constraint P f , the optimal weights can be obtained by maximizing P d . Generally speaking, the closed form solution does not exist for maximizing P d in Eq. (14) . To give an optimal weights design, we maximizes the deflection coefficient [18] to obtain the centralized near optimal solution as
where v oi denotes the optimal value of v i , h i is the local SNR defined in Eq. (2.1) and s 2 i is the variance of the Gaussian noise in the measurement channel. Comparing Eqs. (19) and (20), we obtain the distributed weights as
Remark 6. Because the weighted average consensus ensures the linear combining, the uniform weights should be in a linear form as in Eq. (20) . All the d oi need to be scaled or saturated to be larger than 1 without affecting the convergence of the consensus iteration under i.i.d. AWGN channel.
To show the optimality of the weight in Eq. (21), we define the deflection coefficient based on the cooperative spectrum sensing settings, as
where EðY g Þ and VarðY g Þ under the hypothesis H 0 and H 1 are defined in (7) and (9), respectively. Rewriting Eq. (14) as
where QðÁÞ denotes the complementary cumulative distribution function. From Eq. (23), we can see that in low SNR channel condition when
will yield a near optimal weights design. We formulate the problem as,
Solving (24), we can obtain optimal distributed solution using Eq. (19) .
From Eqn. (22) 
Because S H 0 defined in Eq. (11) is a diagonal matrix, we have
Using Eq. (19), we can choose
as a distributed optimal design. Thus, the final consensus value is the near optimal soft weighted combining.
Heuristic Weight Design under Rayleigh Fading Channel
We considered optimal weight design under AWGN channel in the last section. Under different channel conditions, we shall consider different schemes for choosing the weighting parameter d i . In this section, we discuss the weight design under Rayleigh fading channels, which was first presented in our conference paper [13] . Following [14] , [19] , under Rayleigh fading, the channel gain h is random and the resulting SNR g follows an exponential distribution. The output Y of each energy detector has the following distributions under hypothesis:
where g i is the estimated average SNR, The final consensus value will be x i ðkÞ !
Remark 7. From Eq. (19), the centralized heuristic weight design is given as v i ¼
; which is reported in [20] .
CONVERGENCE ANALYSIS OF THE WEIGHTED AVERAGE CONSENSUS ALGORITHMS
In this section, we rigorously prove the convergence of the consensus-based combining algorithm in Eq. (16) under fixed and dynamic communication channel conditions. We further characterize the convergence rate assuming each communication link has a failure probability.
Fixed Communication Channel
Analyzing the convergence of the algorithm (16) under fixed communication channels will bring basic understanding of the weighted consensus algorithm and help the analysis of the algorithm under dynamic communication channels. For convenience, we re-write the algorithm (16) in the following compact form:
where x ¼ ½x 1 ; . . . ; x n T , and W is defined as
The convergence of Eq. (30) depends on the convergence of the infinite matrix product 
Proof. According to Lemma 1 in Section 2.1 of the supplementary file, available online, the Perron matrix W defined in (31) is a primitive matrix [21] . The convergence of (33) . This makes the network matrix, Laplacian matrix and Perron matrix, asymmetric, and the final convergence value deviates from the average consensus. Setting d i ! 1; 8i 2 I is a sufficient condition to ensure convergence of the consensus algorithm. Remark 9. Setting D ¼ I, all the weight d i ¼ 1; 8i, we have W as a symmetric matrix with real eigen spectrum and eigen space. 1 is the simple and largest eigenvalue of W , the vector 1 and 1 T are the associated left and right eigenvectors respectively. The convergence of the consensus iteration is given as
which is the average consensus algorithm extensively studied in the literature [22] , [23] , [24] , to name a few.
Dynamic Communication Channel
Realistic SU networks suffer from noise and error interruption or power use constraints. Link failures and dynamic switching communication channels should be considered. In this section, we characterize the conditions for the weighted average consensus convergence on the dynamic communication channels. For a network of n secondary users, there are a finite number, say a total of r, of possible communication graphs.
We denote the set of all possible graphs by fG 1 ; . . . ; G r g; and the set of corresponding Laplacian matrices and Perron matrices given by fL 1 ; . . . ; L r g and fW 1 ; . . . ; W r g, respectively. We have 
where the indices sðkÞ are integers and satisfy 1 sðkÞ r for all k > 0. Here, we use the notion W sðkÞ to denote the graph sequence in the iteration because the graph sequences could be stochastic or deterministic. We will use W ðkÞ to denote the stochastic case later.
Theorem 2. For the iteration process (38), if the step size a satisfies 0 < a < 1 n ; where n is the number of the SU nodes in the network, and the elements of matrix D satisfy d i ! 1; 8i 2 I, and the collection of bidirectional communication graphs that occur infinitely often are jointly connected, then the iteration converges to Remark 11. Theorem 2 requires weak long-term connectivity which contains both deterministic and stochastic time-varying graph sequences, and the convergence rate in general may not exist. If we further assume each link has an independent probability to fail, e.g., the link erasure model [25] , we can present the estimation of the convergence rate of the consensus iteration in Section 4.2 of the supplementary file, available online.
SIMULATIONS AND DISCUSSIONS
In this section, we conduct simulations to study the performance of our proposed distributed weighted combining scheme. The simulation setup, evaluation metrics and comparison methodologies are described. We show the convergence of the weighted consensus algorithm, and Monte Carlo simulation [18] is also conducted to evaluate the detection performance of the proposed distributed spectrum sensing scheme.
SU Network Setup
In the simulation, we mainly consider a 10-node SU network as shown in Fig. 1 , with both fixed and dynamic communication channels. In particular, Fig. 1a shows that 10 SUs communicate with each other through fixed duplex communication channels, and Fig. 1b shows the case of dynamic communication channels which is generated from Fig. 1a by assigning a failure probability 0.4 to each communication link. We use Fig. 1b as a general model for the realistic SU networks suffering from noise and error interruptions. In the simulations shown later, we vary the network size, and consider 20-and 30-node SU networks for the detection performance evaluation.
In Section 5 of the supplementary file, available online, the detection performance of 50-and 100-node SU networks are evaluated.
In the sensing stage, all SUs are assumed to be static and have uncorrelated measuring channels with independent fading effects. In the simulation, we mainly consider AWGN and Rayleigh fading channels. According to the energy detector model, each SU generates the measurement Y i of the PU's signal energy under the hypothesis H 1 in (2) for AWGN channel and H 1 in (28) for Rayleigh fading channel, respectively. The time-bandwidth product in the energy detector is set to m ¼ 12. In the Rayleigh fading channel, the estimation window of the average channel SNR estimator is set to l ¼ 2. In the fusion stage, each SU sets its initial measurement statistic x i ð0Þ ¼ Y i and starts the iterative fusion using algorithm (16) until the final consensus is reached after convergence. The measurement fusion only adopts local communications without a fusion center. In both sensing and fusion stages, all SUs are running the synchronized clock as the same assumption made in other consensusbased schemes [10] , [17] .
Convergence of Consensus Algorithm
Convergence of the consensus algorithm is crucial in the distributed cooperative spectrum sensing, since the convergence time decides the agility of cognitive radio network sensing capability. Fig. 2 shows the convergence performance of the proposed algorithm with respect to the iteration step under both fixed and dynamic communication channels. The optimal weight is set on each SU according to the its channel conditions. We observe in Fig. 2a that within 30 steps the differences of x i among all the SUs with fixed communication channels are less than 1 dB, indicating the consensus has been reached on the global decision statistics 11.1 dB. Fig. 2b shows the convergence of the algorithm under dynamic communication channels with independent link failures, where the failure probability of each link is 0:4. We observe that the consensus is achieved within 30 iteration steps, which is less than 1 second. As expected, the final convergence is ensured under the random link failure model, but the trajectories of the converging statistics are not as smooth as the case in fixed graph case, due to the temporary link failures. The convergence rate is close but slightly slower than the fixed graph case, which is in accordance with the theoretical conclusion in Remark 4 that it is the spectral gap decides the convergence rate and the random link failure does not necessarily degrades the convergence performance.
Metrics and Methodologies
For comparison, we mainly consider P d (detection probability) and P f (probability of false alarm) as performance metrics, where P d is defined as the probability of decision made on H 1 when H 1 is true, P f is defined as the probability of decision made on H 1 when H 0 is true, H 0=1 are defined in Eq. (1). A high P d will result in high P f , which increases the interference to primary users. On the other hand, a low P f will result in low P d and lead to low spectrum utilization. Offering high P d under low P f constraints is challenging for most spectrum seing approaches.
In the performance comparison, we mainly consider the general AWGN and Rayleigh fading channel conditions. Under the AWGN channel condition, we compare our proposed distributed optimal weight gain combining (DWGC) discussed in Section 3.2, with the existing equal gain combining [10] , OR hard combining (OR) [26] , and centralized optimal weighted gain combining [12] . Under the Rayleigh fading channel condition, we compare our distributed weight design based on distributed estimated average channel SNR weighted gain combining (DAWGC) as discussed in Section 3.3, with existing EGC, OR and centralized estimated Average channel SNR weighted gain combining (AWGC) [20] approaches. The (OR) method simulated in this section is 1 out of n detection scheme in which H 1 is decided by the largest measurement through the network [26] .
To validate the effectiveness of the proposed method, we conduct extensive simulations by varying the measurement channel condition, PU transmission power, and the network size. The threshold is computed from the false alarm constraints under the hypothesis H 0 in Eqs. (2) and (28), respectively. The soft combining scheme (DWGC, DAWGC, EGC centralized WGC and AWGC) share the same threshold, since the measurement output under H 0 is independent of the channel SNR when the primary user signal is absent. The decision threshold of OR hard combining is decided by the largest measurement among the SU network under the hypothesis H 0 .
Performance Evaluation
In this section, we present the simulation evaluation of our proposed method in comparison with existing cooperative spectrum schemes: centralized WGC, EGC and OR methods. We mainly evaluate the detection performance under AWGN channel and Rayleigh fading channels. In the simulation, our approach features the distributed weights choosing by each SU according to its own measurement quality. The weight design for each SU are derived from Equations (21) and (29) for AWGN and Rayleigh fading channels, respectively.
Receiver Operating Curves (ROC) under AWGN Channels
In this scenario, we consider the AWGN channel for the evaluation of the proposed DWGC with existing EGC, OR and centralized WGC. Fig. 3a shows the receiver operating curves under AWGN channel for the 10-node SU network shown in Fig. 1 , where the channel SNR of the SU network ranges from 0 to À10 dB. The proposed DWGC achieves the best performance which is comparable to the centralized WGC. As expected, the temporal communication channel failures do not affect the detection performance of the DWGC approach. The EGC approach has a satisfactory performance but the performance is worse than DWGC. The OR scheme performs the worst. Particularly, with the false alarm P f ¼ 0:1 the DWGC offer the detection probability P d ¼ 0:97, which is in consistent with the numerical results shown in supplementary file, available online, Section 5.1 Fig. 2(a) . EGC and OR give P d ¼ 0:92 and P d ¼ 0:68, respectively. Fig. 3a shows clearly the proposed DWGC scheme achieves comparable performance with the centralized WGC and outperforms EGC and OR schemes under AWGN channels.
Receiver Operating Curves under Rayleigh Fading Channels
In this simulation, we consider the Rayleigh fading channel condition, since Rayleigh fading is inevitable in practice. We compare the detection performance of the proposed DAWGC with EGC, OR and centralized WGC. The average channel SNR is set to 0 dB. From the ROC curves shown in Fig. 3b , we observe that DAWGC has the best performance under both fixed and dynamic communication channels. The DAWGC and centralized AWGC achieve comparable performances. Specifically, when the false alarm is P f ¼ 0:1, DAWGC achieves detection probability P d ¼ 0:83, which is the same as the centralized AWGC, while EGC only offers P d ¼ 0:47 and the OR hard combining is the worst with P d ¼ 0:31: From Fig. 3b , we find that the performance degradation of the DWGC and centralized WGC due to Rayleigh fading effects is within 20 percent, while the performance of the EGC and OR-rule degrades more than 50 percent after the Rayleigh fading is considered. The advantage of the proposed method is clear that specific weight setting according to the channel conditions can be implemented to improve the overall performance without a centralized fusion center. It is encouraging that the performance of our proposed approach is comparable with the centralized method and outperforms existing distributed schemes, which do not consider weight on the channel conditions. 
Receiver Operating Curves with Respect to SU Network Sizes
We next evaluate the performance of the proposed distributed weighted combining scheme under different network sizes. In Fig. 4 , we plot the ROC curves of the proposed DWGC, EGC, OR and centralized WGC under AWGN measuring channel with different SU network sizes. As shown in Figs. 4a and 4b , the SU networks with 20 and 30 nodes are employed, respectively, for performance evaluation under the AWGN channel with identical channel conditions. We observe DWGC achieves the best performance under different network sizes, and have comparable performances with the centralized WGC approach. In particular, when the false alarm P f is set between 0.01 and 0.1, DWGC achieves detection probability above 0.9. When the network size increases, the detection probability also increases. For both 20-and 30-node cases, detection probability of DWGC is 10 percent higher than the EGC and 25 percent higher than the OR, respectively. Here, the variance of Gaussian noise is fixed at s i ¼ 1; 8i, and the measuring channel SNR of the SU network ranges from 0 to À15 dB. This scenario shows the advantages of the proposed weighted design when false alarm is low, especially more SU nodes in cooperation.
In Fig. 5 , we plot the ROC curves for DAWGC, EGC, OR, centralized AWGC under Rayleigh fading channel with network sizes with 20 and 30 nodes, respectively. We observe that the proposed DAWGC method achieves the best performance in both cases, and the detection probability is comparable to the centralized AWGC. Clearly, the performance of DAWGC is much less affected by the Rayleigh fading than the EGC and OR hard combining. Particularly, when the false alarm is set between 0.005 and 0.1, DAWGC achieves the highest detection probability over 0.8 in the 20-node case and over 0.9 in the 30-node case, respectively. In contrast, when the false alarm is set at 0.005, the detection probability of EGC is below 0.4 in both 20-and 30-node cases, and OR hard combining performs the worst with detection probability below 0.3. This scenario demonstrates the advantages of our proposed DAWGC under Rayleigh fading channels with low false alarm rates. DAWGC with distributed weights based on estimated channel SNR is more sensitive to the network size changes, and maintains much higher detection probability under the low false alarm rates, compared to other existing distributed spectrum sensing methods.
In summary, we clearly observe that the proposed distributed consensus-based weighted design outperforms the existing distributed combining approaches significantly, and achieves comparable performance with the centralized weighted combining scheme. The proposed distributed optimal weights design can incorporate specific weights according to different channel conditions, and exhibits clear advantages in extensive simulations with respect to channel fading, low PU transmission power, low false alarm rate and the network size variation.
CONCLUSION
In this paper, we develop a distributed weighted combining scheme for cooperative spectrum sensing in cognitive radio networks. The proposed method is based on the weighted average consensus algorithm for both fixed and time-varying network graphs. Through the weighted local fusion iteration, each secondary user derives the global decision statistic from the weighted soft measurement combining throughout the network to achieve distributed cooperative spectrum sensing. When the weights are appropriately chosen, the detection performance of the proposed scheme is comparable to the performance of centralized optimal weighted combining scheme and outperforms existing distributed equal gain combining schemes. The authors are pursuing several future work directions. Adopting the distributed consensus estimator algorithm [27] , [28] can achieve weighted combined decision statistics in real-time without waiting for the consensus convergence for the decision making. The other direction is to study the effects of different communication link dynamics [29] on the decision performance. More promising work focuses on the distributed environment mapping [30] using weighted consensus algorithms.
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