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1. INTRODUCTION
The stability analysis of many control systems are concerned with the zero locations
of their characteristic polynomials. If the coeﬃcients of a polynomial are known
exactly, then its zero locations can be determined readily by the well-known methods.
However, in practice the system model is used at best an approximation of the real
process. Thus, one of the real problems of the stability analysis is to determine the
stability of family of polynomials or matrices.
One of such family of polynomials is a convex combination of the real polyno-
mials.
Ackermann (1988) has given the necessary and suﬃcient conditions for Schur
stability of the convex combination of polynomials but these conditions are not
practical in calculation.
In the present paper, we given the simple suﬃcient condition for the Schur
stability of the convex combination of the polynomials.
In this note we consider only the real polynomials.
The real polynomial
g(x)=anxn + an−1xn−1 + ···+ a1x + a0 = an(x − x1)(x − x2)···(x − xn) (1)
is called Schur stable if |xi| < 1( i =1 ,2,...,n).
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Schur stable. In this paper, we will write “stable” instead of “Schur stable”.
Let
S1(g)=




an an−1 an−2 ... a 3 a2
0 an an−1 ... a 4 a3
... ... ... ... ... ...
00 0 ... 0 an



,
S2(g)=




000 ... 0 a0
000 ... a 0 a1
... ... ... ... ... ...
a0 a1 a2 ... a n−3 an−2



,
S(g)=S1(g) − S2(g).
It is easy to see that S1(g), S2(g), S(g) ∈ R(n−1)×(n−1).T h em a t r i xS(g) plays
a fundamental role of Schur stability of polynomials, see [2].
For simplicity, we consider monic polynomials in the main result below.
Consider the real polynomials
fj(x)=xn + a
(j)
n−1xn−1 + ···+ a
(j)
1 x + a
(j)
0 (2)
for j =1 ,2,...,m.
We apply the following notations:
Pn =
 
f(x)=xn + an−1xn−1 + ···+ a1x + a0: ai ∈ R (i =0 ,1,...,n− 1)
 
,
Ln = {f(x)=( x − x1)(x − x2)···(x − xn) ∈ Pn: |xi| < 1( i =1 ,2,...,n)},
Vm = {(α1,α 2,...,α m) ∈ Rm: αj ≥ 0( j =1 ,2,...,m),α 1 + α2 + ···+ αm =1 },
C(f1,f 2,...,f m)={(α1f1(x)+α2f2(x)+···+ αmfm(x): (α1,α 2,...,α m) ∈ Vm},
C(fi,f j)={(αifi(x)+αjfj(x): (αi,α j) ∈ V2}.
Let BT denote the transpose of the matrix B, λi(A)-eigenvalue of the matrix
A ∈ Rn×n.
It is seen that C(f1,f 2,...,f m) denotes the convex combination of the polyno-
mials f1(x),f 2(x),...,f m(x). It is known that from the stability of the polynomials
fi(x), fj(x) does not imply that C(fi,f j) ⊂ Ln.
In this paper, we present the simple suﬃcient condition for Schur stable of the
set C(f1,f 2,...,f m). We assume that the polynomials fj(x) ∈ Ln (j =1 ,2,...,m).
Hence, there exists the inverse matrix S−1(fj)( j =1 ,2,...,m).
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λk(S−1(fj)S(fi)) (k =1 ,2,...,n− 1; i,j =1 ,2,...,m; j<i )
denote the eigenvalues of the matrix S−1(fj)S(fi).
If the matrix Q = QT ∈ Rn×n and λi(Q) > 0( i =1 ,2,...,n),t h e nw ew r i t e
Q>0.
The following theorems are true:
Theorem 1.1. [1] If the polynomials (2) are Schur stable, then the convex com-
bination C(f1,f 2,...,f m) ⊂ Ln if and only if λk(S−1(fj)S(fi)) / ∈ (−∞,0  for
k =1 ,2,...,n− 1; i,j =1 ,2,...,m; j<i .
Theorem 1.2. [3] If the matrix A ∈ Rn×n and there exists the matrix P ∈ Rn×n
such that
PT + P>0,
ATPT + PA>0,
then λi(A) / ∈ (−∞,0  (i =1 ,2,...,n).
2. MAIN RESULT
Now, we will prove the simple suﬃcient condition for Schur stability of the convex
combination of the polynomials (2).
Theorem 2.1. If the real polynomials (2) are Schur stable and there exists the matrix
Pij ∈ R(n−1)×(n−1) such that
ST(fi)PT
ij + PijS(fi) > 0 (3)
ST(fj)PT
ij + PijS(fj) > 0 (4)
for i,j =1 ,2,...,m; j<i , then the convex combination C(f1,f 2,...,f m) ⊂ Ln.
Proof. From the assumption fi(x),f j(x) ∈ Ln it follows that there exist the inverse
matrices S−1(fi), S−1(fj). For the matrix S−1(fi)S(fj) we have
 
S−1(fi)S(fj)
 T
[PijS(fi)]
T +[ PijS(fi)]
 
S−1(fi)S(fj)
 
= ST(fj)PT
ij + PijS(fj) > 0.
From the last relation and the assumption (3), by applying Theorem 1.2, we
have
λk(S−1(fi)S(fj)) / ∈ (−∞,0  (k =1 ,2,...,n− 1)
for i,j =1 ,2,...,m; j<i . Hence and from Theorem 1.1, it follows that the convex
combination C(f1,f 2,...,f m) ⊂ Ln. This completes the proof of Theorem 2.1.
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Corollary 2.1. If the polynomials (2) are Schur stable and
ST(fi)+S(fi) > 0( i =1 ,2,...,m),
then the convex combination C(f1,f 2,...,f m) ⊂ Ln.
The inverse thesis is not true.
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