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As for everything else, so for a mathematical
theory: beauty can be perceived but not explai-
ned.
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Resumo
Nesse trabalho estudamos a teoria de Perron-Frobenius para mapas positivos atuando na a´lgebra
de matrizes Mk e nas suas sub-a´lgebras VMkV = {V XV |X ∈Mk}. Apresentamos demonstrac¸o˜es dos
teoremas principais dessa teoria. Mostramos que para todo mapa positivo atuando em VMkV o seu
raio espectral e´ um autovalor e associado a ele existe um autovetor hermitiano positivo semidefinido.
Ale´m disso, se o mapa e´ irredut´ıvel enta˜o a multipilicidade geome´trica e´ 1 e a imagem do autovetor
associado coincide com a imagem de V . Tambe´m estudamos mapas que sa˜o soma direta de irredut´ıveis
e mostramos uma maneira indireta de constru´ı-los.
Palavras-Chave: Mapas Positivos, Raio Espectral, Teorema de Perron-Frobenius, Mapas Irre-
dut´ıveis, Mapas Completamente Redut´ıveis.
Abstract
In this work we study Perron-Frobenius theory for positive maps acting on the matrix algebra Mk
and its subalgebras VMkV = {V XV |X ∈Mk}. We show that the spectral radius of any positive map
belongs to its spectrum and associated to this eigenvalue there is a positive semidefinite hermitian
eigenvector. Moreover, if the map is irreducible then we show that the geometric multiplicity of the
spectral radius is 1 and the image of the associated eigenvector coincides with the image of V . We
also study positive maps which are direct sum of irreducible maps and we provide an indirect way to
construct them.
Key-words: Positive Maps, Spectral Radius, Perron-Frobenius Theorem, Irreducible Maps, Comple-
tely Reducible Maps.
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Cap´ıtulo 1
Introduc¸a˜o
O teorema de Perron-Frobenius e´ um teorema cla´ssico de A´lgebra Linear [4], [6]. Ele fornece di-
versas informac¸o˜es sobre os autovalores de uma matriz quadrada com coeficientes reais na˜o negativos.
Uma matriz quadrada com coeficientes na˜o negativos e´ um mapa positivo agindo em Ck. Portanto
o teorema de Perron-Frobenius trata de mapas positivos. Existem generalizac¸o˜es desse teorema para
mapas positivos agindo em outros espac¸os, por exemplo para a a´lgebra das matrizes complexas de
ordem k, e para situac¸o˜es ainda mais gerais (apeˆndice de [7]). Essa colec¸a˜o de generalizac¸o˜es formam
a chamada teoria de Perron-Frobenius.
Nesse trabalho focaremos na a´lgebra Mk e nas suas sub-a´lgebras VMkV = {V XV |X ∈ Mk}, onde
V ∈ Mk uma projec¸a˜o ortogonal. O conjunto das matrizes hermitianas positivas semidefinidas sera´
representado por Pk.
As informac¸o˜es principais dessa teoria dizem respeito a mapas positivos irredut´ıveis (Ver Definic¸o˜es
2.1.3 e 2.1.4). Por exemplo, o raio espectral de um mapa positivo L : VMkV → VMkV (Ver Definic¸a˜o
2.2.6) e´ um autovalor e existe um autovetor associado que e´ hermitiano positivo semidefinido. Ale´m
disso se ele for irredut´ıvel a multiplicidade geome´trica do raio espectral e´ 1 e a imagem do autovetor
coincide com Imagem de V (Proposic¸o˜es 2.3 e 2.5 em [4]). Essas condic¸o˜es sa˜o necessa´rias para a
irreducibilidade do mapa. As demonstrac¸o˜es desses resultados apresentadas neste trabalho seguem as
ideias das refereˆncias [4, 1].
Determinar quando um mapa positivo arbitra´rio e´ irredut´ıvel na˜o e´ fa´cil, entretanto se ele for au-
toadjunto com respeito ao produto interno do trac¸o enta˜o essas duas condic¸o˜es necessa´rias tambe´m
sa˜o suficientes (Ver Lema 4.1.3). Portanto para mapas autoadjuntos positivos existe uma propriedade
simples equivalente a ser irredut´ıvel.
Depois de estudar mapas irredut´ıveis o pro´ximo passo e´ estudar mapas que sa˜o soma diretas de ir-
redut´ıveis. Chamaremos esses mapas de mapas completamente redut´ıveis (Ver Definic¸a˜o 5.0.1). A
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maneira direta de constru´ı-los e´ definindo um mapa a partir de mapas irredut´ıveis. Aqui mostraremos
uma maneira indireta de constru´ı-los.
Novamente para mapas autoadjuntos existe uma propriedade equivalente a ser completamente re-
dut´ıvel que tambe´m vem da teoria de Perron-Frobenius. Essa propriedade e´ chamada de propriedade
de decomposic¸a˜o (Ver Definic¸a˜o 5.0.2).
Construiremos mapas autoadjuntos positivos da seguinte maneira. Seja C = (cij) ∈ Mk e B ∈ Mm.
O produto de Kronecker e´ definido como C ⊗B = (cijB) ∈Mkm (Ver Definic¸a˜o 2.2.5). Assim identi-
ficaremos o produto tensorial Mk ⊗Mm com Mkm via produto de Kronecker.
Seja A ∈Mk ⊗Mm wMkm uma matriz hermitiana. Podemos escrever A =
∑n
i=1Bi⊗Ci, onde Bi, Ci
sa˜o matrizes hermitianas para todo i. Assim definimos os seguintes mapas:
FA : Mm →Mk GA : Mk →Mm
X 7→ FA(X) =
∑n
i=1 tr(CiX)Bi X 7→ GA(X) =
∑n
i=1 tr(BiX)Ci .
Esses mapas sa˜o adjuntos com respeito ao produto interno do trac¸o. Quando A e´ uma matriz positiva
semidefinida os mapas FA e GA sa˜o positivos. Portanto FA ◦ GA : Mk → Mk e´ um mapa positivo
autoadjunto.
Dizemos que uma matriz A =
∑n
i=1Bi ⊗ Ci e´ positiva sobre transposic¸a˜o parcial ou PPT, se A e
At2 = Id⊗ (·)t(A) = ∑ni=1Bi ⊗ Cti sa˜o matrizes hermitianas positivas semidefinidas .
O resultado principal que mostraremos nesse trabalho e´ que a propriedade PPT para a matriz A
garante automaticamente a propriedade de decomposic¸a˜o para FA ◦ GA : Mk → Mk e portanto ele e´
completamente redut´ıvel. Essa propriedade aparece naturalmente em teoria de informac¸a˜o quaˆntica.
Ale´m da obter uma maneira indireta de se construir mapas completamente redut´ıveis, existem ou-
tras consequeˆncias desse resultado. Por exemplo, podemos reduzir o problema da separabilidade dos
estados quaˆnticos a um subconjunto das matrizes PPT (Ver refereˆncias [2, 5]).
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Cap´ıtulo 2
Mapas Positivos e raio espectral
2.1 Resultados Preliminares
Antes de iniciar o trabalho vejamos algumas definic¸o˜es necessa´rias para a compreensa˜o do texto.
Definic¸a˜o 2.1.1. Denotaremos o conjunto das matrizes de ordem k com entradas complexas por Mk
e o conjunto de vetores com k entradas complexas por Ck. Assim definimos VMkW como sendo o
conjunto {V XW |X ∈Mk}, onde V e W sa˜o projec¸o˜es ortogonais pertencentes a Mk.
Definic¸a˜o 2.1.2. Uma matriz A pertencente ao Mk e´ dita hermitiana, se A
∗ = A, onde
∗ : Mk →Mk
A 7→ A∗ = (At)
Dada uma matriz hermitiana A, se para todo z pertencente ao Ck tivermos que z∗Az ≥ 0. Enta˜o
dizemos que A e´ uma matriz hermitiana positiva semidefinida, quando a desigualdade e´ estrita, enta˜o
dizemos que A e´ uma matriz hermitiana positiva definida. Denotaremos por Pk o conjunto de todas
as matrizes hermitianas positivas semidefinidas em Mk.
Definic¸a˜o 2.1.3. Seja L : VMkV →WMmW uma transformac¸a˜o linear, dizemos que L e´ um mapa
positivo se L(Pk ∩ VMkV ) ⊂ (Pm ∩WMmW ).
Definic¸a˜o 2.1.4. Dizemos que um mapa positivo na˜o nulo L : VMkV → VMkV e´ irredut´ıvel, se
V ′MkV ′ ⊆ VMkV e´ tal que L(V ′MkV ′) ⊆ V ′MkV ′, enta˜o temos que V ′ = V ou V ′ = 0.
Pela definic¸a˜o 2.1.3, percebemos que um mapa e´ dito positivo se ele leva matrizes hermitianas
positivas semidefinidas do domı´nio em matrizes hermitianas positivas semidefinidas do contra-domı´nio.
Ja´ a definic¸a˜o 2.1.4 nos diz que se as u´nicas sub-a´lgebras invariantes por L sa˜o as triviais enta˜o L e´
irredut´ıvel.
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Definic¸a˜o 2.1.5. Seja A ∈ Mk. Definimos como a norma espectral de A a raiz quadrada do maior
autovalor da matriz A∗A, i.e. ||A||2 =
√
λmax(A∗A)
Nesse texto usaremos a definic¸a˜o usual de autoadjunto, ou seja, L : VMkV → VMkV e´ dito auto-
adjunto se 〈L(A), B〉 = 〈A,L(B)〉, i.e. L e´ igual ao seu adjunto, onde 〈A,B〉 = tr(AB∗). Ale´m disso
usaremos a definic¸a˜o usual de produto interno em Ck: 〈v,w〉 = vtw
Os seguintes resultados sera˜o u´teis na pro´xima sec¸a˜o.
Lema 2.1.6. Se L : VMkV → VMkV um mapa positivo enta˜o L(X∗) = L(X)∗ para todo X ∈ VMkV .
Em particular, a imagem de toda matriz hermitiana pela L tambe´m e´ hermitiana, isto e´, ela preserva
hermitianicidade.
Demonstrac¸a˜o. Seja Y uma matriz hermitiana de VMkV . Podemos escreveˆ-la como Y = C−D, onde
C,D ∈ Pk ∩ VMkV .
Enta˜o L(Y ) = L(C)−L(D) e´ uma diferenc¸a de matrizes hermitianas positivas semidefinidas e portanto
hermitiana.
Seja X uma matriz qualquer de VMkV . Existem matrizes hermitianas Y1, Y2 ∈ VMkV tais que
X = Y1 + iY2. Portanto L(X
∗) = L(Y1 − iY2) = L(Y1)− iL(Y2) = L(Y1 + iY2)∗ = L(X)∗, pois L(Y1)
e L(Y2) sa˜o hermitianas.
Lema 2.1.7. Sejam C,D ∈ Pk, onde A = C +D. Enta˜o Im(C) ⊂ Im(A).
Demonstrac¸a˜o. Se v ∈ Nuc(A) enta˜o 0 = vtAv = vtCv + vtDv.
Como C e D sa˜o positivas semidefinidas enta˜o vtCv = 0. Isso implica que Cv = 0.
Em outras palavras se v esta´ no nu´cleo de A, ele tambe´m esta´ no nu´cleo de C.
Nuc(A) ⊂ Nuc(C)⇒ Im(C) = Nuc(C)⊥ ⊂ Nuc(A)⊥ = Im(A).
2.2 Mapas positivos e Raio espectral
Nesta sec¸a˜o provamos os lemas que sa˜o utilizados nas demonstrac¸o˜es dos teoremas principais do
cap´ıtulo 4. Aqui ja´ demonstramos um resultado importante sobre o raio espectral (Ver Definic¸a˜o 2.2.6
e Lema 2.2.7).
Lema 2.2.1. Seja A ∈ Pk e B uma matriz hermitiana de Mk. Enta˜o Im(B) ⊂ Im(A) se, e somente
se, existe ε > 0 tal que A± εB ∈ Pk.
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Demonstrac¸a˜o. (⇒) Como A ∈ Pk enta˜o existe R ∈ Mk tal que RAR∗ =
Dn×n 0
0 0
 e Dn×n e´
diagonal positiva. Assim podemos escreverIdn×n 0
0 0
 =
D− 12n×n 0
0 Id
RAR∗
D− 12n×n 0
0 Id

Definindo S =
D− 12n×n 0
0 Id
R temos que Im(SAS∗) = Cn ×~0 n−k.
E asssim temos:
Im(SAS∗) = {SAS∗v,v ∈ Ck} = {SAw : w ∈ Ck} = {Sw : w ∈ Im(A)} = S(Im(A)) .
Como Im(A)) ⊇ Im(B)) enta˜o S(Im(A)) ⊇ S(Im(B)) = Im(SB) = Im(SBS∗).
Observe que (SBS∗)∗ = (S∗)∗B∗S∗ = SBS∗.
Assim SBS∗ =
Cn×n 0
0 0
, onde C = C∗.
Portanto para ε pequeno temos SAS∗ ± εSBS∗ =
Id± εCn×n 0
0 0
 ∈ Pk.
Temos enta˜o que S−1(SAS∗ ± εSBS∗)(S−1)∗ = A± εB ∈ Pk
(⇐) Defina C = A− εB e D = A+ εB, tais que C,D ∈ Pk. Observe que C+D = 2A e D−C = 2εB.
Assim pelo Lema 2.1.7, temos enta˜o que Im(C) ⊂ Im(A) e Im(D) ⊂ Im(A).
Portanto Im(B) = Im(D − C) ⊂ Im(D) + Im(C) ⊂ Im(A).
Lema 2.2.2. Sejam γ1, γ2 ∈ Mk e hermitianas tais que γ1 ∈ Pk, γ2 6= 0. Ale´m disso, suponha
Im(γ2) ⊂ Im(γ1) e que γ2 na˜o e´ mu´ltiplo de γ1. Enta˜o existe um nu´mero real λ 6= 0 tal que γ1−λγ2 ∈
Pk e, um vetor na˜o nulo, v ∈ Nuc(γ1 − λγ2) ∩ Im(γ1).
Demonstrac¸a˜o. Na demonstrac¸a˜o do lema 2.2.1, vimos que existe S ∈Mk invert´ıvel tal que
Sγ1S
∗ =
Idn×n 0
0 0
 e Sγ2S∗ =
C 0
0 0
. Assim Sγ1S∗ − λSγ2S∗ =
Id− λC 0
0 0
.
Agora escolha λ tal que Id− λC ∈ Pn e dim Nuc(Id− λC) > 1.
Portanto, dim Nuc
(
S−1
Id− λC 0
0 0
 (S−1)∗) > dim Nuc(S−1
Id 0
0 0
 (S−1)∗).
Isso significa que dim Nuc(γ1 − λγ2) > dim Nuc(γ1).
Assim dim Nuc(γ1 − λγ2) + dim(γ1) > dim Nuc(γ1) + dim Im(γ1) = dim Ck
Enta˜o deve existir um vetor na˜o nulo que esta´ na imagem de γ1 e no nu´cleo de γ1 − λγ2.
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Lema 2.2.3. Seja L : VMkV → WMmW um mapa positivo. Se γ ∈ Pk ∩ VMkV e L(γ) = δ,
enta˜o L(V1MkV1) ⊂ W1MmW1, onde V1 e W1 sa˜o as projec¸o˜es ortogonais sobre Im(γ) e Im(δ),
respectivamente.
Demonstrac¸a˜o. Seja γ1 ∈ V1MkV1 uma matriz hermitiana, enta˜o Im(γ1) ⊂ Im(V1) = Im(γ).
Pelo lema 2.2.1, existe ε positivo, tal que γ ± εγ1 e´ uma matriz hermitiana positiva semidefinida.
Como L(γ1) e´ uma matriz hermitiana e L(γ) ± εL(γ1) = L(γ ± εγ1) ∈ Pk, enta˜o Im(L(γ1)) ⊂
Im(L(γ)) = Im(δ) = Im(W1). Pelo Lema 2.2.1 temos que L(γ1) ∈W1MmW1.
Como cada matriz pertencente a V1MkV1 e´ uma combinac¸a˜o linear de matrizes hermitianas perten-
centes V1MkV1 enta˜o L(V1MkV1) ⊂W1MmWm.
Corola´rio 2.2.4. Sejam L : VMkV → VMkV um mapa positivo e γ ∈ Pk∩VMkV , tal que L(γ) = λγ,
com λ > 0. Enta˜o L(V1MkV1) ⊂ V1MkV1, onde V1 e´ a projec¸a˜o ortogonal sobre Im(γ).
Antes do pro´ximo lema, vejamos a definic¸a˜o do produto de Kronecker.
Definic¸a˜o 2.2.5. Sejam Am×n, Bp×q duas matrizes. Definimos o produto de Kronecker delas como:
A⊗B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
am1B am2B · · · amnB

Definic¸a˜o 2.2.6. O maior valor absoluto dos autovalores de uma transformac¸a˜o linear L : VMkV →
VMkV e´ chamado de raio espectral da transformac¸a˜o.
Lema 2.2.7. Seja L : VMkV → VMkV um mapa positivo. Se L(V ) = V , enta˜o o raio espectral de
L e´ 1.
Demonstrac¸a˜o. Seja U ∈ VMkV uma matriz normal tal que UU∗ = U∗U = V . Assim, U =∑s
i=1 λivivi
t, onde s e´ a dimensa˜o da imagem de V , {λ1, ..., λs} sa˜o nu´meros complexos de norma 1
e {v1, ...,vs} e´ uma base ortonormal da imagem de V .
Lembre que L(U∗) = L(U)∗, pelo lema 2.1.6, e L(U∗)V = L(U∗), V L(U) = L(U).
Considere a seguinte matriz: B =
s∑
i=1
 1 λi
λi 1
⊗ L(vivit) =
 L(V ) L(U)
L(U∗) L(V )

=
 V L(U)
L(U)∗ V
 =
 Id 0
L(U)∗ Id
V 0
0 V − L(U)∗L(U)
Id L(U)
0 Id
.
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Como o produto de Kronecker de matrizes hermitianas positivas semidefinidas tambe´m e´ hermiti-
ana positiva semidefinida enta˜o B ∈ P2k, de modo que V − L(U)∗L(U) ∈ Pk.
Assim ||L(U)||2 ≤ 1, onde ||L(U)||2 e´ a norma espectral de L(U). Portanto para toda matriz normal
U , tal que UU∗ = U∗U = V , temos que ||L(U)2|| ≤ 1.
Seja A ∈ VMkV um autovetor de L associado a algum autovalor α e ||A||2 ≤ 1. Considere a seguinte
decomposic¸a˜o SVD de A =
∑s
j=1 ajmjn
t
j , tal que 0 ≤ aj ≤ 1.
Como aj = cos(θj) =
eiθj+e−iθj
2 enta˜o,
A = 12(
∑s
j=1 e
iθjmjn
t
j) +
1
2(
∑s
j=1 e
−iθjmjntj) =
1
2(U1 + U2).
Note que U1U
∗
1 = U
∗
1U1 = U2U
∗
2 = U
∗
2U2 = V .
Assim,
|α| = |α|||A||2 = ||αA||2 = ||L(A)||2 = ||L(12(U1 + U2)||2 ≤ 12(||L(U1)||2 + ||L(U2)||2) ≤ 1.
Portanto o mo´dulo de todos os autovalores de L sa˜o menores ou iguais a 1. Ale´m disso sabemos
que 1 e´ um autovalor, pois L(V ) = V . Assim 1 e´ o raio espectral de L.
Lema 2.2.8. Seja L : VMkV → VMkV um mapa positivo irredut´ıvel. Se X ∈ Pk ∩ VMkV \ {0},
enta˜o Im((Id+ L)s−1(X)) = Im(V ), onde s = posto(V ).
Demonstrac¸a˜o. Seja X ∈ Pk ∩ VMkV \ {0} enta˜o L(X) ∈ Pk ∩ VMkV . Pelo Lema 2.1.7 temos que
Im(X) ⊂ Im(X + L(X)) ⊂ Im(V ).
Observe que se Im(X + L(X)) = Im(X), como L(X) e´ positiva, enta˜o Im(L(X)) ⊂ Im(X), pelo
Lema 2.1.7. Agora, se V ′ e´ a projec¸a˜o ortogonal sobre a imagem de X, pelo Lema 2.2.3, temos que
L(V ′MkV ′) ⊂ V ′MkV ′. Como L e´ irredut´ıvel enta˜o V = V ′ e Im(X) = Im(V ).
Portanto, se Im(X) 6= Im(V ) enta˜o posto((Id + L)(X)) > posto(X). Repetindo o argumento pelo
menos s− 1 vezes, obteremos Im((Id+ L)s−1(X)) = Im(V ).
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Cap´ıtulo 3
Variac¸a˜o dos autovalores
Seja (Ak)k∈N uma sequeˆncia de matrizes de Mk. Se Ak converge para uma matriz A, sera´ que os
autovalores de Ak convergem para os autovalores de A?
A resposta e´ sim. A seguir demonstramos que as ra´ızes de um polinoˆmio dependem continuamente do
polinoˆmio, utilizando ana´lise complexa.
3.1 Ra´ızes de um Polinoˆmio
Notac¸a˜o: Denotaremos o conjunto de todas as permutac¸o˜es de {1, . . . , n} por Sn.
Definic¸a˜o 3.1.1. Sejam (x1, ..., xn) e (y1, ..., yn) ∈ Cn. Podemos definir a seguinte relac¸a˜o de equi-
valeˆncia em Cn:
(x1, ..., xn) ∼ (y1, ..., yn) ⇔ ∃ pi ∈ Sn : (xpi(1), ..., xpi(n)) = (y1, ..., yn)
Definic¸a˜o 3.1.2. Com a relac¸a˜o de equivaleˆncia acima podemos definir o seguinte espac¸o quociente:
Cnsym ∼= C
n
upslope∼
Em outras palavras, caso duas n-uplas difiram apenas por ordenac¸a˜o, as consideraremos iguais.
Um polinoˆmio com coeficientes complexos de grau n, possui n ra´ızes complexas e estas podem ser
vistas como uma n-upla, que e´ u´nica de cada polinoˆmio, exceto por ordenac¸a˜o.
Seja f(z) = zn−a1zn−1 +a2zn−2 + ...+(−1)nan um polinoˆmio moˆnico com ra´ızes α1, ..., αn. Sabemos
que para todo j vale,
aj =
∑
1≤i1≤...≤ij≤n
αi1αi2 ...αij .
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Definic¸a˜o 3.1.3. Sejam λ = (λ1, ..., λn), µ = (µ1, ..., µn) ∈ Cnsym. Definimos a distaˆncia entre λ e µ
da seguinte forma:
d(λ, µ) = min
σ∈Sn
max
1≤j≤n
|λj − µσ(j)|
Essa me´trica e´ chamada de “optimal matching distance”.
Teorema 3.1.4. (Teorema de Rouche´ - Ver refereˆncia [?]) Sejam f e g duas func¸o˜es meromo´rficas
em uma vizinhanc¸a de B(a;R) e que na˜o possuem zeros e polos no c´ırculo γ = {z : |z − a| = R}.
Se Zf e Pf sa˜o os nu´meros de zeros e polos, respectivamente, de f dentro do c´ırculo γ, contados com
multiplicidade. Se
|f(z) + g(z)| < |f(z)|+ |g(z)|, ∀z ∈ γ, enta˜o Zf − Pf = Zg − Pg.
Note que pelo Teorema Fundamental da A´lgebra a seguinte func¸a˜o e´ uma bijec¸a˜o:
S : Cnsym −→ Cn, definida por
S(α1, ..., αn) = (a1, ..., an), onde aj =
∑
1≤i1≤...≤ij≤n
αi1αi2 ...αij .
Teorema 3.1.5. O mapa S e´ um homeomorfismo entre Cnsym e Cn.
Demonstrac¸a˜o. Primeiramente note que S e´ cont´ınua, pela definic¸a˜o de Topologia Quociente. Assim
resta mostrar que S−1 e´ cont´ınua.
Para isso mostremos que para cada ε > 0, existe δ > 0 tal que, se |aj − bj | < δ para todo j, enta˜o
a “optimal matching distance”entre as ra´ızes dos polinoˆmios moˆnicos que possuem aj e bj como seus
coeficientes e´ menor que ε.
Seja f(x) = (x− ξ1)n1 . . . (x− ξk)nk = xn − a1xn−1 + ...+ (−1)nan, onde ξi 6= ξj se i 6= j.
Dado ε > 0, escolhemos c´ırculos Γj , 1 ≤ j ≤ k, que sa˜o centrados em ξj , raio menor que ε e que na˜o
se interceptam. Definimos como Γ a unia˜o desses c´ırculos.
Portanto Γ e´ compacto e f(z) 6= 0 para todo z ∈ Γ. Seja η = inf
z∈Γ
|f(z)|.
Como Γ e´ compacto enta˜o η > 0. Ale´m disso existe um nu´mero positvo δ tal que se |aj − bj | < δ para
todo j e g(x) = xn − b1xn−1 + ...+ (−1)nbn enta˜o |f(z)− g(z)| < η, ∀z ∈ Γ.
Pelo Teorema de Rouche´ f e g possuem o mesmo nu´mero de zeros dentro de cada Γj , onde os zeros
sa˜o contados com multiplicidade.
Assim conseguimos relacionar cada raiz de f com uma raiz de g de modo que a distaˆncia entre as
duas seja menor que ε, pois esta˜o dentro do mesmo c´ırculo de raio menor que ε. Portanto a “optimal
matching distance”entre as ra´izes de f e g e´ menor que ε.
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A continuidade de S−1 nos diz que as ra´ızes de um polinoˆmio variam continuamente com os
coeficientes. Como os coeficientes do polinoˆmio caracter´ıstico variam continuamente com a matriz,
segue que os autovalores variam continuamente com a matriz tambe´m.
Esse resultado sera´ muito u´til na pro´xima sec¸a˜o.
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Cap´ıtulo 4
Raio espectral e´ um autovalor
Os pro´ximos teoremas (Teoremas 4.1.1 e 4.1.2) sa˜o os resultados principais desse trabalho. Eles
mostram que todo mapa positivo atuando em VMkV tem um autovetor positivo semidefinido asso-
ciado ao raio espectral. Ale´m disso, se o mapa for irredut´ıvel a multiplicidade geome´trica do raio
espectral e´ 1 e a imagem do autovetor e´ ma´xima.
Terminamos esse cap´ıtulo com um lema que mostra uma maneira de descobrir se uma mapa positivo
autoadjunto com respeito ao produto interno do trac¸o e´ irredut´ıvel ou na˜o.
4.1 Teoremas Principais da teoria de Perron-Frobenius
Teorema 4.1.1. Seja L : VMkV → VMkV um mapa positivo irredut´ıvel. Enta˜o o raio espectral ρ
de L e´ um autovalor associado a algum autovetor W ∈ Pk ∩ VMkV , tal que Im(W ) = Im(V ). Ale´m
disso, a multiplicidade geome´trica de ρ e´ 1.
Demonstrac¸a˜o. Seja Z = {X ∈ Pk ∩ VMkV |Im(X) = Im(V )} e defina a func¸a˜o:
f : Z → [0,∞[, onde f(X) = sup{λ ∈ R | L(X)− λX ∈ Pk}.
Denote a pseudo-inversa de B por B+. Com isso note que se B ∈ Z, temos que B+B = BB+ = V
e B+V = V B+ = B+.
A seguir provaremos que f(X) e´ um func¸a˜o cont´ınua, mostrando que
(i) f(X) e´ o menor autovalor positivo de L(X)X+ e que
(ii) X+ varia continuamente com X ∈ Z.
19
Como o menor autovalor positivo depende continuamente de sua matriz pelo Teorema 3.1.5 e nesse
caso a matriz e´ L(X)X+ que depende continuamente de X enta˜o f(X) depende continuamente de X.
Demonstrac¸a˜o de (i) :
Para todo X pertencente a Z existe um Y que tambe´m pertence a Z tal que Y 2 = X.
Agora, seja V1 a projec¸a˜o ortogonal sobre Im(L(X)) e lembre-se que Im(X) = Im(V ), pois X ∈ Z.
Assim L(VMkV ) ⊂ V1MkV1, pelo Lemma 2.2.3. Em particular L(V1MkV1) ⊂ V1MkV1.
Como o mapa L e´ irredut´ıvel, temos enta˜o que V1 = V . Portanto L(X) ∈ Z.
Assim temos Y + e L(X) em VMkV ∩ Z.
Agora, seja α = {v1, ..., vs, vs+1, ..., vm} uma base ortonormal de Ck, onde {v1, ..., vs} e´ uma base
da Im(V ). Observe que a matriz Y +L(X)Y + − λV na base α satisfaz
[Y +L(X)Y + − λV ]αα = [Y +]αα [L(X)]αα [Y +]αα − λ[V ]αα.
Como Y +, L(X), V ∈ VMkV ∩ Z enta˜o Y +, L(X) e V na base α tem o formato
Y + =
Bs×s 0
0 0
, L(X) =
Cs×s 0
0 0
, V =
Ids×s 0
0 0
.
Assim temos que:
[Y +L(X)Y +]αα − λ[V ]αα =
Rs×s 0
0 0
− λ
Ids×s 0
0 0
, onde R = BSB.
Note que L(X)− λX ≥ 0 e´ equivalente a` Y +L(X)Y + − λY +XY + ≥ 0 e tambe´m que Y +XY + = V .
Como R e´ positiva definida e observando Y +L(X)Y + − λV na base α, percebemos que o maior λ tal
que R− λId ≥ 0 e´ o menor autovalor de R.
Como os autovalores de R = BCB sa˜o os mesmos que de B−1BCBB = CBB enta˜o o maior λ tal
que Y +L(X)Y + − λV ≥ 0 e´ o menor autovalor positivo de L(X)Y +Y + = L(X)X+. Enta˜o f(X) e´ o
menor autovalor positivo de L(X)X+.
Isso completa a demonstrac¸a˜o de (i).
Demonstrac¸a˜o de (ii):
Agora, se (An)
∞
n=1 ∈ Z e (An)∞n=1 → A, onde A ∈ Z, enta˜o o menor autovalor positivo de An,
||A+n ||−12 , converge para o menor autovalor positivo de A, ||A+||−12 . Existe n0 ∈ N, tal que se
n > n0, enta˜o ||A+n ||−12 ≥ (2||A+||2)−1. Consequentemente, para n > n0, ||A+n ||2 ≤ 2||A+||2 e
||A+n −A+||2 = ||A+n (A−An)A+||2 ≤ ||A+n ||2||A+||2||An −A||2 ≤ 2||A+||22||An −A||2.
Portanto A+n → A+.
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Isso completa a demonstrac¸a˜o de (ii).
Considere agora o seguinte conjunto compacto Z ′ = {X ∈ Pk ∩ VMkV : ||X||2 = 1}. Pelo lema
2.2.8, (Id+ L)s−1(Z ′) e´ um subconjunto compacto de Z. Portanto f |(Id+L)s−1(Z′) atinge um ma´ximo
ρ em algum ponto W ∈ (Id+ L)s−1(Z ′) ⊂ Z. Como f(W ) = ρ, temos que L(W )− ρ(W ) ∈ Pk.
Suponhamos que L(W )−ρW 6= 0, enta˜o pelo lema 2.2.8 temos que (Id+L)s−1(L(W )−ρW ) possui a
mesma imagem de V . Portanto f((Id+ L)s−1( W||W ||2 )) > ρ = f(W ), o que e´ uma contradic¸a˜o. Enta˜o
L(W ) = ρW , W ∈ Pk ∩ VMkV e Im(W ) = Im(V ). Para completar a prova, precisamos mostrar que
ρ e´ um autovalor com multiplicidade geome´trica 1.
Para isso considere o mapa
L : VMkV → VMkV , definido por L1(X) = 1ρM+L(MXM)M+, onde M ∈ Z e M2 = W .
Note que L1 e´ um mapa positivo e tambe´m que L1(V ) = V . Observemos que se A e´ um autovetor
de L associado a um autovalor α, enta˜o M+AM+ e´ um autovetor de L1 associado a
α
ρ .
Pelo lema 2.2.7 temos que |αρ | ≤ 1. Consequentemente |α| ≤ ρ e o raio espectral de L e´ ρ.
Assuma que W2 ∈ VMkV e´ um autovetor hermitiano de L associado ao autovalor ρ. Pelo lema 2.2.2,
se W2 e W sa˜o linearmente independentes, enta˜o existe µ ∈ R na˜o nulo, tal que W − µW2 ∈ Pk e dim
Im(W − µW2) < dim Im(W )=Im(V ).
Portanto L(V ′MkV ′) ⊂ V ′MkV ′, onde V ′ e´ a projec¸a˜o ortogonal sobre Im(W − µW2), o que e´ uma
contradic¸a˜o pela irredutibilidade de L.
Conclu´ımos assim que todo autovetor hermitiano de L associado a ρ deve ser mu´ltiplo de W . Como L
preserva a Hermiticidade (Lema 2.1.6) e ρ > 0, enta˜o todo autovetor de L associado a ρ e´ combinac¸a˜o
linear de autovetores hermitianos de L associados a ρ, enta˜o a multiplicidade geome´trica de ρ e´ 1.
Teorema 4.1.2. Seja L : VMkV → VMkV um mapa positivo. O raio espectral ρ de L e´ um autovalor
associado a algum Z ∈ Pk ∩ VMkV .
Demonstrac¸a˜o. Considere inicialmente a sequeˆncia de mapas positivos irredut´ıveis Ln : VMkV →
VMkV definida por Ln(X) = L(X) +
1
n tr(XV )V , que converge para L : VMkV → VMkV .
Se X ∈ Pk ∩ VMkV \ {0}, enta˜o tr(XV ) = tr(X) 6= 0. Com isso temos que Im(Ln)(X) = Im(V ).
Enta˜o Ln e´ irredut´ıvel.
Seja Zn ∈ Pk ∩ VMkV o u´nico autovetor de Ln associado ao raio espectral ρn satisfazendo que
||Zn||2 = 1.
Perceba que {X ∈ Pk ∩ VMkV : ||X||2 = 1} e´ um conjunto compacto, assim existe uma subsequeˆncia
(Znk)k∈N que converge para algum Z ∈ {X ∈ Pk ∩ VMkV : ||X||2 = 1}.
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Como o raio espectral varia continuamente junto a` matriz, temos enta˜o que limk→∞ ρnk = ρ, onde ρ
e´ o raio espectral de L. Portanto, L(Z) = limk→∞ Lnk(Znk) = limk→∞ ρnkZnk = ρZ.
Determinar a irredutibilidade de um mapa positivo na˜o costumar ser uma tarefa fa´cil. Entretanto
se o mapa for autoadjunto com respeito ao produto interno do trac¸o enta˜o ela pode ser realizada com
o seguinte resultado.
Lema 4.1.3. Seja L : VMkV → VMkV um mapa positivo autoadjunto. Enta˜o L e´ irredut´ıvel se, e
somente se, o maior autovalor tem multiplicidade 1 com respeito a um autovetor γ ∈ Pk ∩ VMkV , tal
que Im(γ) = Im(V ).
Demonstrac¸a˜o. (⇒) Como L e´ autoadjunto, temos que seus autovalores sa˜o nu´meros reais. Ale´m
disso, como L e´ um mapa positivo, pelo Teorema 4.1.2, enta˜o o seu raio espectral λ e´ um autovalor e
seu autovetor associado e´ uma matriz hermitiana positiva semidefinida. Portanto, o raio espectral e´ o
maior autovalor de L.
Como ele e´ irredut´ıvel sua multiplicidade e´ 1 e o autovetor associado tem imagem igual a imagem de
V pelo Teorema 4.1.1.
(⇐) Para a volta, se L(V1MkV1) ⊂ V1MkV1, Im(V1) ⊂ Im(V ), enta˜o, pelo Teorema 4.1.2, existe
γ′ ∈ Pk ∩ V1MkV1, onde γ′ e´ um autovetor de L.
Se Im(V1) 6= Im(V ), enta˜o Im(γ′) 6= Im(γ) e o conjunto {γ′, γ} e´ L.I.
Como a multiplicidade do maior autovalor e´ 1, temos que γ′ e´ associado a um autovalor diferente do
raio espectral. Como L e´ autoadjunta temos que γ′ e γ sa˜o ortogonais com respeito ao produto interno
do trac¸o.
No entanto temos uma contradic¸a˜o, ja´ que γ′, γ ∈ Pk ∩ VMkV e Im(γ′) ⊂ Im(V1) ⊂ Im(V ) = Im(γ),
assim na˜o podem ser ortogonais.
Logo nossa suposic¸a˜o de que Im(V1) 6= Im(V ) e´ falsa. Assim temos que Im(V1) = Im(V ), V1 = V e
tambe´m que L e´ irredut´ıvel.
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Cap´ıtulo 5
Propriedade de Decomposic¸a˜o e Mapas
Completamente Redut´ıveis
Depois de estudar mapas irredut´ıveis, o pro´ximo passo e´ estudar mapas que sa˜o soma direta de
irredut´ıveis. Chamamos esses mapas de completamente redut´ıveis.
O Lema 4.1.3 do cap´ıtulo anterior, mostra uma maneira de determinar quando um mapa positivo
autoadjunto e´ irredut´ıvel ou na˜o. A propriedade que ele deve possuir vem da teoria de Perron-
Frobenius.
Nesse u´ltimo cap´ıtulo mostramos uma propriedade que tambe´m vem da teoria de Perron-Frobenius
que e´ equivalente a ser completamente redut´ıvel para mapas autoadjuntos (Teorema 5.1.1). Chamamos
essa propriedade de propriedade de decomposic¸a˜o.
Por fim mostramos uma maneira indireta de construir mapas completamente redut´ıveis utilizando essa
propriedade de decomposic¸a˜o. Essa maneira foi descoberta em [2] e serve para reduzir o problema da
separabilidade dos estados quaˆnticos a um caso particular. Na˜o veremos essa aplicac¸a˜o aqui.
Definic¸a˜o 5.0.1. Um mapa positivo L : VMkV → VMkV e´ chamado de completamente redut´ıvel,
se existirem projec¸o˜es ortogonais V1, ..., Vs ∈ Mk tais que ViVj = 0 se i 6= j, ViV = Vi, VMkV =
V1MkV1 ⊕ ...⊕ VsMkVs ⊕R, R ⊥ V1MkV1 ⊕ ...⊕ VsMkVs e
1. L(ViMkVi) ⊂ ViMkVi, para todo i ∈ {1, ..., s}
2. L|ViMkVi e´ irredut´ıvel.
3. L|R ≡ 0.
Definic¸a˜o 5.0.2. Seja L : VMkV → VMkV um mapa positivo autoadjunto. No´s dizemos que L tem
a propriedade de decomposic¸a˜o se para todo γ ∈ Pk ∩ VMkV tal que L(γ) = λγ, λ > 0 e V1 ∈Mk e´ a
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projec¸a˜o ortogonal sobre Im(γ), enta˜o L|R ≡ 0, onde R = (V − V1)MkV1 ⊕ V1Mk(V − V1). Note que
R e´ o complemento ortogonal de V1MkV1 ⊕ (V − V1)Mk(V − V1) em VMkV .
Lema 5.0.3. Seja L : VMkV → VMkV um mapa positivo autoadjunto com a propriedade de de-
composic¸a˜o. Seja V ′MkV ′ ⊂ VMkV , tal que L(V ′MkV ′) ⊂ V ′MkV ′, enta˜o L|V ′MkV ′ tambe´m tem a
propriedade de decomposic¸a˜o.
Demonstrac¸a˜o. Seja γ ∈ Pk ∩ V ′MkV ′ tal que L(γ) = λγ, λ > 0, ele existe pelo Teorema 4.1.2.
Como L : VMkV → VMkV tem a propriedade de decomposic¸a˜o, enta˜o L|R ≡ 0, onde R = (V −
V1)MkV1 ⊕ V1Mk(V − V1) e V1 ∈ Mk e´ a projec¸a˜o ortogonal tal que Im(V1) = Im(γ). Note que
Im(V1) = Im(γ) ⊂ Im(V ′) ⊂ Im(V ).
Considere R′ = (V ′ − V1)MkV1 ⊕ V1Mk(V ′ − V1). Ale´m disso, como (V ′ − V1)MkV1 = (V − V1)(V ′ −
V1)MkV1 ⊂ (V −V1)MkV1 e V1Mk(V ′−V1) = V1Mk(V ′−V1)(V −V1) ⊂ V1Mk(V −V1), enta˜o R′ ⊂ R
e L|R′ ≡ 0. Portanto, L : V ′MkV ′ → V ′MkV ′ tem a propriedade de decomposic¸a˜o.
5.1 Equivaleˆncia entre a propriedade de decomposic¸a˜o e a reducibi-
lidade completa
Teorema 5.1.1. Se L : VMkV → VMkV e´ um mapa positivo autoadjunto. Enta˜o L tem a propriedade
de decomposic¸a˜o se, e somente se, L e´ completamente redut´ıvel.
Demonstrac¸a˜o. (⇒) Primeiro suponhamos que L tem a propriedade de decomposic¸a˜o. Vamos provar
que L e´ completamente redut´ıvel por induc¸a˜o no posto de V . Se o posto(V ) = 1, enta˜o dim(VMkV ) =
1 e L e´ irredut´ıvel em VMkV . Portanto L e´ completamente redut´ıvel por definic¸a˜o. Assumimos enta˜o
que posto(V ) > 1.
Como L e´ um mapa positivo, enta˜o pelo Teorema 4.1.2, o conjunto S = {γ|γ ∈ Pk ∩ VMkV, γ 6=
0, L(γ) = λγ, λ > 0} e´ na˜o vazio. Seja γ ∈ S tal que posto(γ) = min{posto(γ′)| γ′ ∈ S}.
Pelo Corola´rio 2.2.4, L(V1MkV1) ⊂ V1MkV1, onde V1 e´ a projec¸a˜o ortogonal sobre a Im(γ). Se L|V1MkV1
na˜o e´ irredut´ıvel, enta˜o existe V ′1MkV ′1 ⊂ V1MkV1 com posto(V ′1) < posto(V1) e L(V ′1MkV ′1) ⊂ V ′1MkV ′1 .
Pelo Teorema 4.1.2, existe δ ∈ Pk ∩ V ′1MkV ′1 \ {0} tal que L(δ) = µδ, µ > 0. No entanto, posto(δ) ≤
posto(V ′1) < posto(V1) = posto(γ). Isso contradiz a escolha de γ. Portanto L|V1MkV1 e´ irredut´ıvel.
Se posto(V1) = posto(V ), enta˜o V1 = V e L|VMkV e´ irredut´ıvel. Portanto, L : VMkV → VMkV e´
completamente redut´ıvel por definic¸a˜o.
Suponhamos enta˜o que posto(V1) < posto(V ). Como L(V1MkV1) ⊂ V1MkV1 e L e´ autoadjunto,
enta˜o L((V1MkV1)
⊥) ⊂ (V1MkV1)⊥. Portanto, tr(L(V − V1)V1) = 0. Como L(V − V1) e V1 sa˜o
positivas semidefinidas, temos enta˜o que Im(L(V −V1)) ⊂ Im(V −V1). Assim, pelo lema 2.2.3, temos
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L((V − V1)Mk(V − V1)) ⊂ (V − V1)Mk(V − V1).
Notemos que L|(V−V1)Mk(V−V1) e´ um mapa positivo autoadjunto com a propriedade de decomposic¸a˜o,
pelo lema 5.0.3. Como posto(V − V1) < posto(V ), pela induc¸a˜o no posto, enta˜o L|(V−V1)Mk(V−V1) e´
completamente redut´ıvel.
Portanto, existem projec¸o˜es ortogonais V2, ..., Vs ∈ Mk, satisfazendo ViVj = 0 (∀i, j ∈ {2, ..., s} e
i 6= j), (V − V1)Mk(V − V1) = V2MkV2 ⊕ ... ⊕ VsMkVs ⊕ Rˆ. Com Rˆ ⊥ V2MkV2 ⊕ ... ⊕ VsMkVs,
L(ViMkVi) ⊂ ViMkVi, L|ViMkVi e´ irredut´ıvel para i ∈ {2, ..., s} e L|Rˆ ≡ 0.
Como L(γ) = λγ, onde Im(γ) = Im(V1) e L : VMkV → VMkV tem a propriedade de decomposic¸a˜o
enta˜o
• VMkV = V1MkV1 ⊕ (V − V1)Mk(V − V1)⊕R,
• R ⊥ V1MkV1 ⊕ (V − V1)Mk(V − V1) e
• L|R ≡ 0 .
Isso implica que VMkV = V1MkV1 ⊕ (V − V1)Mk(V − V1)⊕R =
= V1MkV1 ⊕ V2MkV2 ⊕ ...⊕ VsMkVs ⊕ Rˆ⊕R
Note que
• ViVj = 0 para i 6= j,
• ViV = Vi, pois ViMkVi ⊂ VMkV ,
• L|ViMkVi e´ irredut´ıvel parar todo i,
• Rˆ⊕R ⊥ V1MkV1 ⊕ V2MkV2 ⊕ ...⊕ VsMkVs,
• L|Rˆ⊕R ≡ 0.
Assim, L e´ completamente redut´ıvel. Isso completa a demonstrac¸a˜o de que a propriedade de
decomposic¸a˜o implica na completa reducibilidade do mapa autoadjunto L.
(⇐) Agora assumiremos que L e´ completamente redut´ıvel. Portanto existem projec¸o˜es ortogonais
V1, ..., Vs ∈ Mk tais que ViVj = 0 se i 6= j, ViV = Vi, VMkV = V1MkV1 ⊕ ... ⊕ VsMkVs ⊕ R,
R ⊥ V1MkV1 ⊕ ...⊕ VsMkVs e
• L(ViMkVi) ⊂ ViMkVi, para todo i ∈ {1, ..., s}
• L|ViMkVi e´ irredut´ıvel.
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• L|R ≡ 0.
Seja L(γ′) = λγ′, λ > 0 e γ′ ∈ Pk ∩ VMkV . Seja V ′ ∈ Mk a projec¸a˜o ortogonal sobre a Im(γ′).
Pelo Lema 2.2.3, temos que L(V ′MkV ′) ⊂ V ′MkV ′.
Observemos que γ′ = γ′1 + ...+ γ′s, onde γ′i ∈ ViMkVi.
Agora, como Im(γ′i) ⊂ Im(Vi) e Im(Vi) ⊥ Im(Vj), para i 6= j, enta˜o cada γ′i ∈ Pk.
Como cada ViMkVi e´ um subespac¸o deixado invariante por L, enta˜o conclu´ımos que L(γ
′
i) = λγ
′
i.
Note que existe i tal que γ′i 6= 0. Assumimos sem perda de generalidade, γ′ = γ′1 + ... + γ′m e γ′i 6= 0,
para 1 ≤ i ≤ m ≤ s.
Perceba que se para algum i ∈ {1, ...,m}, Im(γ′i) 6= Im(Vi), enta˜o L|ViMkVi na˜o e´ irredut´ıvel, pelo
Corola´rio 2.2.4, o que e´ uma contradic¸a˜o. Portanto, Im(γ′i) = Im(Vi) para 1 ≤ i ≤ m e V1 + ...+Vm =
V ′.
Ale´m disso, VMkV = V
′MkV ′⊕ (V −V ′)Mk(V −V ′)⊕R′, onde R′ = (V −V ′)MkV ′⊕V ′Mk(V −V ′).
Perceba que R′ ⊥ V ′MkV ′ ⊕ (V − V ′)Mk(V − V ′).
Visto que V1MkV1⊕ ...⊕VmMkVm ⊂ V ′MkV ′ e Vm+1MkVm+1⊕ ...⊕VsMkVs ⊂ (V −V ′)Mk(V −V ′),
portanto R′ ⊥ V1MkV1 ⊕ ... ⊕ VsMkVs e R′ ⊂ R. Portanto L|R′ ≡ 0 e L tem a propriedade de
decomposic¸a˜o pela definic¸a˜o 5.0.2.
Isso termina a demonstrac¸a˜o do Teorema.
5.2 Propriedade PPT implica na reducibilidade completa
Nessa sec¸a˜o mostramos que a propriedade PPT (Ver Definic¸a˜o 5.2.1) para uma matriz em Mkm
da´ origem a um mapa positivo completamente redut´ıvel (Ver Teorema 5.2.4) . Essa e´ uma maneira
indireta de construir mapas positivos completamente redut´ıveis.
Aqui estamos identificando o produto tensorial Mk ⊗Mm com Mkm atrave´s do produto de Kro-
necker.
Definic¸a˜o 5.2.1. Seja A =
∑n
i=1Bi ⊗ Ci ∈ Mk ⊗ Mm w Mkm uma matriz hermitiana positiva
semidefinida. No´s dizemos que A e´ positiva sobre transposic¸a˜o parcial ou simplesmente PPT, se
At2 = Id⊗ (·)t(A) = ∑ni=1Bi ⊗ Cti e´ hermitiana positiva semidefinida.
Definic¸a˜o 5.2.2. Seja A =
∑n
i=1Bi ⊗ Ci ∈ Mk ⊗ Mm w Mkm uma matriz hermitiana positiva
semidefinida. Defina as transformac¸o˜es lineares GA : Mk → Mm por GA(X) =
∑n
i=1 tr(BiX)Ci e
FA : Mm →Mk por FA(X) =
∑n
i=1Bitr(CiX).
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Lema 5.2.3. Seja A ∈ Mk ⊗Mm w Mkm uma matriz hermitiana positiva semidefinida. As trans-
formac¸o˜es lineares GA : Mk → Mm e FA : Mm → Mk definidas acima sa˜o adjuntas com respeito o
produto interno do trac¸o e tambe´m sa˜o mapas positivos.
Demonstrac¸a˜o. Sejam X ∈Mk e Y ∈Mm matrizes hermitianas positivas semidefinidas.
Note que tr(A(X ⊗ Y )) ≥ 0, pois A e X ⊗ Y sa˜o positivas semidefinidas (o produto de Kronecker de
matrizes hermitianas positivas semidefinidas tambe´m e´ hermitiana positiva semidefinida).
Se A =
∑n
i=1Bi ⊗ Ci enta˜o tr(A(X ⊗ Y )) = tr(
∑n
i=1BiX ⊗ CiY ) =
∑n
i=1 tr(BiX)tr(CiY ).
Agora, por um lado temos que tr(A(X ⊗ Y )) = tr(∑ni=1 tr(BiX)CiY ) = tr(GA(X)Y ) e por outro
lado temos tr(A(X ⊗ Y )) = tr(∑ni=1 tr(CiY )BiX) = tr(XFA(Y )).
Portanto tr(GA(X)Y ) ≥ 0 e tr(XFA(Y )) ≥ 0, para todas X,Y hermitianas positivas semidefinidas.
Isso significa que GA e FA sa˜o mapas positivos.
Agora sejam Z ∈Mk e W ∈Mm matrizes quaisquer e considere novamente a igualdade
tr(GA(Z)W
∗) = tr(ZFA(W ∗)).
Como FA(W
∗) = FA(W )∗, pelo Lema 2.1.6, enta˜o tr(GA(Z)W ∗) = tr(ZFA(W )∗), ou seja, G∗A =
FA.
Teorema 5.2.4. Seja A ∈ Mk ⊗Mm w Mkm, A ∈ Pkm. Se A e´ PPT enta˜o FA ◦ GA : Mk → Mk e´
completamente redut´ıvel.
Demonstrac¸a˜o. Seja γ ∈ Pk tal que FA(GA(γ)) = λγ, γ > 0. Seja V1 ∈Mk a projec¸a˜o ortogonal sobre
Im(γ). Seja W1 ∈Mm a projec¸a˜o ortogonal sobre Im(GA(γ)).
Temos que GA(V1MkV1) ⊂ W1MmW1 e FA(W1MmW1) ⊂ V1MkV1, pelo Lema 2.2.3. Se V2 =
Id− V1 e W2 = Id−W1 enta˜o A =
∑2
i,j,r,s=1(Vi ⊗Wj)A(Vr ⊗Ws).
Note que tr(A(V1 ⊗W2)) = tr(GA(V1)W2) = 0 e tr(A(V2 ⊗W1)) = tr(V2FA(W1)) = 0.
Portanto A(V1 ⊗W2) = (V1 ⊗W2)A = A(V2 ⊗W1) = (V2 ⊗W1)A = 0, ja´ que A, V1 ⊗W2 e V2 ⊗W1
sa˜o hermitianas positivas semidefinidas. Assim A =
∑2
i,j(Vi ⊗Wi)A(Vj ⊗Wj).
Agora observe que, 0 = (A(V1 ⊗ W2))t2 = (Id ⊗ W t2)At2(V1 ⊗ Id) e tr((Id ⊗ W t2)At2(V1 ⊗ Id)) =
tr(At2(V1 ⊗W t2)) = 0. Como A e´ PPT, enta˜o At2 e´ positiva semidefinida e At2(V1 ⊗W t2) = (V1 ⊗
W t2)A
t2 = 0. Analogamente, obtemos At2(V2 ⊗W t1) = (V2 ⊗W t1)At2 = 0.
Portanto, At2 =
∑2
i,j=1(Vi ⊗ W tj )At2(Vj ⊗ W ti ) e At2 =
∑2
i=1(Vi ⊗ W ti )At2(Vi ⊗ W ti ). Assim A =∑2
i=1(Vi ⊗Wi)A(Vi ⊗Wi).
Note tambe´m que se X ∈ R = V1MkV2⊕V2MkV1, que e´ complemento ortogonal de V1MkV1⊕V2MkV2
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em Mk, enta˜o GA(X) = 0 e FA ◦GA|R ≡ 0. Portanto, FA ◦GA e´ um mapa positivo autoadjunto, pelo
Lema 5.2.3, e possui a propriedade de decomposic¸a˜o. Portanto pelo Teorema 5.1.1 temos que FA ◦GA
e´ completamente redut´ıvel.
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Lista de S´ımbolos
Ck - O conjunto de vetores colunas com k entradas complexas.
Mk - O conjunto das matrizes com entradas complexas de ordem k.
Pk - O conjunto de matrizes hermitianas positivas semidefinidas de ordem k.
X ⊗ Y - O Produto de Kronecker das matrizes X,Y .
Cn ⊗ Cm - O produto tensorial entre os espac¸os Cn e Cm.
Mn ⊗Mm - O produto tensorial entre os espac¸os Mn e Mm.
Id - A matriz identidade.
VMkW - O conjunto {V XW |X ∈Mk}, onde V,W ∈Mk sa˜o projec¸o˜es ortogonais.
tr(X) - O trac¸o de uma matriz X.
Xt - A transposta de uma matriz X.
X¯ - A matriz cujas entradas sa˜o o conjugado complexo das entradas da matriz X.
X∗ - A conjugada transposta da matriz X, i.e., X∗ = X¯t.
〈X,Y 〉 - O produto interno de matrizes quadradas X,Y , i.e., tr(XY ∗).
Im(X) - A imagem da matriz X.
Nuc(X) - O nu´cleo da matriz X.
T ∗ : WMmW → VMkV - O mapa adjunto de T : VMkV →WMmW com respeito a 〈X,Y 〉.
||X||2 - A norma espectral da matriz X ∈Mk.
X+ - A pseudo-inversa da matriz X.
R′ ⊕R - A soma direta dos espac¸os R′, R.
R′ ⊥ R - A ortogonalidade de dois subespac¸os de Mk com respeito a 〈X,Y 〉.
R⊥ - O complemento ortogonal do subespac¸o R.
L|R - A restric¸a˜o do mapa L : VMkV → VMkV para R ⊂ VMkV .
FA : Mm →Mk - O mapa FA(X) =
∑n
i=1 tr(BiX)Ai, onde A =
∑n
i=1Ai ⊗Bi ∈Mk ⊗Mm.
GA : Mk →Mm - O mapa GA(X) =
∑n
i=1 tr(AiX)Bi, onde A =
∑n
i=1Ai ⊗Bi ∈Mk ⊗Mm.
xt - A transposic¸a˜o do vetor coluna xt ∈ Ck.
x¯ - O vetor coluna cujas entradas sa˜o as complexas conjugadas das entradas de x.
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〈x, y〉 - O produto interno usual de vetores colunas x, y ∈ Ck, i.e., 〈x, y〉 = xty¯.
At2 - A transposic¸a˜o parcial de A =
∑n
i=1Ai ⊗Bi ∈Mk ⊗Mm, i.e., At2 =
∑n
i=1Ai ⊗Bti .
det(X) - O determinante da matriz X.
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