The interactions of environmental factors associated with forest decline were analyzed by a modified multidimensional scaling method. The method subdivides the entire data set into homogeneous classes; linear regression is then applied within each single class. A nonlinear picture of the interdependence of the effects of different factors is developed as a composite of the contributions from each single class. The analysis was performed on a restricted data set, and the results compared with some expected effects and with results obtained by standard linear regression. Even with the limited data set, multidimensional scaling not only explained expected effects but also revealed new information. We conclude that the method will be useful for analyzing complex time series data because it is able to detect complex interactions between environmental variables that affect physiological parameters.
Introduction
It seems increasingly likely that air pollution, drought and high irradiances are the major factors contributing to the ''new forest decline'' syndrome. The syndrome can occur in forest ecosystems of different structure as a result of complex interactions between several stress-causing factors that are dependent on climatic and soil conditions. The complex, finely tuned biochemical, physiological and genetic control mechanisms that underlie forest decline make it difficult to obtain reliable information about the contributions of single environmental factors and about the character of their interactions.
A quantitative analysis of the effects of environmental factors is necessary before a strategy can be developed for the prevention and control of forest decline. A rational system for monitoring the environment is also needed as is the development of a sound basis for statistically analyzing data (Fukshansky 1992) . To develop a comprehensive statistical analysis of the correlations between environmental parameters and the physiological characteristics of the system, we need tools for the quantitative description and classification of the physiological state of a plant under the measured environmental conditions.
In this paper, we have applied a general approach to nonlinear functional multidimensional scaling. This approach has been used in a restricted way in ecology, medicine, economics, production control and other fields (Bechtel 1978 , Sibson 1979 , Takane 1981 , Shepard 1989 ). Some problems that precluded its wide application have only recently been resolved (Perekrest 1989, Khachaturova and Perekrest 1990) . We assessed the advantages and limitations of the method based on an analysis of real sets of environmental data. Because of the small number of parameters in these data sets, this study was limited to a comparison of our results with some expected effects and also with those of conventional linear regression analysis.
Description of method
To describe the method of functional multidimensional scaling, let us consider data obtained from many similar observations. Each observation provides measured values of N different parameters and represents the state of a single object from a population of similar objects, or a current state from a time series of states of a single object. A typical example is a series of measurements of N environmental and physiological parameters (e.g., radiation, air temperature, soil temperature, humidity, photosynthesis, transpiration) of a plant community, repeated at different times. Parameters of qualitative origin, assuming discrete values (e.g., degree of oxidative damage) as well as all-or-none variables (e.g., irrigated versus nonirrigated area), are also permitted.
The data are used to build an aggregate of points in the N-dimensional space of the studied variables. The space is characterized by a metric, i.e., the distance between any two points can be defined. The distance between two points can be calculated, for example, as the sum of squares of differences between the values of corresponding parameters (which for this purpose are scaled to zero mean and unit variance). In addition, a stochastic sample measure arises in the N-dimensional space, as a result of the spatial pattern of the aggregate of points. The sample measure reflects the density of points in different areas of the N-dimensional space. The larger the data sample, the better the sample measure approximates the actual distribution of the values of N parameters.
In principle, the distribution of points in the N-dimensional parameter space, with known distances between any two points, contains all the information that can be extracted from the measurements. Our goal was to derive quantitative correlations between independent parameters (e.g., temperature, radiation) and their combinations on one hand, and the parameters supposed to be affected by the independent parameters (e.g., photosynthesis) on the other. We also determined how the effect of one parameter was influenced by other parameters.
The simplest procedure is to perform a linear regression over the entire data set; that is, to regress dependent against independent parameters, and thereby obtain ''average'' statements about the degree and direction of interconnections between the parameters. However, such information is usually of limited value because it does not reflect the true interconnections, which are nonlinear and have a heterogeneous structure over the entire space.
Nonlinear functional scaling overcomes this difficulty by subdividing the whole data set into classes with homogeneous structure. These classes are composed of neighboring states that have approximately the same parameter values and, in addition, similar relationships among state parameters. Within each class, linear regression reveals these relationships. The global picture of the nonlinear relationships between the parameters over the entire space is assembled from the linear contributions of the single classes.
Thus, the core of the multidimensional scaling method is the subdivision of the data set into homogeneous classes. The scaling function f: X → R 2 , a nonlinear mapping of the initial N-dimensional parameter space X = {x i } into a plane (or generally, into an Euclidean space of small dimension), is constructed so that the binary distances between the points are preserved as much as possible. Formally written, this means finding a scaling vector-function f that minimizes the function:
where r(x,y) is the distance between objects x and y in the N-dimensional space X, and µ is the joint distribution of N parameters (approximated by the sample measure). The neighboring points in the plane can be easily found because they are also neighbors in the initial N-dimensional space. This is the first step in constructing homogeneous classes. The second step is to identify the states with similar interconnections between parameters, performed as follows.
The recently developed theory of functional multidimensional scaling (Perekrest 1989, Khachaturova and Perekrest 1990) provides the best possible f mapping within the broad class of all measurable and integrable functions to the fourth degree. The theory also permits estimation of the distortion of the distances. If the distortion is too large, the dimension of the image space should be increased (i.e., the 3-dimensional rather than the 2-dimensional space should be considered). The scaling function can be differentiated with respect to the measured parameters. Comparison of its partial derivatives in different areas of the initial space reveals the character of interconnections between the measured parameters in these areas and provides the basis for the second step in constructing the homogeneous classes. For this purpose, we consider a system of vectors {V i (x)}, where each vector V i (x) corresponds to parameter i of the entire N-dimensional space. Coordinates of
is the jth coordinate of the vector-function f (when the range of values of f is a plane j = 1or 2). Vector V i (x) is interpreted as the vector of the movements of the image of point x on the model plane when the ith coordinate of this point in the initial parameter space is increased by a unit, while all other coordinates remain fixed. The system of vectors {V i (x)} may be different for different measurements of x, reflecting different types of interrelation between the parameters. A homogeneous class by definition can only contain points with similar interrelations, i.e., points with similar vectors {V i (x)}.
Linear regression analysis is then performed within each class. The combined picture of linear models of all classes provides the nonlinear model for the entire space of the measured parameters. This global model yields information about the interconnections of the parameters and the modifications of these interconnections over the entire parameter space.
Although determination of the contributions of single external factors and their combinations to an ecophysiological response can be approached by different statistical methods, the complexity of both the noncontrolled experimental conditions and the nonlinear objects with memory (i.e., objects with responses that also depend on previous treatments) should not be underestimated. Because the approach used must be able to treat a dynamic process that is affected by external factors in a nonlinear way, and must also be able to accommodate the effects of different factors that are both interdependent and dependent on the process history, we conclude that elementary statistical approaches, for example, correlation coefficients or linear regressions between two or several quantities, are not appropriate (cf. Burgeois et al. 1992) .
More complex treatments, especially those dealing with grouping of data with respect to some expected similarity within a group are required. An example of such a treatment is the clustering analysis of multivariate data sets in comparative plant ecology used by Grime et al. (1988) . The rationale for this treatment is that because certain attributes of a group of species evolve through simultaneous selection (a composite response to a set of external environmental pressures), one can expect clustering with respect to these attributes. However, the analysis of grouping solves only one part of the problem.
Additionally, weighting of the contributions of single external factors within groups (and therefore over the entire parameter space) is required.
Recently, several studies have shown that direct nonlinear regressions of entire data sets can yield important information about the interaction of external factors in many situations (e.g., Hinckley et al. 1975 , Hall 1982 , Penning de Vries 1983 , Chen and Kreeb 1989 , Kreeb and Chen 1991 . Although this approach is restricted to a few parameters, we conclude that it is a useful analysis that can supplement more complex analysis and can be performed with standard software. However, there are some limitations when applying straightforward nonlinear regression analysis to data observed in a natural environment. In contrast to multidimensional scaling, which reveals ''natural'' data subsets (homogeneous classes) having both parameter values and parameter interaction rules nearly constant, straightforward regression analysis requires a superimposed subdivision of the parameter values; however, there is no guarantee that, within an interval between two subsequent values of a parameter, the interaction rule remains constant. Another limitation to the straightforward regression treatment is the use of a fixed set of nonlinear model functions (predominantly linear transformations, and exponential and power functions are used). Thus, an investigation of the interaction of different environmental factors under natural conditions requires a complex approach combining elements of both typological and regression analyses. The only method that does not need to be supplemented by other methods is multivariate time series analysis (see, for example, Anderson 1971) . This is a family of procedures that requires modification for each class of problems. The time series procedures applied to stochastic processes with memory (so-called procedures with distributed lags) are especially difficult to construct and analyze.
Experimental data sets

Linear regression
We analyzed time series measurements made at the experimental station of the Institut für Waldwachstum of the University of Freiburg at Schauinsland at an elevation of 1230 m. Growth and metabolic processes of individual trees were monitored under the influence of ozone in the natural environment. Climatic variables were continuously sampled in parallel with measurements of CO 2 gas exchange (photosynthesis and respiration) and ambient ozone concentrations. To investigate the impact of ozone, various ozone concentrations were examined.
Two data samples were measured, the first one during 15 days in May 1991, the second one during 15 days in August 1991. Individual measurements were performed every 30 min. The set of measured parameters included photosynthesis, measured as CO 2 uptake (CO 2 , mg), irradiance (I, µmol m ), and current time (t). In addition, each measurement was also characterized by the following qualitative parameters: ozone into the gas exchange cuvette (+O 3 , yes/no), season (Month, May or August), and day of the month (Day). As illustrative examples, some time series of CO 2 , I, T and RH are shown in Figure 1 . Before analysis, each parameter was scaled to zero mean and unit variance.
The entire data set was subdivided into clusters of data measured under homogeneous conditions as follows. First, we considered two overall clusters, hereafter referred to as Clusters 1 and 2. Cluster 1 contained 1863 points with no gaps for the values of the parameters CO 2 , t, T, RH, I, +O 3 , Month and Day. Cluster 2 contained 1234 points with no gaps for the values of parameters CO 2 , t, T, RH, I, O 3 K, O 3 A, +O 3 , Month and Day.
More detailed linear analysis was performed on four subclusters differing from one another with respect to the qualitative parameters Month and +O 3 : Subcluster 3 (516 points) comprised measurements in August without ozone addition; Subcluster 4 (554 points) comprised measurements in May without ozone addition; Subcluster 5 (589 points) comprised measurements in August with ozone addition; and Subcluster 6 (552 points) comprised measurements in May with ozone addition.
Linear analysis of the data from Cluster 2 revealed significant dependence of CO 2 only on parameter I (Table 1) . Analogous analysis of Cluster 1 gave similar results to the analysis of Cluster 2 performed excluding the parameter ∆O 3 = O 3 K − O 3 A (∆O 3 was excluded to obtain comparable results for the two clusters). Analyses of Subclusters 3, 4 and 6 yielded results analogous with those obtained with Cluster 2. For Subcluster 5, however, the independent parameters, I, RH and ∆O 3 , significantly affected CO 2 (see Table 1 ).
Because the data appeared heterogeneous and contradictory when subjected to linear regression analysis, we subjected the data to nonlinear analysis using multidimensional functional scaling based on two models. The first model, constructed from the data from Cluster 1 (1863 points), was based on a mapping of the initial 4-dimensional parameter space (CO 2 , I, T, RH) into a plane. The second model, constructed from the data from Cluster 2 (1234 points), was based on a mapping of the initial 5-dimensional parameter space (CO 2 , I, T, RH, ∆O 3 ) into a plane.
Nonlinear analysis: visualization and description of the homogeneous classes from the 1st cluster of data
The entire sample of data from Cluster 1 was subdivided into groups that had similar parameter values and were homogeneous with respect to the structure of the interrelations between the parameters. To solve this problem, a geometric representation of the measurements in the form of an aggregate of points on the Euclidean plane was constructed (Figure 2 ). This aggregate of points preserved the proximity structure characteristic of the aggregate of points in the initial 4-dimensional parameter space.
The system of vectors {V i } averaged over all the measurements from Cluster 1 is shown in Figure 3 . The set of four measured parameters was subdivided into two almost orthogonal groups: Group A = CO 2 and I, and Group B = T and RH. The system of vectors shown in Figure 3 is the average over all such vector systems for each point x on the image plane. These vector systems may differ at different points as a result of the different types of interactions between the parameters. To visualize this aspect, we specified points with similar vector systems by the same symbol on our computer monitor. Thus, a class was built up from all the points that are neighbors on the plane and additionally have the same symbol.
The entire sample of data was subdivided into 25 classes in this way. This subdivision is shown in Figure 4 , where the neighboring points having similar vector systems are circumscribed by closed curves. The classes are not overlapping, i.e., the chosen size of the classes and the 2-dimensional image space are satisfactory for proper subdivision and analysis. The classification can be seen as the intersection of two sets of layers that spread horizontally and vertically in Figure 4 . The horizontal layers, designated g1 to g5, correspond to the gradients of parameters from Group B; the vertical layers, designated v1 to v5, correspond to those from Group A (Groups A and B are specified in Figure 3) . The values of the parameters Figure 1 . Examples of time series of the environmental and physiological parameters subjected to statistical analysis: CO 2 uptake, light intensity (I), temperature (T), and air humidity (RH). (7) The distribution of humidity over the classes is nonlinear. In the horizontal direction, humidity increases within each season (spring and summer) in the opposite direction to temperature. Along the vertical layers, humidity is approximately constant in summer, whereas during the spring, it decreases monotonically with increasing irradiance. Regressions of CO 2 against the environmental parameters (I, T, RH) were performed for each class and revealed several patterns of influence (Table 3) . (1) Pattern CO 2 (I, T) was valid for the entire horizontal layer g1. The decrease in mean temperature value over a class was accompanied by an increasing regression coefficient of I and a decreasing regression coefficient of T, reflecting the nonlinear character of the relationship over the entire parameter space. (2) Pattern CO 2 (I) was characteristic for the three classes of the layer g2 with lower temperature: g2v3, g2v4 and g2v5. The regression coefficient of I increased with the decreasing mean temperature value of a class. (3) Pattern CO 2 (I, RH) was represented by classes g2v2, g3v4 and g4v2; however, the type of relationship differed among classes. Within the class g2v2 (summer, moderate I, high T), an increase in RH (with fixed I) was accompanied by an increase in CO 2 uptake, whereas within the classes g3v4 (spring, high I, rather low T) and g4v2 (summer, both I and T high), an increase in RH (with fixed I) led to a decrease in CO 2 uptake.
Nonlinear analysis: visualization and description of the homogeneous classes from the 2nd cluster of data
Analysis of Cluster 2 was performed in the same way as for Cluster 1. Cluster 2 contained fewer points than Cluster 1, but because the quantitative parameter ∆O 3 was measured over the entire cluster, it was possible to analyze the 5-dimensional Figure 2 into 25 homogeneous classes. The classes are specified by the number of vertical and horizontal layers to which they belong. For example, the class g1v2 belongs to the horizontal layer g1 and the vertical layer v2.
parameter space with the parameter ∆O 3 added to the four parameters from Cluster 1.
The aggregate of points emerging on the Euclidean image plane and the system of the averaged vectors {v i } are shown in Figures 5 and 6 , respectively. The set of five measured parameters was subdivided into three groups, of which Groups A (CO 2 and I) and B (T and ∆O 3 ) were almost orthogonal and Group C (RH) was interrelated with the parameters of the other two groups. The upper positions in The whole data sample was subdivided into 15 classes (Figure 7 ) which can be seen as intersections of the three horizontal layers (g1--g3) with the five vertical layers (v1--v5). The horizontal layers correspond to the gradients of the parameters from Group B; the vertical layers correspond to those from Group A.
The classes in Figure 7 , which were built in the same way as those in Figure 4 , overlap, i.e., the cross sections of the sets of Table 2 . Parameter values for the single homogeneous classes presented in Figure 4 (average values for a class). All the values are scaled to zero mean and unit variance over the 1st cluster of data. A homogeneous class of data is determined by specifying the horizontal and vertical layers containing this class; for example, the class v1g5 is contained in vertical layer v1 and horizontal layer g5. The parameter Month has the value of 0% for May (M%) and 100% for August (A%) (indicated by asterisks). and that the class size should be reduced. If reducing the class size does not decrease the overlapping, changing from the 2-dimensional to the 3-dimensional image space may be the only way to resolve the classes. However, because the main Table 3 . Coefficients of the regression equations for the single classes presented in Figure 4 . I, T and RH are the environmental parameters, g1 to g5 are horizontal layers, and v1 to v5 are vertical layers. A class is determined by specifying the horizontal and vertical layers to which it belongs; for example, the regression equation for the class g1v1 reads: CO 2 = −1.35 − 2.08 I + 0.26 T + 0.09 RH. The term a 0 is the zero term of a regression equation, and r 0 is the multiple correlation coefficient, which exceeds 0.8 for most classes, demonstrating the suitability of the linear model within a class. To the right-hand side of some regression parameters, the strength of its effect on CO 2 uptake is specified: 3 = strong, 2 = moderate, and 1 = weak influence. purpose of this paper was to introduce the method, we did not attempt to eliminate the overlap among the classes presented in Figure 7 . The values of the parameters for single classes are presented in Table 4 .
The following conclusions were derived from Table 4. (1) Most measurements belong to the horizontal layer g1; the higher the horizontal layer, the less populated it is. (2) Each horizontal layer has its corresponding (constant over the layer) value of irradiance. Layer g1 has the lowest irradiance, and layer g3 has the highest irradiance. (3) The value of CO 2 decreases monotonically from g1 to g3 and is approximately constant within each horizontal layer. (4) Parameter T decreases monotonically across the vertical layers from v5 to v1. There is a large difference in T between layers v1 and v2; the difference between the mean values of these layers exceeds 1.0. (5) The qualitative parameter Month shows that all the points from August are contained in the vertical layers v2--v5, whereas the measurements from May are contained in layer v1
. (6) To analyze the quantitative parameter ∆O 3 , we had to exclude all the points without measured ∆O 3 from Cluster 2 (that is why Cluster 2 contains fewer points than Cluster 1). As a result, all the spring measurements with ozone had to be discarded, and so it was not possible to estimate the real percentage of points with ozone contained within layer v1. Within the summer classes, parameter ∆O 3 increased monotonically from v5 to v2. The values of the qualitative parameter +O 3 show that the composition of the classes changed from v2 to v5 as the percentage of points with ozone decreased. Thus, for the summer points in Cluster 2, we found that in the presence of an enriched O 3 concentration, the same ecophysi- Figure 7 . Subdivision of the data presented in Figure 5 into 15 homogeneous classes. The classes are specified in Figure 4 . Table 4 . Parameter values for the single classes presented in Figure 7 . The designations are the same as in 
Conclusions
We have developed a comprehensive statistical treatment of the complex and still unknown processes leading to forest decline. We conclude that the nonlinear multidimensional scaling method provides analytical tools to account for (1) the large number of measurements and parameters, and (2) the absence of any obvious assumption concerning the nature of the mechanism underlying the phenomenon. The method provides a comparison of the effects of one parameter at different levels of the other parameters. Furthermore, the same comparison can be carried through for combinations of parameters. Classes of measured points having homogeneous structure with respect to the ecophysiological state and the interrelations between the environmental parameters can be visualized. Statistically significant information about changes in the interrelations between parameters can be derived by comparing the linear regression models constructed for the different classes.
The experimental information used for the analysis appears in the form of a time series of events superimposed on random fluctuations (dynamic noise). This can be considered as a stochastic process with memory plus a complicated dynamics of the mutual influences between different parameters. Though there was no explicit time dependence in our treatment, the three time parameters (month, day, time) can be used to represent the dynamics of changes in the environment and the physiological state. Moreover, explicit presentation of the dynamics is possible by using the regression coefficients as functions of the time parameters.
Multidimensional functional scaling has two features that suggest that it can be used as a universal tool for regressionand classification-typological analysis of large data sets: (1) the dimension (and therefore the complexity) of the optimization procedure is determined not by the number of objects under study but by the complexity of the metrics (proximity relation); and (2) the number of computations required within one iteration increases linearly with the dimension of the calculations, whereas for the most comparable methods, this relationship is quadratic. Table 5 . Coefficients of the regression equations for the single classes presented in Figure 7 . Designations as in Table 3 . 
