In this (largely expository) article, we propose a simple modification of the multiply-with-carry random number generators of Marsaglia [1994] and Couture and L'Écuyer [1997]. The resulting generators are both efficient (since they may be configured with a base b which is a power of 2) and exhibit maximal period. These generators are analyzed using a simple but powerful algebraic technique involving b-adic numbers.
INTRODUCTION
A pseudorandom number generator (RNG) for high-speed simulation and Monte Carlo integration should have several properties: (1) it should have enormous period, (2) it should exhibit uniform distribution of d-tuples (for a large range of d ), (3) it should exhibit a good structure (usually a lattice structure) in high dimensions, and (4) it should be efficiently computable (preferably with a base b which is a power of 2). Typically the RNG is a member of a family of similar generators with different parameters and one hopes that parameters and seeds may be easily chosen so as to guarantee properties (1), (2), (3) and (4). Generators with these properties are surprisingly rare. Some of the best candidates known at present are given by L'Écuyer [1996, 1999] and Matsumoto and Nishimura [1998] . Marsaglia and Zaman [1991] showed that their add-with-carry (AWC) generators satisfy condition (1). By giving up on (4) and using an appropriate base b, they achieve good distribution properties of d-tuples for values d which are less than the "lag." Tezuka et al. [1993] showed that these generators fail the spectral test (cf. Coveyou and MacPherson [1967] and Knuth [1997] ) for large d . A generalization, the multiply-with-carry (MWC) generator, was described in Marsaglia [1994] and Couture and L'Écuyer [1997] and independently, (motivated by some questions in cryptography) in , 1994 , 1997 where it was called a feedback-with-carry shift register, or FCSR. This article, which is largely expository, combines both points of view.
The MWC generator was proposed as a modification of the AWC generator which satisfies both conditions (1) and (4). That is, all computations are performed modulo a base b which is a power of 2. However the distributional properties (2) of MWC sequences are not optimal, and in fact they are rather difficult to determine. See Couture and L'Écuyer [1997] , where estimates on the distribution of d-tuples are derived (using some sophisticated techniques from number theory).
In this article, we show that a slight (almost trivial) modification of the MWC generator results in sequences with maximum period (from which it follows that the distribution of d-tuples is uniform, for all d less than the lag, d 0 ) and which continue to satisfy properties (1) and (4). It is relatively easy to find generators of this type with base b a power of 2 (say, b = 2 21 ), with d 0 around 100, and with periods around 10 750 . As in Couture and L'Écuyer [1997] , one could use the spectral test to search for parameters which might satisfy (3) however it is expected that for large d > d 0 the lattice structure will suffer from the same shortcomings as those described in Couture and L'Écuyer [1997] .
In Theorems 2.1, 2.2, 2.3, 2.4, 3.1 and 4.1, we describe the main properties of these generators. The proofs of Theorems 3.1 and 4.1 are "elementary." Proofs of the other results may be distilled from the literature on AWC and MWC generators L'Écuyer 1994, 1997; Marsaglia and Zaman 1991; Tezuka et al. 1993] . However, there is a very illuminating algebraic technique which may be used to give short and efficient proofs of these results. It is a simple but not entirely obvious modification of the technique of Klapper and Goresky [1997] (and, as such, it is a special case of the general technique of Klapper and Xu [1999] ). We have included these short proofs at the end of this article for the benefit of the reader who may not be familiar with the language of discrete valuations and algebraic completions. 
is defined as follows. If i < −1, then x i = x i+1 . The numbers x −1 and c are the unique solutions to
with 0 ≤ x i < b. The values of x −1 and c may be computed as follows: Calculate once and for all
and realize this as an integer between 0 and
The integer c is called the "carry" or the "memory" of the state. The output of the state σ = (x−1, . . . , x −r ; c) is the integer OUT(σ ) = x −r and the normalized output is the real number x −r /b ∈ (0, 1]. Since the carry c ∈ Z is arbitrary, there are infinitely many different states and infinitely many different output sequences. However, there are only finitely many periodic states, in which case the carry remains within a certain finite interval w − ≤ c ≤ w + in accordance with Theorem 3.1 below. Moreover, from any initial state, the generator will eventually enter a periodic state. Consequently, for any initial state, the output sequence from the generator is eventually periodic; it has an initial transient segment whose size depends roughly on how far c is from this interval.
The analysis of the MWC generator relies heavily on the number theoretic properties of the connection integer
(so named because it plays the same role as the connection polynomial of a linear feedback shift register). It follows that m is relatively prime to b. Moreover, every m > 0 which is relatively prime to b has a unique representation of the form (5) with 0 ≤ a i < b (for 0 ≤ i ≤ r), and with a 0 = 0 and relatively prime to b. In this paper, however, we allow the a i to be arbitrary integers, so for a given connection integer m the representation (5) is not necessarily unique: one could even take a 0 = −m. It would be interesting to study to what extent the computations (3) and (4) might be optimized by appropriate choice of coefficients a i .
As originally defined in Marsaglia [1994] and Couture and L'Écuyer [1994] , the coefficient a 0 was equal to 1. If the base b is chosen to be a power of 2, then these generators admit efficient implementations; however, the connection integer will be constrained to be of the form m = N b − 1 for some integer N . In this case, b is never a primitive root modulo m which implies (see Corollary 2.3) that the generator will never have maximal period. A similar criticism applies to the (original) subtract-with-borrow (SWB) generator. The introduction of a nontrivial value for a 0 (as first described in Klapper and Xu [1999] ) comes with the cost of two more multiplications per round, but it has the benefit that the connection integer m may be chosen so that b is primitive modulo m and this leads to properties (1), (2) and (4) listed above: (1) the period of the generator is m − 1, which is maximal; (2) the d dimensional distribution properties of this generator are optimal, for each d < r, and (4) the modulus b may be taken to be a power of 2.
Throughout the rest of this section, we fix a modulus b and consider the MWC generator corresponding to a connection integer m as in (5), where b is relatively prime to m.
Suppose σ = (x −1 , x −2 , . . . , x −r ; c) is a state of the generator. This state determines an integer
Conversely, the number h determines the state σ (an observation for which we thank an anonymous referee). For reading Eq. (6) modulo b allows us to recover x −r from h, then reading modulo b 2 and knowing x −r allows us to recover x −r+1 . Continuing this way by induction we recover x i for −r ≤ i ≤ −1. Finally, knowledge of these x i and of h allows us to recover c. Several important properties of the state can best be expressed in terms of h (cf. Theorems 2.1 and 2.2).
Let us say that a state of the generator is degenerate if the output remains constant. The "bottom" state, in which all x i = 0 and c = 0 is degenerate with output 0 (and h = 0). The "top" state, in which all x i = b − 1 and
is degenerate with output b − 1 (and h = m). (There may be more degenerate states.) The proofs of the following results will appear in Section 6. 
Equation (7) In this case, we say the resulting periodic sequence is a (generalized) -sequence (or long sequence), because of the many properties it shares with m-sequences (or maximal length sequences) from the theory of linear feedback shift registers and finite fields. 
BOUNDS ON THE CARRY
Throughout this section, we consider a MWC generator of order r with base b, coefficients a 0 , a 1 , . . . , a r and state σ = (x −1 , x −2 , . . . , x −r ; c) as described in Section 2. Recall that c and a i are integers and that 0 ≤ x i < b − 1. We show that the carry rapidly converges to a narrow range.
There are two generators which we refer to as extremal generators. The first extremal generator has a 0 > 0 and all the remaining coefficients a i ≤ 0 (for 1 ≤ i ≤ r). The second has a 0 < 0 and all the remaining coefficients a i ≥ 0.
If a 0 > 0, define 
If c ≥ w + , then it will drop monotonically and exponentially until it lies within this range and it will remain within this range thereafter. If c ≤ w − , then it will rise monotonically and exponentially until it lies within this range, and it will remain within this range thereafter. If the generator is extremal, then c will move monotonically until it lies within the range
If c < w + , this gives c < w
hence the carry decreases monotonically. Moreover, if c > 0, then c − w + ≤ (c − w + )/b, which is to say that c − w + decreases exponentially. It is easy to see that there are no strictly periodic states with c = w + unless the generator is extremal. For if c = c = w + , then (1) gives
The right side of this equation achieves its maximum value, (b − 1)w + , when x −1 = 0 and
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Eventually this 0 = x −1 will get shifted into one of the positions where a i > 0 and then the value of c will drop below w + . (If a i ≤ 0 for all i, then the generator is extremal, w + = 0, and the degenerate "bottom" (all-zero) state satisfies c = w + .) In summary, if the generator is not extremal and if the carry starts out at any positive value, it will drop until c < w + and will remain there forever. To obtain the lower bound on c, Eq. (1) gives
so the value of c will increase monotonically (and exponentially). Let us examine the possible periodic states with c = c = w − . For such a state, Eq. (4) gives
The right side of this equation achieves its minimum value, (b − 1)w − , when x −1 = b − 1 and
If some coefficient a i is positive (which is to say, if the generator is not extremal), then this b − 1 = x −1 will eventually be shifted into the ith position, and the value of c will rise above w − . However, if the generator is extremal (i.e., if a i ≤ 0 for 1 ≤ i ≤ r), then this argument fails and indeed, the degenerate "top" state satisfies c = w − and x i = b − 1 for all i. In summary, if the generator is not extremal and if the carry starts out at some negative value, then it will rise until c > w − and it will remain there forever.
LATTICE STRUCTURE
Consecutive d-tuples (x k , x k+1 , . . . , x k+d−1 ) of numbers generated by the MWC generator (1) do not form a d-dimensional lattice. However, Tezuka et al. [1993] and Couture and L'Écuyer [1994] discovered the remarkable fact that these vectors lie very nearly on the lattice of vectors formed by the associated linear congruential generator with base b, multiplier B, and modulus m. To be precise, using the notation of Section 2, we have the following result:
THEOREM 4.1 (COUTURE AND L'ÉCUYER [1994] ). For every z ∈ Z/(m), 
The sequence of numbers z, S(z), S
then m is relatively prime to b if and only if m 0 is invertible in Z/(b). Then
where m 0 a 0 ≡ 1 (mod b) and where the higher order coefficients a i may be computed, one at a time, by substituting (12) and (13) It is easy to see that the fractions α = h/m (with h, m ∈ Z and m relatively prime to b) are precisely the elements of Z b whose coefficient sequence (11) is eventually periodic. We also refer to the coefficient sequence as the b-adic expansion of h/m. 
LEMMA 6.1. PROOF. This is a special case of Klapper and Xu [1999, Thm. 3] . Alternatively, one may easily adapt the proof of Klapper and Goresky [1997, Thm. 4 
Although this is an equation in Z b , all the terms are integers, so it is an equality among integers. Reading this equation modulo b gives x −r ≡ −m −1 h ≡ −Ah (mod b) (since m ≡ a 0 (mod b)). In other words, the output is OUT(σ ) = −Ah (mod b).
Reading Eq. (15) modulo m gives h ≡ Bh (mod m). Now suppose the state σ is a nonzero, strictly periodic state. Then the same is true for σ , hence by Theorem 2.1, 0 < h, h < m. So we have the following equality, 
First, note that h ≤ m . For if h ≥ m + 1, then
which contradicts h < m. We now consider two cases.
Case 1. h ≥ m . Every choice of h ≤ m − 1 will give 0 < h < m since, by (17),
There are m such choices. We remark that if b = 2 and d = 1 (i.e., when counting the number of occurrences of a single bit in a binary -sequence), then m = 1 so the two cases are: h = 1 and h = 0. In particular, Case 2 with h = 0 never occurs. In other words, the sequence (7) is balanced: the number of 0's equals the number of 1's, and this number is (m − 1)/2.
