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Abstract
Acoustic tomography aims at recovering the unknown parameters that describe
a field of interest by studying the physical characteristics of sound propagating
through the considered field. The tomographic approach is appealing in that
it is non-invasive and allows to obtain a significantly larger amount of data
compared to the classical one-sensor one-measurement setup. It has, however,
two major drawbacks which may limit its applicability in a practical setting:
the methods by which the tomographic data are acquired and then converted
to the field values are computationally intensive and often ill-conditioned. This
thesis specifically addresses these two shortcomings by proposing novel acoustic
tomography algorithms for signal acquisition and field reconstruction.
The first part of our exposition deals with some theoretical aspects of the to-
mographic sampling problems and associated reconstruction schemes for scalar
and vector tomography. We show that the classical time-of-flight measure-
ments are not sufficient for full vector field reconstruction. As a solution, an
additional set of measurements is proposed. The main advantage of the pro-
posed set is that it can be directly computed from acoustic measurements. It
thus avoids the need for extra measuring devices. We then describe three novel
reconstruction methods that are conceptually quite different. The first one is
based on quadratic optimization and does not require any a priori information.
The second method builds upon the notion of sparsity in order to increase the
reconstruction accuracy when little data is available. The third approach views
tomographic reconstruction as a parametric estimation problem and solves it
using recent sampling results on non-bandlimited signals. The proposed meth-
ods are compared and their respective advantages are outlined.
The second part of our work is dedicated to the application of the pro-
posed algorithms to three practical problems: breast cancer detection, thermal
therapy monitoring, and temperature monitoring in the atmosphere. We ad-
dress the problem of breast cancer detection by computing a map of sound
speed in breast tissue. A noteworthy contribution of this thesis is the devel-
opment of a signal processing technique that significantly reduces the artifacts
that arise in very inhomogeneous and absorbent tissue. Temperature monitor-
ing during thermal therapies is then considered. We show how some of our
algorithms allow for an increased spatial resolution and propose ways to re-
duce the computational complexity. Finally, we demonstrate the feasibility of
tomographic temperature monitoring in the atmosphere using a custom-built
laboratory-scale experiment. In particular, we discuss various practical aspects
of time-of-flight measurement using cheap, off-the-shelf sensing devices.
Keywords: acoustic tomography, inverse problems, breast cancer, tempera-
v
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Re´sume´
Le but de la tomographie acoustique est d’estimer les parame`tres inconnus
d’un milieu en e´tudiant les caracte´ristiques du son s’y propageant. L’approche
tomographique est se´duisante car elle permet d’obtenir de manie`re non invasive
une quantite´ de donne´es bien plus grande que la configuration classique dans
laquelle les senseurs effectuent des mesures ponctuelles. Elle souffre cependant
de deux de´savantages majeurs qui limitent potentiellement son application en
pratique: les me´thodes utilise´es pour acque´rir les donne´es tomographiques et les
convertir en valeurs de champ ne´cessitent une importante puissance de calcul
et sont tre`s souvent mal conditionne´es. Cette the`se apporte des solutions a`
ces deux proble`mes en pre´sentant de nouveaux algorithmes de tomographie
acoustique permettant l’acquisition de signaux et la reconstruction de champs.
La premie`re partie de notre expose´ se concentre sur des aspects the´oriques
du proble`me d’e´chantillonnage tomographique ainsi que sur les me´thodes de
reconstruction s’y rattachant, aussi bien pour des champs scalaires que vecto-
riels. Nous de´montrons que les mesures classiques de temps de vol ne suffisent
pas a` reconstruire le champ vectoriel complet. Pour re´soudre ce proble`me,
l’utilisation d’un ensemble supple´mentaire de mesures est propose´. Ces nou-
velles donne´es ont l’avantage d’eˆtre directement calculables a` partir de sig-
naux acoustiques. Elles ne ne´cessitent donc pas l’utilisation d’appareils de
mesure additionnels. Nous de´crivons ensuite trois nouvelles techniques de re-
construction qui sont conceptuellement assez diffe´rentes les unes des autres.
La premie`re est base´e sur une optimisation quadratique et ne ne´cessite au-
cun information a priori. La seconde repose sur la notion de parcimonie dans
le but d’ame´liorer la qualite´ de reconstruction lorsque peu de donne´es sont
disponibles. La troisie`me approche examine la reconstruction tomographique
comme un proble`me d’estimation parame´trique et le re´sout en utilisant certains
re´sultats re´cents sur l’e´chantillonnage de signaux a` bande non-limite´e. Les
me´thodes conside´re´es sont compare´es et leurs avantages respectifs brie`vement
expose´s.
La deuxie`me partie de notre travail est de´die´e a` l’application des algorithmes
susmentionne´s a` trois proble`mes pratiques: la de´tection de cancer du sein, la
visualisation lors de the´rapies thermiques et la mesure de tempe´rature dans
l’atmosphe`re. La de´tection de cancer du sein s’effectue en cartographiant la
vitesse du son dans le tissu mammaire. Une contribution importante de cette
the`se est le de´veloppement d’une technique de traitement du signal qui re´duit
de manie`re significative les artifacts qui apparaissent dans les tissus fortement
inhomoge`nes et absorbants. Le proble`me du controˆle de tempe´rature lors de
the´rapies thermiques est ensuite conside´re´. Nous montrons que certains de nos
vii
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algorithmes permettent d’obtenir une meilleure re´solution spatiale et proposons
des strate´gies pour re´duire leur complexite´. Finalement, nous de´montrons la
faisabilite´ de la mesure tomographique de tempe´rature dans l’atmosphe`re a`
l’aide d’une expe´rience mene´e a` l’e´chelle de laboratoire. En particulier, nous
discutons diffe´rents aspects pratiques lie´s a` l’estimation de temps de vol a` l’aide
de senseurs bon marche´s.
Mots-cle´s: tomographie acoustique, proble`mes inverses, cancer du sein,
tempe´rature, vent.
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Frequently Used Terms,
Abbreviations, and Notations
Terms and abbreviations
MSE: mean squared error;
solenoidal vector field: vector field whose divergence is zero;
source-free vector field: vector field whose divergence is zero;
irrotational vector field: vector field whose curl is zero;
curl-free vector field: vector field whose curl is zero;
Notation and variables
vectors are bold lowercase letters (y,α, etc);
matrices are bold uppercase letters (D,F , etc);
b gradient of the eikonal, b = ∇ξ;
b amplitude of the vector b;
c speed of sound;
c0 reference or average speed of sound;
∆c sound speed variation, ∆c = c− c0;
D bounded region;
∂D boundary of D;
d data vector;
di i-th element of d;
G matrix representing the mapping from the model parameters to the measurements;
Gˆ estimate of G;
lΓ longitudinal interaction along Γ;
m model parameters vector;
mj j-th element of m;
m(x, y) two-dimensional function;
M two-dimensional Fourier transform of m(x, y);
n vector normal to the wave front;
Rm the Radon transform of the function m;
Rˆm one-dimensional Fourier transform of Rm;
xi
xii Frequently Used Terms, Abbreviations, and Notations
r position vector, r = (x, y, z);
rT transmitter’s position, rT = (xT , yT , zT );
rR receiver’s position, rR = (xR, yR, zR);
s vector tangent to the trajectory Γ;
s⊥ vector normal to the vector s;
t time variable;
tΓ transversal interaction along Γ;
ug group velocity;
ug group velocity amplitude;
v medium velocity, wind field for the case of the atmosphere, v = (vx, vy , vz);
vxy two-dimensional medium velocity in the xy-plane;
vS solenoidal vector field;
vI irrotational vector field;
vH homogeneous component of the vector field v;
y(t) continuous signal;
Γ sound ray trajectory;
θ angle of the sound wave;
θT angle-of-departure;
θR angle-of-arrival;
ξ eikonal;
σ2l variance of the longitudinal interaction;
σ2t variance of the transversal interaction;
τ time-of-flight;
τ0 reference time-of-flight;
φ scalar potentials;
ψ vector potentials;
Ω bounded region;
∂Ω boundary of Ω;
1Γ indicator function with the support Γ;
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Introduction
The word tomography is derived from the greek words tomos which means
“a slice” or “a cutting”, and graphein which means “to draw” or “to write”.
Thus, tomography is simply imaging of a slice. It produces an image of the
internal structure of an object based on the interactions between the object
and energy emitted by radiating devices and captured by appropriate sensors.
The different choices of energy radiation (X-ray, γ-ray, neutron, light, sound,
electrical, etc.) used in probing different mediums result in a vast variety
of tomography disciplines: X-ray tomography, magnetic resonance imaging,
neutron tomography, positron emission tomography, ultrasound tomography,
optoacoustic tomography, seismic tomography, quantum tomography, etc. As
a result, tomography methods have been widely used for many decades in
medicine, archaeology, biology, geophysics, oceanography, and technology for
non-destructive testing. Examples include the use of X-rays in medicine to
diagnose a large number of different disease entities, or seismic tomography to
image the interior of the Earth, for instance, for oil exploitation.
There are at least three reasons why tomographic methods are very ap-
pealing. First, they are non-invasive methods: the sensors need not be located
inside the field being measured. Second, tomography methods can collect a sig-
nificantly larger amount of data than the classical one-sensor one-measurement
setup (see Figure 1.1). Third, the information provided by processing the sig-
nals received at multiple locations enables to acquire a global (as opposed to
a punctual) knowledge of the measured field. These benefits, however, cannot
be achieved without some sacrifice. The methods by which the tomographic
measurements are acquired and converted to field information, the latter be-
ing referred to inversion methods, are computationally intensive and often ill-
conditioned.
This thesis studies inversion methods for a tomography discipline that uses
sound propagation to infer the properties of the medium. This discipline is
called acoustic tomography, where acoustic generally refers to the use of audible
sound as well as ultrasound and infrasound. A variety of applications, in basic
research and in technology, exploit the fact that the transmission of sound is
affected by the medium through which it passes. It thus provides information
concerning the properties of the medium, including objects, inhomogeneities
and the velocity of the medium. Different methods have been developed over
the past decades as a means to recover these properties. We next review some
1
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key historical discoveries that have paved the way towards the use of acoustic
tomography in a variety of settings.
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Figure 1.1: Tomography methods are non-invasive and allow to collect an amount
of data proportional to the square of the number of sensors. (a) A classical one-
sensor one-measurement setup. (b) A tomographic setup - every sensor sends
signals to all other sensors.
1.1 A brief history of acoustic tomography
The research on acoustic tomography starts with the understanding of sound
propagation in a moving inhomogeneous medium, and the differences between
the scalar and vector tomography imaging. In general, a medium can be de-
scribed by its scalar (e.g. medium inhomogeneities), and vector (e.g. medium
speed) properties. Trying to image vector properties of the medium fundamen-
tally differs from imaging its scalar properties. Moreover, the vector proper-
ties of the medium influence differently the sound propagation than the scalar
properties. This fact may be rather subtle and, in fact, in the past, it was not
immediately recognized by the research community.
Sound propagation
The theory of acoustics in moving media was initially developed as a study
of sound propagation in the atmosphere. From time immemorial, it had been
known that, in the atmosphere, the sound from a source was more noticeable
downwind than upwind. This phenomena was confirmed in the experiments
by Delaroche in 1816 [21], and Arago in 1822 [2], but a correct qualitative
explanation was given only in 1857 by Stokes [68]. Later in 1874, Reynolds [60]
gave nearly the same explanation, but used the concept of sound ray to explain
sound propagation. Furthermore, Reynolds showed that sound rays in the
atmosphere bend; for example upwards if there is a temperature lapse with
height. Only a long time later, in 1945, Rayleigh [59] derived the mathematical
expressions of sound propagation in moving media and formulated a refraction
law for acoustic rays traversing a stratified moving medium. The ray path
obtained by Rayleigh, however, does not coincide with the real ray path because
in a moving medium the unit vector normal to the wavefront does not usually
coincide with the tangent to the ray path. Barton [4] was the first to show that
these two vectors may not coincide in a moving medium. Since then, many
papers on acoustics in moving medium have pointed out that Rayleigh made
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a mistake. Other researchers later rederived expressions to compute acoustic
ray path in moving medium.
It is now well establish that the propagation of sound waves in an inhomo-
geneous moving medium, e.g. the atmosphere, is completely determined by the
system of linearized equations of fluid dynamics [53]. When the medium inho-
mogeneities are large compared to the wavelength, the energy propagation is
well described by the ray theory of sound propagation. As pointed by Barton,
the ray theory for moving media differs form the ray theory in still media, and
this point will be discussed in more details in Section 2.1.
Scalar tomography
The mathematical basis for all tomography disciplines was introduced almost
a century ago in the pioneering work of the Austrian mathematician Johann
Radon. In his paper from 1917 [57], Radon proved that any two-dimensional
object can be reconstructed uniquely from an infinite set of its line-integrals,
the so-called projections. This result, known as the Radon transform, laid
down the key concept needed for the tomographic imaging of scalar functions.
The result has been independently rediscovered a number of times since then
by other mathematicians, radio astronomers, electron microscopists, workers in
optics, and medical radiologists. The first practical reconstructions of this kind
were accomplished by the radio astronomer Ronald Bracewell in 1956 [8]. The
same mathematical problem later arose in electron microscopy [61, 26], and in
various optical applications [62].
It is in the area of medical diagnosis, however, that the most excitement
has been generated around the Radon transform. The first practical, clin-
ically oriented solution to reconstructive tomography appeared in the early
1960, after Alan Cormack [18, 19] began to popularize and extend the work of
Radon. Cormack received the 1979 Nobel price for medicine, jointly with God-
frey Hounsfield, who developed the first EMI Scanner, involving X-ray scanning
and digital computing [30, 31]. This first scanner generated images of isolated
slices of the brain with excellent tissue contrast. In 1974, a whole body scanner
was developed by Ledley. Since then, a number of different companies have
manufactured body scanners, and a broadly based competitive market has by
now been developed. A standard treatise on the mathematics behind scalar
tomography is given by F. Natterer [48].
Although the X-ray scanner was the spark that ignited the greatest ex-
citement in the tomography field, other kinds of radiation have proved to be
successful as well. The early work in acoustic tomography was based on algo-
rithms that were developed for X-ray tomography. Later, it became evident
that more accurate models of the physical mechanisms generating the image
were needed for high resolution and correct reconstruction. This point will be
of particular interest in this thesis.
Vector tomography
The ability to reconstruct a scalar function using tomography techniques has
resulted in a wealth of applications in many disciplines. A number of other
applications, related to imaging of a flow field, has raised the need for similar
methods in tomographic reconstruction of vector fields.
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The velocity of the medium is a vector function. While in the scalar case
the state of a particular point contributes equally to all rays passing through it,
the situation for vector fields is far more complicated in that the contribution
also depends on the direction of sound propagation. A basic result of vector
tomography is that the integrals of a vector function along all lines only allow
to recover the curl part of the vector field.
In an early study, Johnson et al. [34] noted that there is a part of vector
fields, which they refer to as “invisible” part, that could not be reconstructed
from the line integral measurements. They proposed a technique to compute
only one particular solution of the vector field. The first to reach the full
mathematical understanding of the problem was Norton [49] in 1988. Work-
ing in the Fourier domain he derived a reconstruction method for the vector
fields and explored the nature of the ambiguity using the Helmholtz decompo-
sition of vector fields. Moreover, he pointed out important situations where it
is possible to fully determine the field, for instance divergence-free fields ful-
filling homogeneous Neumann conditions on the boundary. During the short
history of vector tomography, the basic result about the curl has been repeat-
edly and independently discovered, also by Braun and Hauck [10], Juhlin [38],
and Sharafutdinov [65]. In this thesis, we will treat the problem of vector to-
mography through the application of wind and temperature estimation in the
atmosphere.
1.2 Motivations
Applications of acoustic tomography methods are diverse. They are irreplace-
able methods in oceanography, seismology, and showed a great potentials in
medicine. The results of this thesis are motivated by two important applica-
tions: acoustic tomography in the atmosphere, and acoustic tomography for
breast screening. The first one can be identified as a vector tomography prob-
lem, while the second one is a scalar tomography problem. Let us look more
in details at these two applications of interest.
Acoustic tomography in the atmosphere
Sound has been used to probe vertical structure of the atmosphere since the
early 1900’s, when scientists used powerful explosions on the ground, to de-
duce the presence of temperature inversion and strong winds in the strato-
sphere [23, 20]. Similar schemes with controlled ground-based sources were
later used by other scientists, including Greenfield et al. [27], Ostashev [52],
and Chunchuzov et al. [15]. These schemes could be referred to as vertical-slice
acoustic tomography, although the term was not used at that time.
A horizontal-slice acoustic tomography for monitoring phenomena in the
atmosphere, in particular temperature and wind, was first proposed in the
1990’s [66,76], as an attempt to use the techniques successfully applied in mon-
itoring ocean’s structure [47]. Shortly after, imaging these physical quantities
in near ground atmosphere with acoustic tomography has been demonstrated
in field experiments [76, 16, 78]. However, the knowledge on the basic result
of vector tomography seems to have not been much transferred between the
disciplines. Despite the fact that line integrals are not sufficient to recover the
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full vector field, previous work only considered the line integrals (obtained from
the time-of-flights measurements) to reconstruct both the scalar (temperature)
and the vector (wind) fields. Hence, one of the motivation for this work was
to bring forth related material from adjacent fields of research, and to present
some known as well as new results. In particular, the questions of joint two-
dimensional temperature and wind field reconstruction, for general and specific
cases of wind field will be settled.
Acoustic tomography for breast cancer detection
The use of acoustic, more precisely ultrasound tomography for breast cancer
screening is relatively new. There is still no commercialized ultrasound breast
scanner, but many competing groups are currently working on such a device.
While the need for this research is obvious, it is further motivated by the
following numbers.
Within the European Union, every 2.5 minutes a woman is diagnosed with
breast cancer. Every 7.5 minutes a woman dies from the disease. The incidence
of breast cancer is increasing. Breast cancer remains the main cause of death
in women aged between 35 and 59. The importance of screening becomes even
more obvious when knowing that 90% of all breast cancer cases could be cured
if detected early and treated in quality assured specialist breast units.
Although mammography is the gold standard for breast imaging, it also
generates many abnormal findings not related to cancer leading to the false
positive rate that can be as high as 80%. The differentiation of benign from
malignant tissue in mammogram findings is as well very poor for young women
and women with dense breast, and results in 50% of the false negative rate. In
order to overcome these problems, mammography is generally complemented by
ultrasound imaging. This latter helps differentiate cysts from solid masses and
has become the dominant mode for guiding needle biopsy. Efforts to improve
the diagnostic accuracy of ultrasound have been carried out on two fronts. One
approach is based on improving the classical ultrasound devices and techniques
that rely on reflection (or B-mode) imaging while the second, to which our own
study belongs, utilizes transmission tomography to characterize breast tissue.
Greenleaf et al. [28] have shown that using the parameters of sound speed and
attenuation could help in differentiate benign masses from cancer. Namely,
the cancer has a high sound speed and attenuation when comparing to normal
tissue or benign masses. As a direct result of this and other similar studies,
a number of investigators developed transmission ultrasound scanner as an
attempt to measure transmission parameters in vivo. Examples include the
work of Carson et al [13], Andre et al. [1], Johnson et al. [32], Marmarelis et
al. [46], Liu and Waag [42], and Duric et al. [24].
Our own contribution to this research came as a result of a collaboration
with the latter research group from the Karmanos Cancer Institute in Detroit,
USA. They have developed the Computed Ultrasound Risk Evaluation System
(CURE), the clinical breast imaging device that aims at whole breast, operator
independent imaging, and differentiation of breast masses. In order to improve
the final image quality in terms of estimation accuracy and resolution we have
worked both on the acquisition part of the system, that is, enhancement of the
received signal, and the inversion part, that is, employing different inversion
methods. Using the same prototype we also show that ultrasound transmis-
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(a) X-ray scan (b) Ultrasound scan
Figure 1.2: The ultrasound tomography images are comparable with those of X-
ray scanners. The ultrasound scan of a breast-mimicking phantom represents the
sound speed map inside the phantom. The reconstruction is obtained using our
algorithms.
sion tomography can be used to monitor thermal therapies, for instance, the
cryosurgery.
The potentials of acoustic tomography for medical applications are high.
The ultrasound tomography images are comparable with those of X-ray scan-
ners, while the method is non-ionizing and there is no limitation in number
of scans we can perform. In Figure 1.2(a), we can see the X-ray scan of a
breast-mimicking phantom and in Figure 5.8(b) the reconstruction of a sound
speed map obtained using our reconstruction algorithms. The gray scale for
the sound speed map is linear from 1464m/s to 1552m/s (for more details see
Chapter 5).
1.3 Thesis outline and contributions
One of the most appealing aspects of the subject of this thesis is its interdisci-
plinary nature. Topics that we cover range from the theoretical fundamentals
of inverse problems in scalar and vector tomography, to some practical details
on how to build the experimental prototypes for the applications of acoustic
tomography in meteorology and in medicine. In all this, we will take a signal
processing point of view and put the emphasis on developing practical algo-
rithmic solutions.
In the first part of the thesis, we treat acoustic tomography as an inverse
problem, focusing on the uniqueness of the solution, and introducing new in-
version methods.
In Chapter 2, we give some basic theoretical results that are going to be
used throughout this thesis. First, we review the theory of sound propagation
in moving inhomogenious medium, using the principles of geometrical acous-
tics, namely, the ray theory of sound propagation. We point out that some
particular results of the ray theory in a moving medium may not be obtained
from the analogous results for a motionless medium. Further, the theoretical
basis for all tomographic reconstruction, the Radon transform, is presented.
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We briefly discuss different inversion formulas, and emphasize the difference
between the transform-based and algebraic inversion methods, the latter being
used in our work. Finally, we present Helmholtz’s theorem, also known as the
fundamental theorem of vector calculus. The decomposition of vector field in
its solenoidal (divergence-free) and the irrotational (curl-free) component given
by this theorem will play an important role in deriving the theoretical results
in the sequel.
In Chapter 3, we study forward and inverse problems in acoustic tomog-
raphy for the general cases of scalar and vector fields. The scalar and vector
field problems appear in reconstructing the sound speed and the medium speed
in a moving inhomogeneous medium. Primarily, we show that, when the rela-
tionship between the measurements and the unknown vector field is linearized,
the classical time-of-flight measurements are insufficient to reconstruct the ir-
rotational component of the vector field. As a solution, an additional set of
measurements is proposed. This set is sensitive to the missing irrotational
component of the vector field. The main novelty is that these new measure-
ments are solely related to the parameters of sound propagation, more precisely,
to the angle-of-departure and angle-of-arrival of sound waves. Hence, the re-
construction of scalar and vector fields is now physically realizable in acoustic
measurements. To take the full advantage of the additional set of measurements
the bent-ray model of sound propagation introduced in Chapter 2 is considered.
We also discuss important practical cases for which the required measurements
can be reduced to one of the two proposed sets. The most important result in
this part, is a proof that when a temperature (scalar) and a divergency-free 2D
wind (vector) field are observed on bounded domains, the complete reconstruc-
tion is possible using only the time-of-flights. No additional measurements are
needed, unlike what was suggested in previous research. Analogously, we prove
that the angle-of-departures/arrivals are sufficient to reconstruct temperature
and curl-free 2D wind fields on bounded domains.
When the bent ray model of sound propagation is considered, the measured
data are related to the integrals along bent rays. However, as the bending de-
pends on the underlying fields, a non-linear relation between the measurements
and the unknown fields is introduced. We apply an iterative method to solve
this non-linear problem. The iterations alternate between estimating the tra-
jectories and the unknown fields. The algorithm compares the measurements
with the forward prediction of the current state of the system, and computes
the updates by inverting the algebraic system of equation. This inversion step
is discussed in details in Chapter 4, as it is an inherent and the most important
step in the algorithm, even for the case of the straight ray sound propaga-
tion model (when the algorithm stops after the first iteration). We show that
although the component needed to compute the irrotational part of the field
is approximated using the angle-of-departure/arrival measurements, the pro-
posed algorithm cancels the approximation error, since the iterations stop when
the measurements are equal to the output (forward prediction) of the current
estimate. A similar idea is used in the so-called zero-methods. We also sug-
gest a new method for estimating the time-of-flights, suitable for mediums with
high inhomogeneities and/or high attenuation. This method is experimentally
tested in Chapter 5 and Chapter 6. The two methods for estimating the angle-
of-departure/arrivals are also given. Finally, we analyze the reconstruction
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error. By following the general estimation approach for error analysis, we em-
phasize two important sources of errors: the errors in the measurements; and
the mismatch between the reality and the assumed field model.
In Chapter 4, we propose three inversion methods that can be applied in
tomographic setups, both in the context of the inversion inside the iterative
reconstruction algorithm presented in Chapter 3, and as the inversion step in
the non-iterative case. The three methods are conceptually different, and the
difference is based on whether or not any a priori information (or regulariza-
tion) is used, and whether or not the inversion method is linear. Also, in all
three methods, different sets of model parameters are chosen to describe the
unknown fields. First, a method based on l2-norm minimization of error is
presented. It does not use any a priori information, and, therefore, it refers
to a general practical situation of estimating the sound speed and the moving
component of an inhomogeneous moving medium. The method is applied to a
concrete problem of estimating wind and temperature in the atmosphere. This
method is used to test the convergency of the iterative non-linear tomography
algorithm. Second, we propose a new inversion method for acoustic tomogra-
phy. This method is based on the idea of compressed sensing, that is, acquiring
a sparse signal in the most efficient way. We show that this method can be
successfully applied to a large class of problems in acoustic tomography for two
reasons. First, the fields that we want to recover are compressible in the sense
that they have a sparse expansion in a set of basis functions. Second, the tomo-
graphic measurements are such that the solution can be computed with fewer
measurements than the number of unknowns. The concrete example that we
consider is the problem of temperature estimation in a diffusive environment.
Finally, the third method is based on the idea of sampling signals with finite
rate of innovation, namely, the signals that have a parametric representation
with a finite number of degrees of freedom per unit of time. Although, in gen-
eral, these signals are neither bandlimited nor live on shift-invariant spaces,
their exact reconstruction can be achieved using only a finite number of mea-
surements. We show that some of these sampling schemes can be extended for
the use in acoustic tomography. Particularly, we show that this method can be
applied in the problem of characterizing the diffusive heat sources localized in
space and time. We present a method to compute the positions, time origin,
and the amount released from these diffusive sources. A comparison between
the three methods is drawn at the end of the chapter.
The second part of the thesis presents the real applications of acoustic to-
mography to: breast cancer detection and breast screening, thermal therapy
monitoring, and temperature estimation in the atmosphere. In all three ex-
amples, the reconstruction of the unknown field is obtained using the iterative
algorithm proposed in Chapter 3, and the bent ray model for sound propaga-
tion. The next two chapters of the thesis follow as a result of a collaboration
with an imaging research group at the Karmanos Cancer Institute, Wayne
State University, Detroit, USA, which has developed a clinical breast imaging
prototype, based on acoustic tomography principles. Their generous support
to provide us with the access to clinical research facilities allowed us to test our
algorithms in vitro and on human data.
In Chapter 5, we consider the use of acoustic, more precisely ultrasound
transmission tomography for breast cancer detection and breast screening. The
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goal is to obtain a map of the sound speed inside the breast tissue, that is later
used for characterization of different tissue masses. Faced with the problem of
estimating the time-of-flights in very inhomogeneous and absorbing medium,
we propose to use a beamforming technique to overcome this problem. The
technique shows to be very efficient in reducing many artifacts. We think that
introducing beamforming to acoustic tomography imaging, and suggesting a
method to compute the parameters of the beamformer, is an important con-
tribution of the thesis. Next to the reconstruction obtained using the l2-norm
minimization of error, we also show the reconstructions using the methods
based on sparsity. The latter methods are subject of our future research, as
they show a great potential.
In Chapter 6, we consider the problem of temperature monitoring during
thermal therapies, particularly the tissue freezing with cryoprobes. We show
that the sound speed can be used as a temperature dependent parameter. The
mapping between the temperature and the sound speed was not in the scope
of this work, and we only summarize some existing results on this topic. The
estimation of sound speed in the scenario of tissue freezing is by itself a chal-
lenging task because, first, the sound is highly attenuated when traversing the
frozen tissue; and second, the sound speed to be reconstructed has a high spa-
tial bandwidth, due to the dramatic change of sound speed between the frozen
and unfrozen tissue. We show that the first problem can be overcome using
again the beamforming technique. As the classical reconstruction algorithms
inherently smooth the reconstruction, we propose to solve the second problem
by applying the reconstruction techniques based on sparsity. We also suggest
ideas on how to speed up the reconstruction algorithms in order to enable real
time applications, which is important in clinical settings.
In Chapter 7, we describe how we built a laboratory size acoustic tomogra-
phy setup, used for estimating temperature from time-of-flight measurements.
The experiment aims at showing the feasibility of our acoustic tomography
method, identifying the practical problems and providing the bounds on the
achievable accuracy. The setup consists of 12 transmitters and 12 receivers
placed on a ring with a radius of 1m. To compensate for relatively modest
power levels of input and output signals, arrays of amplifiers and preamplifiers
are used. Both the amplifiers and preamplifiers were built in our laboratory in
order to meet the tight specifications of bandwidth and SNR. To avoid mechan-
ical distance calibration, we use the time-of-flights estimates to compute the
positions and the delays of the transducers. This is a favorable option and it
allows the system to be self-calibrated. We also show the technique to estimate
the time-of-flights with an accuracy of the order of 10−7 s, even when the sam-
pling interval is of the order of 10−5 s (96KHz sampling frequency of the audio
card). We show that it is possible to measure small temperature variations
with good spatial resolution. Except for the amplifiers and the preamplifiers,
the whole system is assembled from commercially available and relatively cheap
components. This proves that acoustic tomography has a good potentials to
replace some of today’s expensive meteorological techniques.
Finally, Chapter 8 summarizes this thesis and discusses some directions for
future research.
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Part I
Inverse Problems in
Acoustic Tomography
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Chapter 2
Theoretical Background
In this chapter, we present basic theoretical results that are going to be used
throughout this thesis. First, we review the theory of sound propagation in
moving inhomogenious medium, using the principles of geometrical acoustics.
Further, we revisit the theory of the Radon transform, that is the theoretical
basis for all tomographic reconstructions. We briefly discuss different inversion
formulas and methods. Finally, we present Helmholtz’s theorem, that plays an
important role in understanding vector tomography problems.
2.1 Ray theory of sound propagation in inhomoge-
neous moving media
In the following, we will use the equations for sound propagation presented
in [53]. Let the acoustical properties of a moving medium be described by
the speed of sound c(r), and let its velocity be v(r), where both c and v are
arbitrary well-behaved functions of the position vector r. The eikonal equation
is given by:
c0
c(r)
− v(r) · ∇ξ(r)
c(r)
= |∇ξ(r)|, (2.1)
where c0 is an arbitrary constant reference sound speed (e.g. the spatial aver-
age), ξ is the eikonal function (phase) of the wavefront, and the operator ∇ is
the gradient operator. Equation (2.1) was derived by Bolkhintzev [6], and it
is called the Hamilton-Jacobi equation. It is shown that the solution of (2.1)
can be reduced to the integration of the characteristic system of the differential
equations:
dr
dν
=
b
b
+
v
c
, (2.2)
db
dν
= −c0∇c
c2
− ∇(b·v)
c
+
b·v∇c
c2
, (2.3)
dξ
dν
= b+
b·v
c
. (2.4)
In these equations, ν is the independent variable, and the vector b = ∇ξ. The
vector r(ν) determines the ray path of a sound wave in an inhomogeneous
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moving medium. The ray path r(ν) can be obtained as a solution of (2.2) and
(2.3), while (2.4) is not needed. In many cases, it is convenient to relate the
independent variable ν to the ray length s, or the time t. The relationship
between s, t, and ν is given as [53]:
dν =
c ds
ug
,
dt =
ds
ug
,
where ug is the amplitude of the group velocity ug. Changing the time variable
instead of the independent variable leads to a property which is useful in un-
derstanding the effect of the moving medium: the group velocity along a ray is
the sum of the medium speed and the sound speed. Equations (2.2) and (2.3)
become:
dr
dt
= cn+ v, (2.5)
db
dt
= −c0∇c
c
−∇(b·v) + b·v∇c
c
. (2.6)
where ug = dr/dt, and n is a unit vector normal to the wavefront n = b/b.
From (2.5), and (2.6), the ray path can be computed imposing some initial
conditions for r and b. For example, the starting point may correspond to the
transmitter position r(0) = rT , and the initial b(0) is chosen such that the ray
reaches the receiver (see Figure 2.1). The method just shown for solving the
differential equations is called the shooting method. We use this method for
the ray tracing algorithm. More on the implementation of the shooting method
can be found in [56].
T R
v v
v
cn n
θθ
s
s⊥
Figure 2.1: Sound propagation. An example of a ray trajectory with the vectors n
normal to the wave front, s tangent to the trajectory, s⊥ normal to s. The vector
v represents the wind field, and c is the sound speed.
2.2 The Radon transform
For an arbitrary functionm(x, y), its Radon transform is defined as the integral
of m(x, y) along a straight line Γ(r, φ)
Rm(r, φ) =
∫
Γ(r,φ)
m(x, y) ds, (2.7)
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where Rm(r, φ) refers to the projection of m(x, y), acquired as a function of
r, the distance along the projection, and φ, the rotation angle. The simplest
projection is a collection of parallel ray integrals as given by Rm(r, φ) for a
constant φ.
The one-dimensional Fourier transform along r yields
Rˆm(k, φ) =
∫ ∫
Γ(r,φ)
m(x, y) ds e−jkr dr. (2.8)
Using [
x
y
]
=
[
cosφ − sinφ
sinφ cosφ
] [
r
s
]
, (2.9)
and (2.8), one obtains
Rˆm(k, φ) =
∫ ∫
m(x, y)e−j(k cosφx+k sinφ y) dx dy,
and in a shorter notation
Rˆm(k, φ) =M(k cosφ, k sinφ), (2.10)
whereM denotes the 2D Fourier transform of the functionm. This is commonly
called the projection slice theorem, and informs us that one projection contains
the spectral information along one center line in the 2D spectral domain. The
theorem is the basis for a variety of reconstruction algorithms such as the direct
Fourier inversion method and the filtered back-projection. Here, we present one
form of the Radon’s inversion formula
m(x, y) =
1
2pi
∫ pi
0
∫ ∞
−∞
1
x cosφ+ y sinφ− r
∂Rm(r, φ)
∂r
dr dφ.
This is one type of a transform-based inversion, in which a special measure-
ments setup is assumed, e.g. we need the projections for the angles from 0 to
pi. In practice, we do not have an infinite number of projections and the inver-
sion formulas are to be discretized. Different scanning geometry and different
discretization lead to different forms of the inversion formula.
In our work, we are going to use the fact that the scalar function can be
recovered from its Radon transform projections for the theoretical derivation
of our results. However, practical reconstruction algorithms will be based on
an entirely different approach for tomographic imaging. In this approach, we
assume that the cross section consists of an array of unknowns, and then we set
up algebraic equations for the unknowns in terms of the measured projection
data. This approach is useful in many situations. For example, sometimes,
it is not possible to measure a large number of projections, or the projections
are not uniformly distributed over 180◦ or 360◦, both these conditions being
necessary requirements for the transform based techniques to produce results
with a good accuracy. More importantly, the algebraic techniques are useful
in acoustic tomography, where the sound propagation rays between the source
and the receiver are subject to ray bending on account of refraction. In this
case, we do not even have the projections of the function m (in its strict sense),
because the integration is done along curves. To compute the solution, we
16 Chapter 2.
then need to solve a linear system of equations. Therefore, since in acoustic
tomography, we do not have the classical Radon inversion setup, we will study
various alternative inversion methods.
2.3 Helmholtz’s decomposition
According to Helmholtz’s theorem, every vector field v can be decomposed into
an irrotational vI (or curl-free, ∇×vI = 0 ) and solenoidal vS (or source-free,
∇·vS = 0) component:
v(r) = vI(r) + vS(r).
More precisely, we have:
Theorem 2.1 (Helmholtz decomposition). Let n = 3 or n = 2, and let v ∈
S(Rn,Rn). Then there exist unique vS ,vI ∈ C∞(Rn,Rn) with vS(r),vI(r)→
0 as |r| → ∞, such that
v = vS + vI ,
∇ · vS = 0, ∇ · vI = ∇ · v,
∇× vS = ∇× v, ∇× vI = 0.
Moreover, there exist unique potential functions ψ(r) ∈ C∞(Rn,Rn), φ(r) ∈
C∞(Rn) with ψ(r), φ(r)→ 0 as |r| → ∞, such that
vS = ∇×ψ
vI = ∇φ.
As we can see, the two components can be described using the scalar po-
tential φ, and the vector potential ψ. For a two-dimensional field, e.g. in the
xy-plane, ψ has only a component along the z axis: ψ = ψ ez . The represen-
tation using potentials is equivalent to the full knowledge of the vector field,
and it amounts to represent a vector field with the two scalar functions φ(r)
and ψ(r).
The Helmholtz decomposition is not unique when the vector field v is de-
fined on a bounded regular domain D and the field does not go to zero on
the boundary ∂D. In this case, the field has a harmonic component, which is
both irrotational and solenoidal. A harmonic component can be represented
as either the gradient of a scalar potential or the curl of a vector potential
function, or some blend of the two. Sometimes, it is appropriate to separate
this third harmonic component and to make the decomposition unique. For
example, Braun and Hauck [10] proposed to decompose the solenoidal field into
the “pure” solenoidal homogeneous component vS0 and the residual harmonic
component vH ,
vS = vS0 + vH ,
where vS0 is homogeneous in that its normal component is zero on the bound-
ary (completely tangential). A similar decomposition can be applied to an
irrotational vector component.
The Helmholtz decomposition will be used to derive the theoretical results
in the sequel.
Chapter 3
Forward and Inverse Problems
In this chapter, we establish the mathematical framework for solving inverse
problems in acoustic tomography, and this will be used as a basis in all sub-
sequent developments. Section 3.1 gives the general formulation of an inverse
problem. In Section 3.2, we describe a tomographic setup used for sensing a
general inhomogeneous moving medium and list the possible inverse problems.
Our ultimate goal is to obtain sound speed and velocity of the medium as a
function of the position. To this end, we first define a set of data, acquired
using sound propagation and acoustic tomography methods, that enables the
reconstruction of the unknown parameters. Section 7.3 introduces the classical
measurements used in acoustic tomography, namely the time-of-flight mea-
surements, and shows that they are not sufficient to reconstruct the moving
component of the medium. As a solution, in Section 3.4, an additional set of
measurements related solely to the parameters of sound propagation, namely
to the angle-of-departure and the angle-of-arrival of sound waves, is suggested.
A new method to obtain these measurements is also proposed. In Section 3.5,
important practical inverse problem scenarios are discussed, emphasizing the
cases for which the required measurements can be reduced to only one of the
two proposed sets. We will show that, on bounded domains, the classical time-
of-flight measurements are sufficient to recover the sound speed and the moving
component of the medium when the latter component is a divergence-free 2D
vector. Conversely, the angle-of-departures/arrivals are sufficient to reconstruct
the sound speed and the curl-free 2D velocity of the medium. Further, an itera-
tive reconstruction algorithm is proposed in Section 3.6, and possible variations
to the main scheme are discussed. Section 3.7 analyzes the reconstruction error
and gives the Crame´r-Rao lower bound for the time-of-flight estimation.
3.1 General formulation
Acoustic tomography is a type of inverse problem: specifically, the information
brought by sound propagation through the field of interest is used to infer the
local properties of the field. In the usual terminology of inverse problems, the
set of parameters to be determined, which describes the state of the field, is
called the model, M. To obtain the information on the model parameters,
measurements of some observable parameters are needed. The experimental
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measurements are called the data, D. In order to compute the model param-
eters, first the forward problem is defined by devising a mapping G, that is
non-linear in general, such that
D = GM.
The inverse mapping
M = G−1D
is then constructed from the forward mapping.
Linearization Usually solving a non-linear problem is analytically hard and
computationally intractable and thus forward problems are often linearized.
Commonly, it is done by using the Taylor series expansion in terms of the
models:
D = GM0 + Gl(M−M0) + . . . ,
and keeping only the first order terms, so that:
D −D0 = Gl(M−M0), (3.1)
where D0 = GM0 , and Gl is a linearized mapping around the unperturbed
model M0 .
Discretization While inverse problems are often formulated in infinite dimen-
sional spaces (or continuous domain), limitations to a finite number of mea-
surements, and the practical consideration of recovering only a finite number
of unknown parameters, usually lead to the problems being recast in discrete
form. For example, suppose that the propagation medium can be adequately
described by a set of M parameters, m1,m2, . . . ,mM , and that there are N
data, d1, d2, . . . , dN . If the problem is as well linearized, then the forward
problem can be written in the matrix form
d = Gm, (3.2)
where d andm are column vectors whose elements are di−di0 for i = 1, . . . , N
and mj −mj0 for j = 1, . . . ,M , and G is an N ×M matrix whose elements are
Gij =
∂di
∂mj
.
Equation (3.2) is the basic equation of our forward modeling and it is going to
be studied in great detail.
3.2 Problem setup
We consider the tomographic setup illustrated in Figure 3.1. The region of
interest is surrounded by acoustic transmitters and receivers. The transmitting
elements are sequentially or simultaneously driven with transmit pulses that are
emitted towards the receivers. While traveling from a transmitter to a receiver,
the original signal interacts with the medium and it is modified by the time
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the receiving elements are reached. In general, for each transmit pulse there
is a set of received pulses, characterized with different shapes, amplitudes and
delays. Comparison of the received signals with the transmit signals and the
knowledge of the geometric setup (relative positions of the transducers) form
the conceptual basis for interpreting the physical properties of the medium. In
general, the medium is assumed to be inhomogeneous and moving.
In acoustic transmission tomography the signal sent from the transmitters
and received by receivers after passing through the object of interest is generally
used to produce two images, one based on the speed of sound (group velocity
for the case of moving medium), and one based on the attenuation of sound.
The reflection properties of the medium, imaged by the methods commonly
called reflection tomography methods, are usually reconstructed from the time
delays of later arriving signals (the signals scattered from the object). However,
the attenuation and the reflection properties stay beyond the scope of this
thesis. In this research, our specific goal, is to infer the sound speed c and the
moving component v of the medium. This problem is very general and covers
a vast number of applications, some of which will be the subjects of our study.
Towards the reconstruction of c and v, we first suppose that the positions of
the transducers are known. Some practical aspects of position calibration are
discussed in Chapter 7. Also, the propagation of sound is modeled with the
ray theory introduced in Section 2.1.
In the rest of this chapter, our goal is to define a set of data acquired by
acoustic tomography that enables the reconstruction of c and v. Particualarly,
we will show that the measurements of the time-of-flight and the angles-of-
departure/arrival of the sound wave can be used for this purpose.
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Figure 3.1: Problem setup. The region of interest is an inhomogeneous moving
medium surrounded by acoustic transmitters and receivers. The ultimate goal is
to find the sound speed and the moving component of the medium. The available
data are the acoustic signals sent from every transmitter and received by every
receiver.
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3.3 Time-of-flight measurements
The time taken by a sound wave to propagate from a transmitter to a receiver
is called time-of-flight. In this section, we discuss the possibility to reconstruct
c and v from time-of-flight measurements. We will show that, in general, these
measurements are not sufficient to reconstruct the velocity field v. We also
present two techniques for estimating time-of-flights.
3.3.1 Longitudinal interaction
The time-of-flight from a transmitter to a receiver is equal to:
τ =
∫
Γ
1
ug
ds =
∫
Γ
1
(cn+ v)·s ds, (3.3)
where ug is the amplitude of the group velocity ug, s is the unit vector tangent
to the ray path Γ and also parallel to ug. Although not proved, we believe
that the time-of-flights uniquely determine c and v. Some evidences on this
conjecture will be given in Section 3.4. However, since the relationship between
τ , c, and v is highly non-linear, it is rather impractical to choose (3.3) as the
forward model. Instead, (3.3) is linearized as:
τ ≃
∫
Γ
1
c0n·s ds−
∫
Γ
(∆cn+ v)· s
(c0n·s)2 ds
≃ τ0 − 1
c20
∫
Γ
(∆cn+ v)·ds.
c0 is a reference sound speed (e.g. the spatial average sound speed), ∆c = c−c0,
and ∆c and ‖v‖ are typically much smaller than c0. Now, the time-of-flight
perturbations are linearly related to ∆c and v,
(τ0 − τ) c20 =
∫
Γ
(∆cn+ v)·ds. (3.4)
The line integral on the right-hand side of (3.4) will be called the longitudinal
interaction lΓ, by analogy with the line integrals of the vector field defined
in [10],
lΓ =
∫
Γ
(∆cn+ v)·ds. (3.5)
It is important to verify if from (3.5) we can uniquely compute the changes in c,
and v, or equivalently if lΓ is sufficient for estimating c and v. Unfortunately,
it is not the case, as shown in the following example.
Example 3.3.1 (Invisible vector field). Assume a particular synthetic vec-
tor field v1(r) = r, and a particular measurement set up, as shown in Fig-
ure 3.2. The transmitters and the receivers are placed on a circle centered at
the origin. For simplicity of exposure, c is assumed to be constant, i.e. ∆c = 0.
Using the previously proposed linearization, the time-of-flight between any two
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points on the boundary ∂D are
τ ≃
∫ L
−L
1
c0
ds− 1
c20
∫ L
−L
v1 ·ds = 2L
c0
= τ0,
as the integral of an odd function over a symmetric interval is always equal
to zero. Hence, the first order time-of-flight perturbations or equivalently the
longitudinal interaction does not depend on this particular vector field and no
information on the field can be obtained whatsoever. One could argue that a
radial vector field of this type is not very realistic. However, in the linearized
model, the perturbations τ2 caused by any other “realistic” vector field v2 would
not differ from the perturbations caused by v2+ v1, since v1 is shown to be an
“invisible” vector field. Conversely, if we measure the time-of-flights τ2 what is
the underlying moving component? Now, it is clear that both v2 and v2 + v1
are the correct answers, and the inverse problem has no unique solution. More
generally, we could interpret the longitudinal interaction as a linear function,
and the invisible field as an element of the null space. Therefore, the solutions
of the inverse problem can be expressed as the sum of a solution compatible
with the measurements plus all the elements of the null space. To resolve this
ambiguity we need more information. Again, the non-linear model provides
more information since
τ =
∫ L
−L
1
c0 + v1 ·s ds =
∫ L
−L
1
c0 + s
ds
= log(c0 + L)− log(c0 − L) 6= τ0,
but it is of little practical interest, due to the difficulty in solving the non-linear
inverse problem. 
More formally, the limitations of the longitudinal interaction can be ex-
plained as follows. Applying the Helmholtz decomposition on v in (3.5), and
assuming for simplicity that ∆c = 0, we have
lΓ =
∫
Γ
(∇φ+∇×ψ)·ds
= φ(xR)− φ(xT ) +
∫
Γ
∂ψ
∂y
sx − ∂ψ
∂x
sy ds,
where the latter equality comes from the gradient theorem, i.e.
∫ b
a
∇f · ds =
f(b) − f(a), and the reference system is as shown in Figure 2.1. Notice that,
except for the boundary values φ(xR) and φ(xT ), the longitudinal interaction
does not give any information on the irrotational vector component φ(x).
3.3.2 Time-of-flight estimation techniques
Time delay estimation, which serves as the first stage that feeds into subse-
quent processing blocks of a system has the most significant importance for
the reconstruction. Due to its importance in many fields, this area has made
remarkable advances in the past few decades.
In the time-of-flight estimation problem, we can either estimate the absolute
time-of-flight or the difference with respect to the arrival of any reference signal.
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Figure 3.2: Example of an “invisible” vector field, v1(r) = r. The transmitters
and the receivers are placed on a circle centered at the origin. The longitudinal
interaction between any two points on the boundary rT and rR sums up to zero,
and bears no information on v. The field v is “invisible” to the longitudinal
interaction (i.e. in the linearized model).
The reference signal can be a signal sent through a known or controlled medium,
for example a room with a uniform known temperature, or through water
also with a uniform and known temperature. The correct time-of-flight will
be then equal to the sum of the difference and the reference time-of-flight.
Intuitively, estimating the difference of the time-of-flight is an easier problem
because the systematic error that can appear when estimating the absolute
time can be avoided. For example, the delays of the transducers, all electronic
delays, and the transducers positions, although carefully taken into account,
are never perfectly estimated and they are potential sources of the systematic
error. However, the same systematic error appears in the time-of-flight of the
reference signal, and it is going to be canceled when the difference between
these two time-of-flights is computed. Whenever the specific problem nature
offers the possibility of having the reference signal, its use can only improve
the time-of-flight estimation. However, in some cases, we are not given any
reference signal and the absolute time-of-flight has to be computed.
In the following, we are going to present two methods for the time-of-flight
estimation. These methods will be later used in the application part of the
thesis.
Cross-correlation method Suppose a signal x(t) is sent by a transmitter. The
received signal can be represented as a series of delayed versions of x(t):
y(t) = a1x(t− τ1) + a2x(t − τ2) + . . .+ aNx(t− τN ) + n(t),
where n(t) is noise. Each term on the right represents a separate ray path
caused by signal reflection or refraction. The amplitudes ai depend upon the
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gain of the system, absorption, and reflection losses. The received signal y(t)
is cross-correlated with the transmitted signal x(t). Assuming that the signal
and the noise are mutually uncorrelated, the cross correlation Rxy(τ) is
Rxy(τ) =
∫
x(t)y(t+ τ) dt =
N∑
i=1
aiRx(τ − τi).
We see that the cross correlation consists of a series of delayed versions of the
autocorrelation of x(t). Provided that the width of the main lobe of Rx is
smaller than the difference between any of the τi’s, each arrival will appear as
a separate peak in Rxy(τ), with amplitude proportional to ai. It can be shown
that the width of the autocorrelation envelope equals twice the reciprocal of
the signal bandwidth. As we are interested in the first arrival of the signal, the
position of the first peak of the cross-correlation determines the time-of-flight.
In practice, the signal we received is never a delayed version of the sig-
nal we sent. On its way to the receiver, the signal is first convolved with the
transfer function of the transmitter, then the channel (region of interest) and
finally the receiver transfer function. These transfer functions are usually not
available and their non-linearity complicates additionally the time-of-flight es-
timation. These problems can be partially overcome if instead of using the
source signal x(t) the cross-correlation is computed as the convolution of y(t)
and the reference signal. In this case the peak of the cross-correlation deter-
mines the time-of-flight difference between the actual signal and the reference
signal. The systematical error is then avoided. However, highly heterogenous
medium causes the signal to be refracted, which results in having close peaks
of the cross-correlation, no matter whether the source or the reference signal is
used.
First arrival method This is a very simple method for time-of-flight estima-
tion. It basically analyzes the received signal from the moment the transmission
starts and it determines the time-of-flight as the instant at which the received
signal power increases the noise level. To detect this point one can setup an
amplitude threshold or use different statistical methods, as the one proposed
in [40].
However, the beginning of the signal usually contains the part related to the
transducers’ transition bandwidth or the ringing of the transducers. Namely,
the transducers do not respond instantaneously to the excitation but only after
the transition period. Then, it becomes difficult to detect the signal starting
point. Having a reference signal now permits not to search for the beginning
of the signal but for the first significant peak, as shown in Figure 3.3. This
point is easier to detect in case the received signal is attenuated, and has a
low SNR. In Chapters 5 and 6, we will show that when the medium is highly
heterogenous this simple method outperforms the cross-correlation method.
3.4 Angle-of-departure/arrival measurements
In the past, several researches working in the field of fluid tomography came
to the conclusion that the time-of-flight measurements are not sufficient for
the vector field reconstruction [34, 50, 10]. In [10], the authors proposed a
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Time
Figure 3.3: The signal and the reference. It is hard to determine the beginning
of the signals. Since we are interested only in the time-of-flight difference we
can compute the difference by comparing any other two points, chosen to be the
corresponding signal markers, for example the first significant peaks.
new set of measurements called the transversal interaction, which together
with the longitudinal interaction allows to recover both the solenoidal and the
irrotational components of a vector field. To obtain the transversal interaction,
an optical Schlieren technique is proposed. However, that is only practical in
rather specialized setups having an optical access. We suggest a new method for
estimating the transversal interaction based solely on acoustic measurements.
In this section, we first show in what sense the transversal interaction com-
plements the longitudinal interaction. Then, we suggest a method to obtain the
transversal component by measuring the angle-of-departure and the angle-of
arrival of the sound wave, and propose two techniques to estimate these angles.
3.4.1 Transversal interaction
The transversal interaction corresponds to the integration of the normal com-
ponent of the vector field along the propagation path
tΓ =
∫
Γ
v ·ds⊥,
and it provides the information on the irrotational component of the vector
field since
tΓ =
∫
Γ
(∇φ +∇×ψ)·ds⊥
= −ψ(rR) + ψ(rT ) +
∫
Γ
∂φ
∂y
sx − ∂φ
∂x
sy ds.
Now, we need a method to obtain the transversal interaction. Let us first
slightly modify the definition of the transversal interaction in order to take into
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account the sound speed field as well:
tΓ =
∫
Γ
(∆cn+ v)·ds⊥.
Notice that the total speed along the trajectory is tangent to the trajectory,
hence, in every point
(c0n+∆cn+ v)· s⊥ = 0.
The transversal component can thus be written as
tΓ = −c0
∫
Γ
n·ds⊥.
In order to estimate tΓ we need to know n = (cos θ sin θ)
T along the trajectory
Γ (see Figure 2.1). In a first approximation, it can be supposed that n is
constant along Γ which is true when c and v are uniform [64]. Then,
tΓ = c0
∫
Γ
(
cos θ
sin θ
)
· (s× ez) ds
≃ c0 (cos θ (yR − yT )− sin θ (xR − xT )) , (3.6)
where s⊥ =− s × ez , and tΓ can be approximately computed if we know the
angle θ and the exact position of the transmitter and the receiver. A better
approximation of tΓ can be obtained if we take θ = (θT + θR)/2 where θT
and θR are the corresponding angles at the transmitter and the receiver side
respectively. Also, an improvement can be achieved if we assume that Γ is
known (e.g. from the previous iteration) and the vector n changes linearly
from nT at the transmitter side to nR at the receiver side. The angles θT and
θR can be estimated from the angle-of-departure and angle-of-arrival of the
sound wave, as explained in the following.
Assume we want to measure the angle θR. This angle can be estimated
from nR that is found as:
nR =
ug − v
‖ug − v‖ . (3.7)
The group velocity ug can be found using the acoustic tripole, as follows. We
measure the time-of-flight for R0-R2, and set ∆t1 = τR1 − τR0 and ∆t2 =
τR2 − τR0, where τRi is the time-of-flight measured at the receiver Ri. Then,
it holds that
ug · p1 = ‖ug‖2∆t1 (3.8)
ug · p2 = ‖ug‖2∆t2 (3.9)
where p1 and p1 are shown in Fig. 3.1. Each of the previous equation is the
acoustic dipole equation. We need two of them as the speed ug is unknown.
From (3.8) and (3.9) we can find ug. The same configuration of the acoustic
tripole can be used to measure the local wind v at the receiver side. This can
be done using the principles of the sonic anemometer [17]. Ones ug and v are
estimated, we can compute nR and the angle θR from (3.7). The method dual
to this one can be used to measure the angle θT . In this case, we would use
the time-of-flights from the transmitters T0-T2 (see Figure 3.1).
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It is important to notice that in order to take full advantage of this addi-
tional set of measurements, the bent ray model of sound propagation needs to
be considered.
At this point, it is worth adding that the approximation in (3.6) might seem
to be too rough but in our iterative reconstruction algorithm (see Section 3.6)
this approximation will only be applied to the error fields, and only the dif-
ference between n and its current estimate nˆ is assumed to be constant. The
error introduced by the approximation will be evaluated in Section 4.2.1.
cnT
v
θT1
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p2
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Figure 3.4: The vectors nT and nR can be estimated by measuring the angle-of-
departure and the angle-of-arrival of the sound wave and by measuring v locally
at the transmitter or the receiver side. Both the angle-of-departure/arrival and the
local wind measurements are measured using the acoustic tripole (i.e. T0-T2 and
R0-R2).
As we can see, the time-of-flights can be used to estimate the angle-of-
departure/arrival measurements. These two sets then allow for full reconstruc-
tion of a vector field. Thus, we conjecture that in the non-linear model in
(3.3) the time-of-flight measurements uniquely recovers both the scalar and
the vector fields.
3.5 Important practical cases
The longitudinal and the transversal interactions together uniquely determine
the sound speed and the moving component and they both can be estimated
by measuring the parameters of sound propagation. The correct general for-
mulation of the forward problem is then
lΓ =
∫
Γ
(∆cn+ v)·ds (3.10a)
tΓ =
∫
Γ
(∆cn+ v)·ds⊥. (3.10b)
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In the following, important practical scenarios will be discussed emphasizing
the situations in which the set of measurements can be reduced to either (3.10a)
or (3.10b). All the cases are going to consider the physical fields on a bounded
region, where in practical setups the boundary represent the closed curve on
which the sources and receivers reside.
3.5.1 Sound speed estimation in the scalar case
When there is no moving component in the medium, the sound speed can be
estimated from any of the two equations in (3.10), and actually the problem
reduces to a scalar tomography problem. However, the sound speed should be
preferably estimated from the longitudinal interaction, since the time-of-flight
measurements are directly related to the longitudinal interaction, while the
angle-of-departure/arrival measurements are related to the transversal interac-
tion by approximated relations.
Obviously, if the time-of-flights are used to solve the scalar tomography
problem, the transversal component is not needed. However, the angle-of-
departure and the angle-of-arrivalmeasurements can still be useful because they
convey information on the sound trajectories that depend on the underlying
speed of sound. Therefore, this set can possibly be used in addition to the
time-of-flights to increase precision.
3.5.2 2D projection of a 3D solenoidal vector field
The following practical cases all refer to special cases of vector field since the
sound speed estimation was shown to be an “easy” problem. Also, they all
consider the fields on a bounded region, where in practical setups the boundary
refers to the closed curve on which the sources and receivers reside.
A usual situation in practice is that the 2D vector field to be reconstructed
is obtained by taking out a slice from a 3D solenoidal vector field. The examples
include the velocity field of incompressible fluid flow, like the wind field in the
atmosphere or flow fields in liquids. However, since the flow leaves and enters
the slice, the assumption of the absence of the sources is not valid anymore.
Indeed, it is easy to see that the solenoidal condition for a 3D vector field, in
general does not extend to any of its 2D slices. For example, if
∇·v = 0,
then in the xy-plane we have
∇·vxy = ∂vx
∂x
+
∂vy
∂y
= −∂vz
∂z
6= 0. (3.11)
Hence, we conclude that in this case both lΓ and tΓ are needed for the recon-
struction and no simplification can be made.
3.5.3 Horizontal slice in the stratified atmosphere
In the atmosphere there is a usual stratification caused by gravity, and, as a
rule, the horizontal component of wind field vxy is greater than the vertical
component vz by a factor of 10 − 100. This gives a possibility to assume
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sometimes that vz = 0. More precisely, the vertical component is commonly
neglected for temporarily average wind data in micrometeorological studies and
if the influence of mesoscale vertical advection (e.g. convection) is neglected.
Hence, by inserting this assumption into (3.11) the source-free condition in the
horizontal plane will now be satisfied, i.e. ∇·vxy = 0, and the wind field vxy
can be approximated with a solenoidal field.
We have seen that the longitudinal interaction contains the information on
the solenoidal wind field and the problem seems to be solved. However, recall
that bounded domains admit harmonic fields that can be seen both as solenoidal
or irrotational. For example, Braun and Hauck [10] proposed to decompose the
solenoidal field into the “pure” solenoidal homogeneous component vS0 and the
residual harmonic component vH ,
vS = vS0 + vH ,
where vS0 is homogeneous in that its normal component is zero on the boundary
(completely tangential). In their solution, derived from the original inverse
Radon transform, it is shown that in the case of a circular geometry setup
the obtained result consists of vS0 and only one half of vH . The problem
that the harmonic field is reconstructed with only one half of its magnitude
can be further treated by reapplying the same inversion in order to achieve
the correct reconstruction. However, the harmonic component will be imaged
differently in different geometry setups and the successful reconstruction might
not be always possible. Another more general approach was suggested by
Norton [50]. He showed that the measurements of the normal component of vS
taken on the boundary of the region can be used to resolve the ambiguity of the
harmonic part. However, we are going to show that no additional measurements
are required in order to determine the solenoidal vector field on the bounded
domain.
3.5.4 Solenoidal vector fields on bounded domains
In order to show that, on bounded domains, the time-of-flights are sufficient to
determine the solenoidal vector field, it suffices to prove that the time-of-flights
(in terms of the line-integrals) uniquely represent the field. This result is stated
in the following theorem.
Theorem 3.1 (Solenoidal vector fields). The solenoidal vector field v in a
bounded simply connected domain D is uniquely determined from the longitu-
dinal interaction through D.
Proof: Assume that there exist two different solenoidal vector fields v and u
with the same line integrals through D,∫
Γ
v · ds =
∫
Γ
u· ds, for all Γ in D. (3.12)
Applying the 2D version of the Stoke’s theorem on the difference field (v − u)
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Figure 3.5: Solenoidal vector field in a bounded domain D is uniquely determined
from its line integrals taken over D.
and taking Γ = ∂Ω for any Ω ∈ D we have∮
∂Ω
(v − u)· ds =
∫ ∫
Ω
∇×(v − u)· ez ds dl∮
∂Ω
v · ds−
∮
∂Ω
u· ds =
∫ ∫
Ω
∇×(v − u)· ez ds dl. (3.13)
The left hand side of (3.13) is identically equal to zero by the hypothesis in
(3.12), since the corresponding line integrals along Γ1 through Γ4 (see Fig-
ure 3.5) are equal. Taking the derivative over l (note that Ω can change with
l, e.g. by fixing Γ3 and moving Γ1(l) in the vertical direction), we get
0 =
∫
Γ1
∇×(v − u)· ez ds. (3.14)
In the previous equation, ∇×(v−u)· ez is a scalar value and does not depend
on the mutual orientation of Γ and v−u. Therefore, (3.14) coincides with the
Radon transform of this value and since it is always zero we can conclude that
the value itself is identical to zero almost everywhere,
∇×(v − u) = 0.
Hence,
v − u = ∇ϕ
almost everywhere, for some potential function ϕ defined on D. Then, it also
holds that
0 =
∫
Γ
(v − u)· ds =
∫
Γ
∇ϕ· ds = ϕ(rR)− ϕ(rT ).
Here, Γ is arbitrary, which leads to the conclusion that
ϕ = const. on ∂D.
Also, the field ∇ϕ is by construction irrotational and since it represents the
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difference of the two solenoidal fields, it is also solenoidal. These two conditions
are satisfied only when the field is a harmonic field. The harmonic fields on D,
satisfies the solutions of the Laplace equation, and they are uniquely determined
by its boundary values. Therefore,
ϕ = const. on D,
and then
∇ϕ = 0 on D,
proves that v = u, and the solenoidal field v is uniquely determined from its
line integrals. 
The above theorem demonstrates that the line integrals contain sufficient
information for the reconstruction of solenoidal vector fields. Although, we
show that the transform is injective and therefore, the inverse transform exists,
we do not provide the explicit inversion formula. Instead, we are going to
use algebraic reconstruction methods to reconstruct the unknown field. These
methods will be discussed in Section 4.2.
3.5.5 Irrotational vector fields on bounded domains
It is possible to draw an analogy between the previous case and the case of
irrotational vector fields observed on bounded domains.
Theorem 3.2 (Irrotational vector fields). The irrotational vector field v
in a bounded simply connected domain D is uniquely determined from the
transversal interaction tΓ through D.
Proof: Assume that there exist two different irrotational vector fields v and
u with the same tΓ integrals through D,∫
Γ
v · ds⊥ =
∫
Γ
u· ds⊥, for all Γ in D.
Because the fields are irrotational, we have:
v=∇φ1,
u=∇φ2,
and the transversal interaction can be rewritten as:∫
Γ
v · ds⊥ =
∫
Γ
∇×φ1ez · ds =
∫
Γ
v′ · ds∫
Γ
u· ds⊥ =
∫
Γ
∇×φ2ez · ds =
∫
Γ
u′ · ds.
It then also holds that∫
Γ
v′ · ds =
∫
Γ
u′ · ds for all Γ in D.
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Applying the results from Theorem 3.1, we have v′ = u′ and
∇×φ1ez = ∇×φ2ez.
From the previous equation it also holds that
∇φ1 = ∇φ2 ⇒ v = u.

The theorem proves that the transversal interaction uniquely determines an
irrotational vector field on a bounded region and it can be useful in case we
are specifically interested only in the irrotational vector component.
3.6 Reconstruction algorithm
So far, we have used continuous transforms, e.g. the Radon transform, on
which we could choose to apply continuous inversions, e.g. the inverse Radon
transform, the Fourier slice theorem, back projection etc. However, the Radon
transform assume the knowledge of the line integrals of the unknown function
for all the lines and all the directions. Even its discrete version requires a
large number of projections with a special geometric setup, for example, the
projections have to be uniformly distributed over 180◦ or 360◦, in order to
produce the results with a reasonable accuracy. An entirely different approach
for tomographic reconstruction consists of first assuming that the measured
field can be represented by an array of M parameters m1,m2, . . . ,mM , and
then setting up a linear set of equations for the unknowns in terms of D, i.e.
the measured data d1, d2, . . . , dN . Then the forward problem in (3.1) can be
formulated as in (3.2), that we repeat here:
d = Gm. (3.15)
The previous equation represents the discretized version of (3.10), that is, the
sampled version of lΓ and tΓ represent the measurements d, while m contains
the parameters of sound speed c and medium velocity v. Also, the trajectories
used to model the sound propagation are implicitly inside G.
3.6.1 Linear versus non-linear tomography algorithm
In the context of (3.2) we can define two problems. In linear tomography, we
are given G and d, and the objective is to determine m. The assumption here
is that the ray paths are known a priori. Typically, they are assumed to be
straight lines. In non-linear tomography, we are given only the observation d,
and the goal is to infer m and incidently G. Non-linear tomography inversion
is required in problems with large medium inhomogeneities and/or medium
speed. In this case, the ray trajectories are bent but they are not known
before the inversion begins. In non-linear tomography, an iterative algorithm
is needed to find the solution. The iterations alternate between estimating the
sound speed and the moving component, and computing the trajectories [64].
The basic structure of such an algorithm is given in Algorithm 3.1.
1It is also possible to solve the system Gˆmi+1 = d
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Algorithm 3.1: Non-linear tomography
1. Set the iteration i = 0 and mi as an initial model (a constant or the
previously best-known model).
2. Compute the trajectories Γˆ, matrix Gˆ and the measurements dˆ for the
current model mi.
3. Set ∆d = d− dˆ. If ∆d is sufficiently small, stop.
4. Find the corrections ∆m as the solution of the linear system of equa-
tions1:
Gˆ∆m = ∆d. (3.16)
5. Update the current version of the model as mi+1 =mi +∆m.
6. Set i = i+ 1 and go to step 2.
Analyzing Algorithm 3.1 we see that there are only two significant calcu-
lations: the solution of the forward problem (step 2); and the computation of
the corrections of the parameters (step 4). Step 2 should not introduce any
instability, since it can be performed essentially as accurately as the computing
budget permits. Step 4, on the other hand, is crucial for the stability of the al-
gorithm, and it is the main step both in the linear and non-linear tomography.
The desired solution to the inverse problem will not in general be the simple
matrix inversion because either: i) not all of the data are linearly independent,
and/or ii) not all of the models are linearly independent. The latter indicates
that there are multiple solutions to the same data set and the results of the
theoretical analysis carried in Section 3.5 should be used to choose the proper
data sets and the proper model to avoid this case. Additionally, the matrix
G might be poorly conditioned, and noisy data may prevent from finding the
exact solution to the system in (3.2). There is a vast area of research on inverse
methods trying to deal with all these problems. In Chapter 4, we are also going
to concentrate more on inverting the linear system of equations (as the one in
(3.15)) that arises in different tomographic problems.
3.7 Error analysis
Several technical aspects influence the performance of the tomographic recon-
struction. The most important are:
1. The SNR in the raw signal,
2. The accuracy of the time-of-flight measurements, and the angle-of-departure
and the angle-of-arrival measurements;
3. The accuracy of the distance measurement between the transmitters and
receivers;
4. The coverage of the area by sound rays (the number of emitters and
receivers and their locations);
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5. The resolving power of the inversion method.
Applying different methods for the time-of-flight estimation and different in-
version algorithms our efforts can directly affect the second and the last error
cause. The use of the reference signal in the time-of-flight estimation can par-
tially suppress the systematic error in the transducer positions, as it will be
pointed in Section 5.3.2. Possible super-resolution techniques can improve the
reconstruction in the context of the forth aspect.
Even though the reconstruction accuracy depends on many factors, con-
sidering the problem as a parameter estimation problem helps to understand
better the error. The parameter estimation problem is to determine a set of
parameters m from a set of noisy observations D (we use capital letters for
random quantities). Assume that from D the parameters m are estimated by
applying an inverse mapping G† as:
Mˆ = G†D. (3.17)
where Mˆ are the estimates ofm. Since the measurements are noisy, Mˆ is also
a random quantity. The estimation error is defined as the difference between
the actual parameters and its estimates,
E =m− Mˆ .
The error is a random quantity as well, and, for example, the mean-squared
error is given by E[ETE]. The mean-squared error matrix, or the error-error
covariance matrix is RE = E[EE
T ]. On the main diagonal, its entries are
the mean-squared estimation errors for each component of the parameter vec-
tor, whereas the off-diagonal terms express the correlation between the errors.
The mean-squared estimation error E[ETE] equals the trace of the error-error
covariance matrix, tr[RE ].
From (3.17), the error-error covariance matrix RE is
RE = E[(m−G†D)(m−G†D)T ]
= (m−G†d0)(m−G†d0)T︸ ︷︷ ︸
model mismatch
+E[G†NNTG†T ]︸ ︷︷ ︸
noise
,
where D = d0 +N , with N being the zero mean noise that is uncorrelated
with the data and the model. The advantage of this analysis is that now the
error can be divided into the error from the model mismatch
(m−G†d0)(m−G†d0)T (3.18)
and the error from the noise,
E[G†NNTG†T ] = G†RNG†T . (3.19)
The term in (3.18) vanishes when there exist a perfect model G, such that
Gm = d0 and G
†G = I. In reality, this is rarely the case but the gap
between the model and the reality decreases as the number of transmitters
and receivers and consequently the estimation resolution increases. When the
model mismatch is present, this term can be evaluated if we assume that m is
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a random vector, and that we know the correlation function of the unknown
fields Rm. Then, we can estimate the model mismatch as
E[(M −G†D0)(M −G†D0)T ] = RM −RMD0G†T −G†RTMD0 +G†RD0G†T .
(3.20)
Even though RM is usually unknown, certain models can be assumed as sug-
gested in [75].
The term in (3.19) corresponds to the error in estimating the longitudinal
and the transversal component. Assuming that the noise components are un-
correlated and that NT = (NTl N
T
t ), where Nl and Nt are the noise in the
longitudinal and the transversal components respectively, we have
RN = E[
(
Nl
Nt
)
(NTl N
T
t )] = diag[σ
2
l , . . . , σ
2
l , σ
2
t , . . . , σ
2
t ].
The off-diagonal terms are zero because the noise components Nl and Nt
are uncorrelated. In the following, we analyze the terms σ2l and σ
2
t . After
estimating RN , the complete term G
†RNG†T needs to be computed for a
specific practical setup and a specific inversion method that determine G†.
3.7.1 Error in the longitudinal interaction
It follows from (3.4) that the variance of the longitudinal interaction depends
on the variances of τ , τ0 and c0. The average or the reference time-of-flight τ0
can be either measured before the main experiment or computed as:
τ0 =
‖rT − rR‖
c0
. (3.21)
We first suppose that τ0 is estimated with the same techniques as τ . In
that case, it can be assumed that σ2τ = σ
2
τ0
, and from (3.4) we have:
σ2l = 2c
4
0σ
2
τ + 4(τ0 − τ)2c20σ2c0 .
In the second case, the error in τ0 originates from the error in the distance
rT − rR, and the error in c0. The longitudinal interaction can be written as:
lΓ =
(‖rT − rR‖
c0
− τ
)
c20 = ‖rT − rR‖c0 − τc20
from which we compute the variance as
σ2l = 2c
2
0σ
2
p + c
4
0σ
2
τ + ‖rT − rR‖2σ2c0 . (3.22)
It is also assumed that the error variances of rT and rR are both equal to σ
2
p,
and the approximation τc0 ≃ ‖rT−rR)‖ is used. Depending on the transducers
type, the ambiguity in defining the center of the transmission may vary from
1mm to 50mm, resulting in σp
from σp = 10
−3m up to σp = 5 · 10−2m.
To estimate σ2τ we use the Crame´r-Rao lower bound. This bound determines
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the lower bound for σ2τ and it is actually achieved when the time-of-flight is
estimated from the peak of the cross-correlation between the sent and the
received signal. In [77], it is computed that:
σ2τ ≥
1
8pi2
1
SNR
1
ToB
1
f2c
1
(1 +B2/12f2c )
, (3.23)
where SNR is the signal-to-noise ratio, To the observation time, fc the central
frequency and B the signal bandwidth. If we change the parameters in (3.23)
with the one that we use in our experiments [36], that are To = 2 ms, fc =
40 kHz, B = 2 kHz and for the two cases of SNR, we get
SNR = 30dB −→ στ ≃ 4.4 · 10−8 s,
SNR = 10dB −→ στ ≃ 4.4 · 10−7 s.
We can conclude that σp is relatively big and will dominate the terms in
(3.22). Moreover, there are different delays in the acquisition instruments as
well as the delay in the transducers itself that will contribute to the error in
σ2nl . However, this is a systematic error that disappears when τ0 is measured
and not computed from (3.21).
3.7.2 Error in the transversal interaction
The variance of the error in the transversal component is going to be computed
assuming that the approximation in (3.6) is valid. The variance then reduces
to
σ2t = (cos θ(yR − yT )− sin θ(xR − xT ))2σ2c0 + E[c20(cos θ(yR − yT )− sin θ(xR − xT ))2]
= (cos θ(yR − yT )− sin θ(xR − xT ))2σ2c0
+c20E[cos
2θ(yR − yT )2 − 2 cos θ sin θ(yR − yT )(xR − xT ) + sin2θ(xR − xT )2]
= c20(2σ
2
p E[cos
2θ] + 2σ2p E[sin
2θ])
= (cos θ(yR − yT )− sin θ(xR − xT ))2σ2c0 + 2c20σ2p.
Surprisingly, σt does not depend on the error in the angle-of-arrival measure-
ments, but on the other hand, σp is always present.
3.8 Conclusions
In this chapter, we have defined the inverse problem concerning the reconstruc-
tion of the sound speed c and the moving component v of an inhomogeneous
moving medium. Two types of measurements have been proposed to compute
the solution of the inverse problem, namely, the longitudinal and the transver-
sal interaction. An important result of our study is that for the complete
reconstruction of c and v, the longitudinal and the transversal interactions are
both needed. However, the knowledge of the longitudinal interaction (respec-
tively, transversal interaction) allows the reconstruction of only pure solenoidal
(respectively, pure conservative) fields. As opposed to previously suggested so-
lutions, we showed that the longitudinal interaction is indeed sufficient for the
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reconstruction of the solenoidal vector fields on bounded domains. As a prac-
tical example of such a solenoidal field, we referred to the case of estimating a
horizontal slice of the wind field in the stratified atmosphere. We also showed
that the angle-of-departures/arrivals are sufficient to reconstruct a temperature
and an irrotational 2D vector fields on bounded domains.
The longitudinal interaction can be obtained from the time-of-flight mea-
surements. We showed that the transversal interaction can be obtained from
the angle-of-departure and the angle-of-arrival measurements of the sound
waves, and suggested two techniques to measure these angles.
We presented the non-linear inversion algorithm that alternates between
estimating the trajectories of the sound wave and the unknown fields. The
error analysis presented at the end of the chapter helps in better understand-
ing different technical and practical aspects that influence the reconstruction
accuracy.
Chapter 4
Inversion Methods
In the previous chapter, we outlined the general inverse tomography algorithm.
We pointed out that the step in which the system of equations in (3.16) is in-
verted is the crucial step responsible for the overall success of the algorithm. In
this chapter, three inversion methods for the previous system are proposed and
tested numerically. All three methods are conceptually different. The differ-
ence consists in the use or not of any a priori information (or regularization),
and whether or not the inversion method is linear. Also, in all three methods,
different models are chosen to describe the unknown fields.
In this chapter, Section 4.1 gives a brief classification of the inversion meth-
ods. In Section 4.2, the method based on squared error minimization is pre-
sented. It does not use any a priori information, and, therefore, it refers to
a general practical situation of estimating the sound speed and the moving
component of an inhomogeneous medium. This method is used to test the
convergency of the non-linear tomography algorithm and the effect of using an
approximation to compute the transversal component. The two other methods,
presented in Sections 4.3 and 4.4, make use of some additional assumptions on
the underlying field. In Section 4.3, the field is assumed to be sparse in some
transform domain, and, in Section 4.4, the field is assumed to be characterized
by a finite number of parameters.
All the inversion methods are tested with numerical simulations. Practical
experiments will be described in Part II. A simulation gives complete control
over the setup and gives exact knowledge of the unknown parameters. It enables
to test the effectiveness of the inversion method both in the context of the global
iterative inversion algorithm, and as the inversion step in the non-iterative case.
4.1 Overview
A common idea behind most of the inversion methods is to minimize the error
e = d−Gm in some sense.
Group 1 The error l2-norm minimization is achieved in methods like the
Moore-Penrose pseudoinverse, gradient methods, etc. When the matrix G
is of large size, the direct inversion is practically limited by computational
complexity and memory constraints and the methods referred to as row action
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or Algebraic Reconstruction Technique (ART) are more attractive. The main
idea is that the solution is updated by successively processing each equation
separately. Improvements that lead to better convergence are suggested in
Simultaneous Iterative Reconstruction Technique (SIRT).
Group 2 Another group of methods also try to minimize the squared error
but in the statistical sense (on average) which results in the stochastic methods
based on Wiener filtering or Kalman filtering. In these methods a priori knowl-
edge about the correlation structure of the solution and the noise is needed.
The methods can be extended to include correlation over space and time [73]
as well.
Group 3 Depending on the specific example, the notion of the a priori knowl-
edge can be extended to any other useful information that is available about
the field, e.g. the temperature is localized, the wind is a “smooth” function,
etc. In many cases the information can not be incorporated into the covariance
matrix and other deterministic methods like parametric estimation needs to be
applied. For example, it may be known that in a certain transform domain the
model parameters m have a sparse representation, i.e. Tm = ms where ms
is sparse. In that case, the new solution ms to the system
GT †Tm = GT †ms = d
is searched as a minimum l0-norm solution and it can be achieved by different
algorithms as linear programming or convex optimization, which under certain
circumstances converge to the solution with minimum l0-norm. The concept
is known as Compressed Sensing [22] and it is shown to be very useful for
tomographic sampling in general [37].
4.2 Temperature and wind estimation using the in-
version based on l2-norm minimization
In this section, we consider a practical problem of estimating temperature and
wind field in the atmosphere. We implement Algorithm 3.1 with the inversion
step based on minimizing the l2-norm of an error between the data and the
model output. Since the inversion methods from the first group impose no
constrains on the reconstructed fields, no regularization is applied. It is, hence,
useful as means to examine the “pure” resolving power of the algorithm. This
allows to test the approximation steps applied in deriving the longitudinal and
the transversal components.
Sound propagation in the atmosphere In dry air, we can assume the ideal
gas law approximation for sound velocity, which is accurate for standard Earth
sea-level conditions. Using the ideal gas law, the sound speed is:
c =
√
RγT, (4.1)
where R is the molar gas constant (approximately 8.3145 J/K/mol expressed
in units of energy per kelvin per mole), γ is the adiabatic index (assumed to
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be 1.400), and T [K] is the absolute temperature in kelvins. Based on (4.1) the
meteorologists use even the simpler relationship
c = 20.05
√
T (1 + 0.511q), (4.2)
where the value 20.05 stands for the product of specific gas constant for dry
air and the ratio of specific heat at constant volume, and q is the mixing ratio
of water vapor (usually between 0 and 0.03). Knowing the sound speed we can
directly compute the temperature in the atmosphere. As there is a one-to-one
mapping between T and c in the atmosphere, we are sometimes going only to
concentrate on estimating c. The wind speed acts as the moving component
of the medium, and it is linearly added to the sound speed to form the total
speed of sound propagation, known as group velocity,
u = cn+ v,
where v is the wind speed. Our goal is to estimate c and v from the time-of-
flight and the angle-of-departure/arrival measurements.
4.2.1 Reconstruction of temperature and wind field
The first step in estimating the unknown fields in the region of interest is to
choose a discrete model that represents the fields. We define a grid covering
the region of interest, and assume that the fields can be represented by: 1)
the node values assigned at the nodes, and 2) some interpolation scheme to
attribute the values between the nodes. The node values are the elements of
the model parameters m. The limiting case of having infinitely many grid
points is equivalent to the continuous case (assuming that the underlying field
is smooth). We choose that the values of the points between the nodes are
approximated by a linear combination of the nodal values
m(r) =
N∑
k=1
mkαk(r), (4.3)
where mk is the corresponding value at the node k, and αk(r) is an interpolat-
ing function. In general, the points between the nodes are interpolated using
polynomials of a certain degree.
For example, one can cover the domain with a tiling of triangles, triangular
cells, and assume a linear interpolation in which case N = 3. Function αk(r)
is then a two-dimensional polynomial of order 1, i.e. the components are ap-
proximated by a plane for every triangle. This is a standard interpolation in
finite element methods [11] called linear Lagrange triangle interpolation. The
space generated by the nodal variables is the space of two-dimensional contin-
uous piecewise linear functions. Choosing vx and vy components of the wind
field v as the nodal values, and ∆ck elements of the sound speed field as the
nodal values as well, the continuity of the fields is going to be ensured. If the
trajectories are known, (4.3) allows to write the set of interactions in (3.10) as
a linear combination of the unknown components vx,k, vy,k and ∆ck. For the
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longitudinal component we have:
lΓ =
∫
Γ
(∆cn+ v)· ds =
J∑
j=1
∫
Γj
(∆cn+ v)· ds
=
J∑
j=1
∫
Γj
3∑
k=1
αjk(s)(∆cjkn+ vjk)· ds
=
J∑
j=1
3∑
k=1
(∫
Γj
αjk(s)n· ds
)
︸ ︷︷ ︸
ajk
∆cjk +
J∑
j=1
3∑
k=1
(∫
Γj
αjk(s)sx ds
)
︸ ︷︷ ︸
bjk
vx,jk
+
J∑
j=1
3∑
k=1
(∫
Γj
αjk(s)sy ds
)
︸ ︷︷ ︸
cjk
vy,jk, (4.4)
where the index j corresponds to the current cell, and Γj = Γ ∩ cellj . The index
k denotes the vertex index within the current cell. A similar set of equations
can be developed for the transversal components, by exchanging the vector
s = [sx, sy] with the vector s⊥ = [−sy, sx],
tΓ =
∫
Γ
(∆cn+ v)· ds⊥ =
J∑
j=1
∫
Γj
(∆cn+ v)· ds⊥
=
J∑
j=1
∫
Γj
3∑
k=1
αjk(s)(∆cjkn+ vjk)· ds⊥
=
J∑
j=1
3∑
k=1
(∫
Γj
αjk(s)n· ds⊥
)
︸ ︷︷ ︸
ajk
∆cjk −
J∑
j=1
3∑
k=1
(∫
Γj
αjk(s)sy ds
)
︸ ︷︷ ︸
bjk
vx,jk
+
J∑
j=1
3∑
k=1
(∫
Γj
αjk(s)sx ds
)
︸ ︷︷ ︸
cjk
vy,jk. (4.5)
In matrix notation, we can write:
(
Gl
Gt
)
·

 vxvy
∆c

 = [ l
t
]
, (4.6)
where the matrices Gl and Gt describe the linear relationship between the
measurements and the unknowns, as given in (4.4) and (4.5). The system in
(4.6) is to be solved using Algorithm 3.1.
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4.2.2 Reconstruction of temperature and solenoidal wind field
In Section 3.5.3, it was shown that the longitudinal interaction allows to re-
cover the sound speed and the medium speed when the medium speed is a 2D
solenoidal vector field. Therefore, the longitudinal interaction is sufficient for
the reconstruction of temperature and a solenoidal wind field, and the system
in (4.6) can be reduced to:
Gl ·m = l. (4.7)
In the previous case, we chose to represent the wind field as v = [vx, vy]. How-
ever, this representation does not reflect the fact that v has only a solenoidal
component. To incorporate this constrain in the solution of the wind field,
one of the possibilities is to choose a different wind field representation. For
example, the condition of zero divergency is satisfied if a vector field has only
a vector potential component, namely
v = ∇×ψ ez =
[
∂ψ
∂y
,−∂ψ
∂x
]
,
where ψ = ψ ez is a vector potential. This representation automatically dis-
cards all irrotational (“invisible”) winds because no irrotational field can be
represented using vector potentials. If we want to ensure the continuity of
the field then ψ, but also its derivatives [∂ψ
∂x
, ∂ψ
∂y
] should be continuous. In
this case, the linear Lagrange triangles are not anymore appropriate, and we
choose another finite element, namely the reduced Hseih-Clogh-Tocher triangles
(HCT) [9]. The HCT interpolates the third order polynomial function that is
continuous together with its first order derivatives. In the HCT representation,
the region of interest is covered with the triangular cells and the points inside
the cells, are parameterized using the value of the 3 vertex nodes mk, and 6
directional first order derivatives ∂m
∂x
, ∂m
∂y
(2 per node),
m(r) =
9∑
k=1
mkαk(r).
This more complex tessellation adds complexity to the algorithm, since now
every cell is determined by 9 parameters. However, the reconstructed wind field
is a second order polynomial function, while the reconstructed sound speed is a
third order polynomial. The coefficients in Gl has to be computed accordingly
to the new representation, but similarly as before:
lΓ =
∫
Γ
(∆cn+∇×ψez)· ds
=
J∑
j=1
∫
Γj
(∆cn+∇×ψez)· ds
=
J∑
j=1
∫
Γj
(
9∑
k=1
αk(s) ∆ck
)
n· s+∇×
(
9∑
k=1
βk(s) ψk
)
ez · s ds,
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where ψk and ∆ck are now the unknowns in the HCT model. The previous
equation then needs to be incorporated in the global non-linear algorithm Al-
gorithm 3.1.
4.2.3 Inversion: conjugate-gradient method
We simulate both the forward and the inverse problem. First, the forward
model is simulated. Our code implements the equations (2.5) and (2.6) for
ray tracing in an inhomogeneous moving medium. A fifth-order Runge-Kutta
algorithm is applied to integrate the ray equations forward in time. The shoot-
ing method [56] is used to search for the correct ray. The algorithm has an
adjustable integration step size and error tolerance at the receiver side. The
resulting time-of-flights, the angle-of-arrivals and angles-of-departures are then
taken as the measurement set.
Having the measurements, the solution of equations (4.6) and (4.7) is com-
puted using Algorithm 3.1. We choose to use the conjugate gradient method as
the inversion step in Algorithm 3.1. This method is itself an iterative method,
and it achieves the solution which minimizes the l2-norm of the error e, in max-
imumM iterations, whereM is the number of unknown parameters. However,
we perform only few iterations (internal iteration of the conjugate-gradient
method). The choice of doing only few iterations is motivated by the fact that
our goal is not really to solve (3.17) but to converge to the solution of the
non-linear problem G(m)m = d. While the convergence is never insured, it is
always “safer” to make smaller updates ∆m assuming that the direction of the
global minimum (min[d−G(m)m]) is close to the direction of the minimum
in (3.17).
4.2.4 Simulation results
The simulation setup consists of a circular array that is 10 m in diameter, and
it is equipped with 20 transmitters and 20 receivers. Every transmitter sends a
signal to every receiver, which results in 380 transmission paths. The region of
interest is covered with triangular cells of the equal size. Ideally, to resolve the
sound speed and the wind field at one nodal point the number of transmissions
affected by that node needs to be equal or greater than the number of unknowns
that characterize the node. Also, the total number of transmission paths needs
to be equal or greater than the total number of unknowns. However, if no a
priori knowledge is considered the system of equations to be solved is usually
poorly conditioned. It can be stabilized by having more measurements than
the number of unknowns.
Example 4.2.1 (Perfect model match). In the first example, the perfect
model match between the forward and the inverse problem is assumed. The
only noise comes from the error in computing the forward model (corresponding
to the tolerance error in the shooting method and the error in Runge-Kutta
method). In every iteration, we need to solve the linearized system in (4.6).
Figure 4.1 shows the original wind field and the reconstructions for the
straight ray and the bent ray model respectively. The arrows represent the
amplitudes and the directions of the wind. The maximal wind speed is 5 m/s.
The bent ray model achieves better result and always outperforms the straight
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ray model. Numerically, the root mean squared error (RMSE) of the wind
reconstruction in used to measure the average error. In this example, we com-
puted RMSEv = 1.63 m/s for the straight ray, and RMSEv = 1.35 m/s for the
bent ray model. The local error is usually smaller, since the RMSE is computed
including points at the border, which are reconstructed with less accuracy due
to the fact that less information about these points is available.
The original sound speed is shown in Figure 4.2(a), and the reconstruction
errors for the straight and bent ray model are represented in Figure 4.2(b)
(RMSEc = 2.69 m/s), and Figure 4.2(c) (RMSEc = 0.81 m/s), respectively.
Thus, like for the wind field, the reconstruction with the bent ray model out-
performs the straight ray model reconstruction.

Example 4.2.2 (Imperfect model match plus noise). In the second ex-
ample, it is assumed that the 2D slice of a wind field is solenoidal. The mea-
surement setup is identical to the previous one, except that in this case the
region of interest is covered by the HCT triangles.
Figure 4.3(a) represents the original and the reconstructed wind speed. The
maximal wind speed is 6.2 m/s. No difference between the true wind and the
reconstructed wind can be noticed. Figure 4.3(b) shows the reconstruction for
the noisy received signal with SNR = 10 dB. The model mismatch is created
by adding 30 dB distortion to the coefficients in Gl (with respect to the energy
of the coefficients in Gl). The result shows that the reconstruction is robust to
the noise, and the model mismatch.
The original sound speed and the corresponding reconstructions are shown
in Figure 4.4. The sound speed reconstruction is robust to the noise and the
model mismatch as well.

4.2.5 Discussion
The idea of performing only a few (one or two) iterations in the conjugate gradi-
ent method showed to be successful. Numerical simulations confirmed that the
iterative algorithm achieves better reconstruction than the one step inversion.
Also, the approximations introduced in the computations of the longitudinal
and the transversal interactions still lead to a good reconstruction. For both
examples, the iterative method converges after 5 iterations. However, when the
initial solution is far from the correct one, the algorithm usually shows some
improvement in the first two-three iterations, and then starts diverging. This
is a well known problem for tomographic algorithms that are not well condi-
tioned (and no regularization is applied). Like in other non-linear algorithms,
we define the stopping criterium based on: 1) error between the measurements
and the forward prediction of the current system; 2) number of iterations; 3)
variation of the solution.
From a practical point of view, numerical results confirm as well that acous-
tic tomography offers a powerful method for studying small scale temperature
and wind distributions in the atmosphere with a high spatial resolution. Both
numerical examples show that the wind eddies and temperature variations have
been resolved. The number of measurements taken over time is potentially
high as well, since the information is obtained without interaction with the
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atmosphere and without inertia of the system. Nevertheless, as the angle-
of-arrival/departure can be estimated with the time-of-flights (in case of an
acoustic dipole), the full reconstruction is now physically realizable using only
the time-of-flight measurements.
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Figure 4.1: Wind field. (a) Original (blue) and the reconstructed (red) wind
field using the straight ray model, RMSEv = 1.63 m/s. (b) Original (blue) and the
reconstructed (red) wind field using the bent ray model and the iterative algorithm,
RMSEv = 1.35 m/s.
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Figure 4.2: Sound speed. (a) Original sound speed. (b) Reconstruction error
using the straight ray model, RMSEc = 2.69 m/s. (c) Reconstruction error using
the bent ray model and the iterative algorithm, RMSEc = 0.81 m/s.
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Figure 4.3: Wind field. (a) Original (blue) and the reconstructed (red) wind field
overlap. (b) Original (blue) wind and the wind reconstructed (red) from the noisy
received signal SNR = 10 dB, and for the model mismatch created by adding 30 dB
of distortion to the coefficients in Gl.
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Figure 4.4: Sound speed. (a) Original sound speed. (b) Reconstruction error for
the perfect model match. (c) Reconstruction error from the noisy received signal
SNR = 10 dB, and for the model mismatch created by adding 30 dB of distortion
to the coefficients in Gl.
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4.3 Temperature estimation in diffusive environ-
ment using the inversion based on sparsity
In this section, we propose a new inversion method for tomographic recon-
struction. The method is based on the two fundamental principles: 1) the
unknown fields have a sparse representation (or, equivalently, are sparse); and
2) the measurements are chosen such that they allow to find the solution even
when having fewer measurements than the number of unknowns. This method,
known as compressed sensing (CS), was first proposed in the literature of infor-
mation theory and approximation theory in an abstract general setting. Our
goal is to show that compressed sensing can be successfully applied in acoustic
tomography problems, because: 1) the unknown fields we want to reconstruct
are usually sparse; and 2) the tomographic measurements indeed allow to find
the solution with fewer measurements than the total number of unknowns1.
Therefore, this method can potentially increase the resolution of tomographic
images, as the total number of reconstructed points can be larger then the
number of measurements. Some drawbacks of the method will be pointed out
later.
In Section 4.3.1 we present the basic ideas behind CS. The application of
this method will be presented in Section 4.3.2, on the example of temperature
estimation in a diffusive environment. The concept can be easily applied to
other appropriate acoustic tomography problems. For simplicity, we only go
through the first iteration in Algorithm 3.1, i.e. we perform the straight ray
acoustic tomography. Simulation results are shown in Section 4.3.3, and the
conclusions are given in Section 4.3.4.
4.3.1 Compressed Sensing
The central theorem of signal processing is the Nyquist/Shannon sampling
theorem that says that the number of samples needed to reconstruct a signal
without error is determined by the signal bandwidth. Recently, an alternative
theory of CS has emerged which shows that super-resolved signals and images
can be reconstructed from far fewer measurements than what is usually con-
sidered necessary. In fact, CS suggests ways to economically translate analog
data into already compressed digital form [22,12]. Because typical signals have
some structure, they can be compressed efficiently without much perceptual
loss. For instance, modern transform coders such as JPEG2000 exploit the
fact that many signals have a sparse representation in a fixed basis, meaning
that one can store or transmit only a small number of adaptively chosen trans-
form coefficients rather than all the signal samples. The way this traditionally
works is that one acquires the full signal, computes all transform coefficients,
encodes that largest coefficients and discards all the others. This raises a fun-
damental question: because most signals are compressible, why spend so much
effort acquiring all the data when we know that most of it will be discarded?
Compressed sensing suggests an efficient way of acquiring sparse signals.
To have an idea of CS, consider a continuous 2D signal m(r), and suppose
that the basis Λ(r) = [λ1(r), λ2(r), . . . , λM (r)] provides a K-sparse represen-
1We remark here the the total number of unknowns refers to the size of the unknown
sparse vector and not to the number of non-zero coefficients in that sparse vector.
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tation of the signal, that is, m(r) can be written as a linear combination of K
elements of Λ:
m =
M∑
j=1
msjλj =
K∑
k=1
msjkλjk , (4.8)
where jk denotes the position of K nonzero entries of the sparse vector m
s
(the superscript s denotes the sparsity), and we omit the dependence on r for
simplicity of notation. For example, we know that there are M heat sources
in the region of interest but only K are active (see Figure 4.5). The equation
(4.8) can be written in matrix form as
m = Λms,
where ms is an M × 1 column vector that has K nonzero elements, and the
goal is to reconstruct the coefficients of the sparse vector ms. Unlike in the
traditional approach where we need M measurements, the compressed sens-
ing approach suggests N < M measurements. The measurements are ac-
quired as projections of the signal m(r) onto a second set of basis Ω(r) =
[ω1(r), ω2(r), . . . , ωN(r)], that is
di = 〈ωi,m〉 =
M∑
j=1
〈ωi, λj〉msj (4.9)
where 〈·, ·〉 denotes the inner product. To simplify the notation, we can write
in matrix form
d = G(Λ)ms,
where G(Λ)ij = 〈ωi, λj〉, and d is of size N .
Since N < M , the inversion from the measurement vector d back to ms is
ill-posed, as the system of equation is underdetermined. However, the premise
that ms is sparse radically changes the problem, making the search for so-
lutions feasible even when N < M . It has been shown that for the perfect
reconstruction of K-sparse vectors of dimension M , we need only
N = O(K logM) << M (4.10)
measurements [12, 22]. In this case, the signal can be recovered by solving an
l1-norm minimization problem
mˆs = arg min‖ms‖1 s.t. d = Gms. (4.11)
This optimization problem, also known as basis pursuit [14], can be solved
using standard linear programming. The solution exists when the bases Ω and
Λ are incoherent [22], or equivalently, when the basis set {ωi} does not provide
a sparse representation of the elements {λj}. There is a lot of freedom in
choosing the appropriate basis elements to approximate the field of interest in
a sparse manner. For example, wavelet expansion can be used whenever there
are sharp transitions in the field since wavelets can represent sharp transitions
in a very efficient manner. As one can see, there is a strong connection between
image compression techniques and this inversion method.
In the case of noisy measurements, it is possible to adapt the optimization
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algorithm to incorporate the noise [14]. The new optimization procedure can
be stated as:
mˆs = arg min(‖d−Gms‖22 + α‖ms‖1), (4.12)
where α controls the trade off between the sparsity of the solution and the
residual in the reconstruction.
In the following, we will show that tomographic measurements provide data
of the form (4.9).
4.3.2 Temperature estimation in a diffusive environment
We have already seen in (4.1) and (4.2) that in dry air the temperature can be
inferred from the sound speed. If there is no wind, i.e. v = 0, the time-of-flights
are
τ =
∫
Γ
1
c
ds ≃
∫
Γ
1
c0
ds− Rγ
2c30
∫
Γ
∆T ds,
where T = T0 +∆T , T0 is the spatial average temperature, ∆T is the temper-
ature fluctuation, c0 =
√
RγT0 is the spatial average of the sound speed, and
T0 ≪ ∆T . The longitudinal interaction is then
lΓ =
2c30
Rγ
(τ0 − τ) =
∫
Γ
∆T ds.
In the following, we assume that the temperature variation ∆T has a K-sparse
representation in a basis set Λ, that is
∆T =
M∑
j=1
msjλj =
K∑
k=1
msjkλjk ,
with the same notation as in (4.8). The time-of-flight measurements represent
the available data from which we can compute the longitudinal interaction.
Writing lΓ as
lΓ =
∫
Γ
∆T ds =
M∑
j=1
msj
∫
Γ
λj ds =
M∑
j=1
〈ωi, λj〉msj .
we can see that the tomographic measurements inherently provide the data of
the form in (4.9). The basis elements ωi are the 2D indicator functions 1Γ with
the support Γ, and the index i represents different trajectories along which the
measurements are taken.
Diffusion Assume that at a certain time instant t0 we have a temperature
field Tt0(x, y). In a diffusive environment the change of temperature over time
is governed by the heat equation, that is, a concentrated deposit of heat diffuses
away in a Gaussian manner, as described by the 2-D heat kernel:
h(x, y, t) =
1
4piDt
e−
x2+y2
4Dt (4.13)
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where D is a diffusion constant. If there are no active heat sources, the tem-
perature at time t can be computed as a convolution of the initial heat at time
t0 with the heat kernel:
Tt(x, y) = Tt0 ∗ h (x, y),
and, as well,
∆Tt(x, y) = ∆Tt0 ∗ h (x, y). (4.14)
Keeping the same setup (number of emitters and receivers) we can take the
time-of-flight measurements over a series of time instants. One can predict the
change of the kernels in the diffusion process by knowing the physical param-
eters of the medium, that is the diffusion constant. By taking measurements
over time instants t1, t2, . . . , tk, one can write

l(t1)
l(t2)
...
l(tk)

 =


G(Λt1)
G(Λt2)
...
G(Λtk)

ms, (4.15)
where G(Λti) is found by first computing the new diffused kernel Λti at time
ti. This will results in a larger number of measurements than in the case of
one-shot measurements, and therefore in a more accurate estimation of ∆Tt.
Figure 4.5: Acoustic tomography setup with transmitters and receivers placed
around the region of interest. The temperature distribution is sparse in B-spline
domain, as it originates from 3 local sources with the B-spline kernel.
4.3.3 Simulation results
In the following, we are going to show the simulation results for two different
temperature models, one that reflects sparsity in B-spline domain, and the
other that reflects sparsity in cosine basis domain. In the simulations, we first
compute the travel times for a given temperature distribution, and then use
them as the input data in our reconstruction algorithm.
Example 4.3.1 (Sparsity in B-spline domain). In the first scenario, we
consider the tomographic problem in which the goal is to reconstruct the tem-
perature field produced by K localized sources. We define an M -node grid
covering the tomographic region, and assume that the sources can appear only
at the nodal positions. The induced field can be modeled as a set of 2D weighted
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Diracs convolved with a normalize kernel ϕ(x, y) that describes the sources, as
shown in Figure 4.5. The basis functions λj are then
λj = δ(xj , yj) ∗ ϕ(x, y) for j = 1, . . . ,M,
where δ(x, y) is the Dirac delta function, and (xj , yj) is the j-th nodal point.
In this example, the sources are describe with 2D cubic B-splines:
ϕ
(r
a
)
=


2
3 − ‖r‖
2
a2
+ ‖r‖
3
2a3 0 ≤ ‖r‖a < 1,
(2− ‖r‖a )
3
6 1 ≤ ‖r‖a < 2,
0 2 ≤ ‖r‖
a
,
where we use ‖r‖ =
√
x2 + y2 as the radial coordinate. The parameter a > 0
is the scale of the B-spline that regulates the spline width. We also assume
that the sources can be different, that is, there are p possible widths of the
kernels. Since for each of M nodes on the grid we can choose any set of the p
possible kernels, there are pM unknowns in total. Then, the temperature can
be represented as
∆T =
p∑
i=1
M∑
j=1
ϕi(x − xj , y − yj)msM(i−1)+j =
p∑
i=1
M∑
j=1
λM(i−1)+j m
s
M(i−1)+j
where ms
M(i−1)+j is the weight of the kernel ϕi on the node j with the position
(xj , yj). As long as there are K active sources, only K of the coefficients in
ms are non-zero.
In Figure 4.6(a) we show the original temperature that is composed of
K = 5 cubic splines, arbitrary placed on the grid of M = 12×12 = 144 nodes.
Their positions and the weights are randomly chosen. We also assume that
the possible spline scales belongs to the set of p = 4 elements. In total, we
have pM = 576 unknowns. There are 8 transmitters and 8 receivers placed on
the border of the region of interest. We consider a diffusive environment and
take the measurements in 2 time slots, what results in N = 128 measurements.
In the diffusion process, the shapes of the kernels change according to (4.14);
however, the positions of the Diracs remain the same. To account for the
effect of noise and the model mismatch, we add 40 dB distortion to l and the
same amount of distortion to the coefficients in G (with respect to the energy
in l and G, respectively). The sparse reconstruction algorithm provides the
temperature reconstruction with the error shown in Figure 4.6(b). Due to the
distortion, the estimate mˆs is not K-sparse but has K large coefficients while
the others are close to zero. Choosing the positions of the K largest coefficients
and fixing them as the correct positions, we can reduce the initial M number
of unknowns in ms, to the K chosen unknowns. The new coefficients can be
recomputed using the least squares method (e.g. pseudo-inverse). The new
error is shown in Figure 4.6(c). However, it should be noted that the success of
the least squares method is directly related to the correctness of theK positions
found in the l1 optimization method. 
Example 4.3.2 (Sparsity in cosine basis domain). In the second scenario,
we assume that the temperature is smooth in the region of interest. It is known
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that smooth signals are sparse in the Fourier domain (when comparing to the
signals with discontinuities). Hence, the temperature can be represented using
a sparse vector of the Fourier coefficients. It is assumed that the temperature
distribution is a sum of K = 20 cosine basis functions that are randomly chosen
from a set ofM = 484 cosine basis functions. To make use of the diffusion in the
reconstruction, one needs to compute the basis elements that are the diffused
version of the original basis elements. As previously explained, the new basis
elements are found by convolving the original elements with the diffusive kernel.
In the case of the Fourier domain representation, the convolution is replaced
by multiplication. The way to write the new system of equations is the same
as in (4.15). In this setup, we take the measurements in 3 time slots, which
results in N = 192 measurements in total. Again, to model the effect of noise
and the model mismatch we add 30 dB of distortion, both to l and G. Due
to the noise in the system, we run the optimization for the noisy case given in
(4.12).
The original temperature and the reconstruction errors are shown in Fig. 4.7.
As in the previous example, the reconstruction error is largely reduced when
the additional step of least square minimization is applied. 
4.3.4 Discussion
We can see that the proposed method exhibits good reconstruction accuracy
for both scenarios, and shows robustness to the noise and model mismatch.
Moreover, having a limited number of measurements, predefined by practical
constrains (e.g. number of transducers, number of channels of the acquisition
card), this method can potentially increase the resolution of reconstructed im-
ages with respect to the methods that minimize the l2-norm error. The direct
comparison between the methods presented in this chapter will be given in
Section 4.5. Practically, there are some difficulties in choosing the “optimal”
parameter α in (4.12) when the order of sparsity is not known. There exist
algorithms that scan through the different values of α until the desired level of
sparsity is satisfied. The complexity of the algorithms that perform the l1-norm
minimization is still high, and is of the order of O(M3). The fast algorithms
are currently under development. They would allow the use of the methods
based on sparsity in medical applications, where a large number of transducers
is employed, and a high resolution is desired.
4.3. Temperature estimation in diffusive environment using the inversion based on sparsity55
0
5
10
024681012
−4
−2
0
2
4
6
[m]
 [m]
Te
m
pe
ra
tu
re
 v
ar
ia
tio
n 
[K
]
(a)
0
5
10
024681012
−0.2
−0.1
0
0.1
0.2
[m]
[m]
Te
m
pe
ra
tu
re
 e
rro
r [K
]
(b)
0
5
10
024681012
−0.2
−0.1
0
0.1
0.2
[m]
[m]
Te
m
pe
ra
tu
re
 e
rro
r [K
]
(c)
Figure 4.6: Sparsity in signal domain. The temperature distribution is supposed
to be composed of K = 5 cubic splines that can have one of p = 4 possible
widths, and they are arbitrary placed on the grid of M = 12 × 12 = 144 nodes.
(a) Original temperature distribution. (b) Reconstruction error after applying l1-
norm optimization. (c) Reconstruction error after applying l1-norm plus reduced l2-
norm optimization.
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Figure 4.7: Sparsity in transform domain. The temperature distribution is sup-
posed to be a sum a sum of K = 20 cosine basis functions that are randomly
chosen from a set of M = 484 functions. (a) Original temperature distribution.
(b) Reconstruction error after applying l1-norm optimization. (c) Reconstruction
error after applying l1-norm plus reduced l2-norm optimization.
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4.4 Characterization of diffusive heat sources using
the inversion based on FRI
In this section, we introduce a new inversion method for tomographic recon-
struction. The method is based on the work proposed by Vetterli, Marziliano
and Blu [74]. The authors in [74] provide exact sampling schemes for some
classes of signals that are neither bandlimited nor live on shift-invariant spaces,
namely, certain signals with finite rate of innovation (FRI). A common feature
of such signals is that they have a parametric representation with a finite num-
ber of degrees of freedom per unit of time, or finite rate of innovation. We
show that some of these sampling schemes can be extended for use in acoustic
tomography, if the underlying fields have finite rate of innovation. This method
can potentially provide an exact reconstruction of non-bandlimited fields using
only a finite number of measurements.
Section 4.4.1 presents the idea of FRI sampling. In Section 4.4.2, we con-
sider the problem of reconstructing different parameters of localized diffusive
sources (e.g. localization, time origin, and the released amount) and show an
example of heat sources. In Section 4.4.3, we show the simulation results. The
concluding remarks are given in Section 4.4.4. In this section, for simplicity,
we consider the straight-ray tomography model.
4.4.1 Sampling signals with FRI
In [74], it was shown that the signals that have a parametric representation
with a finite number of degrees of freedom per unit of time, or finite rate of in-
novation ρ, can be perfectly reconstructed from a set of samples taken at a rate
R > ρ, after appropriate smoothing. Equivalently, the direct reconstruction ap-
proach is exchanged for the reconstruction of the finite number of parameters
or finite number of parameters per unit of time. The key in all constructions is
to identify the innovative part of a signal, such as time instants of Diracs, using
an annihilating or locator filter, a well-known tool from spectral analysis [67],
or error correction coding [5]. This allows standard computational procedures
for solving the sampling problem for a wide class of non-bandlimited signals.
Examples include streams of Diracs, non-uniform splines and piecewise poly-
nomials. The exact sampling schemes, for some classes of the 1-D and 2-D FRI
signals, have been developed in [74, 45, 55].
While there are many signals that are characterized with a finite number
of parameters, it is often difficult to propose practical sampling scheme. In
our work, we extend some of the results formulated in [44] for a set of 2-
D Diracs, and show how to apply them in a tomographic sampling scheme.
Particularly, we consider localized instantaneous sources that reside in a 2-D
diffusive environment.
4.4.2 Characterization of diffusive sources
We consider the problem of reconstructing a 2-D field induced by sources local-
ized in space and time. Due to their localization in space and time, the sources
can be modeled as a set of weighted Diracs. After the activation of a source,
the induced field, although non-bandlimited, is completely determined by a
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finite set of parameters, namely, the source location, its time origin and the
total amount released. Intuitively, only a finite number of samples is required
for perfect reconstruction.
A set of 3-D weighted Diracs is used to model the sources:
s(x, y, t) =
K∑
k=1
ckδ(x− xk, y − yk, t− tk).
All diffusive processes are governed by diffusion, or equivalently the heat equa-
tion (4.13). At any point, we can compute the field as a convolution of the
local sources with the heat kernel:
∆T (x, y, t) = [s ∗ h](x, y, t) =
K∑
k=1
ck
4piD(t− tk)e
− (x−xk)
2+(y−yk)
2
4D(t−tk) . (4.16)
The resulting field is simply a weighted sum of K 2-D Gaussians that diffuse
over time. Notice also that ∆T (x, y, t) is completely determined by the param-
eters of the sources (ck, xk, yk, tk), and it is therefore the signal with finite rate
of innovation.
In the following, we envision three possible scenarios. The first one assumes
that all Diracs appear at the same but unknown time. This assumption allows
to obtain the exact reconstruction of the field g(x, y, t). In the second sce-
nario, the Diracs appear at different times, and only an approximate solution
is proposed. In the third scenario, we consider different tracking problems.
All sources activate at the same time
In the following, for the sake of simplicity, we are first going to show the method
for estimating the parameters {ck, xk, yk} assuming that the time origin tk are
all equal and known. The algorithm for estimating tk will follow. The second
algorithm does not require the knowledge of {ck, xk, yk} and, in practice, it
should be applied first.
Retrieving the parameters {ck, xk, yk}
Proposition 4.1. Let us assume that all Diracs appear at the same time t0 = 0,
and that we observe the system at time t > 0. This implies that, at the time
instant t, we have
∆T (x, y, t) =
K∑
k=1
ck
4piDt
e−
(x−xk)
2+(y−yk)
2
4Dt . (4.17)
The longitudinal interaction is then equal to:
lΓ =
∫
Γ
∆T ds =
∫
Γ
K∑
k=1
ck
4piDt
e−
(x(s)−xk)
2+(y(s)−yk )
2
4Dt ds. (4.18)
The perfect reconstruction of ∆T (x, y, t) can be achieved with 2K + 1 line
integrals in (4.18).
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Proof: Let us assume that the measurement setup is such that we measure
the time-of-flights along the trajectories parallel to the s-axis, as shown in
Figure 4.8. For now, we also assume that the trajectories extends from −∞
to +∞. The case of finite length trajectories can be similarly solved, and it
is going to be discussed at the end of this section. Changing the coordinate
system to s-l system, the longitudinal interaction becomes
lΓ(l) =
∫ ∞
Γl=−∞
K∑
k=1
ck
4piDt
e−
(s−sk)
2+(l−lk)
2
4Dt ds
=
K∑
k=1
ck√
4piDt
e−
(l−lk)
2
4Dt . (4.19)
The longitudinal interaction lΓ(l) is a weighted sum of K 1-D Gaussians. The
problem of reconstructing the parameters ck and lk from a finite number of
measurements of the form in (4.19), taken along the trajectories Γ(l), for l =
n∆l, where ∆l is a sampling interval in space, and n = 1, . . . , N , where N ≥
2K + 1, is already solved in [74]. For a fixed time t, the samples of lΓ[n] =
lΓ(n∆l) can be written as:
lΓ[n] =
K∑
k=1
(
ck√
4piDt
e−
l2
k
4Dt
)
· enlk∆l2Dt e−n
2∆l2
4Dt . (4.20)
If we let
S[n] = lΓ[n] · en
2∆l2
4Dt ,
ak =
ck√
4piDt
e−
l2
k
4Dt ,
and
uk = e
lk∆l
2Dt ,
then (4.20) is equivalent to
S[n] =
K∑
k=1
aku
n
k , n = 0, . . . , N − 1. (4.21)
Note that, S[n] is a linear combination of the real exponentials uk. To compute
uk we need to find the so called annihilating filter A = [A[0] . . . A[K]]
T , that
satisfies

S[K + 1] S[K] . . . S[1]
S[K + 2] S[K + 1] . . . S[2]
...
...
. . .
...
S[2K + 1] S[2K] . . . S[K + 1]

 ·


A[1]
A[2]
...
A[K + 1]

 = 0. (4.22)
or, shortly
S ·A = 0.
It is actually true that the roots of the annihilating filter polynomial A are
exactly the uk. The method is described in [74]. The coefficients ak are then
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Figure 4.8: Sampling of 2-D Gaussians using the Radon projections. For the
perfect reconstruction of 2 Gaussians we need only 2·4+1 samples of the Radon
transform.
directly obtained using (4.21), as the solution of the system

u1 u2 . . . uK
u21 u
2
2 . . . u
2
K
...
...
. . .
...
uK1 u
K
2 . . . u
K
K

 ·


a1
a2
...
aK

 =


S[1]
S[2]
...
S[K]

 . (4.23)
From uk we find the positions lk, and from ak we find the weights ck’s.
Since the set of locations lk does not itself define the positions of the 2-D
Diracs, we need more measurements of lΓ, e.g. along the trajectories Γ(s) that
are now parallel to l-axis. Assuming also that Γ(s) extends from l = −∞ to
l = +∞, similarly as in (4.19), the longitudinal interaction becomes:
lΓ(s) =
K∑
k=1
ck√
4piDt
e−
(s−sk)
2
4Dt .
Sampling the signal lΓ(s) at s = n∆s, where ∆s is a sampling period in space,
for n = 0, . . . , N − 1, and N ≥ 2K + 1, and applying the annihilating filter
method, we can first compute sk and then the weights ck. By comparing
the weights computed from the first and second set of measurements, one can
associate every lk in the first set to the corresponding sk in the second set. The
proposed method gives the exact positions and weights if all lk, sk and ck are
distinct. The case where some of the parameters are equal can be resolved by
taking the measurements of lΓ alongK+1 different orientation of Γ [44]. For the
case of distinct parameters ck, lk and sk, the signal is completely characterized
by 2K + 1 samples of lΓ(l), and 2K + 1 samples of lΓ(s). 
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Retrieving the time origin Assume now that we do not know the time origin
tk = t0. Let us again consider the annihilating filter formula in (4.22). The
entries of the matrix are annihilated by the K roots of the filter A. The matrix
S has rank K, and it is rank deficient. If we write S[n] = lΓ[n] · en
2∆l2
4Dt =
lΓ[n] · αn2 , then we need to find such α for which
S =


lΓ[K+1]α
(K+1)2 lΓ[K]α
K2 . . . lΓ[1]α
lΓ[K+2]α
(K+2)2 lΓ[K+1]α
(K+1)2 . . . lΓ[2]α
2
...
...
. . .
...
lΓ[2K+1]α
(2K+1)2 lΓ[2K]α
(2K)2 . . . lΓ[K+1]α
(K+1)2

 (4.24)
is rank deficient. This is not an easy task especially for noisy data. The
straightforward method would be to search for α that minimizes the smallest
eigenvalue. This method proves to be very unstable. Instead, we search for α
that minimizes the effective rank [63]. This new measure represents how the
energy is distributed among the directions of the eigenvectors and it can be
seen as a continuous extension of the rank. The method largely outperforms
the minimum eigenvalue approach (see Section 4.4.3).
General case
Assume that all Diracs appears at different time instants tk. Let us rewrite the
equation (4.19) as,
lΓ(l, t) =
K∑
k=1
ckh(l − lk, t− tk)u(t− tk), (4.25)
where h(l, t) = 1√
4piDt
e−
l2
4Dt is a 1-D Gaussian, and u(t) is the step function
that ensures positive t. Taking the Fourier transform of (4.25), the shifts in
space and time translate into the phase shifts:
LΓ(Ωl,Ωt) =
K∑
k=1
ckH(Ωl,Ωt) e
−jΩllk e−jΩttk . (4.26)
The term H(Ωl,Ωt) represents the 2-D Fourier transform of h(l, t), and can be
computed as:
H(Ωl,Ωt) =
∫ ∫
1√
4piDt
e−
l2
4Dt e−jΩll e−jΩtt dl dt =
1
DΩ2l + jΩt
.
As it does not depend on k, H(Ωl,Ωt) can be taken out of the sum in (4.26).
Finally, we get
LΓ(Ωl,Ωt)(DΩ
2
l + jΩt) =
K∑
k=1
ck e
−jΩllk e−jΩttk . (4.27)
Evaluating the previous equation in Ωl = 2pin/N∆l and Ωt = 2pim/M∆t for
n = 0, . . . , N−1, m = 0, . . . ,M−1, where ∆l and ∆t are the sampling intervals
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in space and time respectively, we obtain
LΓ
(
2pin
N∆s
,
2pim
M∆t
)(
D
(
2pin
N∆l
)2
+j
2pim
M∆t
)
=
K∑
k=1
ck e
−j 2pinlk
N∆l e−j
2pimtk
M∆t .
(4.28)
Notice that, on the right-hand side of (4.28) we have a linear combination of
K complex exponentials. Fixing, for example, m = 0 and taking the samples
for n = 0, . . . , N − 1, we can again apply the annihilating filter method and
compute the roots e−j
2pilk
N∆t from which we obtain the positions lk. Repeating
the same steps for n = 0, m = 0, . . . ,M − 1 we can compute the time instants
tk. The coefficients ck can then be directly obtained from (4.28). Similarly,
but taking another set of measurements, e.g. of the form lΓ(s), and computing
the corresponding Fourier transform, we will be able to compute sk positions
as well.
The only problem in the previous derivation is that the Fourier transform
of lΓ(l), or lΓ(s), is not available in practice, since we only have a finite number
of samples of lΓ(l), or lΓ(s). However, LΓ can be approximated by its Discrete
Fourier Transform (DFT) coefficients,
LΓ
(
2pin
N∆s
,
2pim
M∆t
)
≈ ∆t∆l LDFTΓ [n,m]. (4.29)
We remark that (4.29) is only an approximation because the DFT coefficients
are aliased. The aliasing decreases as the time t increases since LΓ(Ωl,Ωt) is
becoming more and more bandlimited-like. This means that for an appropriate
t, one can minimize the total effect of aliasing and noise, and optimize the
estimation.
Tracking
Using the previous results, different tracking algorithms can be imagined. For
example, assume that the heat sources are divided in groups and that each
group can appear at different time instants. If we take the measurements over
time fast enough, so that no more than one group of Diracs appear in the same
sampling interval, then the exact reconstruction method can be derived from
the previous results for the case when all Diracs appear at the same time. It
is sufficient to compute the predicted field that is generated by the sources
activated so far, i.e. li−1Γ [n, t], and to subtract that from the current state
liΓ[n, t],
liΓ[n, t]− li−1Γ [n, t] =
K−1∑
k=0
ck√
4piD(t−ti)
e
− (n∆l−lk)
2
4D(t−ti) .
The resulting signal is a sum of K Gaussians with the same variance σ2 =
2D(t − ti) , where ti is the time origin of the i-th group. The parameters
ck, lk, ti can be found by applying the previously proposed scheme. If more
than one Dirac with different time origin appear in the same sampling interval,
then the approximate results derived for the general case can be used.
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The effect of finite line integration for lΓ
Assume that the acoustic transmitters and receivers are placed around a certain
region of interest, as shown on Figure ??, and that we can measure the time-
of-flight from the transmitter located at the position sT to the receiver located
at the position sR = 0. Then, (4.19) should be changed to
lΓ(l, t) =
∫ sT
0
K∑
k=1
ck
4piDt
e−
(l−lk)
2+(s−sk)
2
4Dt ds
=
K∑
k=1
ck√
4piDt
(
erf
(
sk√
4Dt
)
+ erf
(
sT − sk√
4Dt
))
e−
(l−lk)
2
4Dt .
Similarly,
lΓ(s, t) =
∫ lT
0
K∑
k=1
ck
4piDt
e−
(l−lk)
2+(s−sk)
2
4Dt dl
=
K∑
k=1
ck√
4piDt
(
erf
(
lk√
4Dt
)
+ erf
(
lT − lk√
4Dt
))
e−
(s−sk)
2
4Dt .
The parameters (ck, lk, sk, t0) can be found by applying the algorithms previ-
ously introduced.
4.4.3 Simulation results
In the following, we present the simulation results. The setup consists of two
local heat sources (2D Diracs). The parameters of the sources are randomly
chosen in the intervals: ck ∈ (0.5, 10), xk, yk ∈ (0, 4). All Diracs appear at the
same time.
We first tested the time search algorithm. According to (4.24) we need to
search for α that makes the matrix S rank deficient. In the case of the effective
rank (ER) criterion, the minimum ER corresponds to the largest discrepancy
in the eigenvalues distribution. Therefore, the optimal α is the one that con-
tributes most to the clear differentiation between the signal and noise space.
In Figure 4.9, we plot the ER and the minimum eigenvalue of S with respect
to α. For comparison purpose, the matrix S is normalized and the results
are scaled to the interval [0, 1]. In the noiseless case, the two methods pro-
vide the correct answer αopt = 1.04 (see Figure 4.9(a)). In the noisy scenario
(SNR=45dB for the samples lΓ[n]), the ER clearly outperforms the singular
value approach which basically provides no insight about the optimal solution
(see Figure 4.9(b)).
Figure 4.10(a) shows the performance of the position finding algorithm pro-
posed in Section 4.4.2. This algorithm is known to be very unstable for the
case of noisy data. Therefore, we use the successful variation of the original al-
gorithm, that is developed in [43]. Good estimates are obtained by performing
oversampling in space with N = 5 (2K+1). The relative MSE represents the
mean square of the relative error of the positions. The algorithm gives good
results for SNR>40 dB. Figure 4.10(b) shows one reconstruction example.
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Figure 4.9: Comparison of the time origin search algorithms: the first one searches
for the α that minimizes the effective rank (plain) measure and the second one
searches for the α that minimizes the smallest singular value (dashed). The optimal
α is 1.04. (a) Noiseless case. (b) Noisy case (SNR= 45dB).
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Figure 4.10: (a) Relative MSE for the position estimation, (b) The reconstruction
of two 2D Diracs. The samples of the Random transform are computed along the
dashed lines.
4.4.4 Discussion
This method provides an exact solution to the problem of tomographic sampling
of the signals with finite rate of innovation. However, the system to solve is
non-linear
Gm(Θ) = d where Θ = [ck, xk, yk, tk]
with respect to the parameters ck, xk, yk, and tk. The drawback of the method
is that sometimes it is not robust enough to noise. To overcome this problem
special algorithms as the one in [43] needs to be developed.
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4.5 Conclusions
In this chapter, we introduced three different methods for tomographic inver-
sion. The first method, namely the l2-norm minimization, is most conventional
and can be applied in any configuration. We show that it can be successfully
incorporated into the non-linear tomography algorithm. The use of other two
inversion methods, namely, the inversion based on sparsity, and the inversion
based on FRI, present novel approaches to the tomography inversion. These
two method are not studied in the context of the non-linear tomography inver-
sion but as separate methods. They both show the improvement in terms of the
quality of the reconstruction with respect to the classical inversion techniques,
but they are both based on a particular solution model. For the comparison
purpose, in case of a circular array and the uniform Radon sampling (uniform
spacing between the transducers, and uniform rotation steps of the circular
setup) if N is the total number of measurements, we would be able to resolve
M unknowns (e.g. grid points inside the region of interest) where,
1. M = O(N) for the inversion based on l2-norm minimization,
2. M = O(e
N
K ) for the inversion based on sparsity,
3. M =∞ when N > 2K + 1, and the inversion is based on FRI.
However, we have to add the that in noisy cases the method based on FRI is
sometime ill-conditioned. Still there is an immense potential improvement of
the two methods based on sparsity and FRI.
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Part II
Applications
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Chapter 5
Breast Cancer Detection
Acoustic or more precisely ultrasound tomography has received much attention
in the area of medical imaging. When an ultrasound wave propagates through
tissue, it can be scattered, absorbed, refracted, and can undergo a change in
velocity. The measurements of these interactions, their frequency, and temper-
ature dependence can provide important information on fundamental proper-
ties, such as the density and bulk modulus. Moreover, tissue motion can be
measured by Doppler methods. The extraordinary potential of ultrasound to
diagnose tissue state is also the source of its major weakness. Because of the
existence of so many different interactions, it is difficult to isolate any one in
particular. The three major interactions amenable to measurement are: sound
speed, attenuation, and scattering. In this work, we measure sound speed in
tissues.
The sound speed distribution in a tissue may well be its most critical acous-
tic property. In the first place, it has intrinsic significance as a means to de-
scribe the tissue structure, particularly underlying tissue densities and tissue
“stiffness”. Second, the accuracy and the resolution of an image of any other
acoustic parameter can be profoundly affected by the sound speed distribution
in the tissue. Specifically, as the sound speed distribution determines the prop-
agation of sound waves, this information can be used to correct images of any
other tissue acoustic parameter, e.g. the attenuation or the reflection. Third,
the sound speed distribution is intimately associated with the scattering be-
havior of tissue, the interaction most often observed in clinical diagnosis. For
example, if one is able to obtain both sound speed and scattering images of one
region, one could in principle compute the density distribution in that region.
Next to its indirect contribution to the imaging of other acoustics param-
eters, sound speed distribution has an important direct role in differentiating
cancers from normal breast tissue. Namely, previous in vitro studies [28] in-
dicated that cancerous tissue has a high sound speed and also attenuation
when compared to normal tissue or benign masses. Therefore, sound speed is
a good parameter used to distinguish benign masses from cancers. The sound
speed difference over fat is even greater, leading to potential characterization
of masses in even heterogeneously dense breasts.
In this chapter, we investigate the use of ultrasound tomography to breast
cancer detection. We use the inverse method presented in Chapter 4. The chap-
ter is organized as follows. In Section 5.1, we motivate the use of ultrasound
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for breast cancer detection. The experimental setup is presented in Section 5.2.
Signal acquisition and time-of-flight estimation is studied in Section 5.3. We
propose beamforming techniques to overcome some current problems in the
breast screening with ultrasound tomography. The experimental results are
shown in Section 5.4, and the conclusions are given in Section 5.5.
5.1 Breast cancer detection with ultrasound
Breast cancer is the most frequently diagnosed cancer in women. In 2006,
breast cancer was the most common form of cancer in Europe with 429, 900
cases, that is 13.5% of all cancer cases. The incidence of breast cancer is in-
creasing. Although mammography is the gold standard for breast imaging, it
also generates many abnormal findings not related to cancer leading to a false
positive rate associated with diagnosing breast masses that can be as high as
80%. The differentiation of benign from malignant tissue in mammogram find-
ings is as well very poor for young women and women with dense breasts, and
results in 50% of false negative rate. To overcome this problem, mammography
is, therefore, generally complemented by ultrasound which helps differentiate
cysts from solid masses and has become the dominant mode for guiding needle
biopsy. Efforts to improve the diagnostic accuracy of ultrasound have been
carried out on two fronts. One approach is based on improving the classical
ultrasound devices and techniques that rely on reflection (or B-mode) imag-
ing while the second, to which our own study belongs, utilizes transmission
tomography to characterize masses.
Greenleaf et al. [28] have demonstrated that using the parameters of sound
speed and attenuation could help to differentiate benign masses from cancer.
As a direct result of this and similar studies, a number of investigators devel-
oped transmission ultrasound scanners in an attempt to measure transmission
parameters in vivo, e.g. the work of Carson et al [13], Andre et al. [1], Johnson
et al. [32], Marmarelis et al. [46], Liu and Waag [42], and Duric et al. [24].
Our own contribution to this contemporary body of research came as a result
of a collaboration with the latter research group from the Karmanos Cancer
Institute in Detroit, USA. They have developed the Computed Ultrasound
Risk Evaluation System (CURE), the clinical breast imaging device that aims
at whole breast, operator independent imaging, and differentiation of breast
masses. Although the system can use both ultrasound reflection and transmis-
sion tomography, we only focused on the transmission part and the sound speed
estimation. In order to improve the final image quality in terms of estimation
accuracy and resolution we have worked both on the acquisition part of the
system, that is enhancement of the received signal, and the inversion part, that
is employing different inversion methods.
5.2 Experimental setup
The Computerized Ultrasound Risk Evaluation (CURE) device is a clinical
prototype tomographic ultrasound scanner. The system was designed at the
Karmanos Cancer Institute (KCI), Detroit. Figure 5.1(a) depicts the patient
setup for the CURE scan, which is markedly different than that for mammog-
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raphy or conventional ultrasound. The patient is positioned prone with the
breast situated through a hole in the canvas bedding so that the breast is sus-
pended in the water tank. Figure 5.1(b) shows an enlargement of the imaging
tank, with the transducer ring that translates in the vertical direction to im-
age the entire breast volume. The 20 cm diameter ring transducer, with an
operating frequency of 1.5 MHz, encircles the breast and begins scanning near
the patient’s chest wall. The ultrasound signal is sequentially transmitted by
each element and subsequently received with all 256 elements situated around
the ring. This sequence is then repeated for each transmitting element, taking
approximately 0.1 seconds to acquire a full slice, and approximately 45 − 60
seconds for a full breast scan including the chest wall. A motorized gantry
translates the ring along the breast, ranging from near the chest wall through
the nipple region. One complete scan leads to approximately 45 − 75 tomo-
graphic slices of data per patient, taking about one minute to image the entire
breast volume.
The operator can choose the form of the signal that is going to be sent by
the transducers, and upload it in a digital form with the sampling frequency
of 16.66 MHz. At the receiver’s side the 256 received signals are sampled at
two optional frequencies that are 6.25 MHz and 8.33 MHz. The data are then
transferred to the PC workstation for image reconstruction.
5.3 Signal enhancement and time-of-flight estima-
tion
The choice of signal processing tools and parameters to be applied in a par-
ticular problem needs to be carefully tailored to the specificity of the problem.
To this end, a comprehensive analysis of what we have as a priori information
and what we need will be done. First, we are going to study the raw signal
characteristics in Section 5.3.1, and the importance of having a reference signal
will be justified in Section 5.3.2. In Section 5.3.3 we show how the signal-to-
noise ratio can be increased, and in Section 5.3.4 two time-of-flight estimation
techniques are compared.
5.3.1 Raw signal analysis
In most of the experiments the signal sent to the transmitters is a short impulse
generated as a half or a quarter cycle of a sinusoid of frequency 1.5 MHz. This
signal travels from the transmitter through the water and the object of interest
to the receivers, and on its way it is transformed by the transfer function of
the transmitters, water, object, and receivers.
Let us identify important parts of the signal. Figure 5.2 shows a typical
received signal for in vivo data. The receiving buffer is triggered as the trans-
mission starts. Before the main signal arrives, the receivers record the noise
with the exception that at the very beginning there is a part of the transmitted
signal that travels directly through the frame of the ring (with a high sound
speed). However, so far neither part of the received signal is of our interest.
Once the signal arrives we have a main signal part. Soon after there are late
arrivals that are caused by reflections, refractions or the part of the signal that
travels on the surface of the object, hereafter referred as a surface wave signal.
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(a)
(b)
Figure 5.1: Clinical prototype of the CURE device. (a) CURE system workstation
and patient bed. The workstation is used to set the scanning parameters. The
patient lies on the bed, in the prone position, with the breast suspended through
a hole in the table, in the water tank just below the table surface. The various
components of the system are labeled. (b) Close up of the imaging tank showing
the transducer ring affixed to a mechanical arm that steps the ring down while
imaging the entire breast volume.
No matter what the cause of the late arrivals is, they are an undesirable part
of the received signal. Moreover, they are sometimes less attenuated, and they
might be very close in time to the component associated to the main signal.
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Thus, they can appear as a dominant signal on the receiver side. Such situ-
ations are shown in Figure 5.2(b), where the late arrival can be separated in
time from the main signal, but it has a higher amplitude than the correct signal
part. Even worse is the case in Figure 5.2(d), where the main signal and the late
arrivals are inseparable. Therefore, it is usually very difficult to distinguish the
late arrivals from the main signal, and to compute the correct time-of-flights.
Also, as we can see from the in vivo data shown in Figure 5.2 the main signal
is attenuated and the SNR is low. This additionally complicates the time-of-
flight estimation. Ideally, we want to enhance the direct (main) signal and to
suppress the late arrivals at the same time. A simple solution based on increas-
ing the power of the transmitted signal does not work since the power of the
late arrivals is increased proportionally. The use of a longer pulse can reduce
the error in time-of-flight estimation; however, it increases the probability of
having the overlap between the main and the late arrivals.
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Figure 5.2: Examples of the received signal. (a) First example. (b) Detail of the
previous signal. The late arrival can be separated in time from the main signal, but
it has a higher amplitude than the main signal part. (c) Second example. (d) Detail
of the previous signal. The late arrivals and the main signal are not separable in
this case.
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5.3.2 Reference signal
The water has well defined sound speed properties and, therefore, the signal
sent through the water can serve as a reference. Having a sound speed reference
allows to estimate only the sound speed variation instead of the absolute value.
Intuitively, this is an easier problem to solve because the systematic error that
can appear when estimating the absolute sound speed can be avoided if we
estimate only the variation. For example, the delays of the transducers, all
electronic delays, and the transducers positions, although carefully taken into
account, are never perfectly estimated and they are potential sources of the
systematic error. Sine the same systematic error appears in the time-of-flight of
the reference signal, it is going to be canceled when the difference between these
two time-of-flights is computed. Another advantage of having a reference signal
is that it contains information about the transfer function of the transducers
that is usually unavailable. This information can be useful when computing
the time-of-flights.
The ability to provide a reference signal in acoustic transmission tomogra-
phy is a great opportunity of this method and an important advantage over
the reflection tomography methods.
5.3.3 Signal preprocessing
Low SNR is the main factor responsible for inaccurate time-of-flight estimation,
especially when the estimation is based on amplitude thresholding. Among
many techniques used to increase the SNR, we study the most common one
that is filtering, and also propose a new technique for ultrasound tomography
imaging based on beamforming.
Filtering with a bandpass filter is used to cut the noise that appears outside
the bandwidth of the signal. However, the signal that we send has a high
bandwidth and it is bandpassed by the transfer function of the transmitter
and the receiver. We can choose to bandpass the received signal around the
resonant frequency of the transducers (1.5 MHz), that would eliminate the
noise outside the filter bandpass but, it would also distort the signal itself. To
stay consistent, we need to apply the same filtering to the reference signal. The
two signals can then be fairly compared. However, when the SNR is low, e.g.
SNR = 0 dB, we prefer to use a technique that does not distort the signal, and
one of these technique is beamforming.
Beamforming is a signal processing technique used with arrays of transmit-
ters or receivers that control the directionality of a radiation pattern. When
receiving a signal, the so called receive beamforming can increase the receiver
sensitivity in the direction of wanted signals and decrease the sensitivity in
the direction of interference and noise. When transmitting a signal, the so
called transmit beamforming can increase the power along the chosen direc-
tion. Therefore, using beamforming we can enhance the signal in a particular
direction and suppress noise and reflections coming from other directions. To
this end, we use a simple delay and sum beamformer.
Delay and sum beamforming is quite true to its name as it merely takes
the set of signals, delays and maybe weights them by varying amounts, and
then adds them all together. The delays are determined by the direction (for
farfield) or point (for nearfield) at which the array or transmitters or receivers
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is aimed. Despite its simplicity, delay and sum beamformer manages to achieve
optimal noise suppression for the case of a point source in a background of white
noise. In this work, we use the delay and sum beamformer for the nearfield case.
Both the transmit and the receive beamformer are implemented. However, this
technique is powerful but also sensitive to the delays that need to be applied
to the transmit and the received signals. The details on how to compute the
correct delays of the beamformer are presented in our patent [35].
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−50
0
50
(a)
R
aw
 s
ig
na
l
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−50
0
50
(b)
Fi
lte
re
d 
sig
na
l
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−20
0
20
(c)B
ea
m
fo
rm
ed
 s
ig
na
l
0   0.05 0.1 0.15 0.2 0.25 0.3 
−20
0
20
(d)
time [ms]
Co
m
pa
ris
on
Figure 5.3: Signal processing in order to increase SNR. (a) Raw signal; (b) Filtered
signal; (c) Beamformed signal; (d) The raw, filtered and the beamformed signals
are superimposed for a comparison purpose. We can clearly see the advantages of
beamforming: it decreases the noise and annihilates the late arrivals.
The effects of filtering and beamforming used to enhance the received signal
are presented in the following example. Figure 5.3(a) shows a segment of a raw
received signal, obtained from in vivo measurements with the CURE scanner.
The received signal contains the direct signal (short pulse) and the late arrivals,
but, in this particular example, it is not possible to determine the beginning of
the direct signal. Figure 5.3(b) represents the filtered version of the raw signal.
The filtering is done using a passband filter with the stop corner frequencies at
0.45 MHz and 2.55 MHz, and the pass band corner frequencies at 0.75 MHz and
2.25 MHz. The filter is designed as an optimal equiripple FIR filter using the
Parks-McClellan FIR filter design procedure ( implemented in Matlab under the
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function remez). Analyzing the filtered signal, we can conclude that filtering
distorts the signal and for the low SNR it does not reveal the main signal.
In Figure 5.3(c) we show the result after applying the beamforming to the
raw signal. Both the transmit and the receive beamforming is applied using
7 transmitters and 7 receivers for each beamforming process. As we can see,
the noise level is dramatically decreased and we can clearly see where the main
signal starts. The late arrivals are suppressed as well, comparing the raw signal
and its filtered version. Since the beamforming showed to be very efficient in
our setup, we decide to use it without any filtering.
5.3.4 First peak arrival versus cross-correlation method
We estimate the time-of-flight between every transmitter and receiver by com-
paring the received signal when the object is present, hereafter referred as
signal, with the received reference signal. Both the signal and the reference are
obtained after applying beamforming. We compute the time-of-flight difference
between the signal and the reference. This can be done by searching for the
beginning of the two signals and comparing the two positions, but sometimes
this can be very difficult due to the ringing of the transducers. Namely, the
transducers do not respond instantaneously to the excitation but only after a
transition period. Instead, we search for the first significant peak of the two
signals and compare their positions (as explained in Section 3.3.2). The cor-
rect time delay is obtained as a sum of the difference between the two delays
and the time delay of the reference that is computed from the positions of the
transducers and the known sound speed.
Another option to estimate the time-of-flight is to compute the cross-correlation
between the reference and the signal. The peak of the cross-correlation de-
termines the time delay between these two signals. Since the medium is very
heterogenous and the signal contains many reflections and refractions the cross-
correlation will have many peaks and the highest peak will not necessarily be
the right one. Depending on the signal energy contained in the first arrival
comparing to the late arrivals, the first peak might be smaller than the later
peaks.
The cross-correlation method will be used when the signal does not undergo
strong attenuation, and the result will be compared to the first peak arrival
method.
5.4 Results
The time-of-flights are used to construct the maps of the sound speed distribu-
tion. The region of interest (20× 20 cm2) is covered with the rectangular cells
and the value of the points inside the cells is constant. There are 150 × 150
rectangular cells in total. The sound propagation is modeled using the equa-
tions of sound propagation introduced in Chapter 3, and assuming that the
medium is not moving, i.e. v = 0. A fifth-order Runge-Kutta algorithm is
applied to integrate the ray equations forward in time. Since the medium is
heterogenous the use of the bent ray model is highly beneficial. The correct
rays are found using the shooting method. The algorithm has an adjustable
step size and error tolerance at the receiver side. The solution is computed us-
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ing the iterative algorithm described in Section 3.6.1. The method alternates
between estimating the sound ray trajectories and the sound speed.
We perform sound speed reconstruction for the in vitro and in vivo data.
In the following examples, we compare the effect of two techniques for time-
of-flight estimation, namely the first peak arrival and the cross-correlation
method. The effect of enhancing the raw signal using the beamforming tech-
niques is also presented.
5.4.1 In vitro study
For the in vitro study, we use an anthropomorphic breast phantom (see Fig-
ure 5.4(a)), constructed by Dr. Ernest Madsen of the University of Wisconsin,
that provides tissue-equivalent scanning characteristics of breast tissue. Materi-
als characteristic of fat and fibroglandular tissue contain masses ranging in size
from 6 to 14 mm with varying mass densities. The coronal slices of the phantom
are scanned with the CURE system. For a comparison, coronal CT reconstruc-
tions of the phantom were evaluated as well (Siemens Somatom Sensation CT
scanner, 1 mm thick axial slices, coronal reconstruction thickness = 1 mm,
mAs = 140, topogram length = 256 mm, B31 medium smooth reconstruction
kernel). Because CT yields map of rescaled linear attenuation coefficients, the
CT numbers are characteristic of the material composition and density, and
we use the CT scan to localize the inclusions inside the phantom (see Fig-
ure 5.4(b)).
(a) (b)
Figure 5.4: Breast mimicking phantom. (a) Anthropomorphic breast phantom
constructed by Dr. Ernest Madsen of the University of Wisconsin. (b) CT scan of
the phantom with specified inclusions.
Starting from the same set of raw data, we first compute the time-of-flights
using two different estimation techniques, namely, the first peak arrival and
the cross-correlation method. In both cases the differences between the time-
of-flight through the object and the time-of-flight through the water are com-
puted. Figure 5.5 shows the time-of-flight differences for one transmitter and
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all receivers. The results of both techniques are similar since the power of
the received signal was sufficient to insure the correct results. The outliers in
both techniques indicate the points when the methods fail, since the result is
expected to be smooth.
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Figure 5.5: Time-of-flight differences with respect to the reference time-of-flights
in the water. The delays are computed for a fixed transmitter and all receivers,
using the cross-correlation (··) and the first peak arrival (-) method.
More direct comparison requires the final reconstruction images. Figure 5.4
represents the reconstructions for two different time-of-flight estimation tech-
niques, namely for the first peak arrival (Figures 5.6(a) and 5.6(b)) and the
cross correlation method (Figures 5.7(a) and 5.7(b)). The effect of beamform-
ing is shown in Figures 5.6(b) and 5.7(b). All the reconstructions show a high
resemblance in the region of the phantom. More differences are visible around
the phantom where the ray-like artifacts can be noticed. Comparing the im-
ages, we conclude that the first peak arrival gives better reconstruction and
that the beamforming clearly improves the reconstruction in both techniques.
The best reconstruction, i.e. the reconstruction in Figure 5.6(b), is com-
pared in more detail to the CT scan of the phantom in Figure 5.8. The in-
clusions are well localized and the computed sound speed corresponds to the
expected sound speed. The effect of smoothing that is inherent in the to-
mographic reconstruction is also present. Therefore, the reconstructed sound
speed inside the inclusions is smoothed depending on the value of the sound
speed in the surrounding tissue.
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Figure 5.6: Sound speed reconstruction for the phantom study. The time-of-
flights are computed using the first peak arrival method. (a) Without beamforming.
(b) With beamforming.
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Figure 5.7: Sound speed reconstruction for the phantom study. The time-of-
flights are computed using the cross-correlation method. (a) Without beamform-
ing. (b) With beamforming.
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Figure 5.8: Comparison between the CT scan and ultrasound scan. (a) CT scan.
(b) Ultrasound transmission tomography scan. Detail from Figure 5.6(b).
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5.4.2 In vivo study
The difficulties in imaging the sound speed for the in vivo case are mostly
due to higher inhomogeneities compared to the in vitro case and the fact that
the direct received signal is usually very attenuated while the late arrivals are
strong.
In Figure 5.9, we present the sound speed images obtained from the time-of-
flights estimated with the first peak arrival technique, and, in Figure 5.10, the
sound speed images obtained from the time-of-flights estimated with the cross-
correlation method. Moreover, for each of these two techniques we compare
the reconstructions obtained with and without applying beamforming. As for
the in vitro case, the first peak arrival method for delay estimation leads to
a slightly better reconstruction. However, both techniques generate severe
artifacts in the region close to the ring, where the surface wave is dominant. As
the cross-correlation method has difficulties in dealing with late arrivals, these
artifacts are more pronounced for this method. We notice that in both cases
beamforming brings a significant improvement. It successfully removes the late
arrivals, which has a positive consequence on the whole reconstruction, and not
only in the region where the effect of strong late arrivals is present. The latter is
because the artifacts present in one part of the image affects all the trajectories
that pass through that region and therefore the effect is spread to the other
parts, as well. After beamforming is applied the two time-of-flight estimation
techniques lead to similar reconstructions (see Figures 5.9(b) and 5.10(b)).
Some differences can be noticed in the region of the water, where sound speed
should be constant. Namely, we can see that the variation in this part is
smaller for the case when the time-of-flights are based on the first peak arrival
estimation technique. All reconstructions reveal the presence of two inclusions
with the sound speed above 1570m/s, which is consistent with the presence of
cancerous masses. This is further confirmed by the mammography scans that
are available for every data set.
We also compared the reconstruction obtained by conjugate-gradientmethod
with the reconstruction obtained using the sparse reconstruction method. In
the reconstruction algorithms, we use only a portion of the measurements
(10, 000 measurements randomly chosen out of 30, 000), and we want to see
which of the two methods provide the reconstruction closer to the reconstruc-
tion obtained with the full set of measurements (e.g. the one shown in Fig-
ure 5.9(b)). In this way, the reconstruction with the full set of measurements
serves as the ground truth. The reconstruction based on sparsity is performed
by minimizing the l1-norm of the transformed coefficients. We suppose that
the unknown sound speed map is sparse in the wavelet transform domain. The
wavelet transform is a multi-scale representation of the image. Coarse-scale
wavelet coefficients represent the low resolution image components and fine-
scale wavelet coefficients represent high resolution components. It is known
that natural, real-life images are sparse in the wavelet transform domain (and
the discrete cosine transform domain, as well). The wavelet transform is used
in the JPEG-2000 image compression standard [69]. Specifically, we use the
Daubechies wavelets family of the 5th order.
Figure 5.11 shows the reconstructions obtained using the two algorithms.
We can notice that imposing sparsity in the wavelet domain results in more
smooth image, as the recovered coefficients mostly belong to the coarse-scale
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coefficients. Still, the inclusions are well recovered and they are slightly more
pronounced than in the case of the conjugate-gradient algorithm. The ray-
like artifacts present in Figure 5.11(a) are not visible in Figure 5.11(b). For
the comparison purpose, we measured the mean and the standard deviation
in the water and in the breast in the regions marked by the rectangles in Fig-
ure 5.11. It is found that, in the water, the mean values of the sound speed
are 1520.4m/s and 1516.4m/s, with the standard deviations of 29.8m/s and
13.8m/s for the conjugate-gradient and the sparse reconstruction, respectively.
Looking at the standard deviations, the results indicate more precise recon-
struction in the case of the algorithm based on sparsity. In the breast tissue,
the mean sound speed is found to be 1441.5m/s and 1450.3m/s with the stan-
dard deviation of 17.2m/s and 11.1m/s for the conjugate-gradient and sparsity
algorithms, respectively. Smaller standard deviation in the latter case suggests
that the reconstruction contains less artifacts. Also, as the ray-like artifacts
are not present in Figure 5.9(b) we suppose that the reconstruction in Fig-
ure 5.11(b) is more accurate. The simulations run for some other syntectic
examples show that the reconstruction algorithm based on sparsity outperform
the conjugate-gradient method when little data are available [29]. The choice
of the sparsifying transform and the level of sparsity that we require in the
transform coefficients can affect the reconstruction, as well. These questions
are subject of our current research and more details can be found in [29].
5.5 Conclusions
We address the problem of breast cancer detection by computing a map of
sound speed in breast tissue. Ultrasound showed to be very sensitive in tissue
characterization. The time-of-flight estimation is substantially improved using
the beamforming techniques. The technique shows to be very efficient in re-
ducing many artifacts. Next to the reconstruction obtained using the l2-norm
minimization of error, we also show the reconstructions using the methods
based on sparsity. They allow for higher resolution comparing to the classical
methods and enable millimeter resolution still employing the simple ray based
theory of sound propagation. The latter methods are subject of our future
research, as they show a great potential.
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Figure 5.9: Sound speed reconstruction for the in vivo study. The time-of-flights
are computed using the first peak arrival method. (a) Without beamforming.
(b) With beamforming with 7 transmitters and 7 receivers.
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Figure 5.10: Sound speed reconstruction for the in vivo study. The time-of-
flights are computed using the cross-correlation method. (a) Without beamform-
ing. (b) With beamforming with 7 transmitters and 7 receivers.
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Figure 5.11: Reconstructions from two different algorithms. The number of
unknowns is larger than the number of measurements. (a) Conjugate-gradient
method. The sound speed in the water is 1520.4m/s with the standard deviations
of 29.8m/s, and in the breast 1441.5m/s with the standard deviation of 17.2m/s.
(b) Reconstruction method based on sparsity. The sparsifying transform uses the
Daubechies wavelets of the order 5. The sound speed in the water is 1516.4m/s,
with the standard deviation of 13.8m/s, and in the breast 1450.3m/s with the
standard deviation of 11.1m/s.
Chapter 6
Thermal Therapy Monitoring
In this chapter, we show how one can monitor temperatures during thermal
therapies using ultrasound tomography methods. So far, the use of ultrasound
for monitoring and guiding thermal therapies showed to be successful in more
common reflection tomography method with B-mode scans. Ultrasound trans-
mission tomography, to the best of our knowledge, was not used for thermal
therapy monitoring. In this chapter, we show that ultrasound transmission
tomography offers a great potential for temperature monitoring and overcomes
some of the problems of B-mode scans.
In Section 6.1, we show that the sound speed can be used as a temperature
dependent parameter in order to estimate temperature inside tissue. We con-
ducted two types of experiments in which we measure the temperature induced
changes of sound speed. In the first experiment, presented in Section 6.2, we
show how the sound speed changes in a tissue-mimicking gelatin phantom in
the temperature interval from 10◦C to 20◦C. The second experiment is mo-
tivated by the need to monitor subzero temperature (0◦C to −60◦C) during
tissue freezing in cryosurgery, that is a minimally invasive thermal therapy
method used to destroy abnormal tissue. The results of the second experiment
are presented in Section 6.3. Finally, some conclusions are given in Section 6.4.
6.1 Temperature monitoring in tissues with ultra-
sound
A major limitation of thermal therapies is the lack of detailed thermal infor-
mation needed to monitor and guide the therapy. Temperatures are routinely
measured invasively with thermocouples, but this technique is invasive, inter-
active and provides only sparse measurements. The fact that sound propaga-
tion in tissues is significantly influenced by temperature offers a possibility for
temperature monitoring using ultrasound. Ultrasound tomography can pro-
vide a temperature monitoring modality that is non-invasive, non-interactive,
non-ionizing, convenient and inexpensive. This modality is applicable if the
temperature-dependent ultrasound parameters are: 1) identified, 2) measured,
and 3) calibrated. The sound speed, the attenuation, and the backscattered
energy can be identified as the most prominent ultrasound propagation param-
eters that depend on temperature. In this work, we use the sound speed as the
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temperature-dependent parameter, and focus on measuring the temperature
induced sound speed changes. Calibration is an important issue, and we will
show that the relationship between the temperature and the sound speed is not
as simple as it was the case in the atmosphere (see Chapter 7). Although we
are not going to study the sound speed versus temperature maps in details, we
give an overview of the existing work, especially related to this relationship in
the breast tissues.
How does the tissue sound speed change with temperature? In general,
speed of sound has the following relationship to coefficient of stiffness C, and
material density ρ:
c =
√
C
ρ
.
Both C and ρ depend on temperature in a non-linear fashion. Moreover, tissue
represents a mixture of different materials and therefore the speed vs. tempera-
ture relationship needs to be examined individually for every tissue of interest.
In the past, many researchers experimentally measured the speed vs. tem-
perature relationship for different tissue types. One of the first motivations
was to provide thermal dosimetry for the treatment of cancer by hyperthermia,
or by high temperature ablation, modalities which are now widely accepted by
the medical community. It was found that, in water and in most tissue media,
sound speed increases with increasing temperature [58], for temperatures above
0◦C. However, in fatty tissues, sound speed decreases with increasing temper-
ature [58]. For the case of breast tissue, it is shown in [33] that in non-fatty
breast tissue the sound speed increases approximatively linearly from 1540m/s
to 1580m/s in the temperature interval from 23◦C to 43◦C. However, the slope
for breast fat and fatty breast parenchyma becomes negative between about
32◦C and 35◦C, and then it is positive for temperature values above 40◦C. It is
hypothesized that this decrease in speed of sound of fatty breast tissue between
32◦C and 35◦C is due to the phase changes associated with melting of some
components of breast fat.
Currently, there is a growing interest for monitoring the temperatures below
0◦C, since many promising minimally invasive thermal therapies are based on
freezing the cancerous cells. A precise control of the frozen region growth during
the treatment is necessary to protect healthy tissues, vital organs, and major
blood vessels. The temperature distribution inside the frozen region is also of
importance since the cytotoxic tissue temperatures (i.e. < −20◦C) appear only
at some distance behind the leading edge of the visualized frozen region. So far,
little research is done to construct the speed vs. temperature maps for subzero
temperatures. The expectation is that tissues behave similarly to water, in
which case the sound speed increases abruptly below 0◦C, and continues to
increase as the temperature decreases. This is confirmed in case of the skin
tissue, and the average sound speed inside the frozen tissue is shown to be
2865± 170 m/s [39].
Our work focuses on the problem of measuring the sound speed changes
caused by temperature changes, and we do not address the speed vs. temper-
ature mapping.
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Comparison to echographic systems In most of the previous work the sound
speed changes were observed using ultrasound echographic systems, i.e. B-
mode scans. However, in case of subzero temperatures, the B-mode scans can
only localize and track the growth of the frozen region, since they reconstruct
the reflection image that shows only the edge of the region. The temperatures
inside the frozen region are then interpolated based on experience on the tem-
perature gradient observed in the previous experiments [41]. If we imagine
more complicated ice forms (not only the iceball), then it becomes difficult to
predict the temperature distribution inside the frozen region. This would be
the case if, for instance, the freezing takes place close to the blood vessels or
any other organ that needs to be protected. As the transmission tomogra-
phy reconstructs the full sound speed map, the full temperature map can be
obtained.
In our work we want to show that transmission ultrasound tomography
also provides a tool for temperature monitoring. To this end, we conducted
two types of experiments in which we reconstruct the sound speeds for (i)
the temperature intervals above zero for which no tissue phase change occurs,
and (ii) the subzero temperatures for which tissue phase changes occur. We
used the CURE acquisition system presented in Section 5.2. The temperature
changes were introduced to the tissue-mimicking phantom and the changes in
the phantom sound speed were measured over time.
6.2 Temperature changes without tissue phase change
In the first experiment, the tissue-mimicking phantom (gelatin phantom) is
first refrigerated at the temperature of approximatively 10◦C, and then put
in water at a room temperature of 22◦C. We measure the sound speed over
time using the CURE scanning device. The warming of the phantom with
time is expected to cause an increase in the sound speed. In order to correlate
the changes in sound speed with the changes in temperature, we measure the
temperature sparsely using 6 thermocouples positioned at different distances
from the center of the phantom. Due to the symmetry we can then extrapolate
the temperatures in the whole phantom. The sound speed measurements and
the temperature measurements are taken every 3 minutes during an interval of
one hour. The ring setup with the phantom inside is shown in Figure 6.1.
Sound speed reconstruction The reconstruction of the sound speed is not
very different from the case studied in Chapter 5. The signal does not undergo
strong attenuation, and, therefore, the time estimation is done using the first
peak arrival method without beamforming. Figure 6.2 represents the sound
speed distribution in the water (inside the outer ring, with the sound speed of
approximatively 1488m/s), and in the phantom. The reconstruction is com-
puted from the measurements taken 6 minutes, 18 minutes, and 30 minutes
after the beginning of the experiment, respectively. As expected, the phantom
warms up with time, and the sound speed increases with the increase of the
temperature.
In order to relate the sound speed changes to the temperature changes, we
measure the temperature with thermocouples, at 6 different positions. The
positions are marked in Figure 6.2(a). The temperature changes over time are
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shown in Figure 6.3. The dashed lines denote the time instants of 6, 18, and
30 minutes for which we have the reconstructed sound speeds in Figure 6.2.
We can notice that the external part of the phantom warms up faster, as it is
in direct contact with the water that is at the room temperature. The same
behavior is observed from the reconstruction of sound speed inside the phantom
in Figure 6.2.
We reconstruct the sound speed for all time slots, and then read the sound
speed values at the positions of each thermocouple. However, due to the un-
precise positioning of the thermocouples the read sound speeds contain a sys-
tematic error. If there were no systematic error, all the 6 lines (one for every
thermocouple) should coincide, since the phantom is homogenous. Still, we are
able to see that the slopes coincide, and we read that the sound speed inside
this gelatin phantom changes linearly in the interval from 11◦C to 19◦C with
a positive trend of 3.3m/s/◦C.
Figure 6.1: CURE temperature monitoring setup. A cold tissue-mimicking phan-
tom (10◦C) is immersed in water at a temperature of 22◦C. The warming of the
phantom is monitored every 3 minutes.
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Figure 6.2: Sound speed monitoring. (a) Sound speed reconstruction 6 minutes
after the beginning of the experiment. The positions of 6 thermocouples are noted
with T1-T6. (b) Sound speed reconstruction 18 minutes after the beginning of the
experiment. (c) Sound speed reconstruction 30 minutes after the beginning of the
experiment.
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Figure 6.3: Temperature readings from 6 thermocouples denoted with T1-T6, and
positioned as shown in Figure 6.2(a). The dashed lines represent the time instants
of 6 minutes, 18 minutes, and 30 minutes after the beginning of the experiment.
The phantom warms up with time, and we can follow the spatial temperature
changes.
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Figure 6.4: The sound speeds versus the temperatures readings at the position of
6 thermocouples. Due to the unprecise positioning of the thermocouples the read
sound speeds contain a systematic error. Otherwise, all 6 lines should coincide.
The slopes coincide, and it can be read that the sound speed in the gelatine
phantom changes linearly in the interval from 11◦C to 19◦C with a positive trend
of 3.3 m/s/◦C.
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6.3 Temperature changes with tissue phase change
In the second experiment, we aim at monitoring large temperature changes,
in the intervals from body temperature to −60◦C. The ability to estimate
temperature in this interval is of a great importance in cryotherapy, where the
sub-zero temperature is used to destroy abnormal tissue.
Cryosurgery Cryosurgery, sometimes referred to as cryotherapy or cryoabla-
tion, is a surgical technique that uses cytotoxic cold temperatures to destroy
cancerous cells by direct cell injury from ice crystal formation [25]. A coolant
or cryogen is circulated through a cryoprobe (see Figure 6.5(a)) that is placed
in contact with the tissue to be destroyed. The extraction of heat from the
tissue at the cryoprobe tip produces a frozen region that penetrates into the
tissue, forming a hemispheric freezing interface commonly called the iceball
(see Figure 6.5(b)).
Developed first in the middle of the nineteenth century it has recently ex-
perienced a revival thanks to the development of imaging techniques used to
monitor the cryosurgery. Onik and Rubinsky [51] worked on imaging monitored
cryosurgery with conventional ultrasound. They showed that the discontinuity
of the acoustic impedance from unfrozen to frozen tissue can be successfully
imaged with B-mode scans. The accuracy of this image is limited by the as-
sumption that the sound speed in the tissue is uniform and known. Because
the ice reflects most of the energy, the area behind the freezing interface is in
shade, and cannot be imaged. These two drawbacks motivate the development
of other techniques as MRI, optical imaging, electrical impedance tomography,
for cryosurgery monitoring. MRI overcomes the acoustic shadowing but it is
much more expensive and it requires special surgical tools and a special envi-
ronment. Acoustic tomography offers a promising alternative for monitoring
cryosurgery, since the region of interest is insonofied from many directions.
Therefore, the shadowing effect almost disappear as it will be shown in the
following. The technique is also inexpensive and easy to use.
(a) (b)
Figure 6.5: Cryosurgery is a minimally invasive thermal therapy. (a) An example
of a cryoprobe. They exist in different sizes, needle diameters, and power. (b) The
iceball formed inside the gelatine phantom with the diameter of approximatively
3 cm.
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Sound speed reconstruction The setup used in this experiment is the same
as the one used in the first experiment. The gelatine phantom is locally frozen
using focal cooling induced by a freeze cycle around an available cryoprobe. We
use 3 cryoprobes positioned in the form of a triangle with each cryoprobe being
30mm away from the other two. The motivation for using the 3 cryoprobes
was to show that acoustic tomography has the ability to image complex shapes
of frozen regions. After the cryoprobes are powered on, the iceballs around the
cryoprobes start to grow, and after 5 − 10 minutes reach the size of approxi-
mately 2.0−3.0 cm in diameter. We take measurements every 15 seconds. The
sound speed estimation inside frozen tissue showed to be a difficult task. We
identified two major problems that need to be overcome.
First, upon formation of ice, the sound attenuation in the ice is dramatically
increased allowing only 2% of the transmitted energy through the ice. Without
help of signal processing tools needed to detect the signal that goes through
the frozen part, we only receive the signal that travels on the surface of the
iceballs. This signal is not attenuated, and as it travels on the surface of the
iceball, where the sound speed is much lower than in the ice, it actually arrives
later than the correct signal. As a result, the fist reconstructions showed that
the sound speed in the frozen tissue decreases linearly (as the iceballs grow)
with temperature. This was an obvious indicator that we did not estimate the
correct time-of-flights. To increase the power of the received signal we use the
beamforming technique introduced in Chapter 5.
Second, upon formation of ice, the sound speed markedly increases (∼ 2500
m/s) with respect to non-frozen tissue (∼ 1500 m/s). The computed travel
times confirm this fact. However, it is difficult to reliably reproduce the strong
sound speed gradient that appears around the edge of the ice-zone using the
classical tomography reconstruction methods. Therefore, although the travel
time indicates a sudden and dramatic change of the sound speed the classical
reconstruction is inherently smoothed. To overcome this problem we propose to
use the methods based on sparsity (see Section 4.3). The sound speed increases
only locally at the positions of the cryoprobes, and therefore the sound speed
reconstruction is supposed to be sparse in signal domain. This is particularly
advantageous because we do not have to use any sparsifying transform, and
the complexity of the algorithm can be reduced. We can also assume that the
sound speed distribution is sparse in any other transform domain, for instance,
in the wavelet domain. In this case, the reconstruction algorithm applies a
sparsifying transform to the signal domain coefficients and searches for a sparse
solution in the transform domain. This algorithm outperforms the previous two
algorithms, but increases the computational complexity.
The results show that it is possible to estimate a large range of sound speed
variations within the tissue. In Figure 6.6, the three cryoprobes are switched
on and the cooling had started. However, the ice has not yet formed, and only
the three cold zones (lower temperature but still 0◦C) are formed. The sound
speed in these three regions (at the position of the cryoprobes) is low compar-
ing to the sound speed in the rest of the phantom. This confirms the fact that,
above the zero temperature, the sound speed decreases as the temperature de-
creases. Figure 6.7 represents the sound speed distribution 15 seconds after
the three cryoprobes were switched on. The speed is estimated using the two
inversion algorithms: the conjugate-gradient (CG) shown in Figure 6.9(a), and
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the matching pursuit (MP) shown in Figure 6.7(b). No sparsifying transform
is applied in the second algorithm, and only the sparsity in the signal domain
is assumed. The ice is formed and the sound speed increases abruptly. The
regions of the high sound speed, that is in this case around 1800m/s, corre-
spond to the ice zones. Still, the speed is not as high as expected due to the
inherent smoothing of the tomography methods. Higher reconstruction error
concentrated at the edge of the region of interest, i.e. the ring, can be noticed
in the CG method. Figure 6.8 shows the details of Figure 6.7 around the three
cryoprobes. We can see that the MP method allows to increase the resolu-
tion of the image. The pixel size is 1.15 × 1.15mm2 for the MP method, and
2 × 2mm2 for the CG method. The reconstruction in Figure 6.8(b) is more
localized, while in Figure 6.8(a) we have a significant blurring effect. Figure 6.9
shows the evolution of the iceballs over time using the CG method, the MP
method, and also the method based on sparsity but in the wavelet domain.
Specifically, for this example, we use the Daubechies wavelets family of the 7th
order.
We can follow the growth of the iceballs indicated by the abrupt increase
of the sound speed in that region. For the comparison and the visualization
purpose, the color scales are the same for all three methods at each time instant.
We can notice that the best reconstruction is obtained by imposing sparsity in
the wavelet domain. The CG and the MP methods obtain similar results, but
looking at the details (see Figure 6.8) the MP algorithm still performs better.
When the iceballs are big, the received signal is very attenuated and the iceballs
are losing the exact shape in the CG and MP method (see Figure 6.9(j) and
figure 6.9(k)), but the wavelet based sparsity method still gives a good result
(see Figure 6.9(l)).
Figure 6.6: The three cryoprobes are switched on but the ice was not yet formed.
The sound speed at the position of the cryoprobes is low comparing to the rest.
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Figure 6.7: Sound speed estimation 15 seconds after the three cryoprobes are
switched on. (a) The reconstruction using the conjugate-gradient method. (b) The
reconstruction obtained using the inversion based on sparsity, with the matching
pursuit algorithm. This method allows to increase the resolution of the image.
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Figure 6.8: Detail of Figure 6.7. (a) The reconstruction using the conjugate-
gradient algorithm. Detail of Figure 6.7(a). (b) The reconstruction using the
algorithm based on sparsity. Detail of Figure 6.7(b).
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Figure 6.9: Sound speed estimation over time. The iceballs are growing over time,
and the sound speed increases as the temperature decreases. The three reconstruc-
tion algorithms are compared. (a) 15 s - the reconstruction with the CG method.
(b) 15 s - the reconstruction with the MP method. (c) 15 s - the reconstruction
with the wavelet based sparsity method. (d) 1min - the reconstruction with the
CG method. (e) 1min - the reconstruction with the MP method. (f) 1min -
the reconstruction with the wavelet based sparsity method. (g) 1min 45 s - the
reconstruction with the CG method. (h) 1min 45 s - the reconstruction with the
MP method. (i) 1min 45 s - the reconstruction with the wavelet based sparsity
method. (j) 2min 45 s - the reconstruction with the CG method. (k) 2min 45 s -
the reconstruction with the MP method. (l) 2min 45 s - the reconstruction with
the wavelet based sparsity method.
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6.4 Conclusions
Imaging is an important factor in the development of thermal therapies. We
showed that transmission tomography is a very promising modality for thermal
therapy monitoring. The range of temperatures above zero can be successfully
monitored with the methods used in common breast screening. Due to the
strong attenuation of the acoustic signal that passes through the frozen tissue,
monitoring subzero temperatures is a more difficult problem. The strong at-
tenuation can be efficiently overcome using beamforming techniques. Because
the region of interest is insonified from many directions in transmission tomog-
raphy the shadowing effect is much less noticeable compared to the B-mode
scans. Also, the shadowing effect is visible only when the signal passes through
two iceballs, that is, along the lines that connect two iceballs. This is because
the signal that passes through two iceballs is strongly attenuated. Still, we
were able to follow the growth of the 3 iceballs, that was indicated by the
sound speed estimation, and confirmed visually. The dramatic change in the
sound speed, which is almost a doubling between the unfrozen and frozen tissue
enables the imaging of the frozen region with extremely high contrast.
Towards the real time application, we need to reduce the complexity of the
reconstruction algorithm. We propose to alternate between the full (usual) and
the local reconstruction of the region of interest. In the local reconstruction
phase, we monitor only a small region of interest, i.e. the ablation region,
and assume that the rest does not change. Still, we periodically perform the
full reconstruction in order to correct for possible errors due to the patient
movement and global change of temperature.
Inexpensive and easy to use ultrasound tomography has the potential to be
the leading modality for thermal temperature monitoring.
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Chapter 7
Temperature Estimation in
the Atmosphere
In this chapter, we present the experimental setup used for small scale temper-
ature measurements in the atmosphere, built in our laboratory. We deal with
the practical details of the realization. In Section 7.1, we present the related
work, and point out the directions for improvement. Section 7.2 gives the de-
tails of the experimental setup. In Section 7.3, we suggest a new time-of-flight
estimation technique that can lower down the cost of the acquisition system,
it terms of using a slow A/D convertor, while still insuring high estimation
accuracy. In Section 7.4, we discuss the positions calibration of the transduc-
ers. Section 7.5, shows the experimental reconstruction of the temperature
distribution around a heat source. Section 7.6 concludes the chapter.
7.1 Temperature and wind estimation in the atmo-
sphere
We have already seen that sound propagation in the atmosphere is strongly
influenced by temperature and wind, and, therefore, it can be used to measure
these physical phenomena. It is also important that the atmosphere is very
transparent to low frequency sound, so that the acoustic signal can be trans-
mitted over distances of several hundred meters with low attenuation. The
advantage of tomography methods to provide a number of measurements pro-
portional to the square of the number of sensors, can be well used to obtain
high resolution reconstructions of temperature and wind fields. It then can be
particularly useful for the study of small scale temperature variations and wind
turbulences.
Imaging of temperature and wind in near ground atmosphere with acoustic
tomography has been already demonstrated in field experiments [76, 78], and
lab size experiments [3]. Similarly, but without reconstructing the fields, the
authors in [16] studied the effects of large-scale wind velocity fluctuations on the
time-of-flight of acoustic signals propagating in a stable stratified atmospheric
boundary layer. The signals, transmitted every 20 s by a special detonation
source, were received on the earth’s surface at distances of 2.7km and 4.5km
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Table 7.1: Comparison of the experimental setups developed by other research
groups.
Tx Rx size scale time accuracy
Wilson et al. 3 7 200×200m2 50m 1 · 10−4 s
Ziemann et al. 8 12 300×700m2 100m 3 · 10−4 s
Barth et al. 8 8 4×7m2 1m 3 · 10−6 s
our current setup 12 12 1×1m2 0.15m 1 · 10−7 s
from the source. Although in all this research the fact that the time-of-flight
measurements are not sufficient for the reconstruction of full wind field (but
only its longitudinal component) is not taken into account, the experiments
show that the application of acoustic tomography in the atmosphere is practi-
cally realizable.
A short comparison of the existing experimental setups and the accuracy
they achieve in the time-of-flight estimation (one of the crucial factors in tomo-
graphic reconstruction) is presented in Table 7.1. The table shows the number
of transmitters (Tx), the number of receivers (Rx), the size of the experiment,
the resolvable scale in terms of the reconstruction grid size, and the achievable
accuracy of the time-of-flight estimation. The present work aims at showing
that the current limits can be moved for one order of magnitude in terms of
the number of transmitters and the receivers employed, and it terms of the
time-of-flight estimation accuracy as well.
We also want to prove that an accurate time-of-flight estimation can be
achieved without using expensive and fast audio acquisition cards (A/D con-
vertors). Namely, in the atmosphere, the transmitted signal has low frequency,
that ranges from 100Hz for the distances of few hundreds meters to 50KHz for
the distances up to ten meters. To be able to sample this signal without any
aliasing, we need a sampling card that works at a frequency only twice higher
that the maximal frequency of our signal. The fast acquisition cards increase
the precision of the time-of-flight estimates but they are also more expensive.
In this work we show how it is possible to estimate the time-of-flights with a
precision of two orders of magnitude higher than the sampling period used to
acquire the signal.
In the following, we present our experimental setup, used to reconstruct
temperature distribution around a heat source from the measurements of the
time of flights. The same setup can be extended to wind flow estimation in
the case when a wind source is outside the region of interest (source-free vector
field).
7.2 Experimental setup
The system is mostly assembled from commercially available audio equipment.
The setup consists of 12 emitters and 12 receivers placed on a 1m radius ring
(see Figure 7.1). To suppress the sound reflections the ring is covered with a
foam. We use piezoelectric transducers to send and receive the acoustic signal.
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The emitters are equipped with amplifiers, and the receivers with preamplifiers,
in order to guarantee the signal levels compatible with the audio card (Motu
24I/O card). This card is used to interface the transmitted and the acquired
signals with a personal computer. The reconstruction is then performed by
the computer. In the following, we are going to describe in more details the
components of this setup.
It is important to point out that a small system is very practical to use
and reconfigure in a laboratory environment. However, it is quite challenging
to design a precise system for the high precisions required for time-of-flight
measurements. For our system, we targeted the precision of 10−7 s, which is
significantly smaller than the sampling period of 10−5 s.
Figure 7.1: Experimental setup. It consists of 12 transmitters and 12 receivers
placed on the 1m radius ring
7.2.1 Transducers
Ideally, we would like to have omnidirectional transducers, linear on a wide
bandwidth. For the short distances like 1m, we can use transducers that
work on frequencies around 50KHz. We choose the piezoelectric air trans-
ducers, that work at resonant frequency of 40KHz, and have bandwidth of
2KHz. We experimented with several transducers but those with the best per-
formance, especially in terms of the beamwidth and the signal power, were the
AW8TR40-160C01 (Audiowell Electronics Co., Ltd.) and the Polaroid L-Series
transducers. They are shown in Figure 7.2.
7.2.2 Audio card
The signal is generated and acquired by a Motu 24I/O audio card, operated
by a computer (see Figure 7.3). The card provides 24, 24-bit/96KHz analog
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Figure 7.2: Polaroid L-Series piezoelectric transducers.
inputs and outputs, and the possibility to connect 4 cards together and thus,
extend the number of input and output channels to 96. This option is very
favorable when we want to increase spatial resolution. An important feature
of this card is that the input and output channels are precisely synchronized.
This is clearly crucial for a precise measurement of time-of-flight. However, one
should be careful when choosing an audio card as the “perfect synchronization”
for audio devices usually refers to the audible perception.
(a) (b)
Figure 7.3: MOTU 24I/U audio acquisition card. It has 24 input and 24 output
channels, and a possibility to connect 4 MOTU 24I/U cards together.
7.2.3 Amplifiers and preamplifiers
To compensate for relatively modest power levels of input and output signals
arrays of amplifiers and preamplifiers are used. Both the amplifiers and pream-
plifiers are built in our laboratory in order to meet the tight specifications of
bandwidth and SNR (see Figure 7.4).
Amplifier We choose a design with two stages shown in Figure 7.5. The first
stage is based on the AD815 chip and ensures a gain of 1 to 20 (this can be set
with the trimmer PB1). The second stage is used to drive the low impedance
load given by the transducers, where the voltage gain is only 2. This stage
is based on OPA551UA chip. The gain bandwidth product is 50MHz for the
AD817, and 3MHz for the OPA551UA. As a result the total bandwidth was
larger than the targeted 1MHz.
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Preamplifier Even if the signal at the transducers had a frequency of the order
of 40KHz, the bandwidth of the amplifier needs to be significantly larger to
avoid phase distortion. For this reason, we use an operational amplifier LM837
with a high gain-bandwidth product (minimum 15MHz). The preamplifier
consists of three stages. The schematic is shown in Figure 7.6. The signal
received by receivers was about 50mVrms to 200mVrms where the Motu 24I/O
card input was about 1Vrms. The gain of maximum 60dB is obtained by
using three stages based on the LM837 operational amplifiers. This solution
has the advantage of a resulting wide bandwidth, that is, in this case, larger
than 1MHz. The DRV135UA chip is used to convert the unbalanced signals
to balance signals compatible with the Motu 25I/O input.
(a) (b)
Figure 7.4: Custom built amplifier and preamplifier.
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Figure 7.6: Preamplifier scheme.
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7.3 Time of flight estimation
In this section, we introduce a new time-of-flight estimation technique that
can be used for the time delay estimation in the atmosphere. The atmosphere
has no strong inhomogeneities, as it is the case for tissue structure, and the
first reflections can be approximatively determined from the geometry of the
experimental setup. For instance, the first reflections come from the frame of
the ring. The proposed estimation technique has two main steps: first, the
coarse time-of-flight estimation is obtained using the cross-correlation method,
and second, a refinement is gained by computing the phase of the sinusoidal
part of the signal. More details are present in the following.
7.3.1 Probe signal
As we decided to compute the coarse time-of-flight estimation by computing
the cross-correlation between the sent and the received signal, a well defined
excitation pattern should be used. It should be clearly distinguishable from
ambient noise, and its auto-correlation function should be characterized by a
single peak which is as narrow as possible. We choose to send a signal composed
of two parts, a pure sinusoidal part at 40KHz followed by a pseudo-random
sequence low-passed with the cutoff frequency of 2KHz and then modulated at
40KHz. This guarantees that the transmitted signal is in the range of 38KHz
to 42KHz, compatible with the chosen transducers. The choice of a pseudo-
random sequence is made because its auto-correlation is essentially an impulse,
and asymptotically approaches the Dirac delta function. The signal is shown
in Figure 7.7.
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Figure 7.7: Probe signal consists of a sinusoidal part and a pseudo-random
sequence.
7.3.2 Sample delay estimation
The received signal is correlated with the transmitted signal. The peak of the
cross-correlation function corresponds to the time delay up to the sampling
period. In our case, the sampling is perform at the frequency of 96 kHz, what
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results in 1.04 · 10−5s sampling period. An additional refinement in the preci-
sion can be done by upsampling the cross-correlation function. However, the
received signal contains a series of delayed versions, due to reflections. This
limits the accuracy of the time-of-flight estimation and this problem cannot be
overcome by upsampling the correlation function. Thus, we decide to estimate
the remaining fractional delay by computing the phase delay of the sinusoidal
part.
7.3.3 Subsample delay estimation
The remaining fractional delay is then computed using the phase delay of the
sinusoidal part. If the integer delay correctly points at the beginning of the
received signal, than we can compute the phase of the sinusoid at that (starting)
point, and account for this additional fractional delay in the final estimate (see
Figure 7.8). The precision of the fractional delay depends on the length of
the sinusoidal part we use to estimate the phase, and it is limited by the
arrival of the first reflection. We estimated experimentally the accuracy of
the time delay to be of the order of 0.1 µs. This uncertainty is found as
the maximum delay deviation computed from 10 consecutive measurements
assuming no temperature changes meanwhile. In this case, the error in the
time-of-flight estimation is due only to the noise in the measuring devices.
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Figure 7.8: The coarse delay computed from the peak of the cross-correlation has
a precision of one sampling interval, and might not point to the beginning of the
signal. The subsample delay is estimated by computing the phase of the sinusoidal
part of the signal. From the computed phase we can correct the delay found by
the cross-correlation method.
7.4 Position calibration
The transducers are not mounted on the ring very precisely. Moreover, it
is not easy to determine the origin of the acoustic waves generated by the
transducer. In addition, the piezoelectric transducers have a certain delay
between the application of an input voltage and the actual generation of the
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acoustic wave. For these reasons a precise calibration of the positions and
delays of the transducers is needed.
To avoid mechanical distance calibration we exploit the very good preci-
sion of time-of-flight estimates, and use these measurements to compute the
positions and the delays of the transducers. Namely, we set up a system of
equation where the unknowns are positions of the transducers and the trans-
ducers’ delays, and the input data are the time-of-flights calculated between
every transmitter and every receiver. We also need to assume a constant and
known sound speed, and therefore the calibration needs to be perform in the
conditions of no wind and constant known temperature (from which we can
compute the sound speed). In the first approximation, we can assume that all
the transducers have the same time delay. Then, the calibration is possible if
we have at least 5 transmitters and 5 receivers, what results in 25 time-of-flight
measurements. The unknowns are the 2 × 10 = 20 unknowns position coor-
dinates, minus two unknowns for one reference point (since the measurements
determine the relative distances), and plus one unknown for transducers’ de-
lays that are assumed to be equals. For the reference point, it can be assumed
that the position of the first transmitter is known. Having more transducers
will result in having more measurements than the number of unknowns. The
system of equation is then solved in the mean squared sense.
In this way the positions are determined up to the precision of 5mm, for
the distances of 1m, and the delays of the transducers are calculated within
the accuracy of 15µs. Obviously, this is not enough for estimating the abso-
lute temperature but since the error is mainly systematic its influence can be
canceled when estimating only the temperature variation from a fixed known
temperature value.
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7.5 Results
In our experiment, we estimate the temperature distribution around a hot
plate placed inside the ring setup(see Figure 7.1). The calibration is done with
respect to a room temperature (22◦C), and only the temperature variation is
computed. The used transducers are not omnidirectional and have a beamwidth
of 50 degrees. Therefore, we do not consider every transmitter-receiver pair,
but only the receivers that are inside the transmitting beamwidth, as shown in
Figure 7.9. The total number of measurements is, thus, equal to 12×6 = 72.
The region of interest is divided into triangular cells and the linear interpolation
is assumed. There are 38 unknowns that represent the nodal points. We
took the measurements over short time intervals (5s) in order to check for
the consistency of the reconstruction. In Figure 7.10 we show the consecutive
reconstructions. They all reveal the presence of the heat source, and we can see
that the reconstruction is consistent. In Figure 7.11, we show the reconstruction
computed as the average from the reconstruction presented in Figure 7.10. As
expected, the average reconstruction has less artifacts on the edge of the region
of interest.
It is difficult to evaluate the accuracy of the measurements other than vi-
sually or with point measurements. We have used four temperature SHT15
sensors arranged along the line shown as the dashed line in Figure 7.11. The
measurements obtained from these sensors showed that the temperature differ-
ence between the center of the heat source and the edge of the ring was 2◦C.
We believe that the difference comes from different practical issues related to
the schildering effect of this sensors. Namely, the sensors measure only the
temperature of the sensor itself, and it is up to the user to insure that this
temperature is equal to the temperature we actually want to measure. How-
ever, this is just one more advantage of the acoustic tomography methods, they
always measure the temperature in the air (or any other medium).
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Figure 7.9: The beamwidth of the transducers is 50◦, and we only consider
trajectories inside that beamwidth.
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Figure 7.10: Temperature distribution around a heat source for three consecutive
measurements.
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Figure 7.11: Average temperature distribution computed form the reconstructions
shown in Figure 7.10.
7.6 Conclusions
In this chapter, we showed that the acoustic tomography in the atmosphere
has potentials to be an inexpensive and still efficient technique. Although not
used in this phase, the experimental setup can be directly extended for the
measurements of solenoidal wind fields. The full wind reconstruction would
required the angle-of-arrival measurements that can be realized with acoustic
dipoles.
Measurements of sound propagation over great distances are remarkable,
but it is also important to say that the time and effort to apply the tomo-
graphic method on a large scale are high. Therefore, our guess is that greatest
scientific returns will come from acoustical studies at smaller scales, for which
the possibilities seem unlimited. We anticipate that the acoustic tomography
in the atmosphere will find its main application in resolving small scale tem-
perature and wind variations with high resolution.
Chapter 8
Conclusions
The variety of existing tomography methods and their irreplaceable role in
many areas of basic research, medicine and technology describes best how suc-
cessful these methods are. Their success stems from their non-invasive nature
and the fact that they can collect an amount of data proportional to the square
of the number of sensors. More specifically, each of many of the tomography
disciplines profits from the particular nature of the energy used to probe the
measured fields. In this sense, acoustic signals, used in acoustic tomography,
showed an extraordinary potential in imaging many properties of the medium,
specifically, in the three applications of interest considered in this thesis. The
ultimate goal of this thesis was to advance the use of acoustic tomography for
breast screening, thermal therapy monitoring, and measurements in the atmo-
sphere, by proposing new improved methods for acoustic signal acquisition and
new methods for reconstruction of the measured fields.
8.1 Summary
Inverse problem in acoustic tomography
Acoustic tomography is an inverse problem, and it aims at recovering scalar
and vector properties of the observed medium. Trying to image vector prop-
erties of the medium fundamentally differs from imaging the scalar properties,
as the line integrals of a vector function only allow to recover the solenoidal
part of the vector field. We pointed out that this essential phenomena is left
out in the literature of acoustic tomography in the atmosphere. This has an
unpredictable effect on the reconstruction and perpetuates the incorrect belief
that the inverse problem is ill-conditioned while it is ill-posed. As a solution,
we suggested a new set of measurements, related to the angle-of-departure
and angle-of-arrival of the sound wave. These additional measurements to-
gether with the classical time-of-flight measurements allow full reconstruction
of vector fields, and moreover, the reconstruction is now physically realizable
in acoustic measurements.
Three reconstruction methods for acoustic tomography problems are pro-
posed. The first one is based on quadratic optimization and does not require
any a priori information. The second method builds upon the concept of spar-
sity in order to increase the reconstruction accuracy and resolution. The third
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approach views tomographic reconstruction as a parametric estimation problem
and solves it using recent results on sampling signals with finite rate of inno-
vation. The proposed methods are compared and their respective advantages
are outlined. The first two methods are applied on experimental data as well,
and we emphasized the advantages of using the methods based on sparsity.
Breast cancer detection
In spite of competing techniques for diagnosis of soft tissue that have arisen, no-
tably computerized X-ray tomography, ultrasound remains pre-eminent as the
diagnostic tool able to probe the most subtle changes in tissue condition at high
resolution, low cost, in real time, and in non-ionizing and non-invasive fashion.
Thanks to the 360◦ access, and the soft tissue structure, breast screening can
benefit these immense potentials of ultrasound tomography.
Our own contribution to this contemporary research can be summarized in
two points. First, we introduced the beamforming technique, that, substan-
tially improves the quality of ultrasound tomography images. It enhances the
received signal and improves the SNR, allowing more precise time-of-flight es-
timation even in very inhomogeneous and absorbent tissue. Second, we show
that the reconstruction methods based on sparsity outperform the classical
reconstruction algorithms based on l2-norm minimization of the error. They
also allow for higher resolution comparing to the classical methods and en-
able millimeter resolution still employing the simple ray based theory of sound
propagation.
Thermal therapy monitoring
The development of non-invasive and minimally invasive thermal therapies are
firmly related to the development of imaging techniques needed to guide these
techniques. The non-invasive nature of acoustic tomography and the low cost
implementation, makes it an attractive modality for monitoring thermal ther-
apies. We particularly explored the use of acoustic tomography in monitor-
ing subzero temperatures, since many promising minimally invasive thermal
therapies are based on freezing the cancerous cells. One such technique is
cryosurgery.
We showed that, by measuring sound speed, we can locate and follow the
evolution of frozen regions. This has potentials to be used during cryosurgery
to determine precisely the region of cytotoxic temperatures (e.g. < −20◦).
The problem of strong attenuation that acoustic signals undergo when passing
through frozen tissue can significantly be overcome using the beamforming
technique. However, the increasing frozen region will eventually attenuate the
entire signal. Nevertheless, we are only interested in the edge of the cytotoxic
zone that is usually 1 cm below the leading edge of the frozen region (for freezing
inside a body at 37◦C). As shown in our experiments a depth of up to 3 cm can
be imaged with acoustic tomography.
Temperature monitoring in the atmosphere
Following the successful application of acoustic tomography in seismology and
oceanography, similar methods showed to be beneficial for measuring temper-
ature and wind in the atmosphere.
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We demonstrated the feasibility of temperature monitoring in the atmo-
sphere using a custom-built laboratory-scale tomographic experiment. Practi-
cal solutions related to the measurement of time-of-flight using cheap, off-the-
shelf sensing devices are suggested.
8.2 Future work
Although acoustic tomography is in its nature an estimation problem, many
concepts applied in image processing, as compression, super-resolution, and
denoising, can further improve the estimation quality.
For example, we have already shown that the inverse methods based on spar-
sity are very advantageous in the applications of acoustic tomography. There is
a lot of freedom in choosing the appropriate basis elements to approximate the
field of interest in a sparse manner. The experiences in image compression can
be of a great help. For instance, wavelet expansion can be used whenever there
are sharp transitions in the field, since wavelets can represent sharp transitions
in a very efficient manner. It would be interesting to study the efficiency of
other representations as well.
On the other hand, one of the factors that seriously limits the resolution
capability of the inverse problem is the number of transducers used during the
transmission phase. In the case of uniform sampling the resolution actually re-
lates to the spacing between the transducers. In general, the more transducers,
the better the resolution. In order to increase the number of transducers, e.g.
on the ring, their size has to decrease proportionally. This prevents the use
of cheap, possibly off-the-shelf, sensing devices, which subsequently increases
the cost of the hardware significantly. Instead, we propose to use signal pro-
cessing techniques, referred to as super-resolution [7, 54], in order to increase
the resolution, while keeping the number of transducers fixed. Acquisition in-
volves a setup that can rotate by a given angle or at a given speed. The main
idea is to combine multiple “low-resolution” tomographic measurements ob-
tained for different angles as a means to increase the resolution. This problem
can be treated as a multichannel sampling problem with unknown offsets. It
can then be expressed as a set of equations that are linear in the unknown
signal coefficients, but nonlinear in the offsets. Based on this approach, new
super-resolution methods for unregistered, aliased images have been developed
in [71, 70, 72]. Using similar schemes, we plan to study how low-resolution im-
ages can be optimally combined in order to account for unknown shifts between
the different sets of measurements, for example, due to the movement of the
breast during scanning.
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