,R~`'~7 626 J~~`~`~1 989~`~~3 79 ti`~~J`~G~`~oõ }~o~~`~~~~~Q o5 hoo~~~, i ui ui ui uui i i g i~qi ulii q uĩi ni i oi r pi Abstract An iterative numerical technique for the evaluation of queue length distributions is applied to multi-server systems with queues in parallel in which customers join (one of) the shortest queues upon arrival. The technique is based on power-series expansions of the state probabilities as functions of the load of the system. The convergence of the series is accelerated by applying a modified form of the epsilon algorithm. The shortest-queue model lends itself particularly well to a numerical analysis by means of the power-series algorithm due to a specific property of this model. Numerical values for the mean and the standard deviation of the total number of customers and of the waiting times in stationary symmetrical systems have been obtained for practically all values of the load for systems with up to 8 queues and for a load not exceeding~Ox for systems with up to 25 queues. Further, data are presented for systems with 4 queues and unequal service rates.
The power-series algorithm is a numerical procedure for computing state probabilities and moments of joint queue-length distributions for systems with more than one waiting line, which can be modeled by multi-dimensional (quasi-) birth-and-death processes, cf.
[2], [4] , [10] . The algorithm is based on power-series expansions of state probabilities and moments as function of a parameter of the system, usually the traffic intensity p of the system. With the aid of limiting properties of the state probabilities in light traffic a recursive scheme is obtained for calculating the coefficients of their power-series expansions. It has appeared, however, that the state probabilities of many queueing models possess singularities inside the unit circle in the complex p-plane (it is assumed that the traffic intensity is defined in such a way that the system is stable iff 0( p~1). In all cases considered a bilinear transformation of the traffic intensity is suitable for obtaining convergence of the power-series expansions of the state probabilities over the whole range of values of the traffic intensity for which the system is stable, i.e. the interval (0,1). In order to accelerate the convergence of the power-series expansions of the state probabilities and the moments of the queue-length distributions for systems in heavy traffic (p close to 1) extrapolation methods such as the epsilon algorithm, cf. [4] , [57, [13] , can be applied to partial sums of the series.
Still, the power-series algorithm is an experimental method. It is in general not possible to give upper bounds for errors. But experience has learned that the algorithm provides more accurate results for moderately sized models than simulation does, ín less computing time (once the coefficients of the power-series expansions have been computed, queueing characteristics can be calculated for an arbitrary number of values of the traffic intensity in relatively negligible time).
The power-series algorithm applies in theory to systems with arbitrary numbers of queues, but in practice the size of the models is limited by the amount of inemory space which is available in a particular computer for storing the coefficients of the power series. Procedures for economic use of inemory space during the execution of the power-series algorithm have been developed in [4] . With these procedures it is possible to obtain numerical data for systems with, typically, up to 4 to 6 queues, depending on the structure of' the model, the load of the system, the desired accuracy, and the available memory space.
The power-series algorithm will be applied in this paper to the well-known 'shortest-queue'-problem. In this model there are several service units in parallel, each with its own queue in front of it, and there is one arrival stream of customers who join one of the shortest queues upon arrival and remain in the queue of their choice until they have been served. This model has been investigated by several authors, by means of analytical as well as numerical methods, but usually only in the case of two service units, cf., e.g., [6] , [~] , [8] , [9] , [11] , [12] . The shortest-queue model lends itself particularly well to a numerical analysis with the aid of the power-series algorithm, especially when all service units are identical, because much more coefficients of the power-series expansions of the state probabilities vanish in this model than in other models. This is due to the property that a certain queue can only contain n customers if all queues contained at least n-1 customers at a previous instant during the current busy period (n -2,3,..) We present in this paper numerical values for the mean and the standard deviation of the number of customers in the system and of the waiting times for symmetrical shortest queue models with up to 8 queues (for p~0.8 up to 18 queues and for p~0.7 even up to 25 queues). Further, we consider for these models other quantities of interest such as the amount of work in the system, the difference between the longest and the shortest queue, and the number of servers which are idle but could work if they were able to serve customers who are waiting in other queues. Finally, a system with 4 queues and unequal service rates is discussed.
The organisation of this paper is as follows. are attributed to the queues. This will be described more precisely below.
First the condition for ergodicity of the system will be considered.
:he rate of arrivals to the system is~, and the maximal departure rate of the total system is l~. Hence, the load or traffic intensity p of the systam is in a natural way defined by P :-~~i~.
(2.2) and a necessary and sufficient condition for ergodicity of the system is (2.9) This relation is useful for checking the correctness of computations of the state probabilitiea. Note that (2.9) and (2.8) imply in the symmetrical case in which all servers have the same service rate and all queues have the same weight factor (rj -l~s, yj -1, j-1,..,s):
Pr{Nj-O} -1-p, Pr{C-j} -9, for j-1,..,s.
(2.10)
The following relations which can also be deduced from the balance equa- 
j-1
With induction it follows from (2.11) that for m-0,1,..,
It is readily verified that (2.12), together with (2.9), implies that: (2.22) From this relation the moments of the distribution of Y are found to be:
When the system ís symmetrical, these expressions reduce to
(2.25)
The power-series algorithm
The power-series algorithm will be briefly discussed in this section.
The reader is referred to [2], [4], [10] for more details and a motivation of the method. First, introduce the bilinear mapping of the interval [0,1] onto itself,
Then, introduce the following power-series expansions,
Replace p by 8 in the balance equations (2.6) according to (3.1), and substitute the power-series (3.2) into these equations. Equating the coefficients of corresponding powers of 8 in the resulting equations leads to 9 the following iterative scheme for computing the coefficients of the power-series (3.2): for k-0,1,..,
that the lefthand side of equation ( (3.5) This property can intuitively be explaned by noting that states n for which there exist i and j such that ni-n~~l can only be reached from the empty state by passing throuQh a state in which all coordinates are at least equal to max{nl,..,ns}-1, because arriving customers join one of the shortest queues.
For example, when s-4 then the state n-(3,3,0,1) cannot be reached from the empty state unless there have been at least 2 customers i n queue 3 end 4 ( otherwise the length of queue 1 and 2 could not have become 3); this implies that p(p;3,3,0,1)-0(p10) as p~. 0, this order being the minimum number of arrivals which are necessary to reach a state from the empty state; hence, b(k;3,3,0,1)-0 for k~10-7-3, cf. (3.2).
The amount of computations becomes much smaller for the shortest-queue
model when compared with other models ( with the same number of queues). rats-kl~i f j-astk ( M, l a J a-0.1,. , k-1,. ,s.
( 3.6) This implies that the total number of coefficients that have to be calculated is equal to, for M-As~c, c-1,..,s, A-0,1,.., This implies that the total number of coefficients that have to be calculated is equal to, for M-As4c, c-1,..,s, A-0,1,.., Table  1 gives an overview of these numbers of coefficients, cf. (3.9).
( 3.7) It is interesting to compare these data with data for corresponding M~M~s models, cf. the Appendix (see also [1] ). 5 ). This will be due to the effect that increasing the number of queues leads to more stochastic fluctuations between the lengths of the various queues. When the number of queues increases further, however, these fluctuations will fade, because the average lengths of the individual queues become smaller and smaller. Asymptotically as the number of queues tends to infinity there will be, with probability tending to ono, no customers waiting for service (but their mean holding time tends to infinity); this suggests that E{D} will tend to one and E{J} to zero. We remark that E{D} approaches one from below for low values of p. The above mentioned features will also contribute to the behaviour of the standard deviation of the waiting times. Table 6 contains limits as p T 1 of the following functions:
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