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We consider the asymptotic distributions of suprema of heavily weighted quantile processes. 
We give representations of the limiting random variables in terms of partial sums of independent 
exponentially distributed random variables and Poisson process. There are three different ypes 
of limiting distributions depending on the domain of attraction of extreme value distributions. 
quantile process * extreme value theory * slowly varying functions * Poisson process * R6nyi 
statistics 
1. Introduction 
Let {xi, i~>1} be a sequence of independent identically distributed random 
variables (i.i.d.r.v.'s) with distribution function F. The quantile function of F is 
defined by 
Q(t)=inf{x: F(x)>~t}, 0<t<l .  
Let Xl,n <~ X2,. <~" • • ~< X,~. be the order statistics of Xi, 
empirical quantile function 
Q.(t)=Xk,., (k-1)/n<t<~k/n (k=l,2,. . . ,n).  
1 ~< i <~ n, and define the 
(1.1) 
In this paper we study the tail behaviour of the supremum of the process 
i~,(t)=Q(t)-Q,(t), o<t<l .  (1.2) 
Cs6rg6 and R6v6sz [6, 7] introduce anormalized version of/~,, the so called quantile 
process 
p,,(t)=nl/2f(Q(t))(Q(t)-Q,(t)), 0<t<l .  (1.3) 
Of course, they assume that the density function of F, f exists and it is positive on 
(tF, tF), where tF =sup{t: F(t)=0} and t F =inf{t: F ( t )= 1}. We use the notation 
tF=Q(O) and tF= Q(1). 
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Let U~, 1 <~ i~ < n, be independent uniform-(0, 1) r.v.'s with their corresponding 
order statistics U~,. ~ U2.. ~<" • • <~ U.,. and uniform empirical quantile function 
U.(t)=Uk.., (k -1) /n<t<-k/n (k=l , . . . ,n ) .  (1.4) 
Then 
{Q.(t), o< t < 1} = {Q(u,,(t)), o< t < 1}. (1.5) 
Csfrg6 and Horv~ith [2] study the limit distributions of 
sup Ip.(t)l/(t~L(t)), 
1/ (n+l )~ t~kn/n 
where L is a slowly varying function at 0+, i.e., L is measurable, positive and 
lim L(At)/L(t) = 1 for all A > 0. (1.6) 
t -~O+ 
They also assume that {k., n/> 1} is a sequence of positive numbers uch that 
l<.k.<~n, k.~oo and kJn~O, as n-~oo. (1.7) 
In this case k~ is called an intermediate s quence. One of the main results in Cs6rg6 
and Horv~ith [2] is that the asymptotic behaviour of supl/(.+l)~ t k./,, IP. (t)[/(t ~L(t)) 
does not depend on F, when -oo < v <~ ½, but it does, when ½ < v < oo. This means 
that in the latter ease the limit distribution is completely determined by the extreme 
and/or  intermediate order statistics. In this exposition we provide a more detailed 
connection between extreme order statistics and the tail behaviour of the supremum 
of weighted quantile processes. 
The asymptotic distribution of XI.. has been extensively investigated. Gnedenko 
[ 12] gives necessary and sufficient conditions on F under which there exist sequences 
a (n)>0 and b(n) such that the normalized minimum (X l , . -b (n ) ) /a (n )  has a 
nondegenerate limiting distribution. The limiting extreme value distribution is one 
of the following three functions: 
1, ifx>~O, 
LI,~,(x)= l_exp(_lx]_.~) ' i f x<O,  
~1 - exp(-x~'),, ifx>~O, 
L2'v(x) = [0 ,  i fx  < 0, 
and 
L3.o(X) = 1 - exp(-exp(x)),  -oo < x < oo, 
where y is a positive constant. The distribution function F is said to belong to the 
domain of attraction of Li, v (F  ~ ~ (Li, v)), i = 1, 2, 3, if there exist sequences a (n) > 0 
and b(n) such that 
lim P{(XI,,, - b(n))/a(n) <~ x} = L,,v(x ) for all x. 
yl --~ OO 
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A detailed'account on the characterizations of the domain of attraction of Li.~ can 
be found in de Haan [8] and in Galambos [11]. Here we prove that if F~ ~(L~)  
for some i = 1, 2, 3, then this completely determines the limit distributions of heavily 
weighted quantile processes. 
We consider only the supremum of the absolute value of the weighted processes. 
One can deal with the supremum and infimum of these processes in a similar way, 
and we spell out these results when we have exact formulae for the limit distribution 
functions. All our results will be formulated near zero. Versions of our results for 
the asymptotic behaviour of weighted quantile processes near one can be easily 
formulated. 
Without loss of generality we can assume that the underlying probability space 
(/7, M, P) is so rich that it accommodates all the r.v.'s and processes introduced so 
far and also later on. Throughout his paper {Si, i 1> 1} stands for partial sums of 
i.i.d, exponential r.v.'s with expectation 1. Let also 
0, i fO~ t~$~,  
N( t )= i, ifSi<t<~Si+~ ( i=1 ,2 , . . . ) ,  
be the corresponding left-continuous Poisson process with jump points {S~, i~  > 1}. 
. Domain  o f  attract ion o f  L1, ~, 
If Y > 0 and - 1/Y - ½ < v < oo then by the law of the iterated logarithm for partial 
Yl = YI(T, v)= sup 
sums 
l~t<oo 
is a proper r.v., where 
t- ' l~-q( S~,~+,l t) -'I 'Y- 11 (2.1) 
= f integer part of x if x is not an integer, 
Ix] i x -  1 i fx  is aninteger. 
Using the Poisson process {N(t) ,  t I> 0}, we can give an equivalent expression for 
Y~. In order to do this, first we define the following r.v.'s: 
i*= i*(Y, v) = inf{i: i < (Tv/(1 + yv))-~Si+, <~ i+ 1} 
and 
j* =J*(T, v)=sup{i:  i < (~/v/(1 + Tv))-'S,+, ~< i+ 1) 
( inf0 = oo and sup 0 = -oo). It follows from the law of large numbers that P{j* = oo} = 
0, if Tv/(1 + Tv) # 1. Let 
C-11~/-v yl.~ = ,-,ff+~ (Tv), if 1<~i*<oo, 
0, if i* = oo, 
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{o-1/~-~f yv ) 
Y1,2 = ,-'sr+l \ l+-y~, 
O, 
~/ly~l, if l~ j *<~,  
i f  j~* = -oo .  
In the first step of the proof of Theorem 2.1 we show that the r.v. defined by (2.1) 
is equivalent o 
Ply Y,,,, 
Y*= I71, 
I~lv YI,:, 
almost surely, where 
i f0< v<oo, 
i f -1 /y~ < v~<O, 
if -1 /7 -½< v-1 /y ,  
I71 = sup (N( t ) ) - l / v -~ l ( t /N( t ) ) - l / v - t  I 
S l<t<oo 
and a v b = max(a, b), a ^  b = min(a, b). 
(2.2) 
Theorem 2.1. Let -1 /  y<~ v < oO and k, be as in (1.7). I f  F ~ ~(Ll.v), then 
I I ° sup (nt)_ l /v_ . Q,,(t) 1 ---) Y1(y, v), 1/(n+l)~t<~kn/n Q(t) 
as n ~ oo, and Y1 = Y*I almost surely. 
(2.3) 
Proof. First we show that the r.v.'s in 
-1 /y -½< v<oo.  It is easy to see that 
sup x-1/~-~l(S~x~+l/x)- l /~'- 11 
l~x<OO 
(2.1) and (2.2) are the same whenever 
=ISV~/~-ll v sup sup x-1/~-~l(s,+dx)-l/~-ll. 
1~ i<oo i<x~i+l  
The sign of 
d (x__l/3,_ v ¢-- l /y~--v'~ X--e-- l(  t'~--l/y -,..,+, .~ 1= vo,+, - (1 /y+v)x  - ' /~) 
dx 
does not depend on x when -1/y<~ v~<O, so in this case 
sup x-1/~-q(S,+l/X)-'/~-ll 
i<x~i+,  
= (i-1/~-~[(S,+d i) - ' /~ - 11) v ((i + 1)-'/~-~l(s,+d (i + 1))-l/~ _ 11). 
If v~ [ -1 /3 ,  0], then 
sup x- l /~-~l (S ,+ l /x ) - l / * - l [  
i<x~i+l  
= i- l /~-"[(S,+l/ i )  - l / v -  II v (i + 1 )- l /v-' l(S,+l/( i  + 1 ))-l/v _ II 
1 • 
s+1o,+1 ,1+. . ,  
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where I{A} is the indicator function of the event A. An elementary calculation gives 
IS7'/~-11 v sup {i-~l'-~l(Si+~/i)-~/'-I [ 
1<~.i<oo 
v (i+ 1)-llv-"l(Si+ll(i+ 1)) - l / v -  1} 
= sup (N( t ) ) -~ i ' -~ l ( t /N( t ) ) -~ lV - l l .  
S l</<o0 
If v > O, then 
Zv__ ,'~-'/¢. ¢-'/'r-,' 1 sup I i<  l+yv]  ..,+,~<i+1 ~.i+, +}v'/ ('yv)= Yi, 
1~i<oo 
and if v<-1 /% then {( } ( )l+y 
,.,<oosup S i < 1 + ~/v] "'+' ~< i+ 1 S,+, l+~v Ir,I = Y,,2, 
and therefore the equivalence of (2.1) and (2.2) is proven. 
Next we show that 
@ 
sup (nt)-~l(U.(t)/t)~-l l--~ sup 
l l (n+l )~t~kn/n  l~t<oo 
t - : l (Sv l / t )  ~ - 11 
for all -½ < a < oo and -oo </3 < oo. It is well known that 
(2.4) 
@ 
{Uo, , l~ i<~n} = {Sil&+,, l <<-i<~n} 
and therefore 
@ 
{ U. (t), 0 < t < 1} = {Si.t;+~/S.+~, 0 < t < 1}. 
One-term Taylor expansion and the central imit theorem give 
sup 
l / (n+l )~t~kn/n  
n 
=Op(1) 
Sn+l  
= Ov(1)n -1/2 
- 1 ] sup u -~ 
m 
I n/ (n+l ) '~u~k.  
sup u -~ = op(1) 
n/ (n+ l )~u~kn 
by (1.7). Thus we have that 
(2.5) 
n -<~ sup t-~i(U.(t)/t) t3 1[ ~ - = sup 
l l (n+l )~t~kn/n  l~t~k n 
t- ' l (Svi+ff t )  ~ - 11 + o~(1). 
Applying the law of the iterated logarithm for partial sums we get that 
sup t-~i(S[,l+~/t)t3-1l=Op(1), 
which completes the proof of (2.4). 
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Now we can easily deduce (2.3) from (2.4). It follows from Theorem 2.3.1 and 
Corollary 1.2.1.5 of de Haan [8] that F~ ~(Ll,v) if and only if 
Q(t)=t-1/vG(t), 
where -G( t )  is a slowly varying function at zero. 
de Haan [8] we get from (2.6) that 
lim sup ] O(tx) - ' / ' l  v-'O+a<-x<-b Q(t---~ -x  =0 (2.7) 
for all 0< a ~< b <oo. By Wellner [18] (of. also R6nyi [14]) we have 
(2.6) 
Using Corollary 1.2.1.4 of 
sup (U.(t)/t)v(t/U~(t))=Oe(1), (2.8) 
1/(n+l)~t<~n/(n+l) 
thus (2.7) implies 
(n t ) - l / ,  -~ 
Q(U,(t)) 
Q(t) 
(Un( t ) / t )  -1/~ =op(1). (2.9) sup 
1/(n+l)~t~kn/n 
Using now (1.5), (2.9) and (2.4) with a = 1/3'+ v and fl = -1/3" we obtain (2.3). 
If we assume that the density of F exists then we can extend Theorem 2.1 to 
the case of -1/3" -½< v < oo. We use von Mises' sufficient conditions for the domain 
of attraction of Ll,v: 
CI: f=  F' is positive on (-oo, Xo] for some Xo and 
l im Ixlf(x) = 3' > 0. (2.10) 
x.-oo F (x )  
We note that i f f  is non-decreasing on (-oo, Xo] and F ¢ ~(L~.,),  then (2.10) holds 
(cf. Theorem 2.7.1 in [8]). 
Theorem 2.2. Let -1 /7 -½< v<oo and k. be as in (1.7). 
L I ° sup (n t ) _ l /v_  v Q.(t) 1 ---> YI(T, v), l/<.+l)~t~k./. Q(t) 
as  n --> oo. 
I f  F satisfies CI, then 
Proof. Using Corollary 1.2.1 of de Haan [8] we obtain that (2.6) holds and also 
f (  Q( t) ) = tl/V+l K ( t) (2.11) 
by (2.10), where K(t) is a slowly varying function at O+ satisfying 
lim G(t)K(t )= y. (2.12) 
t~0+ 
Let D(t)= Q(t-v), 1~ < t<oo. Then (2.6) and (2.11) imply 
D'( t )=-3, /K( t -v) ,  l<t<oo. (2.13) 
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It follows from (2.5), (1.7) and the law of large numbers that 
sup U.(t)=Op(1), 
l / (n+l )~t~kn/n  
(2.14) 
One-term Taylor expansion, (2.13), (2.14) and (2.6) give 
sup 
1/(n+l)~t~kn/n 
(n t ) - l / v -~ 
Q.(t) 
Q(t) 
° I I = sup (nt)_,/~_ ~ Q(U.(t))  1/(.+l)~t~k./. Q(t) 1 
= sup (nt)- ' /~-' lD((U~(t))- l /~)-D(t- ' /~)l/ lQ(t) l  
l/(n+l)~t<~kn/n 
1 = sup ~/(nt) --I/T--u 
1/(n+l)~t~kn/n G( t)K (~,,( t) ) 
I(U.(t)/t)-'/~-ll, 
where 
t^ U,,(t)<~.(t)<~tv Un(t). (2.15) 
Applying (2.8), (2.1), and Corollary 1.2.1.4 of de Haan [8] we get 
sup IK ( t ) /K (~( t ) ) - l l=op(1) .  
1/ (n+l )~t~kn/n  
(2.16) 
Thus we obtain from (2.12), (2.16) and (2.4) with a = l /T+ u a ,d  fl = -1 /y  that 
sup 
1/(n+ l )~t<~kn/  
K(~. ( t ) )G( t ) -1  (nt)- ' /~- ' l (U~(t) /t) - ' /~- l l=op(1).  
Hence Theorem 2.2 follows from (2.4). 
We can use Theorems 2.1 and 2.2 to obtain similar results for the weighted/~, 
and p, processes. Observing that if I is a slowly varying function at 0+, then 
sup (nt)_ 8 l(1/n) [ 
~/(.+l)~t~k./. l( t'-----)-- - 1 I = O(1) (2.17) 
for all 8 > 0 (cf. (4.35) in [2] or Theorem 2.7 in [3]), we get the following corollary. 
Corollary 2.1. Let L be a slowly varying function at O+ and k~ as in (1.7). 
(a) I f  - l /T< u<oo and F~ ~(L1.~), then 
n-VL(1/n) 
sup [~,,(t)l/(t"L(t))--> Y~(T, v), 
IQ(lln)l l/(n+l)~t~kn/n 
as  n --> oo. 
(b) I f  1< T < oo F satisfies C1, then 
1 nl/2_.L(1/n ) sup 
'y l / (n+l )~t~kn/n  
lp~(t)J/(t*L(t))~ Y~(% ~'- I -  I/~/), 
as  n ->00. 
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Now we compute the limit distributions of the quantile versions of the Rrnyi 
statistics. Let 
t l ,  oo C(x)= exp( -1 /x )+ E k=l  
[0, 
(k - 1) k-I exp(-k/x) 
k!x k 
if 1 <~x<oo, 
i f0<x<l ,  
if -oo<x<~0. 
Corollary 2.2. Let k, be as in (1.7). If Fe ~(L~,v), then 
(Q,,(t)- Q(t))/Q(t) <~ x} 
i f0<x<oo,  
i f -oo<x~0,  
f 
lim P / sup 
n~oo L1 / (n+l )<~t~kn/n  
={1- (x+l )  -v, 
0, 
and 
lim P /  sup (O(t)-Q.(t))/O(t)<~x} 
n--~oo L1 / (n+l )<~t~kn/n  
1, i f l~x<oo,  
= 1 -C( (1 -x ) ' ) ,  i f0<x<l ,  
0, i f -~<x<~0.  
(2.18) 
(2.19) 
Proof. Similarly to the proof of Theorem 2.1 one can show that 
sup ( Q,,( t)/ Q( t)- l )--~ sup (t/N(t))-l/v-1 (2.20) 
1/(n+ l )~t~kn/n  S l<t<oo 
and 
sup (1-Q,,(t)/Q(t))--~ 1-  inf (t/N(t)) -1/~. (2.21) 
1/ (n+l )~t~kn/n  S l<t<oo 
By Theorem 1 of Pyke [13] (of. also Problem 8 on page 69 of Tak~ics [15]) we have 
! } {1-1/x, ifl<x<oo, 
P sup (N(t)/t)<-x = (2.22) 
t s,<t<oo 0, if -oo < x <~ 1, 
thus (2.20) implies (2.18). 
Let E,(t) = ( I /n)  # {1 ~< i<~ n: Ui ~< t} denote the uniform empirical distribution 
function. Mason [16], and CsSrgr, Horwith and Steinebach [4] prove that 
lim P I  inf E,,(t)/t<~x} =P! inf (N(t)/t)<~x}. 
n~oo L U l ,n~t~l  LS l<t<°°  
However, the limit distribution of infu,.n~,.~ E.(t)/t 
Chang [1] (cf. also Rrnyi [14]), and thus we get 
P/  inf (N(t)/t)<~x}=C(x). 
k Sl < t <oo 
Now (2.19) follows from (2.21) and (2.23). 
has been calculated by 
(2.23) 
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3. Domain of attraction o f / .~  
We start again with the definition of the limiting r.v. Let 
I:2 = Y2(Y, v )= sup tl/v-"l(S[tj+l/t)l/v--1 [. 
l~<t<oo 
If y>O and l /y -½< v<oo, then Y2 is a proper r.v. Using the r.v.'s 
,,,% : in, I,:, < ( o, + 1} 
yv-  1 
and 
{ } j*2=j*2(% v)=sup i: i< y~- I  Si+'<~i+l 
(3.1) 
we can give an equivalent form of I:2 in (3.1). An elementary calculation shows that 
if l / y< v<oo, 
if ( l / y -½)  vO~< v<~ l /y ,  
if l / y -½< u<0 
(~:v Y:,,, 
Y*--iv:, 
I.Y2v Y2,=, 
is the same almost surely as the r.v. in (3.1), where 
I72= sup (N(t))]/~-~l(t/N(t))]/~-l] ,  
Sl<t<oO 
Y2,]=~ °i$+] \ yv -1  (yv), i f l~<i*<oo,  
(0, if i2" = co, 
[o,/~_~[ yv \'-~" / if 1 <~j2* <oo, 
if j*  = -oo. 
and 
We note again that P{j* = oo} = 0, if yv / (yv -  1)# 1. 
Theorem 3.1. Let 1/y<~ v<oo and k~ be as in (1.7). I f  Fe  ~(L2,T), then 
sup 
l/(n+l)~t~kn/n 
Q,(t) -Q(O) 1 ---* Ye(Y, u), 
Q(t)-Q(O) 
as n-~ oo and Y2 = Y* almost surely. 
ProoL Using Theorem 2.3.2 and Corollary 1.2.1.5 of de Haan [8] we obtain that 
Fe  ~(L2.~) if and only if -oo< Q(0)= tF and Q( t ) -  Q(0) is 1/y-varying at 0+. 
The proof goes along the lines of that of Theorem 2.1, so we only sketch it. We 
have to use (2.4) with a-v -1 /y ,  /3=l /y  and we must replace (2.6) with 
1/y-regularity of Q(t ) -  Q(O) at 0+. 
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Von Mises' sufficient condition for F 6 ~(L2,,) is 
C2: -oo< tF = Q(O), f=  F' is positive on (tF, x0] for some Xo and 
(x-Q(O))f(x) 
lim - y > 0. (3.2) 
x-,,~+ F(x) 
If we also assume that f is non-decreasing on (tF, Xo], then (3.3) is a necessary and 
sufficient condition (of. Theorem 2.7.2 in [8]). 
Theorem 3.2. Let 1/ y-½< 1,,<oo and k, be as in (1.7). l f  F satisfies C2, then 
sup (nt)l/v-v[ Q"(t)-Q(O) [ ~ - 1 - - .  g (7, 
as n --> a3. 
Proof. Without loss of generality we can assume that Q(0)= 0, and therefore 
Q(t)f(Q(t)) 
l im - y (3.3) 
t t-~O+ 
by (3.2). Using again Corollary 1.2.1 of de Haan [8] we get 
Q(t)=t'/VG(t) (3.4) 
and 
f (Q( t ) )  = tl-1/VK(t), (3.5) 
where G(t) and K(t) are slowly varying functions at O+ satisfying 
lim G(t)K(t)= y. (3.6) 
t-)O+ 
The rest of the proof is similar to that of Theorem 2.2. Let D( t )= Q(t*), 0< t< 1, 
now. Then (3.5) implies 
D'(t)=y/K(tV),  0<t<l .  (3.7) 
Using (1.5), (3.4), (3.7) and one-term Taylor expansion we get 
sup (nt)l/v_~] Q,,(t) 11 1/(n+l)~t~kn/n Q(t) 
= sup (nt) '/v-" Y I(u.(t)lt)'/~-ll, (3.8) 
,/<.+l)~,~k./. K(~.(tDO(t) 
where ~,(t) satisfies (2.5). Theorem 3.2 now follows from (3.8), (2.16), (3.6) and 
(2.4) with a = v - 1/Y,/3 = 1/Y- 
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By (2.17) we can apply Theorems 3.1 and 3.2 for weighted/z,, and p,, immediately. 
Corollary3.1. (a) Let L be a slowly varying function at O+ and k~ as in (1.7). 
(a) I f  l / y< v<~ and F~ ~(LI,v), then 
n-~L(1/n) 
sup  
Q(1/n) -Q(O)  ,/O,+,)~,.~k./,, 
I/~.(t)l/(t~L(t))~ Y~(y, v), 
as n~oO. 
(b) / f  ½ < z < oo and F satisfies C2, then 
1 nX/2_~L(1/n ) sup 
~/ l / (n+l )~t~kn/n  
f~ 
[p,(t)l/(t~L(t)) "-> Y2(y, ~+ 1 /y - l ) ,  
as n --> oo. 
Only the special case of Corollary 3.1 when F ( t )= t, 0<~ t~<l, (uniform-(0, 1) 
distribution) has been investigated up to now. Assuming F(t)  = t, 0 <~ t~< 1, Mason 
[16] (of. also Cs6rg6 and Mason [5]) proves Theorem 3.3 when ½< z~ < 1 and L(t) = 1, 
and Cs6rg6 and Horvfith in [2] extend this result to the case of ½< ~" < oo and L is 
an arbitrary slowly varying function at zero. 
By (2.22) and (2.23) we have explicit formulae for the limit distributions of the 
R6nyi type statistics. 
Corollary 3.2. Let k~ be as in 
lim P{ sup 
n..~oo 1 / (n+l )~t~kn/n  
(1.7). I f  F~ ~(L2.v), then 
(Q . ( t ) -Q( t ) ) / (Q( t ) -Q(O) )<~x} 
= {1-C( (1  +x)-V), i f0<x<oo,  
0, if -oo < x <~ 0, 
and 
lim P /  sup (Q( t ) -Q . ( t ) ) / (Q( t ) -Q(O) )<~x} 
n-~Oo t l / (n+l )~t~kn/n  
1, i f l  ~<x<oo, 
= 1 - ( l -x )  v, i f0<x<l ,  
0, i f -oo<x<0.  
4. Domain of attraction of L3, o 
One-term Taylor expansion and the law of the iterated logarithm give that 
Y3 = Y3(v)= sup t-"llog(Si,l+l/t)[ 
l~t<oo 
(4.1) 
68 
is a well-defined r.v. 
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-½ < v < oo. We can express Y3 in terms of the Poisson 
i3" = i*(v) = inf{i: i < exp(1/v)S~+l <<- i + 1}, 
j*3 =j*3(v)=sup{i:  i<exp(1/v)S ,+l  <-i+ 1}, 
y3 ,=(S , -~, / (ve) ,  i f l<~ i*<oo, 
' [0 ,  i f  i *  = ~, 
2= ( S; Llvel, 
" [0 ,  
if 1 ~<j3* < oo, 
if j*  = -oo, 
I~'3 = sup  Ilog(t/N(t))l. 
S l<t<oo 
We also note that P{j*  = oo} = O. One can easily show that 
A 
Y*= 
Y ,2, 
i f0< v<oo, 
if v=0,  
i f -½< v<0,  
can be different from Y3 of (4.1) with probability zero only. Let a(t) = Q(et) - Q(t). 
Theorem4.1. Let 0<~ v<oo and k, be as in (1.7). I f  F~ ~(L3 ,o )  , then 
sup  (nt) -~ 
l / (n+l )~t~kn/n  
Q~(t ) -Q( t )  
a(t)  
"-> 
as n -> oo, and Y3 = Y*  almost surely. 
Proof. First we show that 
sup (nt)-~llog(U.(t)/t) l---~ sup t-~llog(S~,~+l/t)l, (4.2) 
1/ ( n+ l )~t~kn/  n l~<t<oo 
i f -½< t~ < oo. Applying (2.5) we obtain 
n -~ sup  t-~llog(U.(t)/t)l 
1/ (n+l )~t~kn/n  
sup  
n/  ( n+ l )<--tn~kn 
t-~' Ilog(Sl,l+l/t) + log(n/&+OI 
- sup  t-~llog(Soj+l/t)l+Op(1), 
l~t~k  n 
because 
sup t -~] log(n/S ,+l ) l=Op(1)n -1/2 sup t-~ =Op(1). 
n/  ( n+ l )~t~k n n /  (n+ l )n~t~k n 
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It follows from the law of the iterated logarithm that 
sup t-~llog(Siq+~/t) I=oP(1), 
kn~t<oo 
which completes the proof of (4.2). 
By a result of Mejzler [17] (cf. Theorem 2.4.1 in [8]) F belongs to the domain 
of attraction of L3,o if and only if 
Q(tx) -Q( t )  logx 
lim 
t-.o+ Q(ty) -Q( t )  logy (4.3) 
for all positive x and y (y ~ 1). This means that F e ~(L3,o) if and only if Q belongs 
to de Haan's II class at 0+ (cf. de Haan [10]). The function a(t) is called auxiliary 
function by de Haan [10]. We get from (4.3) 
lim sup I tx) O ] ]Q( ~.~( t ) _ logx[=O (4.4) 
t~O+ a<~x<~b l U ~ t 3  I 
for all 0< a ~< b, and also that a(t) is a slowly varying function at 0+. Applying 
first (1.5) and then (4.4) with (2.8) we obtain 
sup (nt) -~ 
l / (n+l )~t~kn/n  
Q,,(t) -Q(t)  
a(t) 
sup 
1/ (n" t -1 )~ t~ kn/n 
= sup (nt ) -~l log(U.( t ) / t ) l+op(1) .  
1/(n+l)<~t~kn/n 
Thus the result follows from (4.2). 
Von Mises gives the following sufficient condition for F e ~(L3,o): 
C3: f = F' is positive on (tF, Xo] for some Xo and 
f 
x 
lim f (x)  F(u) du = 1. (4.5) 2 
De Haan proves in his Theorem 2.7.3 that if f is non-decreasing on (tF, Xo], 
then (4.6) is a necessary and sufficient condition for F~ ~(L3,o). CsiSrg6 and 
Horwith [2] consider the limiting distribution of the supremum of the weighted 
p, under a different condition. Namely, if we let D (t) = Q (e t), _ oo < t < 0, then they 
assume that 
C'3: D'( t) = (-t)~R( t), -oo < fl <oo, where R( t) is a slowly varying function at 
~00 . 
First we prove that condition C'3 implies C3. 
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Proposition 4.1. I f  C'3 holds, then C3 is satisfied. 
ProoL It is easy to see that (4.5) holds if and only if 
f (  Q( t ) ) Sto u/f( Q( u ) ) du 
lim - 1. 
t~o+ t 2 
By Theorem 1.2.1 of de Haan [8] (4.6) is equivalent to 
f (Q(t))=tK(t) ,  
where K(t) is a slowly varying function at 0+. 
D'(t)=et/f(Q(e')), 
(4.6) 
(4.7) 
By the definition of D(t) we have 
(4.8) 
and therefore C'3 implies that K(t)= (- log t)-o//~(log t) in (4.7). The proof of 
the proposition is now complete. 
We can easily give a condition which is equivalent to C3: 
C*'3: D'(t)= R(et), -oo< t<0,  where R(t) is a slowly varying function at 0+. 
Observing that 
D'(t) = 1/K(et), (4.9) 
the proof of Proposition (4.1) immediately implies 
Proposition 4.2. Condition C3 holds if and only if C*'3 is satisfied. 
We note that Proposition 4.2 also follows from Lemma in de Haan [9]. 
Thoorem4.2. Let -½< 1, < oo and k~ be as in (1.7). I f  F satisfies C3, then 
sup 
1/ (n+l )~t~kn/n  
(nt)_ l Q.(t)-Q(t) 
a(t) --, r3( 
as  n ---> oo. 
Proof. One-term Taylor expansion, (1.5) and C*'3 give 
sup (nt)-"l O"(t)-O(t) I 
1/(n+l)~t~kn/n "a-~i 
= sup (nt) Ilog(U.(t)/t)l, 
1/ (n+l )g t~kn/n  a(t) 
where ~,(t) satisfies (2.15). On account of 
f f '  
a(t )=Q(et) -Q(t )= (R(s)/s)ds 
and (4.7)-(4.9), we get 
lira a(t)/R(t)= 1. 
t'-~'O+ 
(4.10) 
(4.11) 
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Using now (4.11) with (2.15) and (2.8) we have 
[ R(~(t) )  
sup 1 = Oe(1), 
1/(n+l)~tgk./n a( t) 
and therefore (4.10) and (4.2) imply the result. 
Combining (2.17) with Theorems 4.1 and 4.2 we can get similar results for the 
weighted quantile processes/z, and an. The second part of the following corollary 
has been proved by CsSrg6 and Horvfith [2]. They assume C'3 instead of C3. 
Corollary 4.1. Let L be a slowly varying function at O+ and k, as in (1.7). 
(a) I f  0 < ~ < oo and F ~ ~(L3,o), then 
_~L(1/n) 
n sup II~n(t)l/(t~L(t)) --'~ Y3(~'), 
a(n) ll(,+l)~t~k.I, 
as n--, ~ .  
(b) I f  ½ < z < 00 and F satisfies C3, then 
nl/2- 'L(1/n) sup Ip,(t)[/(t~L(t))-> Y3('r- 1), 
1/(n+l)<~t<~kn/n 
as n~oo. 
By (2.22) and (2.23) we can compute again the limit distributions of the R6nyi 
type statistics. 
Corollary4.2. Let k~ be as in (1.7). I f  F ~ ~I(L3,o)  , then 
l ,1 
lim P sup 
n--~oo 1/(n+l)~t~gkn/n 
(Qn( t ) -Q( t ) ) /a ( t )<~x} 
= {1-  C(e-X), i f0<x<oo,  
0, if -oo < x <~ 0, 
and 
lira P /  sup 
n--*oo Ll/(n+l)~t~gkn/n 
(Q( t ) -Q , ( t ) ) /a ( t )<~x} = 
1 - e -x,  
O, 
i f0<x<oo 
i f -oo<x<~0. 
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