Finding the optimal parameters and functions of iterative methods is among the main problems of the Numerical Analysis. For this aim, a technique of the stochastic arithmetic (SA) is used to control of accuracy on Taylor-collocation method for solving first kind weakly regular integral equations (IEs). Thus, the CESTAC 1 method is applied and instead of usual mathematical softwares the CADNA 2 library is used. Also, the convergence theorem of presented method is illustrated. In order to apply the CESTAC method we will prove a theorem that it will be our licence to use the new termination criterion instead of traditional absolute error. By using this theorem we can show that number of common significant digits (NCSDs) between two successive approximations are almost equal to NCSDs between exact and numerical solution. Finally, some examples are solved by using the Taylor-collocation method based on the CESTAC method. Several tables of numerical solutions based on the both arithmetics are presented. Comparison between number of iterations are demonstrated by using the floating point arithmetic (FPA) for different values of ε.
Introduction
The first kind IEs are among of the important problems in the Applied Mathematics which have many applications in mathematical sciences and engineering [24, 25, 28, 29, 39, 43, 44, 52, 62, 63, 58, 53, 56, 54, 55] . Many authors have investigated analytical or numerical methods to solve the first kind IEs [16, 29, 35, 36, 43, 50, 62, 56, 54, 55] . Since finding the solution of the first kind IEs by using analytical methods is challenging, especially for applications, thus the numerical methods suggested to solve the approximate solutions specially for ill-posed or singular IEs of the first kind.
In order to solve the the first kind IEs we have several numerical methods such as collocation method [24, 34, 62, 63] , Adomian decomposition method [1, 13, 15] , homotopy analysis method [25, 28, 29, 42, 43] and many others [8, 10, 14, 37, 61, 58, 53, 56, 54, 55] .
The aim of this work is to investigate the following first kind classical Volterra IE 
where the kernel k(r, s) is discontinuous along continuous curves ρ i , i = 1, 2, · · · , m − 1 as 
Finally, we can rewrite Eq. (1) with conditions (2) as follows 
In the last decades, many mathematical schemes have been presented to solve the IEs with jump discontinuous kernels [22, 38, 39, 47, 48, 49, 50, 51, 52] . In this paper, by combining the collocation method with Taylor polynomials the Volterra IE (4) is solved. Recently, many linear and non-linear problems have solved by using Taylor-collocation method [21, 23, 31, 32, 33, 46] .
We know that the mentioned researches are accomplished by using the FPA. In these papers, the numerical results were presented for a special iteration. In [57] (see also [58, p. 274] ), when solving IEs of the type Av = f by the iteration method: v n = (I − A * A)v n−1 + A * f, n = 1, 2, · · · , the following rules for stopping the iteration process were proposed: 1) by the discrepancy, namely, stop at such a number n, for which Av n − f ≤ δ + ξ v n , where f − f ≤ δ, Ã − A ≤ ξ (δ and ξ are the errors of f and A);
2) by the correction, namely, v n − v n−1 ≤ a 1 δ + a 2 ξ (a 1 > 0 and a 2 > 0 are some numbers). It is proved that v − v n → 0 for δ, ξ → 0; however, for finite δ, ξ, finding ε is difficult. Also, generally the efficiency of numerical methods were investigated by applying the traditional absolute error as follows
which depends on the exact solution, the small tolerance value ε and the number of iterations. Now, we can ask how authors can find that which iteration is suitable to stop? If we do not know the exact solution, how we can apply the condition (5)? How we can find the proper value of ε? In this condition, for large values of ε we can not find the appropriate approximation. Because the iterations will be stopped without getting to suitable solution. Also, for small values of ε we will have useless iterations without amending the precision. Thus, according to mentioned problems we can not accept the condition (5) . In this paper, the new arithmetic is suggested instead of traditional arithmetic which is called the SA [9, 17, 18, 19, 20, 59 ]. Thus, we will apply the Taylor-collocation method to solve the first kind Volterra IE (4) based on the SA. Also, the validate and control of accuracy on numerical results are investigated by using the CESTAC method [2, 3, 4, 5, 6, 7] and the CADNA library [11, 12, 30] . By using this method, we can find the optimal approximation, the optimal iteration, the optimal error of numerical methods [26, 27, 41, 42] . Also, the CESTAC method does not have the disadvantages of the FPA. The stopping condition of the CESTAC method is not similar to the FPA. It depends on two successive approximations instead of usual absolute error and in order to apply the new condition we will prove a theorem which will show the NCSDs between exact and approximate solutions are almost equal to NCSDs between two successive approximations. In new arithmetic, we are applying the CADNA library instead of mathematical softwares like Maple, Matlab, Mathematica and so on [11, 12, 27, 30, 41, 42] . The CADNA library is a programming environment that it has many abilities. The CADNA programs can be written by using C, C++ or FORTRAN codes [26, 27, 41, 42] . Also, some of numerical instabilities such as bifurcations, blow-up, mathematical operations, branching, functions and others can be found by using the CADNA library.
This paper is organized in the following form: Section 2 presents the Taylor-collocation method and employ it for solution of the first kind IE (4). Also, the convergence theorem of presented method is proved. Section 3 describes the application of the SA. The CESTAC method and the CADNA library are considered in full details. Furthermore, a sample program of the CADNA library is presented for methodological objectives. Numerical validation of Taylorcollocation method based on the CESTAC method is investigated in Section 4. In this section, the new applicable termination criteria for the SA is presented. The theorem which is proved in this section, is our license to use the new stopping condition. In this theorem, we will show the NCSDs between two iterations are almost equal to the NCSDs between exact and approximate solutions. The CADNA algorithm to solve the IE. (4) is presented in Section 5. Also, several examples are solved based on the presented algorithm. The numerical results are obtained for both environments, the FPA and the SA. In this section, the optimal iteration, approximation and error of Taylor-collocation method are presented. Finally, the conclusions and some advantages of the SA than the FPA are investigated in Section 6.
Taylor-collocation method
Let us search for the solution in the following form
which is the Taylor polynomial of degree n at point s = c where
Substituting Eq. (6) 
By producing the collocation points
and putting grids (9) in Eq. (8) we get
Now, we can write Eq. (10) in the following form
where
Coefficientsv (j) (c) are uniquely determined by system (11). So Eq. (4) has only one unique solution which can be obtained bȳ
Convergence analysis
The main theorem of convergence for presented method to find the approximate solution of weakly regular Volterra IE (4) is presented. At first, several lemmas are required that we should remaind. Also, we note that 
where s i , i = 0, 1, ..., n are the roots of interpolating polynomial. We can write
Lemma 3. The linear operators Z j , j = 1, 2, ..., m can be defined on X as
. . .
where s ∈ [0, 1] and v ∈ L 2 (I).
According to Lemma 1, the mentioned operators Z 1 , Z 2 , · · · , Z m are bounded. For one-one and onto Z 1 the inverse operator Z −1 1 is bounded. 
Proof: By substituting presented operators of Lemma 3 in Eq. (4) we have
and by using inverse operator Z −1
1 we get
Also, Eq. (15) for n-th order approximation can be written in the following form
From subtracting Eqs. (15) and (16) we have
By applying Lemma 3 and using Eq. (17), there are constant values µ 1 , · · · , µ m such that
Now, for exact and approximate solutions v(s) and v n (s) we can write
From Lemma 2 we get
, and
Thus from Eqs. (19), (20) and (21) we have
Finally, by using Eqs. (18) and (22) we get
Theorem is proved.
Stochastic arithmetic
The CESTAC method and the CADNA library are important method and tool to simulate the Taylor-collocation method for solving problem (1) . In this section, the main part of CESTAC method and the CADNA library are investigated. More definitions, properties, abilities and applications of the CESTAC method and the CADNA library can be found in [9, 17, 18, 19, 20, 59 ].
The CESTAC methodology
Assume that F is the set of representable values which are generated by computer. So for g ∈ R there is G ∈ F which G shows the reproduced form of g by computer. Now, for P mantissa bits of the binary FPA we have
where the sign of g showed by χ, the lost part of the mantissa due to round-off error demonstrated by 2 −P γ and the binary exponent of the result displayed by E. Also, we note that in computer systems for single and double precisions we have P = 24, 53 respectively [2, 3, 4, 5, 6, 7] . If the value γ considers as a stochastic variable uniformly distributed on [−1, 1] then we can make perturbation on last mantissa bit of g. Thus the obtained results for G will be a random variable with mean (µ) and the standard deviation (σ). The accuracy of random variable G depends on both parameters (µ) and (σ) [19, 20, 59] .
By l times performing the process for G i , i = 1, ..., l the distribution of them is in the quasi Gaussian form. Therefore, the mean of them is equal with the exact value of g and the values of µ and σ can be estimated by these l samples . The following algorithm of the CESTAC method is presented where τ δ is the value of T distribution with l − 1 degree of freedom and confidence interval 1 − δ.
Algorithm 1:
Step 1-Find l samples for G as Φ = {G 1 , G 2 , ..., G l } by means of the perturbation of the last bit of mantissa.
Step
Step 3-Calculate
Step 4-Find the NCSDs between G and G ave by using C Gave,G = log 10 √ l |G ave | τ δ σ .
Step 5-If C Gave,G ≤ 0 or G ave = 0, then write G = @.0.
The CADNA library
Since the mathematical packages such as Mathematica, Maple and others do not have this ability to produce the random variables, so we should introduce the new arithmetic and the novel software for stochastic computations. To this aim, the CADNA library is introduced. By using this software the SA can be applied instead of the FPA. The CADNA library should run on LINUX operating system and the commands of CADNA library must be written by using C, C++, FORTRAN or ADA codes [26, 27, 41, 42] .
By using the CADNA library we can control the round-off error propagation. Also, detecting the numerical instabilities is one of the important applications of this package. The CADNA algorithm will be stopped when the NCSDs of numerical results equals to zero and it will be shown by informatical zero @.0. Thus, we can find the optimal iteration, approximation and error by using the informatical zero [2, 3, 4, 5, 6, 7] .
The following program is a sample of CADNA library that we can find some important remarks about abilities of this library. program sample ♯include <cadna.h>
By applying ♯include <cadna.h> we can call the commands of CADNA library. Since all parameters are in the stochastic mode, we should define them in double, int or other forms with − st as double − st. Also, because the parameters defined based on the SA thus in output we should apply %s and strp in print line. We note that in order to stop the presented program, the new termination criterion is applied which depends on difference of two successive approximations. Finally, command cadna − end() is the end of CADNA library.
Numerical validation of Taylor-collocation method
In order to solve the mentioned problems of the FPA, we suggest a novel stopping condition based on the SA and the CESTAC method. This condition is in the following form
which depends on two successive approximations v n+1 (s) and v n (s) and will be stopped when the difference of v n+1 (s) and v n (s) equals to informatical zero @.0. Now, what is our licence to apply the new termination criterion (24) instead of stopping condition (5)? In order to apply the new condition, we should prove a new theorem to show the equality of the NCSDs between exact and approximate solutions and the NCSDs between two successive approximations. 
(2) for all real numbers θ 1 , C θ 1 ,θ 1 = +∞.
Theorem 2. Let v(r) and v n (r) be the exact and approximate solutions of weakly regular Volterra IE (4) then
where C vn(r),v(r) shows the NCSDs of v n (r), v(r) and C vn(r),v n+1 (r) is the the NCSDs of two iterations v n (r), v n+1 (r).
Proof: According to Definition 1
Since,
Therefore,
Furthermore,
By using Eqs. (27) and (28) we get,
and finally the following formula can be obtained
When n → ∞ the right hand side of above equation tends to zero and hence we obtain
Theorem 2 shows that the NCSDs between two approximations v n (r), v n+1 (r) are almost equal to the NCSDs of v n (r), v(r). Thus, we can apply termination criteria (24) instead of condition (5).
Numerical Illustration
In this section, several examples of weakly regular Volterra IEs of the first kind are presented. These examples are solved by using the Taylor-collocation method based on the FPA and the SA. The CESTAC method is applied to find the optimal approximation, the optimal step and the optimal error of presented method. Also, both conditions (5) and (24) are investigated to compare the numerical results. It is clear that the termination criterion (5) depends on parameter ε and specially the exact solution and the number of iteration n. But the algorithm of CESTAC method only depends on two successive approximations. By comparison between these results, we will show that the presented condition based on the SA is more applicable than criterion (5) which is based on the FPA. The following CESTAC algorithm is presented to solve the problems. Algorithm 2:
Step 1-Let n = 1.
Step 2-Define the Taylor polynomials and kernels k i (r, s).
Step 3-Enter the parameters a, b, t.
Step 4-Do the following steps while |v n+1 (r) − v n (r)| = @.0 {
Step 4-1-Calculate the collocation points.
Step 4-2-Approximate the coefficient matrix A.
Step 4-3-Construct the right hand side matrix F .
Step 4-4-Solve the system (11) by using the obtained results of steps (4-2) and (4-3).
Step 4-5-Apply Eq. (6) to find the numerical solution of Eq. (1).
Step 4-6-Print v n (r), |v n+1 (r) − v n (r)| and |v(r) − v n (r)|.
Step 4-7-n = n + 1. } A sample program of the CADNA library is presented in Appendix section. 
where the exact solution is v(r) = exp(2r)−1 8
. In Table 1 , the numerical results of the CESTAC method for r = 0.2 are shown. According to these results, the presented algorithm stopped when the NCSDs between approximations v n (r), v n−1 (r) are almost equal to NCSDs between v(r), v n (r) and Theorem 2 can support the obtained results theoretically. According to numerical results this equality is obtained in 10-th iteration. So the optimal iteration of Taylor-collocation method to solve the weakly regular Volterra IE of the first kind (29) is n = 10. As mentioned before, if we use the Taylor-collocation method based on the FPA we should apply the stopping condition (5) which it depends on parameter ε. The numerical results of the FPA are presented in table 2 for ε = 10 −10 and r = 0.2. Also in table 3, the number of iterations for different values of ε are demonstrated. According to this table for large ε, the iterations are stopped before getting to a proper approximation and for small ε, the useless iterations are done without amending the efficiency of the results. Furthermore, in order to find the numerical approximations based on the FPA, the exact solution is important because we should apply the termination criterion (5) instead of condition (24) . They are some of most important defects of the FPA than the SA. The sample program of CADNA library to solve the example 1 is presented in Appendix. where v(r) = r 2 . The numerical results of table 4 are obtained based on the SA. As we know, we should apply the stopping condition (24) . So only two successive approximations are required and we do not need to have the exact solution. According to table 4 the optimal step of presented method is n = 4 and the optimal approximation for r = 0.5 is v n (0.5) = 0.24999999999999E + 000. In table 5, the numerical results of the FPA are shown for large ε. Thus its algorithm will be stopped without getting to suitable approximation with high accuracy. If we apply the FPA, finding the proper ε is important and it is one of faults of computations by FPA. Numerical results of table 6 are very good paradigm to show the mentioned reality. 
where the exact solution is v(r) = r 3
8 . The numerical results of Taylor-collocation method to solve (31) by using CESTAC method is presented in table 7. We should note that the final Table 4 : Numerical results of Example 2 by using the CESTAC method for r = 0.5. [29, 42, 43, 55, 60] . In this example, we consider the following linear Abel IE of the first kind
where the exact solution is v(r) = πr 3 . According to the numerical results of Table 10 the optimal iteration of Taylor-collocation method is n = 15 with optimal approximation v(0.1) = 0.314159E − 002. The numerical results of FPA are obtained for ε = 10 −5 and r = 0.1 in Table  11 that presented algorithm is stopped in 9-th iteration. Also, the number of iterations for different values of ε is demonstrated in Table 12 .
Example 5: Let us consider the following non-linear Abel IE of the first kind [29, 60] (24) for r = 0.1. Table 12 : Iterations of Taylor-collocation method for Example 4 by using the FPA and criterion (5) for different values of ε and r = 0.1.
ε small values 10 −10 10 −5 10 −1 0.5 1 large values n >> 9 > 9 9 4 3 3 2 
Thus, we should solve the following IE
instead of IE (33) . Then by substituting the obtained solution in Eq. (34) we can find the approximate solution of IE (33) . In Table 13 , the optimal iteration of Taylor-collocation method, the optima approximation and the optimal error are obtained for r = 0.4. In Table 14 , because the results are based on the FPA and in this case we do not know the optimal value of ε so the algorithm is stopped in step 6 without getting to suitable approximation. Finally, in Table 15 , the number of iterations which are generated by applying the criterion (5) are demonstrated for r = 0.4 and different values of ε. 
Conclusion
The SA and specially using the CESTAC method and the CADNA library are applicable methods and tools to solve the mathematical problems with controlling the accuracy and detecting the rate of numerical errors against applying the methods based on the FPA. In this paper, the Taylor-collocation method to solve the first kind weakly regular Volterra IEs with discontinuous kernels was illustrated based on the SA. The methods based on the FPA have some problems that in order to void them we should apply the new arithmetic. Thus we suggested to apply the SA instead of the FPA. In order to find the numerical results based on the FPA, knowing the exact solution is important but the SA depends on two successive approximations. The termination criterion of the FPA depends on small value like ε but the SA independents of ε.
In the FPA, we used the mathematical softwares but in the SA, we applied the CADNA library.
By using the CADNA library, not only the optimal approximation, the optimal iteration and the optimal error can be obtained but also some of numerical instabilities can be found. Our license to use the SA instead of the FPA is to prove the main theorem which in this theorem we showed that the NCSDs between two approximations v n (r), v n−1 (r) are almost equal to the NCSDs between v(r), v n (r). Thus, we can apply the SA and the stopping condition (24) instead of the FPA and the termination criterion (5).
