I. INTRODUCTION Since the publication in 1953 of Mourier's paper [9] on random variables with values in a Banach space, a large number of papers concerned with the development of probability theory in Banach spaces have appeared. These papers have, in the main, been devoted to (i) measure-theoretic problems, (ii) limit theorems, (iii) martingale theory, and (iv) the theory of random equations. We refer to Bharucha-Reid [l], Driml and HanH [4] , and Grenander [6] for references.
Many studies in abstract probability theory and its applications lead to the spaces L,(Q, @, p, X) = L,(Q, X) o random variables defined on a probaf bility space (Q, ed, p) with values in a Bancah spaceX In this paper we utilize tensor product methods, as applied to the L,(Q, X) spaces, to consider a number of problems. In Section 2 we discuss (i) strong random variables, (ii) the spaces L&2, X) as tensor product Banach spaces L,(Q) B X, and (iii) the connections between the norms on the spaces L&2, X) and L&Q, X) and the y and h norms in the sense of tensor product crossnorms (cf. Schatten [14] ). In Section 3 we utilize tensor product methods to prove the existence of the conditional expectation for strong random variables.
Sections 4 and 5 are devoted to tensor product Hilbert spaces, and in Section 6 we consider a problem concerning the eigenvalues of a random Hermitian matrix. In Section 4 we show that every pair of elements of a tensor product Hilbert space H @ 8, where H and sj are Hilbert spaces, induces an (unique) operator of trace class on the coordinate space fi, and that the inner product of the pair is the trace-value of the induced operator. These results are used in Sections 5 and 6 where the trace-class operator considered is an integral operator. In Section 5 we show that a bilinear form defined by the trace-class operator can be represented by a numerical integral of the trace-valued function of the tensor product operator. In Section 6 a function of the eigenvalues of a random Hermitian matrix is expressed in terms of the trace of the matrix, and also in terms of the trace of an integral operator of trace-class. This result extends a result of BharuchaReid and Arnold [2] .
STRONG RANDOM VARIABLES AND TENSORPRODUCT BANACH SPACES
Let (Q, CY, CL) be a complete probability space; and let X denote a (real or complex) Banach space with norm 11 . /I . Let f(w) denote a function defined on Q with values in% f( w ) is said to be a simple random variable if it is constant on each of a fmite number of disjoint measurable sets A,. and equal to 8 (the null element) on Q -(ui Ai)-hence a simple random variable is of the form where x~I(w) is the indicator function of Ai E a, and xi EX. Finally, f(w) is said to be a strong random variable if there exists a sequence of simple random variables converging almost surely in IR tof(w). Two strong variables f(w) and g(w) which are equal almost surely will be considered identical:
f=g.
In view of the above, a strong random variable is simply a strongly measurable Banach space-valued function defined on a probability measure space. As is well-known (cf. Hille and Phillips [8] , p. 74), the collection of all strong random variables is a linear space. Many authors (cf. Grenander [6] , Mourier [9] ) in their studies on Banach space-valued random variables have restricted their attention to weak random variables, that is, mappings f(w) : D +X such that the real-valued functions x*( f (w)) are real-valued random variables for each x* ~3 *. If 3 is separable, then the notions of weak and strong random variable are equivalent.
For fixed p (1 < p < co) we denote by L,(s2, G& p, X) = L,(Q, X) the We refer to Dunford and Schwartz [5] for a discussion of the spaces L,(Q, 3). For any finite sequences {&} E&,(Q, a, p) = L,(Q) and (xi} EX, put
The above relation defines an element of L,(Q, X). Let L,(Q) 0 X denote the set of all functions defined by (2.1); that is, L,(Q) 0 3 is the algebraic tensor product between the Banach spaces L,(Q) and X; and it is also a dense linear subspace of L&2,X) with norm [a] , . This norm is a crossnorm (cf. Schatten [14] , p. 28); that is [l 0 41, = II 5 IIP II x II > 6 EL,(Q),
x l 3E; (2.2) and the tensor product Banach space between L,(Q) and 3E is the completion of L,(Q) 0 3 with respect to the norm defined by (2.2). We denote the tensor product Banach space by L,(Q) @X; that is (following the notation of Schat- 
where sup is taken over all [* EL,*(Q), x* EX* with 11 t* II30 < 1 and II N* I/ < 1. Then it can be proved that and 4i ELa4Q);
These results are known (cf. Grothendieck [7] ); however, we include a proof since these results are utilized in our calculations in Section 3.
To prove (2.9, we first remark that which follows from the fact that N,(Cy=, fi 0 xi) is the greatest crossnorm of ~~=, fi 0 xi . To prove the converse inequality, let f(w) = ig x.dw) Xt be a simple X-valued random variable. Then To prove (2.6), we note that for every ~~zl ti 0 xi EL&Q) 0 X, and for every E* and x* as in ( In general, L,(Q) Gj,3E is a proper subspace of L,(Q, X) if (8, a, CL) has an infinite partition of nonnull measurable sets and X is not finitedimensional.
Indeed, let (A,} be a countable partition of 52(.4, E 0, ~(-4~) > 0), and consider a sequence {xn} CX with 11 x,, 11 = 1 and II -v,,t -x, I/ > E > 0 for m # n. Define a function f as follows:
f(w) = 1 XA,bJ) xn * f belongs to L,(Q, X), but it cannot be approximated in [ . lpl norm by a sequence of functions inL,(Q) 0 X. We remark that&,(Q) @A 3 = L,(Q, X) if and only if (Sz, GY, r) is discrete with finite elements or X is finite-dimensional.
CONDITIONAL EXPECTATIONS OF STRONG RANDOM VARIABLES
Let (Q, 0, p) be a probability space and let X be a Banach space. Let f(w) be strong random variable with values in 3E; and let 9 be a u subalgebra of a. For any scalar-valued random variable x, the conditional expectation E(x I 9) of x relative to 9r is defined by the equality jF~cX I it> (4 444 = jFxb4 444 for every FE S (cf. [12] ). DEFINITION. A strong random variable &'{f / S} (w) is said to be the conditional expectation of a strong random variubZe f (w) E L,(Q, 3E) relative to 9 if and only if it satisfies (i) 8{ f / S} (w) is measurable with respect to 9 and is Bochner integrable;
(ii) .f~ 6f I W(w) 4 = .kf b> d TV f OY every F E 9, where the integrals are Bochner integrals.
In order to develop martingale theory in Banach spaces, the above definition of the conditional expectation was introduced by Chatterji [3] , Driml and Han8 [4] In this section we use tensor product methods to prove the existence and uniqueness of the conditional expectation of strong random variables belonging to &(ln, 3) and L,(sZ, 3). = s p4 44JJ),
where the limit is with respect to the norm in X. Since there exists a p-null set N C D and a separable linear subspace X, of X such that g(w) E X, for every w E Q -N, it follows, as in the argument above, that g(w) = b{f(w) 1 g} is uniquely determined by f(w) and satisfies conditions (i) and (ii). We close this section with a remark concerning the case when X = 45, a Hilbert space. The Hilbert space L&2,9, p, 8) can be regarded as a closed linear subspace of L&J, G!, CL, $). The conditional expectation b{ f 1 F} off(w) E L,(sZ, $j) relative to 9 belongs to L,(Q, 9, ,u, $j), and is the projection off onto L,(Q, 9, p, 9~). This follows immediately from the fact that the conditional expectation E( f I 9) in the "classical" sense is the projection of L&2, 6Y, p) onto L&2,9, CL). In particular, if 9 = F,, is the trivial subalgebra of M (i.e. it consists of only two elements), then &if I so> = jQfk4 4&J), where the integral is the Bochner integral; which is just the projection of UQ, $1 onto 5
OPERATORS ASSOCIATED WITH ELEMENTS OF A TENSOR PRODUCT HILBERT SPACE
Let H and $3 be a pair of Hilbert spaces with inner products (* , -)and (* , *), respectively; and let H 0 6 be the algebraic tensor product of H and 9. For any elements f = cb, ti 0 si and g = xLI qj 0 yi , where Ei , nj E H and xi, yj E jj, put Then (* 1 .) is an inner product in H Q 6, and 
Hence L( f, g) is of trace class. Therefore, for a complete orthonormal system {pk} in sj, we have By the polar decomposition IJU g)l = w(f,g)* *JYf, g))"" = WL(fP g) for some partially isometric operator W, hence We now state and prove the following result.
THEOREM 4.1. For every pair of elements f, g E H @ Jj, there corresponds a unique trace class operator L( f, g) such that, in addition to properties (i) and (ii) listed above, the following conditions are satisJed:
that is, for any jinite sequences {fJ C H @ 9 and k) C -5, Proof. We have to prove only (v). To do this, consider a Then For general (fJ C H @ $3, ( v can be established by the limit process together ) with the norms relation (iv).
HILBERT SPACE-VALUED RANDOM VARIABLES
In this section we consider the tensor product Hilbert space of Hilbert space-valued random variables. This case is of particular interest in applications of tensor product methods in the theory of random equations; and in Section 6 the result obtained in this section is used in the investigation of a problem concerning the eigenvalues of a random Hermitian matrix. Let x and y be two given elements in 5. The tensor product x @ y represents an operator on sj whose defining equation is given by (x @y)z = (z,y) x (5-l)
for every z E B. W7e refer to Schattan [14, p. 69; 15, p. 71 for a discussion of the tensor product operator defined by (5.1) and its properties. In this paper we will use only the following property of x By, namely:
We now prove the following result. Let ifn(w)> CUQ9 $1 b e a sequence of B-valued independent random functions fn (w) =fn(w, S) having the same finite-dimensional probability distributions. Under the above assumptions we can put f J&% S)fih t> 44w) = -wi(w, 4f&J, t>) = K(s, q, for i = 1, 2,...; that is KfSfi(s, t) = K(s, t). Let K denote the integral operator with kernel K(s, t). Now put Let A,(W) denote the n x n random matrix -%(w) = k%(w)), i,j = 1, 2 ,...) n.
A which is the n-th section of the random matrix A(w), is also a Hermitian rai&om matrix. We denote by h,,,(w), h&w),..., h,,,(w) the eigenvalues of A,(W);
and,as is well-known, the eigenvalues of/Z,(w) are real-valued random variables. We now prove the following result. Proof.
We will use the fact that for the eigenvalues {hi} of any n x n matrix W = (wuii); If we now sum the left-hand side over all indicies 1 < i1 , iz ,..., i, < n, we obtain f E(Ar,g(~)) = nmTr [KnL] . 
