An e cient algorithm is developed for determining the greatest common left divisor (GCLD) of two polynomial matrices. Knowing this divisor allows for several immediate applications: In coding theory, a noncatastrophic convolutional encoder can be derived from an arbitrary one. In systems theory, irreducible matrix fraction descriptions of transfer function matrices can be found. In linear algebra, the greatest common divisor can be seen as a basis for a free module generated by the columns of the matrices.
Introduction
Let F be an arbitrary eld and consider the polynomial ring F s]. If we are given two polynomial matrices E(s) and F(s) each with p rows then we may de ne a greatest common left divisor (GCLD) to be any p p polynomial matrix L(s) satisfying:
1. There exists polynomial matricesẼ(s) andF (s) such that L(s)Ẽ(s) = E(s) and L(s)F(s) = F(s). Notice that GCLD's are not unique. For our applications we will assume that the matrix E(s) j F(s)] is full rank. This implies that all GCLD's will be nonsingular and di er by a unimodular right factor 11] . Note also that the columns of the GCLD of the full rank polynomial matrix E(s) j F(s)] form a basis for the free module spanned by the columns of E(s) j F(s)] in F p s]. Two matrices are said to be coprime if their GCLD is a unimodular matrix.
Instead of starting with two separate matrices and then combining them into one, we are given a single full rank matrix P(s) of size p (p + m). We can speak of the GCLD of this single matrix by writing P(s) = E(s)jF(s)] where usually E(s) is of size p p and F(s) is of size p m, and hence the GCLD of P(s) is then the GCLD of E(s) and F(s). Obviously the GCLD does not depend on how we choose the division. Equivalently, we could de ne a GCLD of P(s) to be a matrix L(s) such that L(s)P(s) = P(s), whereP (s) is a polynomial matrix whose Smith or equivalently Hermite form is I p j 0].
With this last description we are able to see several immediate applications. First, if we are given P(s) as a polynomial basis for a rational vector space 8], then by dividing by L(s) (i.e. takingP(s)) we get a minimal polynomial basis for the vector space (as de ned in 8]). Secondly, if we are given P(s) as a generating set for its column module over F s], then we observed earlier that the columns of the GCLD, L(s), of P(s) form a basis of the column module of P(s). In particular if P(s) is of size 1 2 and has the form P(s) = (p(s); q(s)); p(s); q(s) 2 F s] then the GCLD of P(s) is nothing else than the greatest common divisor (g.c.d.) of p(s); q(s). Moreover our algorithm is in this case equivalent to Euclid's algorithm. Finally, if we are given P(s) as a convolutional encoder, then P(s) is an observable (i.e. non-catastrophic with delay 0) encoder if and only if L(s) is a unimodular matrix 1, 7] .
Closely related to this last application, we can think of P(s) as describing over the real numbers R a linear behavior in the sense of Willems 17] :
The computation of the GCLD is then needed for the computation of the controllable subbehavior of B.
The approach that will be taken in this paper is to obtain a minimal state space representation of the associated behavior B with little or no calculation 15]. This state space representation will be controllable if and only if our behavioral system (or encoder) is observable. Further, the contribution of this paper will be to calculate a GCLD of P(s) directly from the controllability matrix of this state space representation.
As we shall see, the algorithm presented will be a natural generalization of the Euclidean algorithm to polynomial matrices. The algorithm has been induced on the state space level by an e cient Gaussian elimination and this explains our choice of title.
A Brief History of the Problem
The problem of nding GCLD's is not new, and, indeed, there are several algorithms in existence. The most obvious way is to append the two matrices together as E(s) j F(s)] and perform polynomial column operations (over F s]) to bring the matrix to Smith or Hermite form 4]. The obvious drawback is that polynomial column operations can become quite tedious, especially if the degrees of the polynomial entries are high. This problem was overcome by Kung et al. 12, 6] with their approach using generalized Sylvester matrices. A problem with that algorithm is that the scalar matrices obtained from the original polynomial matrices were often quite large.
Several more recent works, using somewhat similar but distinct methods to the one proposed here, have appeared: Fuhrmann 9] obtained an algorithm using a matrix continued fraction representation. Antoulas 3] has done considerable work on the subject using recursive and partial realizations.
An excellent reference on the various techniques of computing GCD's in the case p = 1 can be found in 5]. In fact, the section on \G.C.D. Using Companion Matrix" from this book give exactly our algorithm in the simple case p = 1. In this reference it was, unfortunately, not observed by the author that the companion matrix was, in fact, a realization of the polynomial matrix. This prevented the extension to the general case, where the author of that paper instead presents the algorithm of Kung et al..
Realization
We now present the main result we will need, proceeded by some notation. For a more thorough account of the ideas involved, please refer to 15]. Notice also the requirement that P(s) has no constant rows. If P(s) has constant rows then the row and column operations outlined above will transform P(s) into:
and Ê 1 (s) jF(s) ] has no constant rows.
Right unimodular operations will not a ect the GCLD, however left operations will have to be`undone' once the GCLD of the resulting matrix is calculated. So all of these conditions can be met at the expense of some e ciency. From here on, assume that P(s) meets these requirements. As usual, we call (3.4) an (A; B; C) representation of the system (3.5). We see that A has size n n (where n = P p i=1 i ), B is n m, and C is p n. The idea here is that controllability of the state space representation is equivalent to the controllability of the behavioral system given by P(s) which is equivalent to P(s) being an observable encoder 14, 15] .
The relationship between the polynomial matrix P(s) and the matrices (A; B; C) is expressed in the following way: Consider the p n matrix X(s) = A direct calculation reveals that P(s) and the matrices (A; B; C) are related by:
Of course, we can multiply X(s) by an invertible matrix S GL n , on the right and obtain the equivalent realization (S ?1 AS; S ?1 B; CS). We will make use of this fact in Section 5 to obtain a more suitable realization.
The Controllability Space
We are given a p (p + m) full rank polynomial matrix P(s) and wish to determine its GCLD, L(s). Write P(s) = L(s)P(s), whereP (s) has Smith form I p j 0]. We will assume that the rows ofP(s) form a minimal basis in the sense of Forney 8] . The row degrees ( 1 ; : : : ; p ) ofP(s) are therefore the minimal indices of the rational vector space generated by the rows of the matrix P(s). We will not assume that ( 1 ; : : : ; p ) are ordered by size.
Also write P(s) = E(s) j F(s)] and let P h = I p j 0] be the high order coe cient matrix. Since L(s) is determined uniquely up to unimodular right multiplication, we have a choice as to which L(s) to work with, and hence whichP(s) to work with. The following lemma relates L(s) andP(s) and it singles out a nice choice: Proof: The rst part of the lemma is a direct consequence of 8]. The second part will be established by induction. Using elementary column operations on L(s) (this corresponds to elementary row operations onP (s)) it will be possible to eliminate all entries of the rst row of L 1 with the exception of one entry. After a possible permutation of the columns we can assume that the rst row of L 1 has with the exception of the entry (1; 1) all entries equal to zero. Proceeding inductively row by row will establish the claim.
LetP h be the high order coe cient matrix ofP(s). From the fact that bothP h and P h have rank p and from the identity P h = L 1Ph it follows that L 1 is invertible. As a direct consequence we have: The controllability matrix of the pair (Ã;B) can also be computed. However, the usual de nition of the controllability matrix is that of a d dm matrix, whereB is of size d m. We can, however, naturally extend the size of this matrix to d nm. This is necessary for the following key result. Equating coe cients in the above expression gives us the desired equality and completes the proof.
This theorem is the key to the entire algorithm as the following corollary shows. Hence, the theorem implies that X(s)C(A; B) is column equivalent to a matrix whose columns are exactly the columns of a GCLD and also multiples of these columns (as the multiplicatioñ X(s)C(Ã;B) indicates).
The Re ning Algorithm
By Theorem 4.3 and Corollary 4.4, the columns of L(s) are contained in a matrix that is column equivalent (over F) to X(s)C(A; B). The question is now, how to select these p columns of L(s) from the nm columns of the controllability matrix? The answer is fairly simple: column reduce and then choose the appropriate p columns in a manner that will be described below. However, we must rst reconsider our choice of basis matrix X(s). The reason we have started with the one we have chosen is that it allows us to write down the matrices A and B a little easier. The downside is that when we column reduce the controllability matrix we start by eliminating the lower degree terms of the polynomials in row 1 of the corresponding matrix X(s)C(A; B). It would make much more sense to start eliminating the highest degree terms in each row. We accomplish this by replacing the standard basis matrix X(s) introduced in (3.6) with the basis matrix X(s) = In this representation, the monom s and the corresponding column is omitted as soon as the exponent < 0. X(s) and X(s) are related by a simple permutation of the columns, i.e. there is a permutation matrix U such that X(s) = X(s)U. This permutation transforms the controllability matrix C(A; B) into U ?1 C(A; B).
Although it is much simpler to explain the algorithm by performing the U transformation as above, in practice the computer would automatically perform the realization with respect to the new basis matrix X and arrive at U ?1 AU and U ?1 B instead of A and B. The realization with respect to the new basis matrix is just as simple to compute as the original, yet it is in a more practical form and, by arriving at it directly, will not waste time by transforming basis matrices.
As mentioned earlier, the basis matrix X(s) (as well as the basis matrix X(s)) has the property that every polynomial p-vector '(s) 2 F p s] whose i-th component has degree at most i ? 1 can uniquely be described through '(s) = X(s) ; 2 F n : It is therefore possible to identify '(s) with the n-vector . We will say that is the coordinate vector of '(s) with respect to the basis matrix X(s). Proof: Immediate consequence from the fact that L 1 is lower triangular, has nonzero diagonal elements and the speci c choice of the basis matrix X(s). Due to the very sparse structure of (A; B) the column reduction is even easier.
6 The Situation of Constant Rows
As remarked earlier, the matrixP (s) that is used in the proof of our algorithm could have constant rows, and that poses problems when we try to realize this matrix. In this section we will deal with this case. In particular, assume thatP (s) has 0 k p constant rows ( i = 0 for 1 i k). Similar to before, we know thatP(s) has (after possible right scalar multiplication) the form:P By this last theorem we will be able to compute the number, k, of nonzero minimal indices of P(s) and we always will be able to identify p ? k`row leaders' from the echelon form of C(A; B). This is very important. Otherwise, we could perform the algorithm, get p columns and think we are done, when in reality we would have selected columns that are unimodularly equivalent and ended up with a singular matrix! The question now turns to: How do we select the remaining k columns to ll up our matrix and arrive at a GCLD?
The answer is actually quite simple. 
The Algorithm
We now present the algorithm of computing a GCLD in a concise form:
Step 1 We are given a full rank polynomial matrix P(s).
Step 2 Continue the algorithm with the reduced matrix Ê 1 (s) jF(s) ] in order to nd the remaining p ? columns of the GCLD.
Step 4 Obtain the realization matrices A and B relative to the basis matrix X(s)`by inspection'.
Step 5 Calculate the controllability matrix C(A; B) and column reduce it. (This may be done simultaneously to greatly improve e ciency 16, 1].)
Step 6 Pick out the`row leaders' from the column reduced controllability matrix C(A; B).
Multiply the`row leaders' by X(s) and place them in the GCLD.
Step 7 If there are p row leaders, then go to step 8. If there are less than p row leaders, then follow the algorithm of Section 6.
Step 8 Multiply the GCLD on the left by V ?1 and stop. is already in lower triangular form it follows that the coe cient matrix appearing in (7.1) is already in triangular form as well. A solution of (7.1) can therefore be computed very e ciently and the method will be illustrated in the next section.
Examples
We have included some examples to aid in the understanding of the algorithm.
Example 8.1 First, take the case when P(s) is a 1 2 matrix. In this case we are just determining the gcd of two polynomials. Notice that P(s) will trivially satisfy all of the conditions unless the two polynomials have the same degree. In that case divide one into the other, and take the remainder in place of the original polynomial. We get the following realization:
