Using a Random Matrix model we obtain an analytic form for equilibrium time-fluctuations in terms of the decay rate after a quantum quench. Our result shows the emergence of a Fluctuation-Dissipation theorem corresponding to a classical Brownian process, specifically, the Ornstein-Uhlenbeck process. Our predictions can be tested in quantum simulation experiments, thus helping to bridge the gap between theoretical and experimental research in quantum thermalization. We test our analytic form by exact numerical experiments in a spin-chain. We argue that our Fluctuation-Dissipation relation can be used to measure the density of states involved in the non-equilibrium dynamics of an isolated quantum system.
Introduction.-Perhaps the most ubiquitous phenomena in all of the natural sciences is equilibration to a thermal state. However, in the context of quantum systems a full understanding of thermalization has remained enigmatic. This is despite the topic having been debated during the foundational years of quantum mechanics [1] , as well as seeing a resurgence of interest in recent years [2] [3] [4] [5] [6] , which has largely been driven by the modern experimental capability to study quantum dynamics of closed systems [7] [8] [9] [10] [11] . On the theoretical side there have been advances in two key areas: Typicality, and the Eigenstate Thermalization Hypothesis (ETH). The typicality approach has shown that most pure states of a large system correspond to a local canonical ensemble in some small (with respect to the total system size) subspace [12] [13] [14] [15] , whilst the ETH has provided a mechanism for thermalization -the eigenstates themselves form an effective microcanonical ensemble [16, 17] . This has been supported by a large amount of numerical evidence [18] [19] [20] [21] [22] [23] [24] [25] .
Despite much recent progress on the understanding of thermalization, there has been less work describing the decay process [26] [27] [28] or the timescales of equilibration [29] . We address both of these using a Random Matrix Theory (RMT) model [16] , which the current authors have recently shown analytically reproduces the full ETH ansatz [30] . We obtain an expression for the time-averaged fluctuations of local observables in terms of the rate of decay to equilibrium, and thus observe an emergent classical Fluctuation-Dissipation Theorem (FDT) that is analogous to those derived from a Langevin equation for Brownian motion.
FDTs provide a relationship between the linear response of a system to some perturbation and its fluctuations in thermal equilibrium [31] . An example that is particularly relevant for this work is the case of an Ornstein-Uhlenbeck process. This is a Brownian process with diffusion constant D where particle positions are subjected to a deterministic drift of the forṁ x = −γx. The particle position is a stochastic variable whose fluctuations satisfy the relation [32] ,
In this work we show that the expectation value of a local operator, O(t) , of a quantum chaotic system follows a similar relation, with D replaced by the inverse of the density of states. Our result radically differs from previous theoretical results linking the quantum FDT for quantum fluctuations ∆O 2 [33] to linear response theory and the ETH [17] . This letter is arranged as follows. We begin by briefly introducing the physical scenario in question. We then summarize the RMT treatment in [30] , and show our main analytical results -an explicit expression for the time dependence of generic observables, and a fluctuation-dissipation theorem for chaotic quantum systems. To confirm the applicability of our RMT description to realistic physical models, we then present exact diagonalization calculations of a quantum spinchain. Finally, we comment on the applicability of our FDT in generic closed systems, and discuss the possible experimental verification, and uses, of our theory.
Physical Scenario.-In the following we investigate the case of a so called quench protocol from an initial system + bath Hamiltonian at t ≤ 0, to a fully interacting Hamiltonian, where interactions between the system and bath are 'turned on' for t > 0. This is illustrated in Fig. (1) . Explicitly, the initial Hamiltonian is given by H 0 = H S ⊗ 1 B + H B ⊗ 1 S , where H S and H B act on subspaces H S (system) and H B (bath), respectively. The simplest case is given when the initial state is an eigenstate of H 0 , however, we also discuss scenarios for more general initial states below. For t > 0 a coupling Hamiltonian term V acting on H S ⊗ H B is turned on, such that the Hamiltonian reads H = H 0 + V . We focus on the case where V is weak, such that the system may be treated as an impurity.
In a non-integrable system a qualitative description is obtained by replacing V by a random matrix. This is well justified since V is a product of system and bath local operators, whose matrix elements can be well approximated by Gaussian random variables in non-integrable Hamiltonians [22, 24] . Furthermore we work in a weak coupling limit, and we assume that the random matrix V is homogeneous, an assumption that holds as long as the matrix elements of V are constant within an energy band that is broader than the energy scale, Γ, associated to the system-bath coupling (a proper definition of Γ is given below). Finally, we also assume that the energy levels of H S can be well approximated by a set of equally spaced energy levels. All those approximations together lead to our RMT approach below.
Random Matrix Model.-The random matrix Hamiltonian under study is that used in the pioneering work of Deutsch [16] , consisting of a non-interacting part H 0 , and a random perturbation V . Formally, we have
where f α = αω 0 | α ∈ N with ω 0 = 1/N describes the noninteracting part, H 0 , and h αβ are independent random numbers selected from the Gaussian Orthogonal Ensemble (GOE), such that the perturbation term V is a Gaussian symmetric random matrix with a probability distribution
, giving h αβ = 0, and h 2 αβ = g 2 /N for α = β , and otherwise h 2 αα = 2g 2 /N. From here on we denote the set of eigenstates of H by {|ψ µ }, and eigenstates of H 0 by {|φ α }, such that |ψ µ = ∑ α c µ (α)|φ α , and we always refer to the non-interacting (interacting) basis by the indices α, β (µ, ν). Deutsch [34] obtained an expression for the probability distribution of eigenstates of this model,
where Γ = πg 2 Nω 0 [35] , and · · · V denotes an average over realizations of the random perturbation V . We assume a feature of large random matrices known as self-averaging, such that we may replace summations over coefficients by their ensemble average,
This is a very common assumption in the treatment of random matrices [36] , and is justified numerically for this model in [30] .
In reference [30] the current authors exploited Deutsch's approach to show that the RMT model (2) leads to the ETH form conjectured for off-diagonal elements of generic observables in agreement with Srednicki's ansatz [17] . This can be shown for an observable of the form O αβ = O α,α+n δ β ,α+n , where O αβ := φ α |O|φ β is a matrix element in the noninteracting basis and the matrix elements O α,α+n are non-zero for a sparse set of values of n only (see Ref. [30] and Supplemental Material [37] ). This is the case, for example, of local spin 1/2 operators (σ + , σ − ) which have non-zero matrix elements between only two states. Under this condition, our RMT predicts that
where
µ . In those expressions we have defined averages of matrix elements weighted by Λ(µ, α),
with µ = (µ + ν)/2, and similarly,
In Eq. (4) and in the rest of this work we use "≈" as an approximation that is valid to leading order in ω 0 Γ . We thus see that off-diagonal matrix elements |O µ,ν | 2 are described by Lorentzians of twice the width of the eigenstate distribution [30] of Eq. (3), with peaks at energies E n = ω 0 n separating those states coupled by O.
Time-Dependence from RMT.-The RMT approach outlined in reference [30] provides a method to derive the full time dependence using the self-averaging assumption. We find [37] ,
where the overbar indicates the long time average value of the observable, and O(t) 0 is the (free) time evolution under H 0 . RMT thus predicts exponential decay of O(t) at rate 2Γ towards its long-time average value. We note that a statistical theory for random wave-functions c µ (α) that includes correlations induced by the orthonormality constraint is strictly required to arrive to Eq. (6).
Fluctuations from RMT.-Let us assume that the system is initially in an eigenstate of H 0 , |φ α 0 , with initial energy E α 0 . The off-diagonal elements O µ,ν govern the infinite-time fluc-
Using Eqs. (3), (4), and (7), we may convert the summations to integrals by the prescription
, where D(E) is the density of states. Assuming for now that O is diagonal in the non-interacting basis, such that n = 0, we obtain
where we have neglected correlations between wavefunctions c µ (α) in the O µν factor, and the initial state wavefunction (see the Supplemental Material [37] for a justification). The same relation hods up to a factor even if Λ(µ, α) (8) has another form, such as Gaussian [39] [40] [41] , which we would expect outside of the low coupling regime. Eq. (8) shows an inverse relation between the observable time-fluctuations, δ 2 O (∞), and the decay rate, Γ. We hereby refer to this result as the Quantum Chaotic Fluctuation-Dissipation Theorem (QC-FDT), since it establishes an effective description of O(t) in terms of an effective Ornstein-Uhlenbeck process.
In Fig. ( 2) we present numerical results that demonstrate the QC-FDT for the RMT Hamiltonian (2). We proceed by obtaining Γ explicitly from a fit of the time dependence of the observables. The latter are chosen to be O odd , and O sym , defined to be diagonal in the non-interacting basis, with matrix elements (O odd ) αβ = (1/2) 1 + (−1) α+1 δ α,β , and (O sym ) αβ = (−1) α δ α,β . We observe an excellent agreement between our analytical results and numerics.
In a non-integrable quantum many-body system that is well described by our RMT model, we expect the QC-FDT (8) to hold, with the modification ω 0 → 1/D(E α 0 ), that is, we need to introduce the average energy level spacing at the initial energy E α 0 .
Numerics -Spin Chain Model.-We now investigate the applicability of the QC-FDT in quantum many-body Hamiltonians. Our model is the spin chain,
The system Hamiltonian H S describes a single spin in a B z field
where {σ 
nearest-neighbour Ising and XX interactions subjected to both B z and B x fields
The interaction part of the Hamiltonian describes a coupling of the system spin to middle of the spin chain, (12) where N m = 3 throughout. Thus we have H 0 = H S + H B , and V = H SB .
In Fig. ( 3) we present results for N = 9, . . . , 14 and use as our observable O = σ (1) z , such that the system observable is diagonal in H 0 eigenbasis (a more general case is considered below). In order to obtain Γ we once again simulate the dynamics, and perform a fit to Eq. (6). We show the QC-FDT for initial states randomly selected from the set of states {| ↑ S |φ α B }, with |φ α B denoting an eigenstate of H B with an energy in the central quarter of the spectrum { B φ α |H B |φ α B }. The insets shown in the top panels of Figs. (3) and (4) show the smoothed initial state and observable distributions, obtained by the procedures
, for the initial state, and
. We see that in each case we have a close agreement to a Lorentzian distribution, as expected from RMT. Generalized QC-FDT.-Above we have analyzed the QC-FDT for observables that are diagonal in the non-interacting basis and initial states that are eigenstates of H S . For more general observables and initial states we obtain the following form
where |ψ(0) = ∑ α ψ α |φ α is an arbitrary initial state, and we have a generic observable described by Eq. (4) [37] . We start by applying Eq. (13) to the case with an observable that is diagonal in the H 0 basis (a n = 0 if n = 0) but an initial state that is not an eigenstate of H 0 . In this case we can see that, as long as the energy width of ψ α is much smaller than the decay rate Γ, we recover Eq. (8). The QC-FDT can be actually tested numerically in this case, for example by choosing a product state as an initial state |ψ(0) = | ↑ S | ↓, ↓, ..., ↓ B . In Fig. (4) we show that this initial state also follows the same scaling predicted by Eq. (8).
We have also numerically checked Eq. (13) in the case in which the system observable O is not diagonal in the basis of H 0 , see Fig. (5) . This case can be explored in our spin chain by adding an x-component to the system magnetic field, such that the non-interacting Hamiltonian is now
In this case, the initial state | ↑ S is no longer an eigenstate of H S , and is instead given by a superposition | ↑ S = ψ + |φ + S + ψ − |φ − S . The observable distribution (|σ z | 2 ) µν is split into three peaks, located at E n = 0, ±2E, where E = (B (S)
We select the initial state of the bath to be a random mid energy eigenstate of H B . We note in this case the approximation that the density of states does not change over relevant energy scales is a limiting factor, and may cause a deviation by a constant from the scaling seen in Eq. (13) for E n W , where W is the width over which the significant change in the density of states occurs.
Experimental Application.-Finally, we discuss the possibility of an experimental observation of the QC-FDT. Ideally, we would like to test our result without the need of an exact numerical diagonalization of the closed quantum system. Both Γ and δ 2 O (∞) can be measured. However, the calculation of the density of states can be numerically challenging. One way around this problem is to calculate D(E) for a noninteracting or integrable Hamiltonian that is sufficiently close to the real Hamiltonian. However, this approach relies on a detailed knowledge of the system and bath, and it may not always be possible.
A different approach is to explore the QC-FDT experimentally is to measure δ 2 O (∞) and Γ for a constant system size N but varying the coupling strength. That is, assuming V ∝ g, one could test the linear relation between δ 2 O (∞) and 1/Γ. We have numerically tested this approach as shown in Fig. (6) . Our ideas could indeed be used to characterize the dimension of quantum system in terms of the quantity δ 2 O (∞)Γ, which on average is proportional to the density of states that are participating in the quantum thermalization process.
Conclusion and Outlook.-In summary, we have obtained an analytic expression for the time averaged fluctuations of observables in chaotic quantum systems in terms of the rate of decay to equilibrium after a perturbation. Our results show the emergence of a fluctuation-dissipation relation corresponding to an effective Ornstein-Uhlenbeck process. To the best of our knowledge this is the first time that such relation is derived for a closed quantum system. Our results rely on a RMT description of a quantum quench process in which an interaction term coupling two parts of the quantum system is suddenly switched on triggering a quantum thermalization process. In our approach the system-bath coupling is approximated by a Gaussian random matrix, an assumption that can be justified for a generic non-integrable system and weak system-bath couplings. We have successfully tested our result in a numerical experiment in a quantum spin chain.
Our result will help bridging the gap [42] between theoretical results on quantum thermalization and experiments with closed quantum systems. In those cases in which a good approximation for the density of states can be calculated a check of the QC-FDT would involve measurable quantities like the decay rate and the time-fluctuations. Otherwise, the QC-FDT relation can still be checked experimentally as long as the coupling strength can be varied while keeping a constant system size. Our theory can thus be checked in quantum simulators working beyond the numerically tractable regime. Furthermore we argue that the product Γδ 2 O (∞) can be indeed considered as a measurement of the density of states of a nonintegrable quantum system. As such our work may prove useful in estimating the size of the Hilbert space in quantum devices.
We acknowledge funding by the People Programme Below we present some necessary derivations for the results used in the main text. These are based on the random matrix formalism developed in reference [S1], for the model used in the early work by Deutsch [S2, S3]. We begin by summarizing the necessary results required for the following discussion, and refer the reader to reference [S1] for further details.
The random matrix model in question is described by the Hamiltonian
where f α = αω 0 | α ∈ N with ω 0 = 1/N describes the non-interacting part, H 0 , and h αβ are independent random numbers selected from the Gaussian Orthogonal Ensemble (GOE), such that
. We label the eigenstates of H by {|ψ µ }, and the eigenstates of H 0 by {|φ α }, such that |ψ µ = ∑ α c µ (α)|φ α .
It is common in non-integrable systems and random matrix theory[S2, S4] to approximate the coefficients c µ (α) as Gaussian distributed random variables, however, in reference [S1] the current authors showed that this leads to inconsistent results for the off-diagonal matrix elements O µν := ψ µ |O|ψ ν of observables, and also that the modification to account for orthogonality of eigenstates resolves this inconsistency. We thus have
for some distribution Λ(µ, α), found to be a Lorentzian of width Γ = 
which can be evaluated by writing the δ -functions in their Fourier form, to find,
The correlation functions may then be calculated by performing successive derivatives with respect to the force terms ξ via
In particular, the correlation function c µ (α 0 )c ν (β 0 )c µ (α)c ν (β ) V was found in [S1] to be equal to
for µ = ν, with
where the superscript (n) is left out for n = 1. The latter two terms in Eq. (S6) arise as an explicit result of the orthogonality factor in Eq. (S2).
S2: Observable Time-Dependence
We consider the time evolution of an observable O, starting from an arbitrary initial state,
where {|φ α 0 } labels the basis of eigenstates of the non-interacting Hamiltonian H 0 . We begin by defining the quantity
We may then write, assuming that the energies E µ are non-degenerate,
Now, assuming self averaging, as in [S1], we treat the observable as equal to its ensemble average, such that ∆O(t) = ∆O(t) V . We then find
Thus, after substituting our correlation function, Eq. (S6), into Eq. (S12), we have,
Now, we note that for the bulk states we analyze Λ(µ, α) = Λ(µ − α). To evaluate the first term in (S13), we defineμ = µ − α 0 , ν = ν − β 0 , and thus find
where O(t) 0 is the evolution of the observable O under the non-interacting Hamiltonian H 0 , and we have taken the continuum limit of the summation ∑μ → dEμ ω 0 , such that we obtain Fourier transforms of each Λ, and obtain the exponentially decaying factor. Now, to evaluate the second term in (S13) we must rely on a further assumption. We define
which can be seen as an effective microcanonical average of the observable O. The essential assumption, key to our treatment of throughout this work, is a microcanonical averaging of observable matrix elements. Concretely, that is, that the observable O αα is suitably homogeneous over the width Γ, such that the summation over α picks out the average (S15) as a multiplicative factor. Explicitly this is written,
Applying this microcanonical averaging of matrix elements to the second term in (S13), we obtain
where we have definedμ = µ − α,ν = ν − α. The third step includes the implicit assumption that the distribution {ψ α 0 } has an associated width Γ, and α 0 indicates that the microcanonical average Eq. (S15) is taken at the mean energy of the initial state E α 0 = ψ(0)|H|ψ(0) . This assumption will be further utilized below, and was also key to the approach in ref [S1] . Now, to analyze the third term in (S13), we first note that no similar microcanonical averaging procedure can be performed, as the average would be required over the coefficients ψ α . This means that a sum over α 0 or β 0 cannot be expected to cancel, even approximately, with the denominator. We can, however, bound this term, writing
such that we wish to bound |A(t)|. Using | ∑ i a i | ≤ ∑ i |a i | (which can be seen for any sequence {a i } by noting that the bound is saturated for when a i > 0 ∀ i, and that swapping the sign of any a i decreases the LHS, and the RHS remains the same), we can write
where we have used that
Now, we note that observables in the basis O αβ are generally very sparse, having non-zero entries grouped at particular energies from the diagonal, such that ∑ αβ O αβ ≈ ∑ αn O α,α+n , where n is summed over a non-extensive number, M O . This form can be easily seen, for example, for observables made up of Pauli operators. We thus have,
where we have used the Cauchy-Schwarz inequality in the penultimate step. Thus, finally, we see that |A(t)| is bounded for all time by
which is small in comparison to other terms in the time evolution, and can thus be ignored.
For the time evolution of generic observables, we thus obtain 
This form is particularly useful, as for most systems of interest obtaining O(t) 0 is a trivial calculation, as it characterises the time evolution in the non-interacting Hamiltonian. Now, in the final case analyzed in the main text, we have an initial state | ↑ S , in the Hamiltonian
x , we thus have
with
and
To obtain the full time dependence of the state in the Hamiltonian H = H S + H B + H SB , from Eq. (S23), we require the time evolution in the non-interacting part O(t) 0 . This is easily obtained, and is equal to
with {α 0 } = {+, −}, and thus
and 
Then, from Eq. (S26), we find
An example of this case is shown in Fig. (S1) .
S3: Method of Contractions for Obtaining Time-Averaged Fluctuations
We begin by discussing the form of correlation functions within the theory developed in Ref.
[S1]. Using the method described here, we can in principle calculate any arbitrary correlation function from successive derivatives of the generating function,
with respect to the force terms ξ µα , such that
We can see that from this generating function, arbitrary correlation functions can be expressed in terms of products of twoand four-point correlation functions. Two point correlation functions are given by c µ (α)c ν (β ) = Λ(µ, α)δ µν δ αβ , which is the same as one would expect for coefficients behaving as Gaussian distributed random variables of width Λ(µ, α). Now, the four-point correlation function, Eq. (S6), may be seen as the sum of a Gaussian contraction
δ αα δ β β and a non-Gaussian, or 'four-leg', contractions, of which there are two:
We reserve the double line contractions for the four-leg case. We note that the four-leg contractions arise as a consequence of enforcing the orthogonality of eigenstates of the random matrix Hamiltonian, such that if the c µ (α) coefficients were Gaussian distributed random numbers, as is commonly assumed, one would simply be left with the Gaussian contraction term. We further note that two point correlation functions are only explicitly required for correlation functions of 4n + 2 | n ∈ N 0 coefficients, as they are included here in the Gaussian contractions of the four-point correlation function. Now, we wish to analyze the long-time fluctuations of a given observable O, defined by
In general, the initial state may be expressed as a superposition in the non-interacting basis,
We thus have, assuming non degenerate energy levels, E µ , and energy gaps,
Now, assuming self averaging, we write
which reduces to
for the case of an initial state as a single eigenstate of H 0 , |φ α . In principle, we thus require the calculation of an arbitrary 8-point correlation function, which requires four-leg contractions of all possible indices. We will see, however, that under reasonable assumptions, the sections of the correlation function arising from the initial state coefficients (no subscript) and observable coefficients (subscript 1), decouple. Such that only correlation functions within the respective coefficient types are required. This can be seen from the following argument.
Suppose one wishes to evaluate the sum of correlation functions of initial state and observable coefficients . One can easily see in Eq. (S38), that particular contractions, Gaussian or non-Gaussian, in general reduce the number of summations over the non-interacting indices α, β , · · · . However, due to the repeated coefficient on the initial state side, contractions may be defined that require fewer summation restrictions, and thus these contractions dominate to lowest order in
shows a single four-leg contraction for correlation functions within coefficient types, and
similarly shows an example with a single coefficient swapped between types. The strikethroughs show the summations that are restricted due to the contractions. Note that due to the repeated coefficients in Eq. (S39) a four-leg contraction may be defined with no required restriction on summations. Now, for the simple case of Eq. (S37), we can see that the required correlation functions have repeated indices in the initial state coefficients, and thus only contractions within coefficient types contribute.
In the general case of Eq. (S36) we have no such repeated indices. We may note, however, that O αβ is in general sparse, and has a well defined form in the non-interacting basis, which is generally either diagonal, or has non-zero values at some energy E n from the diagonal. This can be easily seen for local observables made up of Pauli matrices. We thus replace ∑ αβ O αβ → ∑ α,n O α,α+n . We thus have
and thus observe that we now have repeated indices in the observable type. We therefore see that, once again, contractions between coefficient types may be ignored to leading order. Thus, we obtain 
Thus, from Eq. (S42), we have for observables that are diagonal in the non-interacting basis, O αβ ∝ δ αβ , we have
where α = (α + β )/2, and we have used for the off-diagonal elements of O[S1],
The summations over µ, ν have been performed in Eq. (S44) by the prescription ∑ µ → dE µ /ω 0 , and the effective microcanonical average [∆O 2 αα ] α is taken at the energy (E α + E β )/2, which is equivalent to the assumption that the average is smooth in E µ , and varies slowly over the width Γ. We can see that the first term is equal to the case with an initial state |φ α . We can further bound the second term by (using max(Λ (2) (α, β ) 
which is on the order of ω 2 0 , and thus negligible. In the last step we have assumed that the energy variance of the initial state is Γ, thus allowing the effective microcanonical average to be taken at the initial state energy E α 0 . Now, we have for arbitrary initial states
Now, we note here that whilst this form of the QC-FDT looks rather different, one expects many typical initial states to behave show a very similar relation to the simpler form of
To illustrate this, we evaluate the relation (S47) for some example initial state distributions {ψ α }.
The first example we analyze is the case where H 0 itself may be split into interacting and non-interacting parts
, where H (I)
0 may be treated as a random matrix. In which case, the distribution of |ψ α | 2 is given by a Lorentzian of width Γ 0 , Λ 0 (µ, α), and thus
and we thus recover the CQ-FDT in the same form as for an initial state |φ α , however with an altered effective width. Next, we consider a bimodal distribution |ψ(0) = ψ α |φ α 1 + ψ β |φ α 2 . Here we have
which we can see resembles the simple case in the first term, and follows a Lorentzian distribution in the second. This reduces to the simple case for E α 1 − E α 2 Γ. Continuing in the same manner, we see that we can rewrite the QC-FDT for an arbitrary distribution, |ψ(0) = ∑ α ψ α |φ α , as
and thus we see that the contribution of the first term reduces substantially. Finally, for a microcanonical distribution ψ α = 1/ √ N * ∀ α ∈ [E 0 − δ /2, E 0 + δ /2], we have 
as N * ≈ D(E 0 )δ , assuming that D(E) does not change much over the width δ , we once again recover the QC-FDT in its original form. We have thus observed that for many physical initial states we expect that Eq. (S47) reduces to the simpler form of δ ∼ 
which, assuming self-averaging, and using Eq. (S6), we have 
and, as above, using the microcanonical averaging of matrix elements assumption (see Eq. (S15)), ∑ α Λ(µ, α)Λ(ν, α)O αα ≈ [O αα ] µ Λ (2) (µ, ν), on the diagonal contributions, we have
where the term in δ αα is does not contribute, due to the reduced number of summations. We thus obtain, for the first line, the diagonal contribution of Eq. (S45). Now, as above, we note that observable matrices in the non-interacting basis are in general very sparse, and have non-zero values some energy width E n from the diagonal. We thus have ∑ αβ O αβ ≈ ∑ α,n O α,α+n , where n runs over a non-extensive number characteristic to the observable. Thus, we obtain 
Here we may see that the final term may be ignored, as the restricted summation relegates the order to ∼ O ω 0 Γ 2 . Finally, we may define an equivalent microcanonical averaging of matrix elements to that above (Eqs. (S15), (S16)), but for finite n, such that 
which may be written as
where a n = a n (E µ ) = [∆O 2 αα ] µ for n = 0, and [O 2 α,α+n ]μ otherwise. Now, using Eq. (S42) we have ∑ n a n Λ (2) (µ, ν − n).
