Abstract. We prove that the form of conditional independence at play in database theory and independence logic is reducible to the first-order dividing calculus in the theory of atomless boolean algebras. This establishes strong connections between independence in database theory and stochastic independence. As indeed, in light of the aforementioned reduction and recent work of , the latter case of independence can be seen as the measuretheoretic version of the former.
Introduction and Preliminaries
Independence is a pervasive phenomenon. The most common forms of independence which occur in nature are probably the following four: 1) linear independence (vector spaces); 2) algebraic independence (algebraically closed fields); 3) stochastic independence (random variables); 4) embedded multivalued dependence. The first two cases of independence belong to the reign of algebra, the third to the reign of probability theory and the fourth to the reign of database theory. What do these forms of independence have in common? Can they be framed in a single picture?
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In the late '60s Sharon Shelah developed a far-reaching research program that goes under the name of classification theory [19] . In order to develop his program Shelah devised a sophisticated machinery. One of the fundamental ingredients of this machinery was the elaboration of a general independence calculus, the forking independence calculus ( | ⌣ f ). An independence calculus for a logic L (possibly syntax free) is a relation | ⌣ parametrized by theories in L, satisfying some desirable properties. The relation | ⌣ is ternary and it relates subsets of the models of the theory with respect to which we parametrize. In the case of forking the calculus is devised for first-order logic, and first-order theories. The main source of inspiration in the design of the forking calculus were the cases of independence occurring in vector spaces and algebraically closed fields. This is witnessed by the fact that, when instantiated to the theory of infinite vector spaces over a fixed field (VS inf K ) and the theory of algebraically closed fields of fixed characteristic (ACF p ), the forking calculus coincides with linear and algebraic independence, respectively (see Table 1 ).
Linear independence Table 1 . Linear and algebraic independence After Shelah's groundbreaking work and its refinements, model theorists started developing similar machineries for non-elementary contexts. Over the years, several approaches appeared in the literature, and by now classification theoretic tools have been elaborated for almost any area of mathematics. One of the most robust of these approaches is the program of continuous logic. This framework was introduced few years ago by Itaï Ben Yaacov and Alexander Usvyatsov [5] , following the work of C. Ward Henson and José Jovino [12] and the work of C.C. Chang and Jerome Keisler [7] . It can be rightfully considered as the analogous of first-order logic for complete metric structures. Most of the classification theoretic machinery elaborated for first-order logic has an analog in continuous logic. In particular, this logic has a strong independence calculus, which can be called the continuous forking calculus
One of the crucial tests of robustness of an independence calculus is the possibility of reduction of an existing notion of independence to that calculus. Given a logic L and an independence calculus | ⌣ for L, we say that a notion of independence is reducible to | ⌣ if there exists a theory T in the logic L, such that the notion of independence is computable using the independence calculus | ⌣ with respect to T . In an illuminating paper [4] , Ben-Yaacov showed that the class of atomless probability algebras is elementary in continuous logic (via the theory APr) and that stochastic independence is reducible to the continuous forking calculus in this theory (see Table 2 ).
We then saw that the first three of the four cases of independence listed above are reducible to the general model-theoretic theory of independence. It comes now ⌣ and a formal theory T such that embedded multivalued dependence is reducible to the independence calculus | ⌣ in the theory T ? In this paper we show that this is indeed the case, namely embedded multivalued dependence is reducible to the first-order dividing calculus ( | ⌣ d ) in the theory of atomless boolean algebras (ABA) (see Table 3 ).
Embedded mult. depend.
Table 3. Embedded multivalued dependence
The structure of the paper is as follows. After some model-theoretic preliminaries, in Section 2.1 we introduce the formal theory of atomless boolean algebras and prove some preparatory lemmas. In Section 2.2 we prove the main theorem of the paper, which will be used in Section 2.3 to establish an abstract reduction of independence in database theory to dividing in atomless boolean algebras. In Section 3.1 we introduce some basic definitions from database theory, formulate the independency known as embedded multivalued dependence, and show that from the work developed in the previous sections it follows directly that this form of independence is reducible to dividing in atomless boolean algebras. In Section 3.2 we show how it is possible to use ideas from database theory to formulate an extension of first-order logic, known as independence logic, capable to talk about dependence and independence. In Section 4 we sketch some of the work of Ben-Yaacov on stochastic independence [4] and notice how the high level approach assumed in this paper made evident the strong analogies between this form of independence and embedded multivalued independence. Finally, we suggest that these analogies call for the definition of a measure-theoretic analog of independence logic, i.e. stochastic independence logic, which is now under development.
Preliminaries
For notations and conventions we refer to [16] . As usual with contemporary model theory, we work in large homogeneous models with a high degree of saturation, also known as monster models. Definition 1.1. Let T be a complete first-order theory with infinite models, and M its monster model. For a ∈ M n , b ∈ M m and C ⊆ M we say that a is dividing independent from b over C, in symbols a | ⌣
Definition 1.2. Let T be a complete first-order theory with infinite models. i) We say that T is simple if the dividing independence relation (in T) is symmetric. ii) We say that T is NIP if there is no formula φ( x, y) such that for every n < ω there are (
iii) We say that T is NSOP if there is no formula φ( x, y) such that there is (
Independence in Atomless Boolean Algebras

Preliminary Lemmas
We define the theory of boolean algebras (BA).
Definition 2.1. The theory BA is the theory in the signature L = {0, 1, ∧, ∨, ¬} defined by the following set of axioms:
Definition 2.2. Let A |= BA and a, b ∈ A. i) We say that a b if a ∧ ¬b = 0. ii) We say that a is an atom if a = 0 and for every c ∈ A, if c a then either c = 0 or c = a. iii) We say that A is atomic if for every c ∈ A with c = 0 there exists an atom d ∈ A such that d c. iv) We say that A is atomless if it has no atoms.
For A |= BA, a ∈ A and b ∈ At(A), we say that b dominates a if a b. Definition 2.3. The theory ABA is the theory in the signature L = {0, 1, ∧, ∨, ¬} defined by the following set of axioms: Definition 2.6. The theory ATBA is the theory in the signature L = {0, 1, ∧, ∨, ¬} defined by the following set of axioms:
Let L ′ be the extension of the language of boolean algebra with unary predicates (A i (x)) i<ω saying that x dominates at most i atoms.
Theorem 2.7. The theory ATBA is complete and admits elimination of quantifiers in the language L ′ .
Proof. See [17, Theorem 6.20] .
where σ i : n → 3 for every i < m, and for x ∈ Var we let x 0 = ¬x, x 1 = x and x 2 = 1.
Following the common logical parlance, we call terms of the form indicated above, terms in disjunctive normal form. We denote the set of such terms by NTerm.
Lemma 2.9. For every atomic formula φ( x) in the signature L = {0, 1, ∧, ∨, ¬}, with x = (x 0 , ..., x n−1 ), there exists a term t( x) ∈ NTerm such that for all A |= BA and a ∈ A n we have that A |= φ( a) iff t A ( a) = 0.
Proof. Let t 0 ( x) = t 1 ( x) be an atomic formula in the signature L, x = (x 0 , ..., x n−1 ), A |= BA and a ∈ A n . Then
where t( x) is the term in disjunctive normal form corresponding to the boolean
The class of boolean algebras with homomorphisms of boolean algebras as morphisms is a category, we denote it by BolAlg. Given A |= BA and B a {0, 1, ∧, ∨, ¬}-structure, we denote by B A the substructure relation (notice that BA is a ∀-theory and so its class of models is closed under taking substructures). For A, B |= BA and C A, B, we denote by A ⊗ C B the push-out of A and B over C in BolAlg. The object A ⊗ C B can be shown to be the boolean algebras corresponding to the tensor product of the boolean rings corresponding to A, B and C, respectively. 
This structural definition of independence between boolean algebras is equivalent to a more intuitive condition of topological nature. Given A |= BA, we denote by At(A) the set of atoms of A. We state few elementary facts about boolean algebras that will be used freely throughout the paper. Proposition 2.14. Let A |= BA and a ∈ A. The following are equivalent. i) A is atomic; ii) Every a ∈ A is the supremum of the atoms that it dominates.
iii) The unit is the supremum of the set of all atoms.
Proof. [10, Chapter 14, Lemma 3].
In particular, the supremum on the right-hand side of the equation exists.
Proof. [10, Chapter 8, Lemma 3].
Proposition 2.16. Let A |= BA and C A, with A and C atomic. Then, for every a ∈ At(A) there exists exactly one c ∈ At(C) such that a c.
Proof. Let a ∈ At(A) and suppose that there are c 0 , c 1 ∈ At(C) such that a c 0 , c 1 and c 0 = c 1 . Then a c 0 ∧ c 1 = 0, a contradiction. Suppose now that for every c ∈ At(C) we have that a c. Then a ∧ c = 0 for every c ∈ At(C), because C A.
By Proposition 2.16 whenever we have A |= BA and C A, with A and C atomic, we have a function f : At(A) → At(C) which sends an atom a to the unique atom c that dominates a. We denote the image of this map at a point a by C a ↓.
Notation 2.17. In the preceding, we considered sups of families of points of a boolean algebras without specifying the algebra with respect to which they were considered. This lack of notation may lead to some problems, in fact given C A and (c j ) j∈J ∈ C J there may be a point c ∈ C such that c is the sup of the c j with respect to the algebra C but not with respect to the algebra A. When we want to make clear with respect to which algebra we are considering a sup (resp. an inf) we use the notation ( j∈J c j )
A (resp. ( j∈J c j ) A ), where obviously the superscript indicates the algebra with respect to which the sup (resp. the inf) is taken. This notation is heavier and it will be avoided when possible, it is, though, of crucial importance in the following definitions.
Definition 2.18 (Regular Subalgebra [10] ). Let A |= BA and C A. We say that C is a regular subalgebra of A if whenever (c i ) i∈I ∈ C I and ( i∈I c i )
Definition 2.19. Let A |= BA and C A, with A and C atomic. We say that C sits nicely in A, in symbols C * A if the following conditions are satisfied: Notice that a i ∧ b j = 0 for every i ∈ I and j ∈ J, because a ∧ b = 0. Thus, by assumption, for every i ∈ I and j ∈ J there is c i,j ∈ At(C) such that
For j ∈ J, let c * j = C bj ↓. Then for every i ∈ I and j ∈ J we have that c i,j = c * j . And so for every i ∈ I and j ∈ J we have that
C . Notice that c exists, and also
A because by hypothesis C * A, B. We claim that i) c b and ii) ¬c a. To see i), notice that for every j ∈ J we have that c * j b j and so c = j∈J c * j j∈J b j = b. To see ii) , notice that ¬c = j∈J ¬c * j and that ¬c * j a for every j ∈ J, because for every i ∈ I we have that ¬c * j a i and a = i∈I a i .
Remark 2.21. Notice that in Lemma 2.20 the assumption C * A, B is necessary. To see this, consider the following subalgebras of P(ω)
where for D |= BA with D complete and E D we denote by E the completion of E in D, and, as usual with fields of sets, we identify structures with their domains. Then C A, B and for all a ∈ At(A) and b ∈ At(B) whenever Proof. Suppose there are a ∈ At(A) and
Thus, for j ∈ J with b j = b we have that 
Thus, for i ∈ I with a i = a we have that 
Proof. Suppose there are a ∈ At(A) and
because a c and b c. By hypothesis, a c, and so c = i∈I a i for injective
We sum up the information obtained in the previous three proposition in the following corollary, which will be crucial in Section 2.2. 
Lemma 2.27. Let A |= ABA. Then for every a ∈ A with a = 0 there exists (p n (a)) n<ω ∈ A ω such that for every k < ω the following holds:
Proof. We define p n (a) by induction on n. n = 0). By hypothesis a = 0, and so there is b ∈ A such that b a and b = 0, because A |= ABA. Let p 0 (a) = b, then clearly b has properties i) -iii). n = k + 1). Clearly a ∧ ¬ i k p i (a) = 0, because otherwise a = i k p i (a), which contradicts the inductive hypothesis. Thus, there exists b ∈ A such that b a ∧ ¬ i k p i (a) and b = 0, because A |= ABA. Let p n (a) = b, then it is easy to see that b has properties i) -iii).
Lemma 2.27 establishes the existence of functions p n : A − {0} → A − {0} for every n < ω and A |= ABA. We will use these functions (and their properties) freely.
Main Theorem
The various lemmas proved in the previous section allowed us to characterize the relation A | ⌣C B under the assumption of atomicity of the algebras and that C sits nicely in A and B. We now use this characterization to establish a reduction of the relation A | ⌣C B to dividing in ABA. This is the content of the following theorem. Theorem 2.28 (Main Theorem). Let M be the monster model of ABA, and A, B, C M, with A, B and C atomic and C * A, B. Then
Proof. For the direction (⇐), suppose that A | ⌣C B. Then there are a ∈ At(A) and
But, as already noticed, a ′ ∧ b 0 = 0. Hence (b i ) i<ω is not indiscernible over Ca ′ . We now verify i). Let x = (x 0 , ..., x n−1 ), y = (y 0 , ..., y k−1 ) and t( x, y) a term of the form
where, for every i < m, σ i : n → 3 and τ i : k → 3, and again we use the convention that for x ∈ Var, x 0 = ¬x, x 1 = x and x 2 = 1. Let now (p 0 , ..., p n−1 ), (q 0 , ..., q n−1 ) ∈ ω n strictly increasing and c ∈ C k , we want to show that
By quantifier elimination and Lemma 2.9, this suffices to establish the indiscernibility of (b i ) i<ω over C. Obviously, For every E |= BA and (e i ) i∈I ∈ E I we have that i∈I e i = 0 ⇔ ∀i ∈ I (e i = 0).
Thus, in order to establish (⋆), it suffices to show that for every i < m we have that
Let then i < m, we show (⋆⋆). We can assume that k > 0, in fact if k = 0, then
∈ C and C is atomic. Hence we have that
and analogously for (q 0 , ..., q n−1 ). Thus, in order to establish (⋆⋆), it suffices to show that for every p ∈ P we have that
Let then p ∈ P , we show (⋆ ⋆ ⋆). We make a case distinction. 
Case 3). c p = c and σ i (j) = 1 for all j < n. We distinguish three cases. Case 3.1). σ i (j) = 2 for all j < n. Clearly this case is fine.
Case 3.2).
There exists exactly one j 0 < n such that σ i (j 0 ) = 0. Notice that 0 = a c ∧ ¬b 0 and for every 0 < i < ω we have
Case 3.3).
There exist j 0 < j 1 < n such that σ i (j 0 ) = 0 = σ i (j 1 ). Notice that for every 0 < i 0 < i 1 < ω we have that
and
Case 4)
. c p = c and there exists j < n such that σ i (j) = 1. We distinguish three cases. Case 4.1). σ i (j) > 0 for all j < n. Notice that for every (h 0 , ...,
Hence, for X = {j < n | σ i (j) = 2}, we have that
Case 4.2).
There exist j 0 < j 1 < n such that σ i (j 0 ) = 0 = σ i (j 1 ). As shown above, in this case both terms go to 0. 
This concludes the proof of direction (⇐).
For the direction (⇒), let a ∈ At(A), b ∈ At(B) and
ω be an indiscernible sequence over C such that b 0 = b. Notice that a ∈ At(A) and C A, and so a∧c = 0, because a c. Thus, for every i < ω we have that a∧b i = 0, because b c and tp(b/C) = tp(b i /C). We claim that (b i ) i<ω is indiscernible over Ca. Let (p 0 , ..., p n−1 ), (q 0 , ..., q n−1 ) ∈ ω n increasing. We show that for every σ : n → 3, π : 1 → 3 and c 0 ∈ At(C) we have that
Arguing as we did in (⇐), one sees that this suffices to establish the indiscernibility of (b i ) i<ω over Ca. We then verify (⋆ ⋆ ⋆). We make a case distinction. c. On the other hand, if we have that σ(j) = 1 for all j < n then
because, as already noticed, for every i < ω we have that c 0 ∧ b i = 0, and so c 0 ¬b i . This concludes the verification of the indiscernibility of (b i ) i<ω over Ca. Hence, also in this case we can conclude that a | ⌣ 
ω be an indiscernible sequence over C such that b 0 = b. We want to find a ′ ∈ M such that tp(a/Cb) = tp(a ′ /Cb) and (b i ) i<ω is indiscernible over Ca ′ . For t < ω, h = (h j0 , ..., h jt−1 ) ∈ ω t and σ : t → 3, let φ h,σ (x) be the following formula
hj ∧ c ∧ ¬x = 0)).
Let q be the following type
We want to show that q is realizable. For g < ω, let q g be the following type
We show that for every g < ω, the type q g is realizable, by compactness this suffices to establish the realizability of q. Let then g < ω, D = {b i | i < g} and (d i ) i<r an injective enumeration of At(D). Define
where for i < r we set
Clearly a 0 c, because p(d i ∧c) c for every i < r. Let now l < g, (b h0 , ..., b h l−1 ) ∈ g l and σ : l → 3, and suppose that j<l b σ(j)
hj ∧ c = 0. Let I 0 ⊆ r be such that
hj ∧ c ∧ a 0 . Furthermore, for every i < r with i = s we have that
But then we have that
hj ∧ c ∧ ¬a. Hence q is realizable. Let a ′ be a realization of q in M (M is sufficiently saturated).
We verify i). Let y = (y 0 , ..., y k−1 ) and t(x, y, z) a term of the form
where, for every i < m, σ i : 1 → 3, τ i : k → 3 and π i : 1 → 3. Let c ∈ C k , we want to show that
As should now be clear, in order to establish (⋆), it suffices to show that for every σ, π : 1 → 3 and c 0 ∈ At(C) we have that
We then verify (⋆⋆). We make a case distinction. 
Case 3)
. c 0 = c and σ(0) 1 and π(0) 1. If this is the case, then
Notice that the inequality 0 = b ∧ a ′ is true because of one of the conditions that we put in q. Case 4). c 0 = c and σ(0) 1 and π(0) = 0. If this is the case, then
Notice that the inequality 0 = b ∧ ¬a ′ is true because of one of the conditions that we put in q. Case 5). c 0 = c and σ(0) = 0 and π(0) 1. If this is the case, then
Notice that the inequality 0 = ¬b ∧ a ′ is true because of one of the conditions that we put in q. Case 6). c 0 = c and σ(0) = 0 and π(0) = 0. If this is the case, then
Notice that the inequality 0 = ¬b ∧ ¬a ′ ∧ c is true because of one of the conditions that we put in q. We now verify ii). Let (p 0 , ..., p n−1 ), (q 0 , ..., q n−1 ) ∈ ω n increasing. We show that for every σ : n → 3, π : 1 → 3 and c 0 ∈ At(C) we have that
Arguing as we did in (⇐), one sees that this suffices to establish the indiscernibility of (b i ) i<ω over Ca ′ . We then verify (⋆ ⋆ ⋆). We make a case distinction. Case I). 
Case III). c
because a ′ is a realization of the type q. This concludes the verification of the indiscernibility of (b i ) i<ω over Ca ′ . Hence, also in this case we can conclude that
We then saw that under the assumption of atomicity of A, B and C, and that C * A, B the relation A | ⌣C B is reducible to dividing in ABA. At this point one may wonder: why ABA? Can we reduce this relation to dividing in another completion of BA? The first theory that comes to mind is the theory of infinite atomic boolean algebras (ATBA), as we saw in Theorem 2.7 also this theory is complete. The following remark shows that the reduction fails when dividing is considered in ATBA. 
Reduction
In this section we first introduce the notion of algebra generated by a tuple of functions and study some of its elementary properties. We then define an independence relation between tuples of functions, which is just an abstraction of the way independence is defined in database theory. Finally, we show that this form of independence is reducible to the independence relation between boolean algebras that we dealt with in the previous sections. Definition 2.30 (Field of sets [10] ). Let M be a set and ∅ = F ⊆ P(M ). We say that F is a field of sets on M (or algebra of sets) if the following conditions are satisfied:
Definition 2.31. Let M be a set and F a field of sets on M . We define the n-th product of F , in symbols (F ) n , to be the field of sets on M n generated by the family of sets
Proposition 2.32. Let M be a set and F a field of sets on M . Then
).
This suffices.
As known, given two sets I and M , a field of sets on M and a function f : I → M , the family of sets {f (−1) (A) | A ∈ F } is a field of sets on I. In the following, given a tuple of functions (f i ) i<n from I to M , we will identify the tuple (f i ) i<n with the function f : I → M n such that f (j) = (f 0 (j), ..., f n−1 (j)) for every j ∈ I.
Definition 2.33. Let f = (f i ) i<n be a tuple of functions from I to M , and F the finite-cofinite field of sets on M . We let the boolean algebra generated by f , in symbols π( f ), to be the field of sets { f
Proof. We verify i). Let (
This establishes the first inclusion (from left to right). Let now B ∈ i<n π(f i ), then there is i < n such that B ∈ π(f i ). Thus, there is A ∈ F such that f (−1) (A) = B, and so we can find δ : 0 → 2 such that A δ(0) is finite, say A δ(0) = {a i | i < k}.
This establishes the second inclusion. Finally, let i < n and a ∈ ran(f i ), then
This establishes the third inclusion. To see ii) , let i<n A i ∈ F n , a ∈ ran( f ) and suppose that f
Let b be in the intersection, then f i (x) = {a i } and f i (x) ∈ A i for every i < n. Thus, {a i } ⊆ A i for every i < n, and so
Lemma 2.35. Let A |= BA and C A. The following are equivalent. i) C is a regular subalgebra of A.
Proof. See [10, pg. 85].
Lemma 2.36. Let A |= BA and C B A. If C is a regular subalgebra of A, then C is a regular subalgebra of B.
Proof. Let (c i ) i∈I ∈ C I and suppose that ( i∈I c i )
Lemma 2.37. Let f = (f j ) j<n be a tuple of functions from I to M . Then π( f ) is a regular subalgebra of P(I).
Then there exists i ∈ I such that i / ∈ C t for every t ∈ T . Let C = f (−1) ( f (i)). If there were t ∈ T such that C ⊆ C t , then i ∈ f (−1) ( f (i)) = C ⊆ t∈T C t , a contradiction. Thus, C ∩ C t = ∅ for every t ∈ T , because C is an atom. But then C t ⊆ C 0 for every t ∈ T and C 0 = I because C = ∅, a contradiction. Proof. Let (A i ) i∈I ∈ At(π( f h)) I and suppose that i∈I A i = A exists in π( f h).
We claim that
For the inclusion (⊆), let z ∈ i∈I C i , then there exists i ∈ I such that z ∈ C i . By our description of the atoms of π( f h) there exists a ∈ M n and b ∈ M k such that
Notice now that
Let h(z) = b and for every i < n choose a i ∈ D q,i . Then there exists p ∈ I such that ( f h)
As we will see in Section 3, the following theorem establishes a reduction of the form of independence at play in database theory and independence logic to dividing in ABA.
Proof. For the direction (⇐), let p, q ∈ I with h(p) = h(q).
and v ∈ M k be such that
and let
Notice that A ∈ At(π( f h)) and B ∈ At(π( g h) ) .
And so
For the direction (⇒), let A ∈ At(π( f h)), B ∈ At(π( g h) ) and C = π( h) B ↓, and suppose that A ⊆ C. By our description of the atoms of the algebras in question, there are d ∈ M n , e ∈ M m and v, w ∈ M k such that
Notice now that
Let p ∈ A and q ∈ B, then h(p) = h(q) and so, by hypothesis, there exists t ∈ I such that
Independence in Database Theory and Team Semantics
Embedded Multivalued Dependence
Let Var = {x i | i ∈ ω} be a countable set of symbols, called attributes or individual variables. A relation schema is a finite set R = x k0 , ..., x kn−1 of attributes from Var. Each attribute x i of a relation schema is associated with a domain dom(x i ) which represents the set of possible values that can occur in the column named x i . A tuple over R = x k0 , ..., x kn−1 is a function t : R → i<n dom(x i ) with t(x i ) ∈ dom(x i ) for all i < n. A database 2 r over R is a set of tuples over R. For x ⊆ R and t ∈ r we let t( x) be the restriction of the function t to x. 2 In the context of database theory a database is usually taken to be a finite set of tuples over a relation schema R. In our framework the assumption of finiteness does not play any role and so we drop it. Definition 3.1 (Functional dependence [1] ). Let R be a relation schema, x and y tuples of attributes from R, and r a database over R. We define r satisfies x → y ⇔ ∀t 0 , t 1 ∈ r(t 0 ( x) = t 1 ( x) ⇒ t 0 ( y) = t 1 ( y)).
If r satisfies x → y we say that r satisfies the functional dependency x → y. Definition 3.2 (Embedded multivalued dependence [18] 3 ). Let R be a relation schema, x, y and z tuples of attributes from R, and r a database over R. We define
If r satisfies z ։ x | y we say that r satisfies the embedded multivalued dependency z ։ x | y. Let R be a relation schema, x a tuple of attributes from R and r a database over R. Let also r = (t i ) i∈I and M = i<ω dom(x i ). We can then define a functioṅ x : I → M n by letting˙ x(i) = t i ( x) for every i ∈ I. Clearly, for x = (x j0 , ..., x jm−1 )
and i ∈ I, we have that˙ x(i) = (ẋ j0 (i), ...,ẋ jm−1 (i)), and so we can identify the objects˙ x and (ẋ j0 , ...,ẋ jm−1 ). Following the notation of Section 2.3, we can then consider the boolean algebra π(˙ x) (as a subalgebra of P(I)). Notice now that being the theory ABA the model completion of the theory BA, there is an embedding i : π(˙ x) → M, where as usual we denote by M the monster model of ABA. Thus π(˙ x) ∼ = i(π(˙ x)), and so, modulo isomorphism, the boolean algebra π(˙ x) can be thought as living in M. This little argument allows us to formulate in exact terms a reduction of embedded multivalued dependence to dividing in ABA.
Theorem 3.4. Let R be a relation schema, x, y and z tuples of attributes from R, and r a database over R. Then
Proof. An immediate consequence of Theorems 2.41 and 2.28.
3 In standard references in database theory (among which [18] ) it is usually assumed that x ∩ y ⊆ z. We relax this assumption because it comes with no conceptual cost and simplifies the treatment.
We then saw that embedded multivalued dependence is reducible to the dividing calculus in ABA. At this point one may wonder: is ABA the most natural completion of BA for this reduction to take place? What about ATBA? As we saw above, in the case of ABA the choice of embeddings with respect to which we think of the algebras arising from a database as living in the monster model for ABA does not matter, any choice of embeddings would do. In the case of ATBA this is not the case. Remark 2.29 shows in fact that in the case of ATBA the choice of embeddings does matter. For this reason, ABA is a more natural context than ATBA for our reduction to take place.
Independence in Team Semantics
We now introduce what is known as independence logic [11] . The semantics of this logic is formulated using sets of assignments, also called teams, instead of single assignments. This new way of defining semantics for logical languages was introduced by Hodges in [13] and then developed by Väänänen in [20] . Let M be a first-order structure and V ⊆ Var a finite set of variables. An assignment s on M with domain dom(s) = V is a mapping from V to M . A team X on M with domain dom(X) = V is a set of assignments with domain V . For s an assignment, x ∈ Var and a ∈ M we denote by s[a/x] the assignment with domain dom(s) ∪ {x} that agrees with s everywhere except that it maps x to a. Given a signature L we denote by Term L the set of L-terms. Let L be a fixed but arbitrary signature.
Definition 3.5. The collection of atomic L-formulas of independence logic is defined as follows:
<ω , then u ⊥ w v is an atomic formula; iv) if R ∈ L and v ∈ Term #R , then R( v) is an atomic formula.
Formulas of the second kind, in the definition above, are known as dependence atoms, while formulas of the third kind as independence atoms. Definition 3.6. The collection of L-formulas of independence logic is defined as follows: i) atomic L-formulas are formulas; ii) if φ is an atomic formula, then ¬φ is a formula; iii) if φ and ψ are formulas, then φ ∧ ψ and φ ∨ ψ are formulas; iv) if φ is a formula and x ∈ Var, then ∃xφ and ∀xφ are formulas.
<ω , we denote by Var( u) the set of variables occurring in at least one of the terms in the tuple u. Given an L-formula φ, we denote by Var(φ) the set of free variables occurring in φ.
Definition 3.7. Let M be an L-structure, X a team on M and Var( u), Var( v) ⊆ dom(X). We let
Definition 3.8. Let M be an L-structure, X a team on M and Var( u), Var( v) and Var( w) ⊆ dom(X). We let
In analogy with Proposition 3.3, we have the following.
Proposition 3.9. Let M be a first-order structure, X a team on M and Var( u),
Proposition 3.9 shows that our syntax could have been chosen without dependence atoms.
Definition 3.10 (Semantics). Let M be an L-structure and X a team on M. By induction on φ such that Var(φ) ⊆ dom(X) we define the relation M |= X φ, extending Definition 3.7 with the following conditions:
Given a non-empty set M , we denote by (M ) the structure in the empty signature with domain M . Clearly, given R = x k0 , ..., x kn−1 ⊆ Var, each database r over R can be seen as a team X r on ( i<n dom(x ki )) with domain R, and each team X on a substructure of ( i<n dom(x ki )) with domain R can be seen as a database r X over R.
Remark 3.11. Let M be a non-empty set, X a team on (M ), x, y and z ⊆ dom(X) ⊆ Var. Then
As Remark 3.11 shows and any researcher in dependence logic knows, the form of independence at play in team semantics is exactly embedded multivalued dependence. Thus, as the latter case of independence is reducible to diving in ABA, so is the former. Given u = (u j ) j<n ∈ (Term L ) n and a team X = (s i ) i∈I on M with Var( u) ⊆ dom(X) we can define a function˙ u : I → M n by lettinġ u(i) = (s i (u 0 ), ..., s i (u n−1 )) for every i ∈ I. Theorem 3.12. Let M be an L-structure, X a team on M and Var( u), Var( v) and Var( w) ⊆ dom(X). Then
⇔ ∀a ∈ At(π(˙ u˙ w)) and ∀b ∈ At(π(˙ v˙ w)) a
Embedded Multivalued Dependence and Stochastic Independence
In this last section we look at the relations between embedded multivalued dependence and stochastic independence. We reconstruct part of the work done by Ben Yaacov on stochastic independence and then stress the tight connections between this form of independence and embedded multivalued dependence made evident by our approach to the subject. We denote by ProbAlg the category of probability algebras, with morphisms measure-preserving morphisms of boolean algebras. We write B A to mean that B is a substructure of A and the inclusion is a morphism of ProbAlg. We denote the theory defined in ii) The theory APr is complete and admits elimination of quantifiers (in continuous logic), it is the model completion of Pr. iii) The theory APr is ω-stable (in continuous logic). where | ⌣ f refers to the forking calculus of continuous logic in the theory APr.
Proof. See [3] and [4] .
Given a field of sets B on M , we say that B is a σ-field of sets if it closed under countable unions. Given a σ-field of sets B, we call the pair (M, B) a measurable space.
Definition 4.6. Let (M, B) be a measurable space. We define the n-th product of B, in symbols (B) n , to be the σ-field of sets on M n generated by the family of sets
Definition 4.7 (Random Vector). Let (Ω, F , P ) be a probability space and (M, B) a measurable space. A (M, B)-valued random vector on (Ω, F , P ) is a measurable function x : Ω → M n . That is, for every A ∈ (B) n we have that ( x) (−1) (A) ∈ F . If n = 1 we call x a (M, B)-valued random variable.
Given a tuple of (M, B)-valued random variables (x 0 , ..., x n−1 ) on a probability space (Ω, F , P ), we identify the tuple (x 0 , ..., x n−1 ) with the vector x : Ω → M n such that x(i) = (x 0 (i), ..., x n−1 (i)). It is easy to see that x is measurable (with respect to (B) n ) if and only if x i is measurable (with respect to B) for every i < n.
Definition 4.8. Let x be a (M, B)-valued random vector on a probability space (Ω, F , P ). We let the σ-algebra generated by x, in symbols σ( x), to be the σ-algebra
Given a set X and A ⊆ X, we denote by χ A the characteristic function of A, i.e. the function X → 2 such that χ A (a) = 1 iff a ∈ A. The following definition is part of the elaborated theory of conditional expectations, for details we refer the reader to [6, Chapter 10] . Definition 4.9 (Conditional probability). Let (Ω, F , P ) be a probability space, G a sub σ-algebra of F and A ∈ F . A conditional probability of A given G is a G-measurable function P (A | G) : Ω → [0, +∞) such that It is possible to show that P (A | G) exists and it is unique modulo equality almost everywhere (a.e.), i.e. modulo a set of measure 0 [6, Theorem 10.1.5].
As made clear by our exposition of the subject, independence logic is an extension of first-order logic which is based on a database oriented notion of team, and a particular form of independence, i.e. embedded multivalued dependence. In light of the analogies between this form of independence and stochastic independence noted above, it seems plausible to formulate a measure-theoretic version of independence logic which is based on stochastic independence. This is indeed possible, through the introduction of teams with probability measures, called measure teams. This is done by the authors in [14] and [15] .
