In the current series of two papers, we study the long time behavior of the following random Fisher-KPP equation
where ω ∈ Ω, (Ω, F , P) is a given probability space, θ t is an ergodic metric dynamical system on Ω, and a(ω) > 0 for every ω ∈ Ω. We also study the long time behavior of the following nonautonomous Fisher-KPP equation,
where a 0 (t) is a positive locally Hölder continuous function. In the first part of the series, we studied the stability of positive equilibria and the spreading speeds of (1) and (2) . In this second part of the series, we investigate the existence and stability of transition fronts of (1) and (2) . We first study the transition fronts of (1) . Under some proper assumption on a(ω), we show the existence of random transition fronts of (1) with least mean speed greater than or equal to some constant c * and the nonexistence of ranndom transition fronts of (1) with least mean speed less than c * . We prove the stability of random transition fronts of (1) with least mean speed greater than c * . Note that it is proved in the first part that c
Introduction and statements of the main results
The current series of two papers is concerned with the long time behavior of the following random Fisher-KPP equation, u t = u xx + a(θ t ω)u(1 − u), x ∈ R, (1.1)
where ω ∈ Ω, (Ω, F, P, {θ t } t∈R ) is an ergodic metric dynamical system on Ω, a : Ω → (0, ∞) is measurable, and a ω (t) := a(θ t ω) is locally Hölder continuous for every ω ∈ Ω. It also considers the long time behavior of the following nonautonomous Fisher-KPP equation,
where a 0 : R → (0, ∞) is locally Hölder continuous.
Observe that (1.1) (resp. (1.2)) with a(ω) ≡ 1 (resp. with a 0 (t) ≡ 1) becomes
(1.3) Equation (1.3) is called in literature Fisher-KPP equation due to the pioneering papers of Fisher [13] and Kolmogorov, Petrowsky, Piskunov [27] on traveling wave solutions and take-over properties of (1.3). It is clear that the constant solution u = 1 of (1.3) is asymptotically stable with respect to strictly positive perturbations. Fisher in [13] found traveling wave solutions u(t, x) = φ(x − ct) of (1.3) (φ(−∞) = 1, φ(∞) = 0) of all speeds c ≥ 2 and showed that there are no such traveling wave solutions of slower speed. He conjectured that the take-over occurs at the asymptotic speed 2. This conjecture was proved in [27] for some special initial distribution and was proved in [3] for general initial distributions. More precisely, it is proved in [27] that for the nonnegative solution u(t, x) of (1.3) with u(0, x) = 1 for x < 0 and u(0, x) = 0 for x > 0, lim t→∞ u(t, ct) is 0 if c > 2 and 1 if c < 2. It is proved in [3] that for any nonnegative solution u(t, x) of (1.3), if at time t = 0, u is 1 near −∞ and 0 near ∞, then lim t→∞ u(t, ct) is 0 if c > 2 and 1 if c < 2. In literature, c * = 2 is called the spreading speed for (1.3). A huge amount of research has been carried out toward various extensions of traveling wave solutions and take-over properties of (1.3) to general time and space independent as well as time and/or space dependent Fisher-KPP type equations. See, for example, [2, 3, 11, 15, 26, 43, 50] , etc., for the extension to general time and space independent Fisher-KPP type equations; see [6, 8, 14, 16, 17, 24, 28, 29, 30, 32, 38, 39, 51, 52] , and references therein for the extension to time and/or space periodic Fisher-KPP type equations; and see [4, 5, 7, 9, 10, 18, 23, 31, 33, 34, 35, 36, 37, 45, 46, 47, 48, 49, 53, 54] , and references therein for the extension to quite general time and/or space dependent Fisher-KPP type equations. The reader is referred to [12, 19, 55] , etc. for the study of Fisher-KPP reaction diffusion equations with time delay.
All the existing works on (1.1) (resp. (1.2)) assumed inf t∈R a ω (t) > 0 and a ω (·) ∈ L ∞ (R) (resp. inf t∈R a 0 (t) > 0 and sup t∈R a 0 (t) < ∞). The objective of the current series of two papers is to study the long time behavior, in particular, the stability of positive constant solutions, the spreading speeds, and the transition fronts of (1.1) (resp. (1.2)) without the assumption inf t∈R a ω (t) > 0 and a ω (·) ∈ L ∞ (R) (resp. without the assumption inf t∈R a 0 (t) > 0 and sup t∈R a 0 (t) < ∞). The applications of the results established for (1.1) to Fisher-KPP equations whose growth rate and/or carrying capacity are perturbed by real noises will also be discussed.
In the first part of the series, we studied the stability of positive constant solutions and the spreading speeds of (1.1) and (1.2) (see section 2 for the review of some results established in the first part). In this second part of the series, we investigate the existence and stability of transitions fronts of (1.1) and (1.2) . Note that the so called periodic traveling wave solutions or pulsating traveling fronts to time and/or space periodic reaction diffusion equations are natural extension of the notion of traveling wave solutions in the classical sense, and that the so called transition fronts or generalized traveling waves to general time and/or space dependent reaction equations are the natural extension of the notion traveling wave solutions in the classical sense (see [9, 10] for the introduction of the notion of transition fronts or generalzed traveling waves in the general case, and [31, 44, 46, 47] for the time almost periodic or space almost periodic cases).
It should be pointed out that the work [34] studied the existence of transition fronts of (1.1) with mean speed greater than some number c * under the assumption that inf t∈R a ω (t) > 0 and a ω (·) ∈ L ∞ (R). The work [34] also studied the existence of transition fronts of (1.2) with least mean speed greater than some number c * under the assumption that inf t∈R a 0 (t) > 0 and sup t∈R a 0 (t) < ∞. Among others, the work [48] considered the stability of transition fronts of (1.2) under the assumption that inf t∈R a 0 (t) > 0 and sup t∈R a 0 (t) < ∞.
The objective of the current paper is to study the existence and stability of transition fronts of (1.1) without the assumption inf t∈R a ω (t) > 0 and a ω (·) ∈ L ∞ (R), and to study the existence and stability of transition fronts of (1.2) without the assumption inf t∈R a 0 (t) > 0 and sup t∈R a 0 (t) < ∞. Most results in [34] and [48] are extended to such general cases and some new results are obtained in this paper.
We first consider (1.1). As in the first part, we introduce the following notations and assumption related to (1.1). Let
and a(ω) = lim sup
(1.5)
Observe that a(θ t ω) = a(ω) and a(θ t ω) = a(ω), ∀ t ∈ R, (1 6) and that
Then by the countability of the set Q of rational numbers, both a(ω) and a(ω) are measurable in ω.
Throughout this paper, we assume that the following standing assumption holds.
Note that (H1) implies that a(·), a(·),â(·) ∈ L 1 (Ω, F, P) (see Lemma 2.1). Assume (H1). Then by the ergodicity of the metric dynamical system (Ω, F, P, {θ t } t∈R ), there areâ, a,ā ∈ R + and a measurable subset Ω 0 ⊂ Ω with P(Ω 0 ) = 1 such that
In the following, we roughly state the main results of the current paper. For given u 0 ∈ X := C b unif (R) and ω ∈ Ω, let u(t, x; u 0 , ω) be the solution of (1.1) with u(0, x; u 0 , ω) = u 0 (x). Note that, for u 0 ∈ X with u 0 ≥ 0, u(t, x; u 0 , ω) exists for t ∈ [0, ∞) and u(t, x; u 0 , ω) ≥ 0 for all t ≥ 0. Note also that u ≡ 0 and u ≡ 1 are two constant solutions of (1.1).
A solution u(t, x; ω) of (1.1) is called an entire solution if it is a solution on t ∈ (−∞, ∞). An entire solution u(t, x; ω) is called a random traveling wave solution or a random transition front of (1.1) connecting 1 and 0 if for a.e. ω ∈ Ω, u(t, x; ω) = U (x − C(t; ω), θ t ω) (1.8)
for some U (·, ω) and C(·; ω), where U (x, ω) and C(t; ω) are measurable in ω, and for a.e. ω ∈ Ω, 0 < U (x, ω) < 1, and lim
We may write lim x→−∞ U (x, ω) = 1 and lim x→∞ U (x, ω) = 0 (if the limits exist) as U (−∞, ω) = 1 and U (∞, ω) = 0, respectively. Suppose that u(t, x; ω) = U (x − C(t; ω); θ t ω) is a random transition front of (1.1). If U x (x, ω) < 0 for a.e. ω ∈ Ω and all x ∈ R, u(t, x; ω) = U (x − C(t; ω); θ t ω) is said to be a monotone random transition front. If there is c ∈ R such that for a.e. ω ∈ Ω, Recall that when a(ω) ≡ a, (1.1) becomes classical Fisher-KPP equation, and that the classical Fisher-KPP equation has a unique (up to phase translation) traveling wave solution u(t, x) = φ(x − ct) connecting u = 0 and u = 1, (i.e. φ(−∞) = 1 and φ(∞) = 0) with speed c ≥ 2 √ a and has no such traveling wave solution with speed c < 2 √ a.
We have the following results on the existence and stability of random transition fronts of (1.1) connecting 1 and 0.
i) (Existence of random transition fronts) For any given c > c * , there is a monotone random transition front of (1.1) with least mean speed c = c (see Theorem 3.2(1)).
ii) (Existence of critical random transition fronts) There is a monotone random transition front of (1.1) with least mean speed c = c * (see Theorem 3.2(2)).
iii) (Nonexistence of random transition fronts) There is no random transition front of (1.1) with least mean speed less than c * (see Theorem 3.2(3)).
iv) (Stability of random transition fronts) The random transition front established in ii) is asymptotically stable (see Theorem 4.1).
v) (Average speed of random transition fronts) Suppose that u(t, x; ω) = U (x − C(t; ω); θ t ω) is a monotone random transition front of (1.1). Then its average speedĉ = lim t→∞ C(t;ω) t exists andĉ ≥ 2 √â (see Theorem 3.1).
Next, we consider (1.2). A solution u(t, x) of (1.2) is called an entire solution if it is a solution on t ∈ (−∞, ∞). An entire solution u(t, x) of (1.2) is called a transition front of (1.2) connecting 1 and 0 if u(t, x) = U (x − C(t), t) (1.13)
for some U (x, t) and C(t), where U (x, t) satisfies 0 < U (x, t) < 1, U (−∞, t) = 1 and U (∞, t) = 0 uniformly in t ∈ R.
(1.14)
Suppose that u(t, x) = U (x − C(t), t) is a transition front of (1.2). Then
is called its least mean speed. Let (H2) be the following standing assumption.
(H2) 0 < a 0 := lim inf t−s→∞
The assumption (H2) is the analogue of (H1). We will give some example for a 0 (·) in section 6.
Assume (H2). ii) ′ (Existence of critical transition fronts) There is a transition front of (1.2) with least mean speed c = c * 0 (see Theorem 5.1(2)). iii) ′ (Nonexistence of transition fronts) There is no transition front of (1.2) with least mean speed less than c * 0 (see Theorem 5.1(3)). iv) ′ (Stability of transition fronts) The transition front established in i) ′ is asymptotically stable (see Theorem 5.2).
We conclude the introduction with the following three remarks. First, the results i) ′ and iii) ′ extend [34, Theorem 2.3(1)] and [34, Theorem 2.3(2)] for (1.2) with 0 < inf t∈R a 0 (t) ≤ sup t∈R a 0 (t) < ∞ to more general a 0 (t), respectively, and the result i) extends [34, Theorem 2.5] for (1.1) with 0 < inf ω∈Ω a(ω) ≤ sup ω∈Ω a(ω) < ∞ to more general a(ω). The result iv) ′ extends [48, Theorem 2.2] for (1.2) with 0 < inf t∈R a 0 (t) ≤ sup t∈R a 0 (t) < ∞ to more general a 0 (t). The results ii), and ii) ′ are new even for the cases that 0 < inf ω∈Ω a(ω) ≤ sup ω∈Ω a(ω) < ∞ and 0 < inf t∈R a 0 (t) ≤ sup t∈R a 0 (t) < ∞.
Second, the results established for (1.1) and (1.2) can be applied to the following general random Fisher-KPP equation, 17) where r : Ω → (−∞, ∞) and β : Ω → (0, ∞) are measurable with locally Hölder continuous sample paths r ω (t) := r(θ t ω) and β ω (t) := β(θ t ω), and to the following general nonautonomous Fisher-KPP equation,
where r 0 : R → R and β 0 : R → (0, ∞) are locally Hölder continuous. Note that (1.17) models the population growth of a species with random perturbations on its growth rate and carrying capacity, and (1.18) models the population growth of a species with deterministic time dependent perturbations on its growth rate and carrying capacity. In fact, under some assumptions on r(ω) and β(ω), it can be proved that
is a random equilibrium of (1.17). Letũ = u Y (θtω) and drop the tidle, (1.17) becomes (1.1) with a(θ t ω) = β(θ t ω) · Y (θ t ω), and then the results established for (1.1) can be applied to (1.17). For example, consider the following random Fisher-KPP equation,
where ω ∈ Ω, (Ω, F, P, {θ t } t∈R ) is an ergodic metric dynamical system, ξ : Ω → R is measurable, and ξ t (ω) := ξ(θ t ω) is locally Hölder continuous (ξ t denotes a real noise or a colored noise).
Assume that ξ t (·) satisfies the following (H3).
e. ω ∈ Ω, and ξ ω (t) := ξ(θ t ω) is locally Hölder continuous.
It can be proved that [1]
is a spatially homogeneous asymptotically stable random equilibrium of (1.19) (see Theorem 2.3), and the following can also be proved.
v) For any c ≥ 2 1 + ξ, (1.19) has a random transition wave solution u(x, t) = U (x − C(t; ω, µ); θ t ω) connecting u = Y (θ t ω) and u ≡ 0 with least mean speed c, and (1.19) has no random transition wave solution connecting u = Y (θ t ω) and u ≡ 0 with least mean speed less than 2 1 + ξ (see Corollary 4.1).
Third, it is interesting to study front propagation dynamics of (1.1) with (H1) being replaced by the following weaker assumption,
We plan to study this general case somewhere else, which would have applications to the study of the front propagation dynamics of the following stochastic Fisher-KPP equation,
where W t denotes the standard two-sided Brownian motion (dW t is then the white noise). In fact, Let Ω := {ω ∈ C(R, R) | ω(0) = 0 } equipped with the open compact topology, F be the Borel σ−field and P be the Wiener measure on (Ω, F). Let W t be the one dimensional Brownian motion on the Wiener space (Ω, F, P) defined by W t (ω) = ω(t). Let θ t ω be the canonical Brownian shift:
)s+σWs(ω)ds
is a spatially homogeneous stationary solution process of (1.21). Letũ = u Y (θtω) and drop the tidle, (1.21) becomes (1.1) with a(θ t ω) = Y (θ t ω). The reader is referred to [20, 21, 22, 25, 40, 41] for some study on the front propagation dynamics of (1.22) .
The rest of the paper is organized as follows. In section 2, we present some preliminary lemmas and recall some results established in the first part of the series. We investigate the existence of random transition fronts of (1.1) and the stability of random transition fronts of (1.1) in sections 3 and 4, respectively. We consider transition fronts of (1.2) in section 5.
Preliminary
In this section, we present some preliminary lemmas to be used in later sections and recall some of the main results proved in the first part.
First, we present some preliminary lemmas.
Let b ∈ C(R, (0, ∞)) be given and satisfy that 0 < b ≤ b < ∞. Consider
and
Then the function φ µ satisfies
Lemma 2.4. ([42, Lemma 2.4]) For every µ with 0 < µ <μ < min{2µ, µ * }, there exist {t k } k∈Z with t k < t k+1 and
Lemma 2.5. ([42, Lemma 5.1]) For every 0 < µ < µ * , the following hold.
Lemma 2.6. ([42, Lemma 2.9]) Let f : R × Ω → (0, 1) be a measurable function such that for every ω ∈ Ω the function f ω := f (·, ω) : R → (0, 1) is continuously differentiable and strictly decreasing. Assume that lim x→−∞ f ω (x) = 1 and lim x→∞ f ω (x) = 0 for every ω ∈ Ω. Then for every a ∈ (0, 1) the function Ω ∋ ω → f ω,−1 (a) ∈ R is measurable, where f ω,−1 denotes the inverse function of f ω .
Next, we recall some results about the stability of the positive constant equilibrium solution u ≡ 1 of (1.1) (resp. (1.2)) established. Observe that u(t, x) = v(t, x − C(t; ω)) with C(t; ω) being differential in t solves (1.1) if and only if v(t, x) satisfies
where c(t; ω) = C ′ (t; ω). The following theorems are proved in the first part. (1) For every 0 <ã < a, u 0 ∈ C b uinf (R) with inf x u 0 (x) > 0 and for almost all ω ∈ Ω, there is positive constant M > 0 such that
(2) Let v(t, x; u 0 , ω) be the solution of (2.6) with v(0, x; u 0 , ω) = u 0 (x). The result in (1) also holds for v(t, x; u 0 , ω). is a random equilibrium of (1.19). Moreover, the following hold.
(
Now, we recall some results on the spreading speeds of (1.1) and (1.2) from the first part. Let c * ,ĉ * , andc * be as in (1.12). Let
is bounded and not empty}.
is called the spreading speed interval of (1.1) with respect to compactly supported initial functions. (i) For any ω ∈ Ω 0 , c * sup (ω) =c * .
(ii) For any ω ∈ Ω 0 , c * inf (ω) = c * .
is called the spreading speed interval of (1.1) with respect to front-like initial functions.
Let u * 0 (·) be the function satisfying that u * 0 (x) = 1 for x < 0 and u * 0 (x) = 0 for x > 0. Note that u(t, x; u * 0 , ω) exists (see [27, Theorem 1] ).
Theorem 2.5. Assume that (H1) holds. Then the following hold.
where x(t, ω) is such that u(t, x(t, ω); u * 0 , ω) = 
Existence of random transition fronts
In this section, we study the existence of random traveling wave solutions of (1.1).
The main results of this section are stated in the following two theorems.
Theorem 3.1. Assume that (H1) holds. Let u(t, x; U (·, ω), ω) = U (x − C(t, ω), θ t ω) be a monotone transition front solution of (1.1). Then there isĉ ≥ 2 √â such that
Theorem 3.2. Assume that (H1) holds.
(1) For any given c > c * , there is a monotone random transition front of (1.1) with least mean speed c = c. In particular, for given c > c * , let µ ∈ (0, √ a) be such that c = µ 2 +a µ . Then (1.1) has a monotone random transition wave solution u(t, x) = U µ (x − C(t; ω, µ), θ t ω) with C(t; ω, µ) = t 0 c(s; ω, µ)ds, where
(2) There is a monotone random transition front of (1.1) with least mean speed c * .
(3) There is no random transition front of (1.1) with least mean speed less than c * . 
Proof of Theorem 3.1
In this subsection, we give a proof of Theorem 3.1
Proof of Theorem 3.1. Suppose u(t, x; ω) = U (x − C(t; ω), θ t ω) is a monotone transition front of (1.1).
First, we claim that for a.e. ω ∈ Ω,
Indeed, for a.e. ω ∈ Ω, we have
Since the function x → U (x, θ t+s ω) is decreasing for a.e ω ∈ Ω, then we have that for a.e. ω ∈ Ω,
This implies that (3.4) holds.
Next, by (3.4) and subadditive ergodic theorem, there isĉ ∈ R such that for a.e. ω ∈ Ω, there holds
We show nowĉ ≥ 2 √â . By Theorem 2.5,
Note that lim x→∞ U (x, θ t ω) = 0 uniformly in t ∈ R. Hence there is M (ω) > 0 such that
This implies that
Letting ε → 0, we haveĉ ≥ 2 √â .
Proof of Theorem (1)
In this subsection, we present the proof of Theorem 3.2 (1). We first prove some lemmas. We shall always suppose that (H1) holds.
Let Ω 0 be as in (1.7). Hence
Recall that, if u(t, x) = v(t, x − C(t; ω)) with C(t; ω) being differential in t solves (1.1), then v(t, x) satisfies (2.6). Hence, to prove the existence of random transition fronts of (1.1) of the form u(t, x) = U (x − C(t; ω), θ t ω) for some differentiable C(t; ω) and some U (x, ω) which is measurable in ω and U (−∞, θ t ω) = 1 and U (∞; θ t ω) = 0 uniformly in t, it is equivalent to prove the existence of entire solutions of (2.6) (with c(t; ω) = C ′ (t; ω)) of the form v(t, x) = V (t, x; ω) such that      ω → V (t, x; ω), ω → C(t; ω) are measurable, V (t, x; ω) = V (0, x; θ t ω), lim x→−∞ V (t, x; ω) = 1, and lim x→∞ V (t, x; ω) = 0 uniforlmy in t.
(3.6) For every 0 < µ < µ * := √ a, x ∈ R, t ∈ R and ω ∈ Ω, let φ µ (x) = e −µx and C(t; ω, µ) = t 0 c(τ, ω, µ)dτ with c(t; ω, µ) = µ 2 + a(θ t ω) µ .
Since a(ω) > 0 for every ω ∈ Ω, it follows from (3.7) that v(t, x) = φ µ (x) is a super-solution of (2.6) with c(t; ω) = c(t; ω, µ). We also note that v(x, t) ≡ 1 is a solution of (2.6). We introduce the functions, φ
The following Lemma will be frequently used to prove our main results.
Lemma 3.1. Suppose that (H1) holds. Let ω ∈ Ω 0 . Then for every 0 < µ <μ < min{2µ, µ * }, there exist {t k } k∈Z with t k < t k+1 and lim k→±∞ t k = ±∞, C 1 ((t k , t k+1 ) ) for k ∈ Z, and a positive real number d ω such that for every d ≥ d ω the function
Proof. It follows from Lemma 2.4.
Suppose that (H1) holds. Let ω ∈ Ω 0 , and 0 < µ <μ < min{2µ, µ * } be given. Let A ω and d ω be given by Lemma 3.1. Let
Note that for any given t ∈ R,
We introduce the following function
Proof. It follows from Lemmas 2.3 and 3.1 and comparison principle for parabolic equations.
Lemma 3.3. For every ω ∈ Ω 0 , lim x→−∞ u(t, x+C(t, θ t 0 ω, µ); φ µ + (0, ·; θ t 0 ω), θ t 0 ω) = 1 uniformly in t > 0 and t 0 ∈ R, and lim x→∞ u(t, x+ C(t, θ t 0 ω, µ); φ µ + (0, ·; θ t 0 ω), θ t 0 ω) = 0 uniformly in t > 0 and t 0 ∈ Ω.
Proof. It follows from Lemma 2.5
Now, we present the proof of Theorem 3.2(1).
Proof. First, let 0 < µ <μ < min{2µ, µ * } be fixed. It follows from Lemma 3.2 that u(t, x + C(t; ω, µ); φ + µ , ω) < u(t, x + C(t; ω, µ); φ + µ , ω), ∀ x ∈ R, t >t > 0, ∀ ω ∈ Ω 0 .
Hence the following limit exits
Furthermore, it follows from Lemma 3.3 that for every ω ∈ Ω 0 the limit in (3.13) is uniform in x ∈ R and lim x→−∞ U µ (x, θ t ω) = 1 and lim x→∞ U µ (x, θ t ω) = 0, uniformly in t ∈ R.
Next, using the fact that C(t + τ ; θ −τ ω, µ) = C(τ ; θ −τ ω) + C(t; ω, µ), we have
It follows from (3.12) and Lemma 3.2 that
Furthermore, since the function R ∋ x → φ µ + is non-increasing, then for every ω 0 ∈ Ω and every t > 0, we have that the function R ∋ x → u(t, x + C(t; θ −t ω); φ µ + , θ−tω) is decreasing, hence so is U µ (·, ω). This completes the proof of the result.
Proof of Theorem 3.2(2)
In this subsection, we present the proof of Theorem 3.2 (2) . We first present some Lemmas. Let (1) For every t > 0 and ω ∈ Ω, there is x(t, ω) ∈ [−∞, ∞] such that u(t, x; u * 0 , θ −t ω) > u(t, x;ũ 0 , θ −t ω), x < x(t, ω) < u(t, x;ũ 0 , θ −t ω), x > x(t, ω).
(2) For given ω ∈ Ω, suppose that
exists for some t n → ∞ and
for every x ∈ R.
Proof. Proof of Theorem 3.2(2). The proof of this result is divided into several steps. Throughout this proof, u * 0 is given by (3.14). By comparison principle for parabolic equations we have that 0 < u(t, x; u * 0 , ω) < 1 for every t > 0, x ∈ R, ω ∈ Ω. Furthermore, for every t > 0 fixed, the function (x, ω) → u(t, x; u * 0 , ω) is measurable in ω ∈ Ω, and continously differentiable and strictly decreasing in x ∈ R with lim x→−∞ u(t, x; u * 0 , ω) = 1 and lim
Hence, by Lemma 2.6, for every t > 0 and ω ∈ Ω, there is x(t, ω) ∈ R measurable in ω ∈ Ω satisfying
Next, consider the functions u(t, x; ω) = u(t, x + x(t, θ −t ω); u * 0 , θ −t ω), x ∈ R.
Step 1. We claim that for any ω ∈ Ω and 0 < t 1 < t 2 , Hence, U (x; ω) = lim t→∞ũ (t, x; ω) exists. Moreover, it follows from estimate for parabolic equations that U (·; ω) ∈ C b unif (R) and lim t→∞ũ (t, x; ω) = U (x; ω) locally uniform in x ∈ R.
Step 2. We show that, for any ω ∈ Ω 0 , lim x→−∞ U (x, θ t ω) = 1 and lim x→∞ U (x, θ t ω) = 0 uniformly in t ∈ R.
(3.17)
dτ , denote the transition front given by Theorem 3.2 (1). For t > 0 and ω ∈ Ω 0 , let X µ (t, ω) ∈ R be such that
Observe, as above, that ω → X µ (t, ω) is mearable in ω ∈ Ω 0 . For any ω ∈ Ω 0 , since U µ (−∞, θ t ω) = 1 and U µ (∞, θ t ω) = 0 uniformly in t ∈ R and U µ (x, ω) is strictly decreasing in x, there are M µ (ω) > 0 and x µ (ω) such that
It follows from (3.15), (3.19) , Lemma 3.4(1) and the fact that 0 < U µ (·, θ −t ω) < 1 that for every ω ∈ Ω 0 and every t > 0,
That is
This yields that
and then that, for any t ∈ R,
(3.17) and (3.18) then follow from (3.20) , (3.21) , and (3.22).
Step 3. We claim that there is C(t, ω) measurable in ω ∈ Ω 0 satisfying
In fact, similar arguments leading to the existence of x(t, ω) above show that for every t there is C(t, ω) ∈ R measurable in ω ∈ Ω 0 such that for any ω ∈ Ω 0 ,
Observe that for ω ∈ Ω 0 ,
Since, u(t, C(t; ω); U (·, ω), ω) = 1 2 and U (0, θ t ω) = 1 2 ,
we conclude from Lemma 3.4(2) that for ω ∈ Ω 0 ,
Step 4. In this step, we shall show that for any ω ∈ Ω 0 , lim inf 25) where C(t; ω) is given by (3.24). Indeed, fix ω ∈ Ω 0 , 0 < µ < √ a, and s ∈ R. Note that the function (x, t) →Ũ (t, x; ω) :=
and that, by (3.22),
Hence, by comparison principle for parabolic equations,
In particular, taking x = C(t, ω), we obtain
Which implies that there is N µ (ω) such that
This together with (3.20) and the fact that C(t − s; θ t ω, µ), θ t ω) = C(t; ω, µ) − C(s; ω, µ) (see (3.4)) yield,
Which completes the proof of (3.25).
Step 5. The proof of
follows from Theorem 3.2 (3), whose proof will be given in the next subsection.
Proof of Theorem 3.2(3)
In this subsection, we present the proof of Theorem 3.2(3).
Proof of Theorem 3.2(3).
Suppose that u(t, x; ω) = U (x − C(t; ω); ω) is a random transition wave of (1.1) connecting u ≡ 0 and u ≡ 1 satisfying (1.9) and 0 < ε ≪ 1.
Hence, it follows from Theorem 2.4 and comparison principle for parabolic equations,
This together with the fact that C(t + s; ω) − C(s; ω) = C(t; θ s ω) (see (3.4) ) yield that there is a constant K(ω) such that
Thus,
Letting ε → 0, the result follows.
Stability of random transition fronts
In this section, we study the stability of random transition fronts of (1.1) established in the previous section. We also study the existence and stability of random transition fronts of (1.19).
Stability of random transition fronts of (1.1)
In this subsection, we study the stability of random transition fronts of (1.1). The following is the main theorem of this section.
Theorem 4.1. Assume that (H1) hold. Then given µ ∈ (0, µ * ), the random wave solution u(t, x) = U (x − C(t; ω, µ), θ t ω) with lim x→∞ U (x;θtω) e −µx ) is asymptotically stable, that is, for any ω ∈ Ω 0 and u 0 ∈ C b unif (R) satisfying that
there holds
To prove the above theorem, we first prove some lemma. ) and µ is given by Theorem 4.1.
Proof. Since u 0 satisfies (4.1), then for every ε > 0, there is x ε;ω ≫ 1 such that
Let A ω (t) be as in Lemma 3.1. Since e −µx − d ω e Aω(t)−μx ≤ U (x, t) ≤ e −µx , then
We claim that there is d ≫ 1 such that
Indeed, observe that Combining this with (4.3), we obtain that
Therefore it follows from (4.5) and (4.6) that (4.4) holds for every d ≥ max{d ε;ω , d ε;ω }. By direct computation as in the proof of Lemma 3.1, it holds that for d ≫ 1,
on the set D ε := {(x, t) ∈ R × R + | (1 − ε)e −µx − de Aω(t)−μx ≥ 0}. Thus, since u(t, x + C(t; ω, µ); u 0 , ω) ≥ 0, comparison principle for parabolic equations yields that
Similarly, it holds that
Thus, by comparison principle for parabolic equations, it holds that
Since ε > 0 is arbitrarily chosen, the last inequality combined with (4.7) yield that lim x→∞ u(t, x + C(t; ω, µ); u 0 , ω) e −µx = 1 uniformly in t ≥ 0.
So, the lemma follows.
Proof of Theorem 4.1.
Hence, comparison principle for parabolic equations implies that
Note that (αu) t ≤ (αu) xx + a(θ t ω)(αu)(1 − αu).
Hence it follows from comparison principle for parabolic equations that
Similarly, we have that
Thus for every t ≥ 0, there is a unique α(t) ≥ 1 satisfying
Furthermore, we have that α(t) ≤ α(τ ) for every 0 ≤ τ ≤ t. Therefore
Note that, to complete the proof of Theorem 4.1, it is enough to show that α ∞ = 1. It is clear that α ∞ ≥ 1. Suppose by contradiction that α ∞ > 1. Let 1 < α < α ∞ be fixed. It follows from Lemma 4.1 that there is x α ≫ 1 such that
Let us set
where α 0 = α(0) = sup t≥0 α(t). Hence it follows from the definition of α 0 that
Let 0 < δ ≪ 1 satisfy
We claim that
Indeed, by taking u k (t, x) = e δ t+kT kT a(θsω)ds u(t + kT, x + C(t + kT ; ω, µ); u 0 , ω), U k (t, x) = U (x; θ t+kT ω), a k (t) = a(θ t+kT ω), and α k = α(kT ) it follows from (4.10) that
for every t ∈ (0, T ), x ∈ R, and k ≥ 0. On the other hand, it follows from (4.11) and the fact that
for x ≤ x α , 0 ≤ t ≤ T , and k ≥ 0. Therefore, it follows from the definition of α k , (4.9), the fact that e δ (k+1)T kT a(θsω)ds α ≤ α ∞ ≤ α k , and comparison principle for parabolic equations that
a(θsω)ds α k , it follows from (4.9) that
Therefore, for every k ≥ 1, it holds that
(4.15) Similarly, interchanging u k and U k in (4.13) and (4.14), we obtain that
(4.16) Hence inequality (4.12) follows from (4.15) and (4.16). Thus, by induction we obtain that
But for ω ∈ Ω 0 , it holds that ∞ 0 a(θ s ω)ds = ∞. Therefore, letting k → ∞ in the last inequality, we obtain that α ∞ ≤ 0. Which is not possible because α ∞ ≥ 1. Therefore α ∞ = 1, which completes the proof of the Theorem.
Existence and stability of random transition fronts of (1.19)
In this subsection, we consider the existence and stability of random transition fronts of (1.19) by applying the established results for (1.1). We have Corollary 4.1. Assume (H3). Let Y (ω) be the random equilibrium solution of (1.19) given in (1.20) . Then for any given 0 < µ < 1, (1.19) has a random transition wave solution u(x, t) = U (x − C(t; ω, µ); θ t ω) with C(t; ω, µ) = t 0 µ 2 +Y (θsω) µ 2 ds and connecting u ≡ 0 and the random equilibrium solution Y (ω). Moreover the following holds.
e −µx Y (θtω) = 0 uniformly in t for a.e. ω ∈ Ω.
(iii) For a.e. ω ∈ Ω and every u 0 ∈ C b unif (R) satisfying that
we have
Proof. First of all, observe that 0 < Y (ω) < ∞. Letũ = u Y (θtω) and drop the tilde. We have 
Thus, the function u(t, x) = U (x − C(t; ω, µ), θ t ω) is a stable random transition wave solution of (1.19) connecting 0 and Y (θ t ω) and satisfies the desired properties.
Transition front of nonautonomous Fisher-KPP equations
In this section we consider the nonautonomous Fisher-KPP equation (1.2).
For given u 0 ∈ C b unif (R) with u 0 ≥ 0, let u(t, x; u 0 , σ τ a 0 ) be the solution of u t = u xx + σ τ a 0 (t)u(1 − u), x ∈ R, t > 0, with u(0, x; u 0 , σ τ a 0 ) = u 0 (x), where σ s a 0 (t) = a 0 (s + t). We have the following theorems on the existence and stability of transition front solutions, and spreading speeds of (1.2) Theorem 5.1. Suppose that (H2) holds.
(1) For any given µ ∈ (0, √ a 0 ), (1.2) has a transition wave solution u(t, x) = U µ (x−C(t; µ), t) with C(t; µ) = (2) There is a transition front of (1.2) with least mean speed c * 0 .
(3) There is no transition front of (1.2) with least mean speed less than c * 0 .
Theorem 5.2. Assume that (H2) holds. Then given µ ∈ (0, µ * ), the transition wave solution u(t, x) = U (x − C(t; µ), t) with lim x→∞ U (x;t) e −µx = 1 and C(t; µ) = t 0 c(s; µ)ds (c(t; µ) = Let v n (t, x) = v(t + n, x; φ µ + , σ −n a 0 ). By the similar arguments as those in Theorem 3.2(1), lim n→∞ v n (t, x) exists for all t, x ∈ R and v = U µ (t, x) := lim n→∞ v n (t, x) is a solution of (5.4) satisfying (5.2). This completes the proof of (1).
(2) Let u * 0 be as in (3.14) , that is,
Then for any t > 0, u(t, x; u * 0 , σ τ a 0 ) is strictly decreasing in x ∈ R and u(t, −∞; u * 0 , σ τ a 0 ) = 1, u(t, ∞; u * 0 , σ τ a 0 ) = 0. Therefore, there is a unique x(t; τ ) such that u(t, x(t; τ ); u * 0 , σ τ a 0 ) = 1/2. By the similar arguments as those in Theorem 3.2 (2) . it can be proved that U (x, τ ) := lim t→∞ u(t, x + x(t; τ ); u * 0 , σ −t+τ a 0 ) exists for all x, τ ∈ R, and there is C(t) such that u(t, x) = U (x − C(t), t) is a transition front of (1.2) with least averge speed c = c * 0 . (3) Suppose that u(t, x) = U (x − C(t), t) is a transition front solution of (1.1). It can be proved by the similar arguments as those in Theorem 3.2(3) that C ≥ c * 0 . (3) thus follows.
Indication of the proof of Theorem 5.2. Suppose that u 0 ∈ C b unif (R) satisfies (5.3). By the similar arguments as those in Theorem 4.1, it can be proved that α(t) = inf{α ≥ 1 | 1 α ≤ u(t, x; u 0 , a 0 ) U (x − C(t; µ), t) ≤ α ∀ x ∈ R} is well defined, and that lim t→∞ α(t) = 1. The theorem then follows.
We conclude this section with some example of explicit function a 0 (t) satisfying (H2).
Define the sequences {l n } n≥0 and {L n } n≥0 inductively by l 0 = 0, L n = l n + 1 2 2(n+1) , l n+1 = L n + n + 1, n ≥ 0.
(5.6) Define a 0 (t) such that a 0 (−t) = a 0 (t) for t ∈ R and
for n ≥ 0, where g 2n (t) = 1 and g 2n+1 (t) = 2 for n ≥ 0, and f 0 (t) = 1, for n ≥ 1, f n is Hölder's continuous on [l n , L n ], f n (l n ) = g n (l n ), f n (L n ) = g n (L n ), and satisfies 1 ≤ f 2n (t) ≤ 2 n , max t f 2n (t) = 2 n , and 1 2 n+1 ≤ f 2n+1 (t) ≤ 2, min t f 2n+1 (t) = 2 −(n+1) .
It is clear that a 0 (t) is locally Hölder's continuous, inf a 0 = 0, and sup a 0 = ∞. Moreover, it can be verified that a 0 = 1 a 0 = 2.
Hence a 0 (t) satisfies (H2).
