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We provide expansions of the Detweiler-Whiting singular field for a particle with a scalar field
moving along arbitrary, planar accelerated trajectories in Schwarzschild spacetime. We transcribe
these results into mode-sum regularization parameters, computing previously unknown terms that
increase the convergence rate of the mode-sum. We test our results by computing the self-force
along a variety of accelerated trajectories. For non-uniformly accelerated circular orbits we present
results from a new 1+1D discontinuous Galerkin time-domain code which employs an effective-
source. We also present results for uniformly accelerated circular orbits and accelerated bound
eccentric orbits computed within a frequency-domain treatment. Our regularization results will be
useful for computing self-consistent self-force inspirals where the particle’s worldline is accelerated
with respect to the background spacetime.
I. INTRODUCTION
The era of both gravitational-wave [1–6] and multi-
messenger [7] astronomy has begun. Combined with
the successful operation and results of the LISA
Pathfinder mission [8, 9] and the prospect of multiband
gravitational-wave astronomy [10–14] in delivering in-
creased parameter estimation [15, 16], constraints on evo-
lution channels [17–21] and better tests of general relativ-
ity [15, 22], to name a few; this has solidified interest in
a space-based gravitational-wave detector. To that end,
the European Space Agency has formally selected the
Laser Interferometer Space Antenna, LISA [23], for its
third ‘Large-class’ mission. With a proposed launch date
in the early 2030s, there is much to do both experimen-
tally and theoretically, to ensure a successful mission. A
key target source for LISA is extreme mass ratio inspirals
(EMRIs). These binary systems are expected to form in
galactic centres, where a compact object (neutron star or
stellar-mass black hole) is ‘bumped’ into the grasp of the
massive black hole living at the galactic core, thus form-
ing a highly relativistic orbit lasting some hundreds of
thousands of orbits which effectively maps out the Kerr
spacetime geometry of the massive black hole [24–26].
Such sources not only provide us with pristine tests of
general relativity [27] but also give us the deepest view
into the galactic centres, and with that comes important
astrophysical information [28].
Modeling binary black holes necessitates solving the
two-body problem in the general relativistic context. For
dynamic binaries there are no known closed form solu-
tions to the Einstein field equations and so a variety of
approximate solution methods have been developed. The
self-force approach tackles this problem by expanding the
field equations in the (small) mass ratio. At zeroth order,
the smaller object follows a geodesic of the background
black hole spacetime. At first order (in the mass ratio)
the body’s worldline deviates from geodesic motion as it
inspirals into the black hole. This deviation arises from
the smaller object interacting with its own field, which is
seen as a, so-called, self-force pushing it off its geodesic.
By design, the self-force approach is only applicable to
systems with a small mass ratio, making it ideally suited
to modelling EMRIs.
With no weak-field or low velocity assumptions, the
self-force approximation is applicable for the duration of
the inspiral. For EMRIs, post-Newtonian methods suc-
cessfully capture the early inspiral, and there has been
a plethora of work confirming the agreement of these
two methods [29–38]. Numerical relativity results have
also been successfully compared to self-force calculations
[34, 39], however more extreme mass ratios still lie be-
yond the scope of current state-of-the-art numerical rel-
ativity (see [40] for a review of application and overlap
of the approaches to the relativistic two-body problem).
The effective-one-body approach, although applicable to
the whole parameter space, requires calibration with re-
sults from the other techniques (see e.g., [41–43] for cal-
ibration in the EMRI regime). Thus, the self-force ap-
proach finds itself imperative to EMRI modelling and, by
extension, the future LISA mission.
The self-force approach models the smaller compact
object as a point particle. As a consequence, a significant
issue in self-force calculations arises from the singularity
in the field at the particle’s location. Much theoretical
work has gone into identifying an appropriate singular
field [44–48]. A particularly convenient formulation by
Detweiler and Whiting [46] gives a singular field which
contains the metric singularity but has zero influence on
the motion of the particle. This is then subtracted from
the retarded field to leave a fully regular field which, by
design, is wholly responsible for the motion of the par-
ticle. There are several practical methods available to
carry out this removal of the singularity. In this work
we concentrate on two: the mode-sum [49] and effective-
source [50, 51] methods.
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2One key place within the self-force program that this
work applies to is self-consistent inspiral evolution. To
date, all gravitational self-force calculations have been
made by fixing the particle’s motion to a geodesic of the
background spacetime [52–58]. Inspirals are then com-
puted by solving the equations of motion and making
the approximation that the self-force at each instance
is that of a particle moving along a tangent to the in-
spiraling worldline [59–61]. Quantifying the phase error
induced by making this ‘geodesic self-force approxima-
tion’ requires comparison with a self-consistent inspiral
where the self-force at each instance is the true self-force
calculated as an integral over the past, inspiraling world-
line. Thus far in these assessments, the case of a particle
carrying scalar charge [62] was considered, however, the
self-consistent inspiral did not include acceleration terms
and so the phase error requires further work. With the
results of this work, these terms can now be included and
the evaluations improved.
The results of this work will also find utility in other
areas of the self-force program; one such example is
when both compact objects are spinning. Modeled as a
point particle endowed with a dipole moment, the inspi-
ralling particle’s worldline becomes accelerated with re-
spect to the background spacetime due to the Mathisson-
Papapetrou-Dixon [63–65] spin-curvature force (see [66]
for a recent review). To-date only dissipative calcula-
tions, which do not require a local calculation of the self-
force (and hence avoid regularization issues), have been
made [67–69]. Going beyond this and making local self-
force calculations with a spinning particle [70] requires a
regularization scheme that incorporates accelerated mo-
tion. A number of studies have suggested that it will be
important to include the effect of the secondary’s spin
when modeling EMRI dynamics [71–74], enhancing the
need for acceleration terms.
Taking a brief step back from gravitational-wave as-
tronomy, we also note that non-geodesic self-force cal-
culations have been important for probing the cosmic
censorship conjecture [75]. In the context of black hole
perturbation theory, this question has received much at-
tention. Initially Wald showed that an extremal Kerr-
Newman black hole could not be overcharged [76]. Later,
Hubeny showed a nearly-extremal Reissner-Nordstro¨m
black hole could be overcharged, if back reaction were
ignored [77]. Following her work, several groups carried
out calculations including various pieces of the self-force
in Kerr [78–82] and Reissner-Nordstro¨m [83, 84] space-
times. For the latter, the motion of the charged particle
is accelerated with respect to the background spacetime.
Consequently, to include conservative self-force correc-
tions these studies required a regularization procedure for
accelerated motion. These works demonstrated with ex-
plicit calculations how the overspinning or overcharging
scenarios are averted once the full effect of the self-force
is taken into account (a result later rigorously proven in
a more general context [85]).
The work presented in this article naturally follows on
from [86–88], hereafter referred to as Paper 1, Paper 2
and HT, respectively. In Papers 1 and 2, the regulariza-
tion methods used here were developed extensively fol-
lowing from the mode-sum scheme first introduced by
Barack and Ori [49, 89–92] and later refined by means
of the Detweiler-Whiting singular field [46, 93, 94]. A
vital and new component of our work was recognizing
the simplification of the procedure by carrying out all
calculations in coordinates most suited for regularizing,
Riemann normal coordinates (RNC). In HT, these meth-
ods were further modified to give the first four regular-
ization parameters for accelerated motion, (previously,
only the specific case of a static particle had been con-
sidered - see [95] for summary). Linz and colleagues de-
veloped a somewhat different approach in [96], hereafter
referred to as LFW, using a refined method of that first
used by Quinn [97], also carrying out the entire calcu-
lation in RNC. Their work served to unify the different
techniques in obtaining the singular field and resulting
regularization parameters and, in doing so, produced the
singular field and the first two regularization parameters
for non-geodesic motion. LFW improved on the work in
HT by not only considering higher spins, i.e., the electro-
magnetic and gravitational cases (HT: scalar only), but
also was applicable to Kerr (HT: Schwarzschild only).
This work serves to further formalize and simplify the
procedure first produced in HT. Where LFW gave a more
broad calculation of the singular field and regularization
parameters, we concentrate on scalar-field perturbations
of Schwarzschild spacetime, going to higher order in the
singular field and explicitly calculating the resulting self-
force. Higher-order calculations of the singular field and
resulting regularization parameters speed up calculations
of the self-force significantly, an imperative when consid-
ering the tremendous size of the required waveform tem-
plate banks for EMRI gravitational-wave astronomy.
This paper is laid out as follows: In Sec. II we derive
the singular field and associated regularization param-
eters for accelerated motion. In Sec. III we describe a
number of parameterizations for accelerated worldlines.
In Sec. IV we give numerical results computed using a
modified frequency-domain code and a new discontinuous
Galerkin time-domain code. Finally, we give some con-
cluding remarks in Sec. VI and the higher-order mode-
sum regularization parameters in Appendix A.
Throughout this work we use geometrized units such
that the gravitational constant and the speed of light
are both equal to unity. We shall denote the mass of
the Schwarzschild black hole by M and use standard
Schwarzschild coordinates (t, r, θ, φ). In many of our cal-
culations, we have several spacetime points to be consid-
ered. Our convention is that
• the point x refers to the point where the field is
evaluated,
• the point x¯ refers to an arbitrary point on the
worldline,
• the point x′ refers to an arbitrary spacetime point,
3• the point x(adv) refers to the advanced point of x
on the world line,
• the point x(ret) refers to the retarded point of x on
the world line.
Where tensors or scalars are to be evaluated at these
points, we decorate their indices (or themselves in the
case of scalars) appropriately using the relevant nota-
tion, e.g., T a, T a¯ and T a
′
refer to tensors at x, x¯ and
x′, respectively. In computing expansions, we use  as an
expansion parameter to denote the fundamental scale of
separation, so that ∆x = x − x¯ ≈ O(). When multiple
occurances of the 4-velocities and/or ∆x’s occur, we con-
dense the vectors by uab ≡ uaub and ∆xab ≡ ∆xa∆xb.
Throughout, as is standard, we denote partial differen-
tiation by a comma and covariant differentiation by a
semi-colon.
II. THE SINGULAR FIELD AND
REGULARIZATION VIA MODE-SUM
The retarded scalar field, Φret(x), of an arbitrary point
particle satisfies the inhomogeneous scalar wave equation
with a distributional source,
Φ(ret) = q
∫ √−gδ4(x, z(τ))dτ, (2.1)
where  ≡ gab∇a∇b, gab is the (contravariant) metric
tensor, ∇a is the standard covariant derivative, q is the
scalar charge of the particle and δ4 (x, z(τ
′)) is an invari-
ant Dirac functional in a four-dimensional curved space-
time (as defined in Eq. (13.2) of Ref. [48]). This is related
to the standard Dirac distribution functional, δ4 (x− x′),
by
δ4 (x, x
′) = (gg′)−1/4 δ4 (x− x′) , (2.2)
where g and g′ represent the metric determinant defined
at x and x′ respectively. The retarded solutions to this
equation give rise to a field which one can expect to ‘push’
the smaller body off the background geodesic, a.k.a., ex-
ert a self-force,
Fa = ∂aΦ(ret). (2.3)
With such a distributional source, the self-force will
clearly be divergent at the location of the particle neces-
sitating a regularisation scheme. The Detweiler-Whiting
singular field is a solution to the same inhomogeneous
scalar wave equation, Eq. (2.1), and hence captures the
singular behaviour of Φ(ret). The beauty of such a field
becomes clear when subtracted from Φ(ret), as it will leave
a finite physical field wholly responsible for the self-force.
A. The singular field
To calculate the singular field, the technique remains
the same as described in Paper 1, 2 and HT. We use
the standard formula for the scalar Detweiler-Whiting
singular field (see Sec. 14.1, 14.2, 14.5 and 17.5 of [48]
and Sec. 2.3 of HT for reviewed derivation),
Φ(S)(x) =
q
2
[
U(x, x′)
σc′uc
′
]x′=x(adv)
x′=x(ret)
+
q
2
∫ τ(adv)
τ(ret)
V (x, z(τ))dτ,
(2.4)
where σ refers to the Synge world function, while U and
V are known as the direct and tail parts of the singu-
lar field respectively. In the scalar case, U is calculated
from the Van Vleck determinant while V is obtained via
a Hadamard series, as previously described in Paper 1,
2 and HT. It should be noted that V (x, z(τ)) of [48] dif-
fers from the V (x, z(τ)) here (as well as Papers 1, 2 and
HT) by a minus sign. This orginates from the ansatz
used; where we have chosen to be consistent with [46]
and the Hadamard representation definitions [98]. From
here onwards, for simplicity, we set q = 1.
In obtaining an expression for the singular field via
Eq. (2.4), we follow the procedure of HT. This differs
from Paper 1 and 2 only in the expressions introduced for
the 4-velocity at the point x¯ when obtaining expressions
for xa
′
in Eq. (3.17) of Paper 1, that is
xa
′
(τ ′) = xa¯ + ua¯∆τ + 12! u˙
a¯∆τ2 + 13! u¨
a¯∆τ3 + · · · , (2.5)
where x¯ = x(τ¯) is an arbitrary point on the worldline, ua¯
is the contravariant 4-velocity evaluated at x¯, ∆τ = τ ′−τ¯
and an overdot denotes differentiation with respect τ .
For generic motion in the equatorial plane, one simply
keeps our expressions for the 4-velocity and its higher
derivatives open, therefore
ut¯ = t˙0, u
r¯ = r˙0, u
θ¯ = 0, uφ¯ = φ˙0, (2.6)
where we have taken motion to be in the θ0 = pi/2 plane
without loss of generality (a subscript 0 denotes a quan-
tity’s value on the worldline). Practically implementing
Eq. (2.5), we find the resulting expressions greatly reduce
in complexity if we rewrite the higher derivatives of the
4-velocity in terms of the 4-acceleration, aa, 4-jerk, a˙a
and 4-jounce, a¨a, explicitly that is,
u˙a = aa − Γabcubc, (2.7)
u¨a = a˙a − [Γabcab
+ (Γabc,d − 2ΓabeΓecd)ubd
]
uc, (2.8)
...
u a = a¨a − [3Γabcac + (5Γabc,d + Γacd,b
−5ΓabeΓecd − 7ΓaceΓebd
)
ucd
]
ab
−{4Γabca˙b + [Γabc,de − Γf bc(Γade,f + 4Γadf,e
−2ΓafgΓgde
)− Γabf(2Γf cd,e
−4Γf cgΓgde
)]
ubde
}
uc. (2.9)
Despite this, we obtain extremely large expressions; as a
guide, we include the first two terms below, where the
4order in  is denoted in square brackets,
Φ
(S)
[-1] =
1
ρ
, (2.10)
Φ
(S)
[0] = −
1
2ρ
aa¯∆x
a
+
1
2ρ3
(
aa¯ub¯c¯ − Γa¯b¯c¯ − Γd¯a¯b¯uc¯d¯
)
∆xabc,(2.11)
where ∆x = x − x¯, aa¯ is the covariant 4-acceleration
evaluated at x¯ while ρ is given by,
ρ2 = (ga¯b¯ + ua¯b¯)∆x
ab. (2.12)
It should be noted that Eqs. (2.10) and (2.11) are valid
for any spacetime, not just Schwarzschild.
In order to obtain expressions usable by the mode-sum
technique, previous calculations [49, 93, 94] found it use-
ful to work in a rotated coordinate frame. As previously
mentioned in Sec. I, we found it most efficient to carry
out this rotation prior to doing any calculations, that is,
all calculations are done in Riemann normal coordinates.
To this end, we introduce these Riemann normal coordi-
nates on the 2-sphere at x¯ in the form
w1 = 2 sin
(α
2
)
cosβ, w2 = 2 sin
(α
2
)
sinβ, (2.13)
where α and β are rotated angular coordinates given by
sin θ cos(φ− φ′0) = cosα, (2.14)
sin θ sin(φ− φ′0) = sinα cosβ, (2.15)
cos θ = sinα sinβ. (2.16)
B. Mode-sum decomposition
There are several methods of regularising the self-
force, of which, the mode-sum scheme of Barack and Ori
[49, 90–92] is one of the most successful. This involves the
decomposition of the singular field into spherical harmon-
ics where each of the resulting multipole modes is finite
at the particle, allowing us to conveniently subtract the
singular field mode-by-mode.
As with the singular field, the mode-sum decomposi-
tion follows much the same method as that described in
papers 1, 2 and HT. The reader is reminded of Eq. (2.3),
i.e., that the self force for the scalar singular field is ob-
tained by taking a partial derivative of Φ(S). A spherical
decomposition of the singular and retarded fields allows
one to write,
Fa(x¯) =
∞∑
`
(
F `(ret)a (x¯)− F `(S)a (x¯)
)
, (2.17)
where
F `(ret)/(S)a (x¯) = lim
∆r→0
2`+ 1
4pi
∫
F (ret)/(S)a (r0 + ∆r, t0, α, β)
×P`(cosα)dΩ. (2.18)
Here we have evaluated Fa at the particle, i.e., at x¯ =
(r0, t0, α0, β0) and rotated our system so that the par-
ticle lies at the pole (hence the only non-zero Y ∗lm’s to
survive are at m = 0). One can see from Eq. (2.17), to
calculate a smooth self-force, it is necessary to calculate
the singular version of Eq. (2.18) and in doing so one
calculates the mode-sum regularisation parameters (with
each order in ∆x corresponding to one regularisation pa-
rameter). As the singular field is separated into orders of
∆xn, it is found (and shown later) that the regularisa-
tion parameter for each order scales as `−n; this has the
nice implication that the more regularisation parameters
one calculates, the faster the convergence of the mode-
sum, and by extension, the faster the overall self-force
calculation.
From Eqs. (2.11) and (2.10), one can see that taking
a partial derivative will leave one with the singular self-
force expression in the form,
F (S)a (r, t, α, β) =
∞∑
n=−1
bn/2c∑
p=−n−2
B
(n−2p)
a[n] ρ
2p−1n−1,
(2.19)
where
B
(k)
a[n] = b
[n]
a¯c¯1...c¯k(x¯)∆x
c1 . . .∆xck .
(2.20)
To see this explicitly, we give the first two orders of Fa,
that is,
F
(S)
a[-1] =
−∆xb
ρ3
(ga¯b¯ + ua¯ub¯) , (2.21)
F
(S)
a[0] =
−aa¯
2ρ
+
∆xbc
2ρ3
[
ga¯b¯ac¯ −
(
Γd¯b¯c¯ua¯ + 2Γ
d¯
ab¯uc¯
)
ud¯
−Γa¯b¯c¯ − 2Γb¯a¯c¯ + (3ac¯ua¯ + aa¯uc¯)ub¯
]
+
3∆xbcdeuc¯
2ρ5
(ga¯b¯ + ua¯b¯)
(
Γf¯
d¯e¯
uf¯ − ad¯ue¯
)
,
where one can read off the b
[n]
a¯c¯1...c¯k(x¯) coefficients, e.g.,
b
[0]
a¯b¯c¯d¯e¯
(x¯) =
3uc¯
2
(ga¯b¯ + ua¯b¯)
(
Γf¯
d¯e¯
uf¯ − ad¯ue¯
)
. (2.22)
It should be noted, although written covariantly, F
(S)
a[0] is
only valid for Schwarzschild spacetime as simplifications
have been made that would not apply to a more compli-
cated spacetime, e.g., Kerr.
In Eqs. (2.21), F
(S)
a is still being evaluated at the field
point, x; however, in Eq. (2.18), we need F
(S)
a (r, t0, α, β),
i.e., on breaking covariance we can set ∆t = 0. It is there-
fore beneficial to have an expression for ρ (r, t0, α, β), par-
ticularly in the form
ρ (r, t0, α, β)
2
= ν2∆r2 + ζ2 (∆w1 − c∆r)2 + ξ2∆w22.
(2.23)
5Using Eq (2.12), the diagonality of Schwarzschild space-
time and uw¯2 = uθ¯ = 0, these can be quickly calculated
as,
ζ2 = gw¯1w¯1 + u
2
w¯1 , ξ
2 = gw¯2w¯2 , (2.24)
ν2 =
gr¯r¯gw¯1w¯1
ζ2
(
1 +
u2w¯1
gw¯1w¯1
+
u2r¯
gr¯r¯
)
,
=
gr¯r¯
2gw¯1w¯1
ζ2
u2t¯ , (2.25)
c = −uw¯1ur¯
ζ2
. (2.26)
Some care is required in order to obtain easily inte-
grable expressions in the case of eccentric orbits; we use
the approach of previous methods [49, 93, 94, 99] (also
employed in Paper 1, 2 and HT). By using the coordi-
nate freedom of φ0, we redefine ∆w1 to ensure ∆r∆w1
cross terms in ρ(r, t0, α, β) vanish; that is, we make the
replacement ∆w1 → ∆w1 + c∆r.
The first regularisation parameter (denoted LAa in the
older notation of [49, 93, 94, 99] and F `a[-1] in the later
notation of Paper 1,2 and HT) can be calculated from
Eq. (2.35) of Paper 2 (similar derivation in HT), that is,
F `a[-1] (r0, t0) =
(
`+ 12
) b˜[-1]a¯r¯ sgn (∆r)
ζνξ
, (2.27)
where ξ2 = gw¯2w¯2 = r
2
0 from above and b˜a¯r¯ are the coef-
ficients of ∆r as described in Eq. (2.19), where (impor-
tantly) the tilde denotes that we have made the trans-
formation ∆w1 → ∆w1 + c∆r. From Eq. (2.21), one can
read off ba¯r¯ = −ga¯r¯ − ua¯ur¯, however taking the above
transformation, this now becomes
b˜
[-1]
a¯r¯ = −ga¯r¯ − ua¯ur¯ − c (ga¯w¯1 + ua¯uw¯1) , (2.28)
which explicitly gives,
b˜
[-1]
r¯r¯ = −ν2, b˜[-1]t¯r¯ = −
ur¯
ut¯
b˜
[-1]
r¯r¯ , b˜
[-1]
w¯1r¯ = 0, b˜
[-1]
w¯2r¯ = 0.
(2.29)
Combining Eqs. (2.24), (2.25), (2.27) and (2.29) we arrive
at
F `r[-1] = −
(
`+
1
2
)
sgn (∆r)
V
ut¯(
gφ¯φ¯gθ¯θ¯
)1/2 ,
=
(
`+
1
2
)
sgn (∆r)
V r20
E
gt¯t¯
, (2.30)
F `t[-1] =
(
`+
1
2
)
sgn (∆r)
V
ur¯(
gφ¯φ¯gθ¯θ¯
)1/2 ,
=
(
`+
1
2
)
sgn (∆r)ur¯
V r20
, (2.31)
F `θ[-1] = 0, F
`
φ[-1] = 0, (2.32)
where V = 1 +
u2
φ¯
gφ¯φ¯
and we have transformed back to
Schwarzschild coordinates (at the particle, gw¯1w¯1 = gφ¯φ¯,
gw¯2w¯2 = gθ¯θ¯, and uw¯1 = uφ¯). Written in this form, the
agreement with the LAa’s (≡ F `a[-1]’s here) in Eq. (83a)
of [91] is immediate. Although their calculations are for
a geodesic trajectory, it is unsurprising that the first reg-
ularisation parameters are the same at leading order, our
non-geodesic motion is ‘hidden’ in the undetermined na-
ture of the 4-velocity. Thus, the expected departure from
geodesic behaviour emerges with terms involving the 4-
acceleration, 4-jerk, etc. As these only appear in the next
to leading and higher orders in our expression derived for
x′, i.e., Eq. (2.5), a deviation from the geodesic parame-
ters is expected to appear at next to leading order, F la[0],
and higher.
In [49], it was shown that the integral and limit in
Eq. (2.18) are interchangeable for all orders except the
leading order term, where the limiting ∆r/ρ3 is not in-
tegrable. This means our higher-order expressions can
be more easily integrated than the leading-order expres-
sion. When one interchanges the limit and integral, we
can set ∆r = 0 in F
`(S)
a , necessitating expressions for
ρ0 = ρ(r0, t0, α, β); from Eq. (2.23),
ρ0 (α, β)
2
= ζ2∆w21 + ξ
2∆w22,
= 2 (1− cosα) ζ2χ(β), (2.33)
where
χ(β) ≡ 1− k sin2 β, k = ζ
2 − ξ2
ζ2
. (2.34)
Following Sec. II C in Paper 2, we rearrange these and
use 2 (1− cosα) = ρ20/(ζ2χ) and sin2 β = (1 − χ)/k to
rewrite our ∆w’s as,
∆w21 =
ρ0
2
(ζ2 − ξ2)χ [k − (1− χ)] , (2.35)
∆w22 =
ρ0
2
(ζ2 − ξ2)χ (1− χ), (2.36)
where we have used ∆wn = wn as w¯n = 0 at the pole. We
can now pull out a factor of ρ0/L from our ∆w’s (using
ζ2− ξ2 = L2 for Schwarzschild spacetime). Carrying out
the above substitution allows us to rewrite Eq. (2.19) in
orders for n ≥ 0 as
F
(S)
a[n] (r, t, α, β) = ρ0
n−1n−1
bn/2c∑
p=−n−2
c
(n−2p)
a[n] L
2p−n,
(2.37)
where c
(k)
a[n](r0, χ) ≡ (ρk/Lk)B(k)a[n] and we have eliminated
all odd powers of ∆w1 and ∆w2 (being odd functions
ensures their disappearance on integration). For illustra-
6tion purposes, the n = 0 coefficients are
c
(0)
a[0](r0, χ) = −
aa¯
2
, (2.38)
c
(2)
a[0](r0, χ) =
1
2ζ2χ
{ (
r20 − ζ2χ
) [2L2δra
r0
− L2aa¯
−δw1a r0 (aw¯1r0 + 2Lr˙0)− 3Lua¯aw¯1
]
−L2r0 (δra − ua¯r˙0)
}
,
c
(4)
a[0](r0, χ) =
3L
2ζ4χ2
(
δw1a r
2
0 + Lua¯
) (
r20 − ζ2χ
) [
r0r˙0L
2
−Law¯1
(
r20 − ζ2χ
) ]
.
From Eq. (2.37), it is clearly beneficial to have an ‘in-
tegration friendly’ ρ0; following the methods of Paper 1,
2 and HT, we rewrite ρ0 as
ρ0 (r0, t0, α, β)
n
= ζn [2χ (1− cosα)]n/2
= ζn (2χ)
n/2
∞∑
`=0
An/2` (0)P` (cosα) ,
where A− 12` (0) =
√
2, from the generating function of the
Legendre polynomials and, as given in Appendix D of
[93], for (n+ 1)/2 ∈ N,
An/2` (0) =
Pn/2 (2`+ 1)
(2`− n) (2`− n+ 2) · · · (2`+ n) (2`+ n+ 2) ,
(2.39)
where
Pn/2 = (−1)(n+1)/2 21+n/2 (n!!)2 .
(2.40)
We now have F
(S)
a[n] written in an easily integratable for-
mat, by combining Eqs. (2.37) and (2.39), we have
F
(S)
a[n] (r, t, α, β) = ζ
n−1 (2χ)(n−1)/2
∞∑
`=0
A(n−1)/2` (0)
×P` (cosα) n−1ca[n](r0, χ), (2.41)
where we have shortened our expressions by using the
identity,
ca[n](r0, χ) ≡
bn/2c∑
p=−n−2
c
(n−2p)
a[n] L
2p−n (2.42)
When substituted into Eq. (2.18) for the higher terms,
the integration over α becomes trivial due to the orthog-
onal nature of the Legendre polynomials, while the β in-
tegration reduces to known elliptic integrals, as discussed
in detail in Papers 1, 2 and HT.
C. Mode-sum regularization parameters for
accelerated motion
To aid comparison with the geodesic case we use the
notations E = −ut = (1 − 2M/r)t˙ and L = uφ = φ˙/r2
where here and throughout this section an overdot de-
notes differentiation with respect to proper-time along
the particle’s worldline. Furthermore, by the definition
of proper time
r˙2 = E2 −
(
1− 2M
r
)(
1 +
L2
r2
)
We also define K = ∫ pi/2
0
(1 − k sin2 θ)−1/2 dθ and E =∫ pi/2
0
(1− k sin2 θ)1/2 dθ as the complete elliptic integrals
of the first and second kind, respectively, where k, defined
by Eq. (2.34), simplifies to k = L2/(r20 +L
2) . In writing
the regularization parameters we use the 4-acceleration,
aa and its derivatives, the 4-jerk, a˙a = DUa
a ≡ ∂taa +
Γabca
buc, and the 4-jounce, a¨a = D2Ua
a, as calculated in
Eqs. (2.7 - 2.9). All aa’s below are evaluated at x¯. The
explicit form of these in terms of E,L, r0, the 4-velocity
and its derivatives can be found in Appendix A.
The regularization parameters for the self-force and
the self-field are given below. The additional parame-
ters, Fa[2], that act to further regularize and improve the
convergence rate of the mode sum are given in Appendix
A. We follow the notation of Papers 1 and 2, where
F la[-1] =(2l + 1)Fa[-1], (2.43)
F la[0] =Fa[0], (2.44)
F la[2] =
Fa[2]
(2l − 1)(2l + 3) . (2.45)
We then arrive with,
Ft[-1] =
r˙0 sgn(∆r)
2(L2 + r20)
, (2.46)
Fr [-1] = − sgn(∆r)Er0
2(r0 − 2M)(L2 + r20)
, (2.47)
Fθ [-1] = Fφ[-1] = 0. (2.48)
Ft[0] =
Ft E [0]E + Er20FtK[0]K
piLr0(L2 + r20)
3/2
, (2.49)
where
Ft E [0] =atL (r − 2M)
(
L2 + r20
)
− Er20
[
aφr0
(
L2 − r20
)
+ 2Lr˙0
]
,
FtK[0] =Lr˙0 − aφr30,
Fr [0] =
Fr E [0]E + FrK [0]K
piLr0(r0 − 2M)(L2 + r20)3/2
, (2.50)
where
Fr E [0] = 2LE2r30 − L(L2 + r20)
(
r0 − 2M + arr20
)
+ aφr40 r˙0(L
2 − r20),
FrK[0] =aφr60 r˙0 − L(L2 + r20)(r0 − 2M)− LE2r30,
7Fθ [0] = 0, (2.51)
Fφ[0] =
r0
(
Lr˙0 − r30aφ
)
piL2 (L2 + r20)
1/2
(K − E) . (2.52)
It is also beneficial to regularize the field directly - to
this end, the regularization parameters for the self-field
are given by
Φ[0] =
2K
pi
√
L2 + r20
, (2.53)
and
Φ[2] =
ΦE[2]E + r20ΦK[2]K
3piL2r30 (L
2 + r20)
3/2
, (2.54)
where
ΦE[2] =L(L2 + r20)
[
a2Lr30
(
8L2 + 7r20
)− 3Lr30 (2arr0 + 1)
− 4a˙φr50
(
2L2 + r20
)
+ 6ML
(
2L2 + 3r20
) ]
− 3aφr60(L2 − r20)
(
aφr30 − 2Lr˙0
)
+ 6E2L2r50,
ΦK[2] =2L(L2 + r20)(2a˙
φr50 − 2a2Lr30 − 3ML)
− 3r30
[
aφr30
(
aφr30 − 2Lr˙0
)
+ L2E2
]
.
III. SPECIFIC EXAMPLES OF ACCELERATED
MOTION
Generic accelerated motion in a given spacetime can
be described by the forced geodesic equation,
ub∇b(µua) = F a = µaa + dµ
dτ
ua, (3.1)
where F a is the force and µ is the particle’s rest mass.
The force can be split into a piece orthogonal to the
4-velocity (tangential to the 4-acceleration, aa) and a
piece tangential to the 4-velocity, ua (orthogonal to the
4-acceleration). In the case of self-accelerating electro-
magnetic and massive particles, the 4-velocity and self-
force must be orthogonal (F aua = 0) and there is no
tangential component. For the case of a particle car-
rying a scalar charge, orthogonality is not required and
any tangential component of the acceleration gives rise
to a dynamically varying rest mass [97]. Likewise, for
a generic external force it is possible to have both or-
thogonal and tangential components of the force. In the
examples studied in the remainder of this work we will
avoid this complication by only considering accelerations
which are orthogonal to the 4-velocity. In practice, we
achieve this by prescribing a worldline rather than an
acceleration, and we define the mass to be a constant. It
should be emphasized, however, that this is not a funda-
mental restriction, and all results up to this point are in
fact valid for generic accelerating worldlines. Indeed, in a
forthcoming work [100] we will present an application of
the time domain code (discussed in Sec. IV B below) to
the problem of self-consistent orbital evolution including
self-force effects, a problem which does not fall into one
of the simplified categories considered here.
One of the aims of this work is to compare the self-
force experienced by a particle with an accelerated world-
line with that of a particle moving along an associated
geodesic. It is thus natural to parametrize the particle’s
motion in a similar fashion to the way geodesic motion
is often described. In particular, we will explore world-
lines that trace out the same spatial path as a geodesic,
but allow the rate at which the path is traced to differ
(this may be interpreted as an external acceleration being
imposed on the worldline). This choice and parametriza-
tion is convenient as it allows for the easy modification of
already existing self-force codes to explore non-geodesic
orbits.
In the following sections we consider two specific
classes of orbit, which are of particular interest: (i) cir-
cular orbits; and (ii) bound eccentric orbits. In both
cases we shall for simplicity assume the motion lies in
the equatorial plane (θ0 = pi/2, u
θ = 0).
A. Circular orbits
For circular orbits we have ur = 0, hence the spatial
trajectory of the orbit is uniquely specified by the orbital
radius, r0; and the rate at which the azimuthal angle ac-
cumulates uniquely defines the particle’s worldline. To
describe the azimuthal accumulation we define the func-
tion
Ωφ ≡ Ωφ(t) = dφ
dt
. (3.2)
Note that we are not defining an average rate of az-
imuthal accumulation, as is often done for geodesic mo-
tion, hence, for non-uniformly accelerated orbits, this
quantity should not be interpreted as an orbital fre-
quency. The two non-zero components of the 4-velocity
are simply related via
uφ(t) = Ωφ(t)u
t(t). (3.3)
Combining this with the normalization of the 4-velocity,
uaua = −1, we get
ut(t) =
[
f0 − r20Ωφ(t)2
]−1/2
, (3.4)
where f0 = 1 − 2M/r0. The particle’s (specific) energy
and angular-momentum are given in the usual way,
E(t) ≡ −ut(t) = f0ut(t), (3.5)
L(t) ≡ uφ = r20Ωφ(t)ut(t). (3.6)
8For geodesic motion the rate of azimuthal accumulation
is constant and we have
Ωgeoφ =
(
M
r30
)1/2
, (3.7)
where hereafter a superscript ‘geo’ denotes a quantity’s
value for geodesic motion. The other quantities associ-
ated with circular geodesic motion are obtained by sub-
stituting Eq. (3.7) into Eqs. (3.3)-(3.6).
Equation (3.4) restricts the values of Ωφ to:
0 ≤ |Ωφ(t)| <
√
f0/r20. (3.8)
The lower limit represents a static particle and the upper
limit corresponds to the particle approaching the speed
of light (which, as it has non-zero rest mass, it can never
attain).
B. Bound eccentric orbits
For bound orbits there exist minimum and maximum
orbital radii which we shall denote by rmin and rmax,
respectively. From these we can define the dimensionless
semi-latus rectum, p, and orbital eccentricity, e via
p =
2rmaxrmin
M(rmax + rmin)
, (3.9)
e =
rmax − rmin
rmax + rmin
. (3.10)
To describe the particle’s worldline we introduce the rel-
ativistic anomaly parameter [101], χ, in terms of which
we write the radial and azimuthal angle of the particle in
the standard way [102]
r0(χ) =
pM
1 + e cosχ
, (3.11)
dφ0
dχ
=
√
p
p− 6− 2e cosχ, (3.12)
where we have chosen χ = 0 to be at periastron (r =
rmin). This parametrization of the motion allows us to
describe all accelerated orbits that follow the same spa-
tial path as a corresponding bound eccentric geodesic.
The particular acceleration of the orbit will be specified
by choosing the relation between t0 and χ. We will dis-
cuss various different choices for this relation in Sec. V B.
Once dt0/dχ is specified, the complete description of the
particle’s worldline is then given as follows.
From the normalization of the 4-velocity we have
dτ
dχ
=
[
f0
(
dt0
dχ
)2
− 1
f0
(
dr0
dχ
)2
− r20
(
dφ0
dχ
)2]1/2
,
(3.13)
where f0 ≡ f0(χ) = 1− 2M/r0(χ) and
dr0
dχ
=
pMe sinχ
(1 + e cosχ)2
. (3.14)
Unlike for geodesic orbits, the energy, E, and angular
momentum, L, are functions of χ. They are computed
via
E(χ) = f0
dt0
dχ
/
dτ
dχ
, L(χ) = r20
dφ0
dχ
/
dτ
dχ
. (3.15)
The 4-velocity is similarly computed via ua(χ) =
(dxa0/dχ)/(dτ/dχ). The 4-acceleration is given by
aa = ub∇bua, where ∇ is the covariant derivative. In
Schwarzschild coordinates the three non-zero compo-
nents of the 4-acceleration are given by
at = (ut)′/(dτ/dχ) +
2
f0r20
utur , (3.16)
ar = (ur)′/(dτ/dχ) +
f0
r20
(ut)2 − (u
r)2
f0r20
− f0r0(uφ)2 ,
(3.17)
aφ = (uφ)′/(dτ/dχ) +
2
r0
uφur , (3.18)
where a ′ denotes differentiation with respect to χ.
If we assume that the acceleration is periodic with re-
spect to χ, i.e., t0(χ) = t0(χ + 2pi) then we can define
orbital frequencies as follows. The azimuthal accumula-
tion over one orbit is given by
∆φ =
∫ 2pi
0
dφ0
dχ
dχ = 4
(
p
p− 6 + 2e
)1/2
K
(
4e
p− 6 + 2e
)
,
(3.19)
where K(k) = ∫ pi/2
0
(1 − k sin θ)−1/2 dθ is again the com-
plete elliptic integral of the first kind. The coordinate
time between successive periastron passages is given by
Tr =
∫ 2pi
0
dt0
dχ
dχ . (3.20)
The orbital frequencies associated with the motion are
then defined in the usual way:
Ωr =
2pi
Tr
, Ωφ =
∆φ
Tr
. (3.21)
So far in this section all the equations given are valid
for generic motion along the spatial trajectory corre-
sponding to a bound, eccentric orbit with the same values
of p and e. In order to specify geodesic motion the rela-
tion between t0 and χ is given by [102](
dt0
dχ
)
geo
=
Mp2
(p− 2− 2e cosχ)(1 + e cosχ)2
×
√
(p− 2− 2e)(p− 2 + 2e)
p− 6− 2e cosχ . (3.22)
9IV. NUMERICAL CALCULATION OF THE
SCALAR SELF-FORCE ALONG ACCELERATED
TRAJECTORIES
With a regularization scheme appropriate for acceler-
ated worldlines now at hand, we may explore interesting
orbital configurations which were previously inaccessible
using a geodesic-based regularization procedure. To that
end, we have used two numerical codes to compute the
self-force in a variety of scenarios. The two codes are
complementary: we use a highly-accurate frequency do-
main code in scenarios where the Fourier spectrum is
sufficiently narrow, and we use a time-domain code both
as a check on our frequency-domain results, and in sce-
narios that the frequency-domain approach is unable to
tackle. Both codes are discussed in detail in other works
[103, 104] and, as such, we will only summarize their key
features below.
A. Frequency-domain calculation
Our frequency-domain approach follows very closely
that of [103], in which the field equation is decomposed
into spherical harmonic and Fourier modes, resulting in
a set of uncoupled ordinary differential equations, one
for each spherical-harmonic (`,m) mode and for each
frequency, ω. This frequency-domain approach is best
suited to cases in which the spectrum of frequencies in
the solution is reasonably small. In terms of orbital con-
figurations, this restriction translates to exploring bound
periodic orbits, which in turn implies that the acceler-
ation must also be periodic (though see [105] and [106]
for progress modeling unbound orbits in the frequency-
and time-domain respectively). Furthermore, the con-
vergence of the Fourier sum over frequencies is very poor
if the worldline has any rapidly-varying features. We,
therefore, restrict our attention in the frequency-domain
case to a subset of scenarios involving accelerating world-
lines in which the orbit remains periodic and does not
vary rapidly.
We also make a further simplification: by only con-
sidering cases in which the orbital motion traces out the
same path as a corresponding geodesic orbit, but allow-
ing the rate at which the orbit is traced out to differ from
the geodesic value by a constant factor. Given these re-
strictions, the two scenarios described in Sec. III above
admit special cases which are particularly numerically
tractable: uniformly accelerated circular orbits and ec-
centric orbits which modify the geodesic relation (3.22)
by a constant multiple. The only difference relative to
the geodesic case discussed in [103] is now:
1. The 4-velocity appearing in the source term is now
no longer that of a geodesic, but instead is the 4-
velocity of the accelerating worldline.
2. The frequencies that are excited now differ from
those of the geodesic case.
The consequences of both of these follow trivially from
the fact that (3.22) [or, equivalently, (3.2) in the circular
orbit case] is modified by a constant multiplicative factor:
the changes to the source term can be encapsulated in
the changes in E and L as given in Eq. (3.15), while
the new frequencies can be obtained exactly as in the
geodesic case, by rescaling Eq. (3.22) by an appropriate
multiplicative factor.
Specializing to a class of orbits which trace out the
geodesic trajectory and requiring that the Fourier spec-
trum be sufficiently narrow restricts the orbits that can
be efficiently computed in the frequency domain. This is
true in the geodesic case as well, where previous studies
have shown that the frequency domain approach is useful
for eccentricities up to e ∼ 0.5-0.7 [103, 107]. When we
increase the rate at which the particle traces out its spa-
tial trajectory we find, for both circular and eccentric or-
bits, that the number of spherical-harmonic (`,m)-modes
needed in the mode-sum increases (this is not specific to
a frequency-domain implementation and will also occur
for a 1+1 time-domain implementation). For eccentric
orbits in the frequency domain the mode frequency con-
tains overtones of the radial frequency and we find the
number of mode frequencies per (`,m) increases as the
orbital motion is speed up, making high eccentricity cal-
culations even more challenging than in the geodesic case.
Conversely, the number of frequency modes per (`,m)-
mode drops as the orbital motion is slowed down. The
breadth of the Fourier spectrum depends on the particu-
lar accelerated motion being considered. Given the range
of possible accelerations we have not attempted to quan-
tify the spectrum broadening in this work.
B. Time-domain calculation
The frequency-domain approach described in the pre-
vious section is best suited to bound, periodic orbits in
which a small number of frequencies contribute. In par-
ticular, this excludes several cases which are of interest
in exploring the history-dependence of the self-force. For
these cases we use a different, 1+1D time domain code.
For the purposes of this paper we will only briefly de-
scribe the code here; a much more detailed description
(with code validation) will be provided in a forthcoming
work [104].
The code implements the explicit time evolution of the
sourced scalar wave equation on a Schwarzschild back-
ground spacetime,
∇a∇aΦ = S, (4.1)
where, as in Sec.II, ∇a is the Schwarzschild spacetime
covariant derivative and Φ is the scalar field, while S is
the source term. We use the code in combination with
the effective source regularization scheme [50, 51], which
allows us to use an effective source, S := Seff , to solve
directly for the residual field, ΦR, rather than retarded
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as in Eq. (2.1). In particular, we use the worldtube ap-
proach of [51], in which we evolve the residual field ΦR
inside the world tube and the full retarded field Φret out-
side.
Both the scalar field ΦR and effective source Seff
are decomposed into spherical-harmonic modes, lead-
ing to a set of uncoupled 1+1D wave equations, one
for each spherical-harmonic (`,m) mode. For each
1+1D wave equation we use hyperboloidal coordinates
[108] in regions away from the orbit, matched to stan-
dard Schwarzschild coordinates in the vicinity of the or-
bit. Our coordinates are thus based on Schwarzschild
time t, and the Tortoise radial coordinates, r∗ = r +
2M log( r2M − 1) in the vicinity of the worldline, and on
hyperboloidal coordinates elsewhere. This allows us to
avoid having to impose artificial boundary conditions at
finite values of r∗min and r
∗
max; instead we place the hori-
zon at a finite hyperboloidal radius ρmin, and future null
infinity at finite hyperboloidal radius ρmax (not to be con-
fused with ρ previously defined in Sec. II). Thus, at both
physical outer boundaries, no characteristic modes are
entering the computational domain and boundary condi-
tions are handled automatically by the use of character-
istic fluxes. The computational domain therefore covers
the whole exterior spacetime from the horizon to future
null infinity. This coordinate setup is the same as that
used in [104, 109]; see there for more details.
We use a first order in space and time formulation of
the equations, and evolve using the method of lines. The
discontinuous Galerkin (dG) method is used for spatial
discretization (the radial direction) and evolution in time
is performed with a fourth order Runge-Kutta scheme. In
the dG scheme, the computational domain is split into
a number of elements, and within each element the so-
lution is approximated using interpolating polynomials
of order n, defined on n + 1 discrete nodes. At element
boundaries the numerical approximation is thus multival-
ued (the boundary point is represented in both the left
and right elements, and the solution may have different
values there), but through the use of numerical fluxes we
ensure that the discontinuities remain small during evo-
lution, and that they converge to zero with increasing
discretization order. The notable exception is at world-
tube boundaries, where we transition from evolving the
residual field to the retarded field. In that case, the ex-
pected discontinuities are given analytically by the value
of the singular field on the worldtube boundaries, and
the numerical fluxes are designed to drive the numerical
discontinuities towards these analytical values. In addi-
tion we use the time-dependent coordinates of [110] in
the orbital region (between the hyperboloidal regions) in
order to keep the worldline of the particle fixed at a con-
stant coordinate located at an element boundary. This
is necessary for eccentric orbits, but the time-dependent
coordinates can be turned off for the circular motion con-
sidered in this paper. At the boundary between the or-
bital region and the hyperboloidal regions (alse kept fixed
at element boundaries) we have to take the coordinate
transformation into account when constructing the nu-
merical fluxes.
A key aspect of the time-domain calculation is the con-
struction of the effective source. This is obtained by con-
structing a puncture field, defined to be the decomposi-
tion of the singular field into spherical-harmonic modes.
This mode decomposition must be done without evalu-
ating on the worldline (as is typically done in the case
of mode-sum regularization), but may be done in an ap-
proximate sense provided the approximation is exact on
the worldline. To obtain expressions for a puncture field,
we thus follow exactly the methods described previously
for constructing regularization parameters, but with two
notable modifications:
1. We do not evaluate at ∆r = 0, but instead keep
the ∆r0,∆r1,∆r2,∆r3 and ∆r4 terms in the series
expansion about ∆r = 0.
2. We do not keep only the m = 0 mode, but also
must keep m = ±1,±2.
The details of our approach are very much the same as
described in [111–113], but now the coefficients in the
small-∆r expansion are somewhat more complicated as
they incorporate information about the non-geodesic na-
ture of the worldline (through the acceleration, aa, in a
second-order puncture, and through higher derivatives of
the worldline if higher order punctures are used).
In this work, we chose to use a second-order puncture,
keeping the leading two terms in the expansion of the sin-
gular field, i.e., Eqs. (2.10) and (2.11). This is analogous
to using the first two mode-sum regularization param-
eters, and allows us to compute the residual field and
self-force by evaluating a sum over spherical-harmonic
modes where the terms fall off as 1/`2. By choosing a
second-order puncture, the effective source we obtain is
continuous but not differentiable at the location of the
particle, resulting in spherical-harmonic (`, m) modes of
the residual field that are twice differentiable there. This
would cause problems for a finite difference scheme (un-
less extreme care is taken; see [114]). The advantage
of the dG scheme is that exponential convergence with
dG element order is achieved not only for solutions that
are smooth everywhere, but also for solutions where non-
smooth features can be localized at element boundaries;
an advantage that arises from numerical derivatives, cal-
culated using data from only one element, never “seeing”
the non-smoothness.
We shall explore circular orbits with non-uniform ac-
celeration in Sec. V C below.
V. EXAMPLE APPLICATIONS
In this section we calculate the self-force for spe-
cific accelerated worldlines. We consider circular orbits
with uniform and non-uniform acceleration, and acceler-
ated eccentric orbits that follow the same trajectory as
geodesic orbits.
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FIG. 1. Covariant radial self-force, Fr, as a function of the
orbital frequency for a circular orbit with radius r0 = 6M .
The (red) dots are our results computed using the mode-sum
procedure described in this work. It is analytically known
that the self-force vanishes for a static particle [115, 116] and
we take this as our data point at κ = 0. The self-force changes
sign around κ ≈ 1.40726. This change in sign for uniformly
accelerated circular orbits was first observed by Burko [117].
The solid (blue) curve is computed using the Green function
method described in [109] (their error bars are shown as a
shaded region about the curve). We find the results of the
two methods agree for κ . 1.8. Above this value the mode-
sum requires more than 100 `-modes to converge. Very high
`-modes are difficult to compute accurately so we do not show
results for these values of κ. (Inset) Behavior of the mode-
sum on a log-log plot. At ` = 50, reading from top to bottom,
the curves correspond to subtracting 0,1,2 and 3 leading-order
non-zero regularization parameters after which the mode-sum
grows/decays as `, `0, `−2 and `−4, respectively, for large `.
A. Circular orbits: uniform acceleration
The description of generic accelerated motion along
circular orbits is presented in Sec. III A. For uniform ac-
celeration the orbital frequency, Eq. (3.2), is a constant
multiple of the geodesic frequency, Eq. (3.7). We can thus
parametrize uniformly accelerated circular orbits by their
orbital radius and an acceleration factor, κ, defined such
that
Ωφ = κΩ
geo
φ . (5.1)
We compute the retarded field using a Mathematica im-
plementation similar to that in [111] modified so that Ωφ
is given by Eq. (5.1). We then regularize the retarded
field data using the parameters given in Sec. II C. Our
main results for circular, uniformly accelerated orbits are
presented in Fig. 1 and discussed in the figure caption.
B. Bound accelerated eccentric orbits
Our parametrization of accelerated motion for bound
eccentric orbits presented in Sec. III B has been chosen to
exploit existing codes. In this section, we present results
-π - π2 0 π2 π
0
1
2
3
4
5
6
7
8
χ
(M2 /q
2 )F r⨯1
05
FIG. 2. Covariant radial component of the SSF for a number
of accelerated orbits with (p, e) = (8, 0.1). Each curve cor-
responds to an orbit with dt/dχ = λ · dt/dχgeo where λ is a
constant. Reading from top to bottom at χ = 0 the curves
correspond to λ = {0.9, 1, 1.1, 1.3, 1.5, 2, 3, 4}. We observe
as λ increases (and the orbital motion slows) the magnitude
to the self-force decreases. This is expected as in the limit
λ → ∞ the particle becomes static and the scalar-field self-
force vanishes [115, 116].
for accelerated orbits computed using a modified version
of the frequency-domain code developed in [103].
The description of the motion in Sec. III B is uniquely
determined once the relation between t0 and χ is speci-
fied. We shall examine orbits whose acceleration is given
by
dt0
dχ
= λ
(
dt0
dχ
)
geo
, (5.2)
where λ is a real constant and (dt0/dχ)geo is given by
Eq. (3.22). The spatial trajectory of the orbit is the same
as the λ = 1 geodesic. A value of λ < 1 (λ > 1) de-
scribes an orbit that completes one radial libration faster
(slower) than the corresponding geodesic. We present
sample results for the radial self-force Fr for a number
of different λ values in Fig. 2. As λ increases the par-
ticle’s motion slows and the magnitude of the self-force
decreases. This is expected as in the limit λ → ∞ the
particle becomes static and the scalar-field self-force van-
ishes [115, 116]. As λ decreases the particle’s speed in-
creases, as does the magnitude of the radial self-force and
we find contributions from the Fourier sum broaden. We
also observe that the location, as a function of χ, where
the radial self-force is a maximum depends on λ.
In Fig. 3 we plot the contributions to the mode-sum
at a particular point along an orbit with λ = 2. This
figure demonstrates that the mode-sum converges at the
expected rate and that employing higher-order regular-
ization parameters correctly increases the rate of conver-
gence of the mode-sum.
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FIG. 3. Convergence of the mode-sum for an accelerated ec-
centric orbit with λ = 2 and orbital parameters (p, e, χ) =
(8, 0.1, 1.88345). The (red) circular markers show the result
of subtracting the leading two regularization parameters. For
large `, the resulting modes approach the (red) dashed `−2
reference line. Subtracting one further non-zero regulariza-
tion parameter results in the (blue) square markers. For large
`, these results approach the (blue) dot-dashed `−4 reference
line.
C. Circular orbits: non-uniform acceleration
In this subsection we consider accelerated trajectories
with sharper features. The Fourier spectrum associated
with these wordlines is very broad which makes it infeasi-
ble to work with a frequency-domain calculation and so,
unlike the previous two subsections, we employ a time-
domain code. We will restrict our attention to circular
orbits where we briefly accelerate the orbit before return-
ing the particle to geodesic motion. Explicitly we accel-
erate the particle along its circular orbit via
Ω(t) = Ωgeo +Ae
−(t−t0)2/σ2 , (5.3)
where A = 0.05, t0 = 800 and σ = 3.6.
Our main results for this accelerated trajectory are
given in Fig. 4. For t . 785, i.e., during the initial
geodesic phase, we find our dG time-domain code gives
a highly accurate result that agrees with the frequency-
domain result to a relative accuracy of ∼ 10−9. During
the acceleration period the particle emits a burst of radi-
ation which then scatters off the spacetime curvature and
interacts with the particle at a later time. We observe
the correct convergence rate of the mode-sum whilst the
particle is accelerating — see Fig. 5. We also observe fea-
tures in the regular scalar field at subsequent times along
the worldline connected to the period of acceleration by a
null geodesic (these features are reminiscent of the struc-
ture of the Green function for the scalar field [119]). Fi-
nally we observe the correct late-time behaviour of the
scalar-field [118]. All of these observations give us confi-
dence that our dG time-domain code, the effective-source
it uses and the mode-sum scheme are working correctly.
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FIG. 4. Difference in the scalar-field, ΦRdG, for a particle with
an accelerated worldline described by Eq. (5.3) and the scalar
field, ΦRFD for a particle moving along a geodesic with the
same orbital radius. The acceleration is concentrated over the
grey shaded region (being effectively zero elsewhere) with the
maximum acceleration occurring at t0 = 800M . Prior to the
acceleration period the result of the dG and FD codes agree
to a relative accuracy of ∼ 10−9 The orbital radius is r0 =
6.7862M . This orbital radius was chosen as the 2nd and 3rd
null crossings (red, dashed, vertical lines) coalesce at a caus-
tic – see Fig. 6. From left to right the null crossings occur at
(t− t0)/M ' {30.2, 55.5, 55.5, 80.8, 101.7, 106.0, 131.2, 156.4},
respectively. Considering the width (in time) of the acceler-
ation phase, the null crossing times are consistent with the
features in the curve. The apparent additional feature be-
tween the 3rd and 4th null crossing is not a real feature, but
is simply a smooth zero crossing of the relative difference be-
ing plotted in a log-log plot. At late time the field decays at
the expected t−3 rate for the ` = 0 mode (all the higher `-
modes decay faster as t−2`−3 [118]). The (green) dot-dashed
line shows a reference t−3 curve.
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FIG. 5. Convergence of the mode-sum for the regular scalar-
field at the point of maximum acceleration (t0 = 800M) for
a particle with a worldline described by Eq. (5.3). The (red)
round makers show the regular modes computed directly us-
ing the dG code. For large ` these modes approach the (red)
dashed `−2 reference curve. The (blue) square markers show
the result of subtracting the Φ[2] regularization parameter
from the regular modes. For large ` these modes approach
the (blue) dash-dotted `−4 reference curve.
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FIG. 6. Null rays (colored curves) connecting the particle
initially at x0/M = (6.7862, 0) at t = 0 to subsequent points
along a circular orbit (black curve) about a Schwarzschild
black hole. The particle’s orbital motion is in the clockwise
direction. The orbital radius was chosen so that the second
and third null connections coalesce into a caustic. Reading
clockwise from x0 the intersection of the null rays with the
orbits occur at t/M ' {30.2, 55.5, 55.5, 80.8, 101.7, 106.0}.
VI. CONCLUDING REMARKS
In this work we have computed expansions of the
Detweiler-Whiting singular field for a particle with a
scalar field moving along an accelerated trajectory in
Schwarzschild spacetime. Using these we have computed
previously unknown regularization parameters which
serve to increase the rate of convergence of the mode-
sum, these are consistent with those previously derived
for geodesic motion [86] and the special non-geodesic case
of a static charge [95]. The singular-field expansion has
also been used to compute a new effective-source which
has been successfully employed as part of a new high-
accuracy time-domain discontinuous-Galerkin code. Our
new regularization parameters and effective-source have
been tested by computing the self-force for a particle
moving along a variety of accelerated trajectories, includ-
ing circular motion (uniformly and non-uniformly accel-
erated) and bound eccentric motion.
The results of this work can find utility in a number of
applications where accelerated motion arises in black hole
perturbation theory. Examples include, self-consistent
self-force calculations, where the field equations and the
equations of motion for the particle are solved simultane-
ously as a coupled set; as well as local calculations of the
regular field/metric for spinning bodies under the influ-
ence of e.g., the Mathisson-Papapetrou-Dixon force. In
both cases the body’s worldline is accelerated with re-
spect to the background geometry.
It would also be possible to use the results of this work
to explore the ‘history dependence’ of the self-force. Sim-
ilar to the results we presented for non-uniformly acceler-
ated circular orbits, one could imagine accelerating short
sections of the worldline for eccentric orbits and watching
how quickly the field settles back down to the geodesic
value. By accelerating different sections of the worldline,
it might be possible to infer from where the dominant
contribution to the geodesic self-force arises. In addition,
by creating a burst of radiation during the acceleration
period it might be possible to create ‘wiggles’ in the self-
force (believed to be related to ring-down), similar to
those observed for highly eccentric orbits about a Kerr
black hole [114].
Finally, this work is naturally extended in a number
of ways. First, the expansion of the singular field and
the regularization parameters should be extended to mo-
tion in Kerr spacetime [87] as self-force calculations are
now well established here [57, 103, 120, 121]. Second, the
results could be extended to electromagnetic and gravi-
tational perturbations ([96] has done this for the leading-
two regularization parameters). The former is straight-
forward, but the latter requires additional care as accel-
erating the particle changes the stress-energy tensor that
sources the metric perturbation.
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Appendix A: Mode-sum regularization parameters
for accelerated motion
Sec. II C presents the parameters needed to compute
the regular self-force. This appendix gives the first sub-
leading parameters that act to accelerate the convergence
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of the mode-sum. We give these higher order parameters
explicitly here but also give all the parameters in elec-
tronic format online [125]. Below we use the notation,
a2 ≡ ga¯b¯aa¯ab¯, similarly, a · a˙ ≡ ga¯b¯aa¯a˙b¯, while all aa’s
below are evaluated at x¯.
Ft[2] =
Ft E [2]E + r20FtK[2]K
6L3pir60(r0 − 2M)(L2 + r20)7/2
, (A1)
where
Ft E [2] = 3EL3r20 r˙0(r0 − 2M)
{
8E2r70
(
L2 − r20
)− (L2 + r20) [4L4M (9L2 + 26r20)+ 2Mr40 (49L2 + 23r20)
+r50
(
L2 − 7r20
) ]}
+a2L2r50(r0 − 2M)
(
L2 + r20
) {
Er2
[
aφr0
(
48L6 + 128L4r20 + 103L
2r40 + 15r
6
0
)
+ Lr˙0
(
8L4 + 23L2r20 + 23r
4
0
)]
+2atL(r0 − 2M)
(
L2 + r20
) (
24L4 + 44L2r20 + 19r
4
0
) }
+atL(r0 − 2M)
(
L2 + r20
) {
3r60(r0 − 2M)
[
r20a
φ
(
2L4 + 7L2r20 − 3r40
) (
2Lr˙0 − aφr30
)
−4arL2 (L2 + r20) (L2 + 2r20) ]− E2L2r30 [2L4M (8L2 + 17r20)+ 2Mr40 (L2 + 16r20)+ 3r50 (L2 − 7r20)]
+6L2(r0 − 2M)
(
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) [
L2M
(
8L4 + 27L2r20 + 30r
4
0
)
+ r60(17M − 3r0)
] }
+2arEL2r40
(
L2 + r20
) {
3r50a
φ(r0 − 2M)
(
2L4 + 7L2r20 − 3r40
)
+Lr˙0
[
L4M
(
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(
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4
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−atL(r0 − 2M)
(
L2 + r20
) (
8L4 + 13L2r20 + 3r
4
0
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Fr [2] =
Fr E [2]E + r20FrK[2]K
6piL3r60(r0 − 2M)(L2 + r20)7/2
, (A2)
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where
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(
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For practical use it is often easier to have parametric forms for the 4-acceleration aa, the 4-jerk a˙a = DUa
a, and
the 4-jounce a¨a = D2Ua
a. Below, overdots, (˙), symbolize one or more partial differentiation with respect to proper
time, while a superscript in parentheses represents higher orders of differentiation, e.g., r
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L2(3M − r0)
r40
+
M
r20
,
aθ = 0,
aφ = φ¨0 +
2Lr˙0
r30
,
a˙t = t
(3)
0 +
3Mr˙0
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