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Abstrak – Klasifikasi adalah proses pengelompokkan objek yang memiliki karakteristik atau ciri yang sama ke 
dalam beberapa kelas. Klasifikasi dokumen secara otomatis dapat dilakukan dengan menggunakan ciri atau fitur 
kata yang muncul pada dokumen latih. Jumlah dokumen yang besar dan banyak mengakibatkan jumlah kata 
yang muncul sebagai fitur akan bertambah. Oleh karena itu, peringkasan dipilih untuk mereduksi jumlah kata 
yang digunakan dalam proses klasifikasi. Untuk proses klasifikasi digunakan metode Support Vector Machine 
(SVM) untuk multikelas. SVM dipilih karena dianggap memiliki reputasi yang baik dalam klasifikasi. Penelitian 
ini menguji penggunaan ringkasan sebagai seleksi fitur dalam klasifikasi dokumen. Peringkasan menggunakan 
kompresi 50 %. Hasil yang diperoleh menunjukkan bahwa proses peringkasan tidak mempengaruhi nilai akurasi 
dari klasifikasi dokumen yang menggunakan SVM.Akan tetapi, penggunaan peringkasan berpengaruh pada 
peningkatan hasil akurasi dari metode klasifikasiSimple Logistic Classifier (SLC). Hasil pengujian metode 
klasifikasi menunjukkan bahwa penggunaan metode Naïve Bayes Multinomial (NBM) menghasilkan akurasi 
yang lebih baik dari pada metode SVM. 
Kata kunci – peringkasan, klasifikasi, SVM, seleksi fitur, dokumen
Abstract - Classification is the process of grouping objects that have the same features or characteristics into 
several classes. The automatic documents classification use words frequency that appears on training data as 
features.The large number of documents cause the number of words that appears as a feature will 
increase.Therefore, summaries are chosen to reduce the number of words that used in classification.The 
classification uses multiclass Support Vector Machine (SVM) method.SVM was considered to have a good 
reputation in the classification. This research tests the effect of summary as selection features into documents 
classification.The summariesreduce text into 50%.A result obtained that the summaries did not affect value 
accuracy of classification of documents that use SVM.But, summaries improve the accuracy of Simple Logistic 
Classifier. The classification testing shows that the accuracy of Naïve Bayes Multinomial (NBM) better than 
SVM. 
Keywords – summarization, clasification, SVM, features selection, documents
I. PENDAHULUAN 
Klasifikasi adalah proses pengelompokkan objek 
yang memiliki karakteristik atau ciri yang sama ke 
dalam beberapa kelas. Pada umumnya klasifikasi 
dokumen dilakukan dengan menentukan ciri-ciri atau 
fitur-fitur yang diwakili oleh kalimat-kalimat penting. 
Dalam dokumen yang berukuran besar, klasifikasi 
akan menjadi tantangan sistem. Jumlah kata yang 
menyusun kalimat meningkat secara eksponensial[1]. 
Diperlukan teknik yang dapat mereduksi beban 
komputasi secara signifikan. Peringkasan dapat 
dianggap sebagai cara untuk memilih fitur sekaligus 
mengurangi beban komputasi.  
Beberapa penelitian telah melakukan peringkasan 
sebagai fitur ekstraksi untuk klasifikasi dokumen. 
Aguinano-Hernandez dkk. melakukan pengujian pada 
beberapa ukuran data set. Hal tersebut menunjukkan 
bahwa peringkasan adalah pendekatan yang kompetitif 
untuk pemilihan fitur dibandingkan dengan teknik 
Informasi Gain yang biasa dilakukan[2]. Penelitian 
serupa juga dilakukan pada bahasa lain yaitu oleh 
Eman Al-thwaib. Penelitian ini mengklasifikasikan 
dokumen berbahasa Arab ke dalam bidang ekonomi, 
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agama, olahraga, dan politik. Hasilnya menunjukkan 
bahwa peringkasan memberikan nilai akurasi, 
precision dan recall yang lebih tinggi tetapi 
menghasilkan waktu komputasi yang lebih lama[3]. 
Berbeda dengan penelitian opinion mining yang 
dilakukan oleh Savita Harer dkk. Mereka 
mengklasifikasi sentimen terhadap review film. Sistem 
yang dibuat berbasis mobile,menggunakan LSA untuk 
peringkasan dan Random Forest untuk klasifikasi. 
Penelitian ini menghasilkan klasifikasi yang baik[4]. 
Klasifikasi sentimen terhadap konten dalam web yang 
mengulas tentang handphone juga telah dilakukan. 
Jumlah data yang besar dan struktur halaman situs 
yang berbeda-beda menyebabkan mereka perlu 
meringkas  informasi atau data berkaitan[5]. Hyoungil 
Jeong telah menunjukkan bahwa peringkasan dan 
klasifikasi dapat saling membantu kinerja sistem. 
Mereka mengajukan sebuah framework yang efektif 
untuk kerjasama antara peringkasan dan klasifikasi 
sehingga menghasilkan alat analisa teks yang lebih 
baik [6]. 
Dalam penelitian ini, peringkasan digunakan 
sebagai seleksi fitur sebelum dilakukan klasifikasi 
dokumen berbahasa Indonesia. Dokumen yang 
digunakan merupakan latar belakang sebuah karya 
ilmiah. Dokumen tersebut dapat dikatakan cukup besar 
sehingga kebutuhan untuk mereduksi jumlah fitur 
klasifikasi menjadi tinggi.Metode peringkasan yang 
digunakan adalah skema pembobotan berbasis 
kataTerm frequency-Inverse document frequencyatau 
Tf-Idf[7]. Setelah melalui proses peringkasan, 
dokumen akan diklasifikasi menggunakan metode 
yang cukup terkenal yaitu Support Vector Machines.  
A. Tf-Idf 
Term frequency-Inverse document frequency atau 
lebih dikenal sebagai Tf-Idf digunakan untuk 
mengekstrak kalimat dengan cara memberikan nilai 
atau bobot pada kalimat. Ekstraksi kalimat  adalah 
cara untuk mengkomputasi suatu kalimat sehingga 
dapat ditentukan nilai penting atau tidak pentingnya 
suatu kalimat[8][9].  Metode ini sering digunakan 
sebagai faktor pembobotan dalam information 
retrieval, text mining, dan recommendation system. 
Nilai Tf-Idf menentukan besar bobot kalimat. 
Penentuan nilai bobot dilakukan dengan cara 
menghitung frekuensi kemunculan kata dalam 
dokumen. 
Joeran Beel dkk. melakukan survei terhadap 
sejumlah artikel yang melakukan penelitian tentang 
sistem rekomendasi, seperti rekomendasi film, gadget, 
dan lain-lain. Sistem tersebut menentukan 
rekomendasi berdasarkan opini. Sejumlah penelitian 
tersebut menggunakan TF-Idf sebagai cara untuk 
mengekstraksi kalimat atau opini yang terkumpul. 
Dari 200 artikel, sebanyak 70% menggunakan TF-Idf 
untuk menentukan bobot suatu kalimat[10]. 
Dalam Tf-Idf, hasil pra proses yang berupa token 
dan telah difilter sesuai kebutuhan. Token tersebut 
dihitung frekuensinya dalam kalimat dan dokumen. 
Gambar 3 adalah proses perhitungan Tf-Idf. Rumus 
(1) menghitung Tf yang mana 𝑓𝑡,𝑑  adalah frekuensi 
kata t dalam dokumen d. 
𝑇𝑓 =  𝑓𝑡,𝑑 (1) 
Rumus (2) untuk menghitung Idf yang digunakan  
𝐼𝐷𝐹 = log (
𝑁
𝑛𝑖
) (2) 
dimana N mewakili jumlah kalimat yang digunakan, 
sedangkan untuk 𝑛𝑖  untuk mewakili jumlah kalimat 
yang mana  kata ke 𝑖 muncul.  
B. Support Vector Machines 
Metode klasifikasi SVM adalah salah satu metode 
diskriminatif yang paling tepat yang digunakan dalam 
klasifikasi. Metode ini bekerja berdasarkan pada 
Structural Risk Minimization, yang merupakan prinsip 
induktif penggunaan dalam pembelajaran mesin[11].  
Menurut Auria, beberapa kelebihan dari metode SVM 
adalah metode ini bekerja baik untuk sekumpulan 
data yang tidak dapat dipisahkan secara linear. Pada 
penggunaan kernel Gaussian, pemilihan nilai 
parameter C dan r yang tepat dapat membuat metode 
SVM bekerja dengan baik walaupun data yang dilatih 
memiliki nilai bias. Parameter yang diperoleh dari 
hasil pelatihan dengan metode SVM dijamin adalah 
parameter optimal. Hal ini berbeda jika dibandingkan 
dengan metode Neural Network dimana bisa terjadi 
solusi yang diperoleh terjebak dalam minimum lokal 
[12]. 
Metode Support Vector Machine (SVM) banyak 
digunakan untuk melakukan klasifikasi otomatis. 
Beberapa penelitian telah menggunakan SVM untuk 
berbagai penerapan, diantaranya adalah pada 
pengenalan citra, analisis medik, ataupun untuk 
melakukan prediksi. Secara spesifik, Wang 
merangkum beberapa penelitian yang berkaitan 
dengan perkembangan SVM beserta penggunaannya 
[12]. Dalam beberapa penelitian ditunjukkan bahwa 
SVM adalah metode yang efisien [13][14][15]. 
Mathias Ring dkk. menggunakan Kernel Gaussian 
RBF untuk SVM sehingga menghasilkan waktu proses 
yang lebih baik tanpa kehilangan akurasi [16]. Bissan 
Ghaddar dan Joe Naoum-Sawaya menguji SVM 
terhadap kasus sentimen film dan klasifikasi penyakit. 
Dengan jumlah fitur yang sangat tinggi, SVM telah 
menunjukkan hasil yang baik. Pendekatan klasifikasi 
dan seleksi fitur yang diajukan, sederhana, dan alur 
yang dapat ditelusuri, dan mencapai rata-rata error 
yang rendah [17].  Dalam penelitian yang dilakukan 
oleh Xuchan Ju dkk. SVM ditingkatkan 
kemampuannya dengan memodifikasi nonparallel 
hyperplanes untuk multiclass classifications. Hasilnya 
menunjukkan efisiensi dan akurasi yang baik [18]. 
Gambar 1 memperlihatkan SVM multiclass satu ke 
satu [19].  
Metode SVM dipilih karena SVM termasuk 
metode yang populer selain KNN dalam 
mengklasifikasikan dokumen [20]. Umumnya SVM 
membagi ruang vektor menjadi 2 yaitu kelas positif 
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dan kelas negatif. Hal tersebut tidak menutup 
kemungkinan untuk menggunakan SVM untuk 
keperluan membagi menjadi lebih dari 2 kelas. Pada 
penelitian yang dilakukan oleh Chih-Wei Hsu and 
Chih-Jen Lin menunjukkan  SVM multi kelas lebih 
baik dibandingkan dengan metode pembanding 
lainnya [21]. Berdasarkan permasalahan yang telah 
disampaikan, maka tujuan penelitian ini adalah untuk 
mengukur kinerja peringkasan bila digunakan dalam 
klasifikasi dokumen berbahasa Indonesia dan menguji 
hasil klasifikasi dokumen dengan metode SVM multi 
kelas pada data set yang digunakan. 
 
Gambar 1. SVM Multi Class 
II. METODE PENELITIAN 
Metode penelitian yang digunakan analisis 
deskriptif. Dalam paper ini dideskripsikan tahap-tahap 
menuju klasifikasi dokumen. Seluruh dokumen 
melalui tahap pra proses, pembobotan kata, 
peringkasan, dan klasifikasi. 
Dalam penelitian ini setiap dokumen melalui 
seluruh tahapan yang digambarkan pada Gambar 2. 
Pertama dokumen melalui tahap pra proses. Tahapan 
pra proses terbagi menjadi tiga bagian yaitu 
tokenizing, case folding dan filtering. Tahap 
berikutnya setiap kalimat dalam dokumen diekstraksi 
menggunakan metode Term frequency-Inverse 
document frequency (Tf-Idf). Tf-Idf dipilih 
berdasarkan hasil penelitian yang telah dilakukan 
sebelumnya. Penelitian Kania, dkk. membandingkan 
ekstraksi kalimat atau pembobotan kata Tf-Idf dengan 
skema LGN[7]. Hasil tahap ekstraksi kalimat adalah 
bobot setiap kalimat dalam dokumen yang kemudian 
dilakukan pemeringkatan dari yang terbesar hingga 
yang terkecil. Dengan menggunakan kompresi 50%, 
maka diperoleh hasil ringkasan. Setelah melalui proses 
peringkasan, dokumen diklasifikasi menggunakan 
Support Vector Machine (SVM). Sebelum 
diklasifikasi, hasil ringkasan kembali melalui tahap 
pra proses dan Tf-Idf untuk memperoleh nilai vektor. 
Nilai vektor tersebut akan menjadi masukan ke dalam 
proses klasifikasi menggunakan SVM. Gambar 2 
adalah metode penelitian yang dilakukan. Dokumen 
sudah dikonversi dari format pdf menjadi format txt. 
Konversi dilakukan di luar sistem.  
A. Pra Proses 
Tahapan pra proses yang digunakan adalah 
tokenizing, case folding dan filtering. Secara umum 
tokenizing adalah memecah kalimat menjadi satuan 
terkecilnya yaitu kata, huruf, atau simbol. Gambar 3 
adalah ilustrasi tokenizing. 
Setelah setiap kalimat diproses oleh tokenizer, 
selanjutnya adalah mengubah setiap huruf kapital 
menjadi huruf kecil. Proses terakhir adalah memfilter 
hasil case folding. Dalam penelitian ini filtering 
dilakukan terhadap simbol-simbol dan angka.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Metode Penelitian 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3. Ilustrasi Tokenizing 
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B. Ekstraksi Kalimat 
Metode ekstraksi kalimat yang digunakan dalam 
penelitian ini adalah metode Term frequency-Inverse 
document frequency (Tf-Idf). Dalam penelitian yang 
dilakukan oleh Kania dkk. menunjukkan bahwa Tf-
Idf lebih baik daripada skema LGN meskipun tidak 
terlalu signifikan [7]. Pada Gambar 4 menunjukkan 
tahap penghitungan Tf-Idf. 
Dalam paper ini dicontohkan dokumen yang 
memiliki 8 buah kalimat, diantaranya terdapat kalimat 
“rencana warga bukit duri dibatalkan”. Setelah 
melalui tahap pra proses, kemudian dihitung frekuensi 
kata terhadap kalimat dan dokumen. Berdasarkan 
proses tersebut menghasilkan nilai 𝑇𝑓 dan 𝐼𝐷𝐹 kedua 
nilai tersebut dikalikan untuk memperoleh nilai bobot 
𝑇𝑓 − 𝐼𝑑𝑓.  
Tf-Idf
Hitung frekuensi token dlm 
tiap kalimat (Tf)
Hitung jumlah token(Nt) dari 
seluruh dokumen(N)
 idf = log(N/Nt)
Token kalimat
Bobot hasil Tf-Idf
Tf x Idf
 
Gambar 4. Ilustrasi Tf-Idf 
Tabel 1 menunjukkan nilai 𝑛𝑖 = 1 untuk i = 1 
berarti kata “Rencana”hanya terdapat 1 dalam seluruh 
dokumen sedangkan kata “Warga” berjumlah 4 dalam 
seluruh dokumen dan seterusnya. Nilai N adalah 
jumlah kalimat dalam dokumen. Pada tabel 1 
dokumen yang digunakan memiliki jumlah kalimat 8. 
Nilai N/𝒏𝒊untuk kata “Rencana” = 8, kata “Warga”= 
8/4 = 2 dan seterusnya. Kolom Idf merupakanhasil 
log (
𝑁
𝑛𝑖
). 
 
Tabel 1. Contoh Nilai Idf 
Kata 𝒏𝒊 N/𝒏𝒊 Idf 
Rencana 1 8 0.903 
Warga 4 2 0.301 
Bukit 3 2.67 0.426 
Duri 3 2.67 0.426 
Dibatalkan 1 8 0,903 
Nilai Tf-Idf yang diperoleh dengan mengalikan 
nilai Tf dengan nilai Idf, sehingga dapat dilihat pada 
tabel 2. Jumlah nilai Tf-Idf setiap kalimat diurutkan 
dari yang terbesar hingga terkecil. Dengan mengambil 
50% dari jumlah seluruh kalimat dalam dokumen, 
maka jumlah dokumen yang menjadi ringkasan akan 
berjumlah 4 kalimat. Jadi berdasarkan Tabel 2, maka 
yang menjadi hasil ringkasan adalah {S6, S1, S7, S3}. 
Tabel 2. Contoh Hasil Perangkingan 
kalimat TF-IDF Ranking 
S1 10.91 2 
S2 5.316 8 
S3 9.155 4 
S4 9.145 5 
S5 8.678 6 
S6 15.653 1 
S7 10.257 3 
S8 5.969 7 
 
Kalimat-kalimat yang terpilih sebagai ringkasan 
kembali melalui tahap pra proses dan ekstraksi 
kalimat menggunakan Tf-Idf. Hasil tahap ini adalah 
vektor dokumen yang menjadi masukan ke tahap 
selanjutnya.  
C. Klasifikasi Dokumen 
Dokumen yang telah diringkas diklasifikasi 
menggunakan Support Vector Machine (SVM). SVM 
adalah metode klasifikasi yang membagi ruang vektor 
menjadi 2 bagian yaitu kelas positif dan kelas negatif 
oleh hyperplan. Dalam penelitian ini dokumen akan 
dibagi menjadi 5 kelas. Berdasarkan hal tersebut 
maka digunakan multiclass SVM.  
Pada multiclass SVM terdapat 2 cara yaitu one-
against-one dan one-against-all. Dalam penelitian ini 
dokumen diklasifikasi menjadi 5 kelompok 
menggunakan Weka. Dalam Weka, libsvm 
mengklasifikasi multiclass dengan cara 1 kelas 
terhadap 1 kelas yang lain yang disebut one-against-
one. Setiap kelas akan dibandingkan antara satu kelas 
dengan kelas yang lain. Metode one-against-one 
pertama kali dipublikasikan dalam buku [22].  Data 
training dalam suatu kelas ditentukan apakah 
termasuk kelas 1 atau kelas 0. Demikian sampai 
seluruh data training dilatih. Contohnya dalam 
penelitian ini 100 dokumen akan dikelompokkan 
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menjadi 5 kelas {A, B, C, D, E}. Setiap dokumen uji 
akan ditentukan apakah termasuk kelas A atau bukan, 
kemudian diuji apakah termasuk kelas B atau bukan, 
dan seterusnya hingga kelas E.  
Keputusan akhir apakah suatu dokumen uji 
termasuk kelas yang mana diantara 5, ditentukan oleh 
fungsi keputusan. Fungsi keputusan menggunakan 
cara voting untuk setiap dokumen menggunakan cara 
voting. Jika memenuhi fungsi keputusan, maka 
dokumen tersebut menjadi bagian dari kelas 1. 
Setelah semua dokumen training dilatih, maka yang 
memiliki nilai keputusan yang paling tinggi menjadi 
anggota kelas tersebut. Rumus (3) adalah fungsi 
keputusan. 
𝑐𝑙𝑎𝑠𝑠 𝑥 ≡ arg max
𝑖=1,..,𝑘
[(𝑤𝑖)𝑇𝜙(𝑥) + 𝑏𝑖]             (3) 
Dimana𝑘adalah jumlah klasifikasi SVM biner yang 
dilakukan, ∅  adalah parameter penalti, 𝑏  adalah 
treshold,𝑤  adalah bobot. Jumlah k dapat ditentukan 
berdasarkan rumus (4), dengan n adalah jumlah kelas 
yang akan dikelompokkan. 
𝑘 =
𝑛(𝑛−1)
2
                                                         (4) 
Berdasarkan hal tersebut dikatakan bahwa sebuah 
data training menjadi anggota kelas 𝑥 jika memenuhi 
fungsi keputusan[21].  
III. HASIL PENELITIAN 
Metode pengujian yang digunakan adalah K fold 
cross validation. Pengujian dilakukan terhadap 
dokumen latar belakang karya ilmiah berjumlah 100 
buah yang akan dikategorikan ke dalam kelas A, B, C, 
D dan E. Setiap kelas memiliki data sejumlah 25 buah. 
Dengan menggunakan 10 fold, maka tiap fold akan 
berjumlah 10 dokumen yang berbeda.  
Untuk menguji pengaruh peringkasan maka 
pengujian akurasi mempertimbangkan dua kondisi 
yaitu dengan proses peringkasan dan tanpa 
peringkasan. Sedangkan untuk melihat performansi 
dari SVM maka hasil klasifikasi dari metode SVM 
akan dibandingkan dengan beberapa metode 
klasifikasi yang sering digunakan yaitu: Naïve Bayes 
Multinomial (NBM), Naïve Bayes Classifier (NBC), 
dan Simple Logistic Classifier (SLC). NBM, NBC, 
SLC dipilih karena karakterikstik metode ini bekerja 
baik untuk data set yang dapat dipisahkan secara 
linear[23][24].Joachims menyebutkan bahwa masalah 
klasifikasi teks sering termasuk ke dalam jenis data 
yang dapat dikelompokkan secara linear [25]. Menurut 
Zhu, NBM dan NBC bekerja dengan baik untuk data 
latih yang sedikit sedangkan SLC bekerja baik untuk 
data latih yang besar. 
Tabel 3 adalah hasil pengujian dari penggunaan 
metode klasifikasi Support Vector Machine (SVM), 
Naïve Bayes Multinomial (NBM), Naïve Bayes 
Classifier (NBC), dan Simple Logistic Classifier 
(SLC). Kata yang digunakan sebelum dan sesudah 
peringkasan berkurang sebanyak 645 kata. Akan 
tetapi, pengaruh peringkasan terhadap peningkatan 
hasil akurasi tidak terlalu besar. Hal ini terlihat pada 
setiap metode klasifikasi SVM dan NBC justru 
mengalami penurunan akurasi sebesar 2%, sedangkan 
NBM dan SLC justru mengalami peningkatan sebesar 
1-2%. Dari semua metode yang digunakan dalam 
pengujian tanpa proses seleksi kata, metode Naïve 
Bayes Multinomial memiliki nilai akurasi paling besar 
yaitu 79% tanpa ringkasan dan 80% dengan proses 
peringkasan terlebih dahulu. 
Tabel 3. Hasil Akurasi Klasifikasi Dokumen 
Cara 
Jumlah 
kata 
Akurasi (dalam %) 
SVM NBM NBC SLC 
tanpa 
peringkasan 
4555 78 79 73 67 
peringkasan 3910 77 80 72 69 
IV. PEMBAHASAN 
Berdasarkan hasil yang diperoleh pada Tabel 3 
maka dapat dilihat penggunaan tahapan peringkasan 
dan seleksi fitur pada SLC akan membuat nilai akurasi 
bertambah. Akan tetapi, penambahan proses 
peringkasan tidak membuat akurasi SLC lebih tinggi 
dibandingkan dengan SVM, NBM dan NBC.  
Untuk metode SVM yang biasanya merupakan 
metode yang memiliki kinerja yang lebih baik untuk 
data yang berdimensi tinggi, pada kasus ini ternyata 
tidak lebih baik dari pada NBM dan NBC. Khusus 
metode SVM, penggunaan proses peringkasan tidak 
meningkatkan performansinya. Hasil yang diperoleh 
ini berbeda dengan yang didapatkan oleh  Ghaddar, B., 
& Naoum-Sawaya, J. yang menunjukkan performasi 
SVM semakin baik dengan adanya proses seleksi 
terlebih dahulu pada kasus analisis sentiment [17]. 
Nilai akurasi SVM yang justru berkurang setelah 
dilakukan proses peringkasan memunculkan dugaan 
bahwa seleksi fitur dengan peringkasan justru telah 
menghilangkan fitur kata yang relevan dalam 
menentukan kelas dari data yang diuji.  
Dari pengujian yang dilakukan, ternyata untuk 
kasus pengelompokan dokumen karya ilmiah 
menggunakan proses peringkasan terlebih dahulu tidak 
membuat hasil klasifikasi SVM, NBM, dan NBC 
meningkat. Hasil pengujian ini berbeda dengan yang 
diperoleh dari Hernández dkk yang menyampaikan 
bahwa peringkasan teks bisa digunakan sebagai 
metode seleksi fitur [2]. Kemungkinan hal ini terjadi 
disebabkan oleh proses peringkasan otomatis yang 
belum berhasil mengurangi jumlah penggunaan kata 
secara signifikan. Hal ini terlihat pada Tabel 3, dimana 
setelah proses peringkasan sebesar 50% dilakukan, 
jumlah kata berkurang hanya sebesar 645 dari 4555 
kata yang digunakan sebagai fitur. 
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V. PENUTUP 
A. Kesimpulan 
Penelitian ini telah memperlihatkan bahwa 
penggunaan peringkasan pada metode SVM tidak 
mengakibatkan nilai akurasi dari klasifikasi dokumen 
meningkat, khususnya untuk data set yang digunakan 
dalam penelitian ini. Pada kasus klasifikasi dokumen 
metode SVM menunjukkan nilai akurasi yang baik 
namun nilainya tidak lebih baik dari penggunaan 
metode NBM. Untuk observasi beberapa metode 
klasifikasi ternyata seleksi fitur dengan menggunakan 
peringkasan meningkatkan nilai akurasi pada metode 
SLC. 
B. Saran 
Untuk meningkatkan pengaruh peringkasan dalam 
klasifikasi, disarankan menggunakan fitur ekstraksi 
seperti kedekatan kalimat dengan judul, 
mempertimbangkan kalimat pertama atau kalimat 
terakhir sebagai kalimat penting, dan lain-lain. 
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