Abstract-Forecasting time series with lengthy and chaotic history can be challenging and complex. The demand of crude oil in the U.S. from 1974 -2012 has much chaotic behavior. Many statistical methods are available for time series modeling for forecasting, however choosing the right method or methods is a difficult task. Forecasting and prediction models based on adaptive neuro-fuzzy inference systems (ANFIS) have shown to predict satisfactory error ranges in multiple fields of study. By experimenting with ANFIS we have succeeded to develop a method for modeling time series data parameters: the embedded delay and number of input variables. Our results show that ANFIS behavior across data models is intuitive and its projected forecast errors are indeed satisfactory. In addition, our best 12-month delay model in ANFIS provided a 12-monthahead forecast with strikingly similar seasonal behavior to a forecast provided by the U.S. Dept. of Energy -Energy Information Administration for the same time period, and resulted in a lower overall projected forecast error. ANFIS as a parameter modeling tool for unaltered time series is therefore suggested to be quite helpful.
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I. INTRODUCTION
Forecasting time series that are chaotic in behavior over long periods of time can be challenging. While more widely-used methods such as linear and non-linear regression, trend analysis, and "deseasonalization" are common, the exact combination of which methods to employ for which time series is quite difficult to manage, in addition to determining which time series modeling parameters are optimal. In recent years, there has been significant research conducted in various fields to test the usefulness of neural network sets and fuzzy logic for constructing predictive models.
We have selected the demand of crude oil in the United States as our time series data object, and we are investigating the projected reliability and usefulness of forecasting models using neural networks and fuzzy logic sets, namely, ANFIS ("Adaptive Neuro-Fuzzy Inference Systems").
ANFIS as a method for forecasting will be discussed, with a main focus on the results of experiments conducted to test its advantages over classical statistical  Manuscript received March 8, 2014; revised July 8, 2014. forecasting method(s), which are largely based on classic [Bayesian] probability. We will attempt to demonstrate that:
1) ANFIS can be used as a forecasting method which is both simpler to use and less expensive than other inference methods bearing optimistic results. 2) To accomplish this, we will attempt to determine an optimum number of input variables for building a time series data set for forecasting, while preserving the forecast error measured over time to a minimum. 3) When compared to other time series modeling methods (simple moving average, polynomial regression, and Gaussian regression), ANFIS may be the more attractive model to choose, as we intend to check all of the same parameters of forecast error in both methods, with the same data.
II. BACKGROUND
A. Demand of Crude oil in the US has declined and has not recovered
The United States was until recently the world's largest importer of foreign crude oil, only to be surpassed by China (source: United States Energy Information Administration, Department of Energy). In 2008 crude oil prices (per barrel) climbed sharply and thus the demand for crude oil in the U.S. dropped accordingly. However since then the prices have balanced and global production has continued its previous growth trends while the demand for oil in the U.S. has not recovered to its previous trend. If this continues, the U.S. demand for oil will no longer be able to be considered as a stable consumer index and thus forecasting the behavior for demand of crude oil in the U.S. is significant.
Finding a method that could perhaps provide reliable, inexpensive and intuitive forecasting models for data of this type could be very useful. Today, the U.S. Energy Information Administration (US EIA) uses millions of dollars of congressional budget funds for "maintaining and operating" the NEMS (National Energy Modeling System) which is employed to model the data of many energy data inputs and provide short-and long-term forecasts for their monthly and annual reports. While the projections are made public, so are the basics of their modeling system as well as their congressional budget requests. In the 2012 budget request, the EIA (via the U.S. Dept. of Energy) requested roughly $3.7 million for "overhauling the NEMS" which they explain, has many issues and is preventing them from producing reliable projections. [1] If this is the case, it seems worthwhile to invest time and resources to the research of alternative data modeling and forecasting methods.
For these reasons, we investigate the usefulness of forecasting the demand of crude oil in the U.S., and particularly with ANFIS as it has been seen to be useful when modeling different types of time series [2] - [5] .
B. Fuzzy Inference
Classical logic systems cannot cope with problems that deal with approximate degrees of measurement [6] . If I were to say that "most" people with an industrial engineering degree and "considerable" experience earn a "substantial" income, what can be said about Joe, who is "probably" an experienced engineer, and his likely income?
There are 2 main reasons classical logic systems will not succeed in evaluating this kind of problem: one, there is no system designed for representing the meanings of these measurements when the meaning is imprecise; second, there is no mechanism for inference in those cases in which the meaning can be represented symbolically in a "meaning representation language".
Lotfi Zadeh brings to light [6] a form of representing inferences from linguistic variables in a distinct mathematic logic-based framework, the details of which are not necessary to list here. (Most important and relevant to our work is the general idea that an inference model can be designed and used for later calculations, and especially within the ANFIS structure.)
C. Neuro-Fuzzy Inference Systems
The architecture and learning procedure underlying ANFIS (adaptive-network-based fuzzy inference system) is presented by JSR Jang, which is a fuzzy inference system implemented in the framework of adaptive networks. By using a "hybrid learning" procedure, the proposed ANFIS can construct an input-output mapping based on both human knowledge (in the form of fuzzy ifthen rules) and stipulated input-output data pairs [7] .
Jang compares the results of his experiments with results from non-linear function models, where the outputs were calculated by regression modeling, which was also used by Tagaki, Sugeno and others to verify their approaches [8] , [9] .
Jang concluded that ANFIS can achieve a highly nonlinear mapping; therefore, it is superior to common linear methods in reproducing non-linear time series. The ANFIS used in his work had considerably less adjustable parameters needed to achieve remarkable results, when compared with other methods. Though without much knowledge prior, the initial parameter settings of ANFIS are intuitively reasonable, and it leads to fast learning that captures the underlying dynamics of the overall system. Finally, by employing a hybrid learning procedure, the proposed architecture can refine fuzzy if-then rules obtained from human experts to describe the input-output behavior of a complex system. However, if human expertise is not available, we can still set up intuitively reasonable initial membership functions and start the learning process to generate a set of fuzzy if-then rules to approximate a desired data set.
III. METHODS
Our work focuses on three principal questions: 1) Can a neuro-fuzzy inference system (ANFIS)
provide a reliable forecast model for nonstationary time series? 2) Is there a working method for determining optimum input parameters for use with ANFIS in time series forecasting? 3) Can forecasting using ANFIS be compared to more well-known statistical methods? To resolve these problems, we have concentrated around the following processes: 1) Data model restructuring: analyzing the original time series data for modeling -this includes the steps of choosing the correct parameters (delay and number of input variables, different for each experiment model) 2) ANFIS model for the training and testing data:
this step is the bulk of the work completed inside the ANFIS user interface, inside MATLAB 3) Comparison to alternative statistical methods, for better understanding of relative ANFIS behavior. 4) Generating a forecast for a given embedded delay within the time series and comparing with other forecasts provided by other sources. The data variable we are working with is the average daily demand of each month for millions of barrels of crude oil in the United States between the years 1974-2012. The data was obtained as a free service from the web site of the U.S. Dept. of Energy where the information is open to the public for review and use.
The Sugeno type systems in ANFIS are built to accept many inputs but will provide only one output. Each input is mapped into the inference system with membership functions. In the GUI we can choose the number of membership functions and their distributions.
A. Data Preparation and Modeling
When preparing the data to run in ANFIS it is necessary to divide it into two separate data sets called training data and testing data. The training data is as it sounds; it's the data ANFIS uses to build and train an inference model. The testing data is the data ANFIS uses to test itself if what it learned from the training data is correct -the testing data is data that it has not "seen" yet. It is accepted that the data is divided as 80% training data and 20% testing data. There are different opinions on how to divide the data; one opinion is what we will call "basic" data models where we divide the data so that the training data is the first 80% of the data and the testing data is the remaining 20% of the data, in chronological order. The other belief is that it is best to choose the testing and training from the data in a more randomized selection process. It should be noted however that our results from many experiment sets showed that the "basic" modeling method was preferable over the "random" selection due to its overall stability across multiple experiment sets.
B. Input Selection for ANFIS Learning
Input selection for Neuro-Fuzzy modeling was tested on two real-world problems by Jang and reported on in 1996: non-linear regression problem of predicting automobile MPG (miles per gallon, of gasoline) and the non-linear system identification using the Box and Jenkins gas furnace data [10] .
An excessive number of inputs can impair the transparency of the underlying model and increase the complexity of the computation necessary for building the model. Therefore it is highly necessary to locate/identify the inputs of the model that will result in the most fitting inference system to model the original data.
Jang's approach, using one-epoch training and recording the root mean squared error (RMSE) predicted by the ANFIS module, proved to be quite useful in our experiments and allowed us to maintain uniformity while analyzing our results. Essentially, recording the RMSE of 1 epoch of the ANFIS algorithm gives a very good indication of the model's usefulness, when compared to a similar model (i.e. a model with only one slight parameter change). After selecting the model(s) with least volatility over various parameter changes, we can move forward with that input set as our "best" or "chosen" model and perform ANFIS learning with multiple epochs for more tuning.
C. Principal Parameter Set: Definition
We are looking for an input set
And preferably (3) where the RMSE is defined as
We choose the input set that satisfies (1)-(4) as our "best fit" and move ahead with this model for fine tuning; i.e. more training of the model within ANFIS.
The RMSE of the training model does not need to be the lowest of all the { } sets. In fact, choosing the lowest results in a high chance of the testing data's RMSE being much larger than the training data's RMSE which is reflective of a volatile model (the model cannot properly validate the testing data).
What we have is a result matrix [R] with the following definition:
D. Number of Inputs for System Modeling
Each input into the system represents the average of daily demand (in thousands of barrels; thus 1000 = 1 million) of each month for crude oil in the U.S. for a specific month. If we have more than one input it will be the demand for each month for the number of months as the number of inputs.
E. Time Intervals between Each Input and the Output
Different time intervals between the inputs and output is defined as the embedded delay and denoted by τ; e.g. when tau = 2 we will use every other month as inputs to forecast two months ahead.
For example, if I would use the value of January, the value of March and the value of May in order to predict the output for the value to be in July, this would be an example of a three input model where the embedded delay (tau) equals two.
F. Choosing the Number of Membership Functions and
Their Distribution(s) Each input we use will have membership functions. The number of membership functions is how many groups or categories we divide the range of outputs into. For example, <<small, medium, large>> or <<extra small, medium, large, extra-large>> The distribution chosen for each membership function is designed to reflect how the inputs' data points are distributed, statistically (e.g. Gaussian bell, triangular, etc.).
G. Our Data Models
We built many different models in Excel that where made up of many different combinations of the data we chose to analyze. These models are made up of different amounts of inputs and the different time intervals, according to our definition explained previously. We modeled each parameter set with both the "basic" method and in the "random" method (mentioned above) with the training and testing data.
Since there is such a great number of different amounts of inputs, and a huge amount of options for different time intervals, this results in an increasing number of possible combinations for data models [10] . We therefore need to find a way to narrow this down as much as possible to the most relevant combinations (parameter sets) without losing information about results.
We found that when using/entering more than five inputs the system undergoes a considerably long computation time to give useful results and even gets "stuck" due to insufficient computer resources. This discovery brought us to test mostly the models with up to five inputs (inclusive), even though we did perform some random experiments also for models with more than five inputs. Attempting to model training data in ANFIS with 6 or more inputs results in the "curse of dimensionality" which has been cited as a known issue regarding large models. This essentially reflects the exponential nature of the combinatory behavior when dealing with time series modeling in ANFIS. The "curse" relates to the effect of the exponential number of if-then rules that are created due to the multiple membership functions connected to each interacting input variable. This effect can be minimized, however, using the "subtractive clustering" technique found in the ANFIS GUI, which is a possible further step in this topic.
H. Using Autocorrelation to Detect Embedded Delay
In order to find the optimal time intervals we used an auto correlation test. Auto correlation is a statistical method to help find relationships between the data observations. Since, in our work we are trying to predict the future demand based on the previous observations, we will want to find the time intervals with the strongest relationships as our initial variable inputs. (Autocorrelation was performed on the fluctuation data set; i.e. the changes in the time series, as opposed to the raw time series in its original form.)
After executing an auto correlation test we found a strong relationship between every one observation and the next and also between every observation and twelve months after. We therefore decided to use one and twelve as our time interval (tau) and we chose two as well, randomly, for comparison.
I. Statistical Methods Compared
We compared the data models used in ANFIS to other statistical methods more known for forecasting with time series data. We compared the models mainly to three realms: Simple Moving Average (SMA); Polynomial Regression; and Gaussian Regression.
The SMA formula derived for our purposes can be defined as follows:
where the following definitions are relevant:
The above definition is called "simple" mainly because of the lack of relation to weights (weighted averages) which are sometimes used as smoothing constants.
Polynomial and Gaussian regression formuale are not different in our models than the conventional understanding; we have not modified them in any way.
IV. DISCUSSION OF RESULTS
A. Phase 1 Results: The ANFIS Model vs. Alternatives
A full table of our results for the various experiment sets can be seen in the appendix. What we find most notable are the patterns in the ANFIS training and testing projected RMSE:
1) It is quite easy to see when and where the ANFIS model is or is not a particularly "good" match for further study (i.e. training and testing RMSE are not close to each other and/or are heavily increasing with increased parameters and/or are far away from other models' respective RMSEs). 2) As we increase the embedded delay (tau) within data models, the expected training and testing RMSE is more volatile (i.e. unpredictable and unstable) between experiment sets. 3) Increasing the number of membership functions per input variable results in increased volatility of the RMSE projections as we increase the model time delay. 4) "Randomized" testing data selection does not appear to improve the chances of initial model stability.  There is no significant difference between the training RMSE for randomized vs. basic methods (see results below in appendix) across all experiment sets.  The testing data RMSE from randomized experiment sets has overall high volatility (see results in appendix). As we can see in the table in Fig. 1 on the left side we have our three best ANFIS models that provided the lowest RMSE. Each model has the time interval tau, the number of inputs and the number of membership functions (τ, p, MF). In the top row, dividing the chart in to columns we can see the different forecasting methods we used: ANFIS, polynomial regression, Gaussian regression and simple moving average. We want the projected RMSEs to be as low as possible but also not to be "too far" from each other (training and testing). It is worthwhile to have a look at the results in the table in Fig. 1 . This table clearly shows how the different forecast modeling methods performed, measured by their predicted overall RMSE for the training and testing data sets, respectively. It is shown that the ANFIS RMSE for the testing sets (which is the most important for our purposes) performed more reliably and consistently shows it can provide either "just-as-good" or better results than simple moving average or regression models. Furthermore, it is arguable that regression models are not favorable with chaotic time series in general. Dept. of Energy Forecast After identifying our strongest models within ANFIS, we compiled a simple 12-month-ahead forecast using our best 12-period model. The resulting forecast generated by our ANFIS has very similar behavior to the US EIA forecast for the same time period. We suggest that ANFIS can be a serious consideration for the U.S. Energy Information Administration as a forecast modeling tool and could possibly contribute to their predictive modeling activities.
Today, the U.S. EIA uses millions of dollars of congressional budget funds for "maintaining and operating" the NEMS (National Energy Modeling System) which is employed to model the data of many energy data inputs and provide short-and long-term forecasts for their monthly and annual reports [1] . While the projections are made public, so are the basics of their modeling system as well as their congressional budget requests. In the 2012 budget request, the EIA (via the U.S. Dept. of Energy) requests roughly $3.7 million for "overhauling the NEMS" which they explain, has many issues and is preventing them from producing reliable projections [1] . In the graph in Fig. 2 is a portion of the data history of the demand for crude oil in the U.S. from 2010, in millions of barrels per day (vertical scale on left can be multiplied by 1000). From 2013 and on, we see the upper forecast line, the ANFIS forecast built by our "best" 12-step model. Below this line is the US Energy Information Administration's forecast for the same period, provided in their latest reports on energy usage projections. It is understandable that the 2 forecasts will be different; however the similarities in the seasonal behavior of the two forecasts are not possible to ignore.
After the forecasted period has passed (after February 2014) it is possible to analyze the two forecasts of the same period that were provided by the US EIA and our ANFIS forecast vs. the actual data. After analyzing the data available, the RMSE for our ANFIS forecast proved to be lower than the US EIA forecast for the same period. ANFIS forecast RMSE resulted in 445.2, while the US EIA forecast's RMSE for this period is 467.9. This is considered to be significant by initial inspection; however it should be noted that there is a need to calculate the extent of the impact such an improvement provides. A graph of the forecasts and the actual outcomes is shown in Fig. 3 . V. CONCLUSIONS
A. Principal Findings
Fuzzy logic and neuro-fuzzy inference models have been proven to be useful in time series forecasting and also with predictive models as mentioned earlier [2] , [3] , [10] , [4] .
In financial time series data sets, or long term data sets of a similar nature, that deal with economic and commodity information, neuro-fuzzy inference systems can possibly be a promising method for future application. We are most impressed by the following conclusions:
 Determining the optimum input parameters for a raw, unaltered time series forecast model is a fairly easy task using ANFIS GUI in MATLAB and can be programmed to be an automatic task in the future.  Future projections built with a chosen ANFIS model are strikingly comparable to US DOE/EIA projections that have been mentioned by these same institutions as being in need of improvement.  After further investigation, our ANFIS forecast proved to have a lower RMSE than US EIA forecast (445.2 vs. 467.9 thousand barrels/day); the significance of which remains to be determined.
B. Further Work
We maintain our results and experiment methods to be satisfactory in respect to the goals we set out in the commencement of this project.
It is recommended that those who wish to move forward in this subject can perhaps continue with the following topics: 1) Causal Modeling: the models we focused on when building experiment sets were strictly timeseries single column data sets that were modified to predict the outcomes based on the repeating of the single input column into subsequent columns. ANFIS can also be quite useful to build predictive models that are causative, i.e. to test the interaction between various qualitative variables, such as was done by Jang with the Box-Jenkins furnace data [10] . 2) Result Matrix Predictive Modeling: there exists the intuitive opportunity to design ANFIS predictive models that are able to predict a given data model's usefulness based on history of previous models' parameter sets as the inputs and the recorded RMSE as the output variable. It should be noted that the authors recommend caution when approaching this idea, as the inferences and/or conclusions reached when performing this kind of operation in ANFIS are strictly subjective -the predicted RMSE for a data model parameter set will only be a useful prediction for the identical original data that the new predictive model was based on. To clarify, if we were to attempt to predict what kind of RMSE would be obtained from ANFIS with a given parameter set as the inputs, this RMSE output from the new inference system is only applicable to selecting chosen models that are children of the original raw time series/data set. 3) Parameter set discovery algorithm: There appears to be a pattern of "volatility" underlying the results of the various experiment sets. Choosing the correct ("best") parameter set should not necessarily be only performed by a human; there could be a coefficient of volatility which would represent how each data model's overall results are behaving with respect to all variables and to other data models. Combining Forecast Methods: There is a growing understanding that forecast modification based solely on human input (i.e. without the aid of computation) is not optimum [11] . It may be useful to combine the forecasts provided by chosen ANFIS models with other forecasts to compare and contrast the ANFIS models' contributions to overall forecast accuracy improvement (% variance explained). 
APPENDIX A EXPERIMENTS RESULTS -SUMMARY
