Given a set of m resources and n tasks, the dynamic capacity acquisition and assignment problem seeks a minimum cost schedule of capacity acquisitions for the resources and the assignment of resources to tasks, over a given planning horizon of T periods. This problem arises, for example, in the integrated planning of locations and capacities of distribution centers (DCs), and the assignment of customers to the DCs, in supply chain applications. We consider the dynamic capacity acquisition and assignment problem in an environment where the assignment costs and the processing requirements for the tasks are uncertain. Using a scenario based approach, we develop a stochastic integer programming model for this problem. The highly non-convex nature of this model prevents the application of standard stochastic programming decomposition algorithms. We use a recently developed decomposition based branch-andbound strategy for the problem. Encouraging preliminary computational results are provided.
Introduction
We address the problem of determining a capacity expansion schedule for a set of resources, and the assignment of resource capacity to tasks over a multi-period planning horizon. This problem commonly arises in the integrated planning of locations and capacities of distribution centers (DCs), and the assignment of customers to the DCs, in supply chain applications, as well as machine procurement planning in manufacturing applications. In this paper, we address the problem in an uncertain setting. We develop a model that explicitly incorporates uncertainty in task processing requirements and costs via a set of scenarios. The resulting formulation is a stochastic integer program. The highly non-convex nature of this model prevents the application of standard stochastic programming decomposition algorithms. We describe a decomposition based branch-and-bound strategy to solve the problem to global optimality. Our preliminary computational experience demonstrates that the proposed algorithm significantly outperforms straight-forward use of commercial solvers, and that the method is quite insensitive to the number of scenarios.
The remainder of the paper is organized as follows. Section 2 presents a mathematical statement of the problem under consideration. Section 3 identifies some of the computational challenges in solving this class of problems. Section 4 describes a decomposition based branch and bound algorithm for the problem under consideration. Section 5 reports our preliminary computational experience using the proposed methodology. Finally, some concluding remarks are provided in Section 6.
Model Development
In this section, we develop a mathematical model for dynamic capacity acquisition and assignment under uncertainty. We first describe a deterministic formulation, and later extend this formulation to a stochastic setting by introducing a set of scenarios.
The Deterministic Problem
Consider the problem of deciding the capacity expansion schedule for a set m resources over T time periods in order to satisfy the processing requirements of n tasks. Using variables x it for the capacity acquisition of resource i in period t, and y ijt to indicate whether resource i is assigned to task j in period t, the combined capacity acquisition and assigned problem can be formulated as follows:
∀ i, j, t.
(1)
In the above formulation f it (·) is the expansion cost for resource i in period t, and c ijt is the cost of assigning resource i to task j in period t. The set X denotes the constraints on capacity acquisition. The parameter d jt is the processing requirement of task j in period t, and accordingly, the second constraint in problem (1) reflects that the processing requirement of all tasks assigned to a resource in any period cannot exceed the installed capacity in that period. The third constraint enforces that each task needs to be assigned to exactly once resource in each of the periods. The final constraint enforces the binary restrictions on the assignment variables y ijt . Typically the capacity expansion costs are modeled as fixed-charge cost functions, i.e.
where α it and β it are the variable and fixed cost, respectively, of capacity acquisition of resource i in period t, and u it is the indicator variable for capacity acquisition. Furthermore, the set X typically represents polyhedral constraints. In this setting, if the problem parameters, such as processing requirements and costs, are known with complete certainty, problem (1) is a deterministic mixedinteger linear program. Various authors have considered the deterministic problem (1) in the context of integrated facility location and capacity planning. The resources can be viewed as potential locations for facilities, and the tasks can be interpreted as customers that need to be assigned to facilities. The integrated facility location and capacity planning problem then consists of determining where to locate facilities, how much capacity to install in the various locations, and how to assign customers to facilities over a multi-period planning horizon. Fong and Srinivasan [9, 10] considered a multi-period location and capacity planning model, and proposed a heuristic solution strategy. Their model assumed that a fraction of a customers demand could be satisfied from a facility rather than assigning all of a customer's demand to a facility as in our problem (1). Klincewicz et al. [14] proposed an iterative heuristic procedure for solving the dynamic location and capacity planning problem in the case where fractional assignment of customer demands are not allowed. More recently, Lim and Kim [16] proposed a Lagrangian relaxation based branch and bound strategy for the exact solution of this problem.
The Stochastic Problem
In practice, the problem parameters associated with the dynamic capacity acquisition and assignment problem (1) are rarely known with complete certainty. To incorporate uncertainty in the decision making process, we adopt a two-stage stochastic programming approach [3] . We assume that the capacity planning decisions (for the entire planning horizon) have to made here and now, with only some knowledge of future scenarios of task processing requirements and the processing costs. Once the capacities are decided, time unfolds and a certain scenario of the problem parameters realizes, and then the optimal decision regarding the task-resource assignment is made. The overall objective is to determine a capacity acquisition plan, such that the sum of acquisition cost and the expected assignment costs is minimized. Note that although the problem is a multi-period one, since the capacity planning decisions for all periods are made in period one, the problem is essentially a two-stage one. This is often justified, since the capacity planning decisions are strategic in nature and need to be decided over longer planning periods, while the assignment decisions are more at the operational level and can be decided when more information becomes available. In principle, the model can be improved by considering the capacity decisions to be revised as time progresses and more information becomes available. However, such a model would result in a multi-stage stochastic integer program which is almost impossible to solve with current computational technology. Furthermore, the two-stage model often can serve as a good enough approximation to the multi-stage problem.
To incorporate the uncertainty in the processing requirements and costs, let us assume that these parameters can be realized (jointly) as one of S scenarios. We denote the processing requirement for task j in period t under scenario s by d s jt , and the cost of processing task j using resource i in period t, under scenario s by c s ijt . The probability of scenario will be denoted by p s . Using these notation, we can extend the deterministic problem (1) to the following two-stage stochastic program.
where for all t and s,
Problem (2) represents the first-stage capacity planning problem where the objective is to minimize the sum of acquisition costs and expected assignment costs. The function Q s t (x) given by (3) represents the optimal assignment cost in period t under scenario s for a given capacity expansion schedule x. Note that we have included a dummy resource i = 0 with infinite capacity, so that the function Q s t is well-defined for any x. The cost c s 0jt denotes the penalty of failing to assign a resource to task j. The dummy resource enforces the complete recourse property [3] , which guarantees that there is a feasible second-stage assignment in all periods and all scenarios for any capacity acquisition schedule.
Several authors have addressed the stochastic dynamic capacity acquisition and allocation problem which allows fractions of the processing requirement of a task to be assigned to a resource. In this case the capacity allocation problem (3) in the second stage is a linear program. Such problems have been considered in the context of service industries [2] , process industries [17] , and the semiconductor industries [24] , only to name a few. The fact that fractional allocations are not allowed makes our problem (2) exceedingly difficult. To our knowledge, the stochastic dynamic capacity acquisition and assignment problem (2) has not been previously addressed in the literature.
Computational Challenges
By introducing the assignment variables y ij for each period and scenario, the stochastic dynamic capacity acquisition and assignment problem can be rewritten as the following deterministic equivalent problem.
For fixed charge cost functions f it , problem (4) is a large-scale mixed-integer linear program which can, in principle, be solved using standard integer programming methodology. However, for problems when the number of scenarios S is large, such an approach is doomed to failure since no advantage of the special problem structure is exploited. We demonstrate this computationally in Section 5. Note that the stochastic dynamic capacity acquisition and assignment problem (2) has a nice decomposable structure, wherein if the first-stage capacity decisions are fixed, the second-stage assignment decisions can be determined independently for each scenario. This is a general property for stochastic programming problems. For stochastic linear programs, i.e. when the secondstage problem is linear, the convexity of the second-stage value function along with this decomposability property has been exploited to develop a number of decomposition-based algorithms [4, 11, 13, 19, 25] as well as gradient-based algorithms [8, 23] .
Unfortunately, our problem involves integer decisions in the second-stage and is a stochastic integer program. The main difficulty in solving stochastic integer programs is that the second-stage value function is not necessarily convex but only lower semicontinuous (l.s.c.). Thus, the standard decomposition approaches that work nicely for stochastic linear programs, break down when second stage integer variables are present. Laporte and Louveaux [15] developed a branch and bound scheme for stochastic integer programs with binary first stage variables. This restriction allows for the construction of optimality cuts that approximate the non-convex objective function at all binary solutions. Caroe and Tind [7] proposed to use non-linear dual functions within a Benders decomposition based branch and bound framework. Branch and bound schemes are suggested for solving the resulting non-convex master problem. For continuous distribution of the problem parameters, Norkin et al. [18] developed a branch and bound algorithm that makes use of stochastic upper and lower bounds and proved almost sure convergence. Caroe [6] developed a branch and bound scheme where a Lagrangian relaxation is used as the lower bounding problem. In all of these branch and bound approaches, finite termination of the algorithm is not guaranteed unless the first stage variables, i.e., the search space, is purely discrete. As such these methods are not applicable to the stochastic dynamic capacity acquisition and assignment problem 2, since our first-stage variables are mixed-integer. Recently, Schultz et al. [22] proposed a finite algorithm for problems when the second stage is purely integer. The authors observe that, in this case, only integer values of the right hand side parameters of the second stage problem are relevant. This fact is used to identify a countable set in the space of the first stage variables containing the optimal solution. Schultz et al. propose complete enumeration of this countable lattice to search for the optimal solution. This scheme only allows for the right hand side parameters to be uncertain. Furthermore, enumeration of a lattice point requires the solution of many small integer programming problems. Thus, explicit enumeration of all lattice points is, in general, computationally prohibitive. Recently, Ahmed et al. [1] developed an efficient decomposition based branch and bound algorithm for general two-stage stochastic integer programs with mixed-integer first-stage variables and pure integer second-stage variables. Unlike existing algorithms, this method avoids complete enumeration and is guaranteed to terminate finitely.
In the next section, we describe a decomposition based branch and bound algorithm for the stochastic dynamic capacity acquisition and assignment problem based upon the scheme of [1] .
A Decomposition based Branch & Bound Algorithm
Problem (2) is a two-stage stochastic integer program with mixed-integer firststage variables, and pure integer second-stage variables. Since we have assumed that dummy resources y 0j have been introduced for each j, the problem obviously possesses the complete recourse property, i.e., Q s t (x) < ∞ for all x ∈ X and for all t and s. We also assume that the set X is a non-empty subset of a compact set, and we make the standard assumptions [20, 21] for problem (2) to be well defined.
Note that, for each t and s, Q s t (x) is the value function of an integer program and is known to be piece-wise constant over certain cones in the space of x with discontinuities along the boundaries of these cones [5] . Existing branch and bound methods for stochastic integer programs attempt to partition the space of first stage variables into (hyper)rectangular cells. Since the discontinuities are, in general, not orthogonal to the variable axes, there could always be some rectangular partition that contains a discontinuity in the interior. Thus, in the case of continuous first stage variables, it might not be possible for the lower and upper bounds to converge for such a partition, unless the partition is arbitrarily small. This would require infinite partitioning of the first stage variables and only a convergent (i.e., possibly infinite) scheme. In general, it is not obvious how one can partition the search space by subdividing along the discontinuities within a branch and bound framework. Ahmed et al. [1] proposed a transformation of the general two-stage stochastic integer program with mixed-integer first-stage variables, and pure integer second-stage variables that causes the discontinuities to be orthogonal to the variable axes. Thus, a rectangular partitioning strategy can potentially isolate the discontinuous pieces of the value function, thereby allowing upper and lower bounds to collapse finitely. This is the key to the subsequent development of a finite branch and bound algorithm.
Problem Transformation
Let us define the linear transformation T x = χ to be t τ =1 x iτ = χ it for all i and t. Instead of (2), let us consider the following transformed problem:
where g(χ) = Φ(χ) + Ψ(χ),
for all t and s, and X = {χ ∈ R mT | χ = T x, x ∈ X}. The variables χ are known as the "tender variables" in the stochastic programming literature. In this problem, the tender variables correspond to the capacity installed up to period t for resource i. Note that if χ * is an optimal solution of (5) and if
then x * is an optimal solution of (2). Furthermore, the optimal objective values of the two problems are equal. Thus we can solve (2) by solving (5) with respect to the tender variables χ ∈ X . This transformation induces a special structure to the discontinuities in the problem which we exploit within our branch and bound scheme. These structural results are discussed next.
For a fixed t and s, consider the function Ψ 
Using this observation, we have the following result.
A proof of the above result in the context of general two-stage stochastic programs with pure integer recourse can be found in [1] . Note that the set C(k) in Theorem 4.1 is a hyper-rectangle since it is the Cartesian product of intervals. The above result then implies that the second stage expected value function is piece wise constant over rectangular regions in the space of the tender variables χ. Thus, the discontinuities can only lie at the boundaries of these regions and, therefore, are all orthogonal to the variable axes. Furthermore, the number of such regions within the feasible set of the problem is finite. Next, we exploit this property to develop a finite decomposition based branch and bound (DBB) algorithm for (5).
The DBB Algorithm
The DBB algorithm exploits the structural results of Theorem 4.1 by partitioning the space of χ into regions of the form Π
, where u it is a point at which the second stage value function Ψ(χ) may be discontinuous. Note that Ψ(χ) can only be discontinuous at points where χ it is integral. Thus, we partition our search space along such values of χ. Branching in this manner, we can isolate regions over which the second stage value function is constant, and hence solve the problem exactly. A formal statement of the DBB algorithm follows.
Initialization:
Preprocess the problem by constructing a hyper-rectangle
Iteration k:
Step k.1: If L = ∅, terminate with solution χ * , otherwise select a subproblem k, defined as inf{g(χ)|χ ∈ X ∩ P k }, from the list L of currently open subproblems. Set L ← L\{k}. Note, that the min has been replaced by inf since the feasible region of the problem is not necessarily closed.
Step k.2: Obtain a lower bound
Step k.2.a: Set L ← min i∈L∪{k} β i .
Step
Step k.2.c:
Step k.1 and select another subproblem.
Step k.3:
.e., append the two subproblems inf{g(χ)|χ ∈ X ∩ P k1 } and inf{g(χ)|χ ∈ X ∩ P k2 } to the list of open subproblems. For selection purposes, set β k1 , β k2 ← β k . Set k ← k + 1 and go to Step k.1.
Details of each of the steps of the above algorithm are discussed in [1] . Here, we briefly describe some of the key features.
Lower Bounding: As mentioned earlier, we shall only consider partitions of the form
, where u k it is integral. Consider the problem:
where is sufficiently small such that Ψ [1] for details). It can be easily shown that (LB) is a valid lower bounding problem. To solve (LB), we first need to solve ST second-stage assignment subproblems Ψ s t (χ) to construct the cut (7). The master problem (6) can then be solved with respect to the variables (x, χ, θ) . Each of the subproblems and the master problem can be solved completely independently, so complete stage, scenario and period decomposition is achieved.
Upper Bounding: Let χ k be an optimal solution of problem (LB). Note that χ k ∈ X , and is therefore a feasible solution. We can then compute an upper bound
Fathoming: Once we have isolated a region over which the second stage value function is constant, the lower and upper bounds over this region become equal. Subsequently such a region is fathomed in Step k.2.c of the algorithm.
Branching: To isolate the discontinuous pieces of the second stage value function, we are required to partition an axis i t at a point χ i t such that Ψ s it (·) is possibly discontinuous at χ i t for some s. We can do this by selecting χ i t such that χ i t is integral.
Finiteness of the algorithm
Note that the branch and bound algorithm described above searches for the global solution by successively partitioning the space of χ in the form of a binary tree. Since the search space is continuous, it is not immediately obvious that the branch and bound search is finite. Fortunately our branching scheme guarantees that it is. We discuss this issue next.
Consider a partition P k that is unfathomed. The our fathoming rule implies that the second stage value function is discontinuous over this partition. Thus, the branching step can further refine it by branching along the discontinuity resulting in two strictly smaller partitions. By Theorem 4.1, the number of discontinuities in P k is finite. Therefore, any nested sequence {P kq } generated by branching along the discontinuities of P k will be finite. It then follows that the branch and bound algorithm terminates after finitely many steps. Furthermore, since the lower and upper bounding procedures are valid, the solution obtained by the algorithm is globally optimal.Thus,
Theorem 4.2 The DBB algorithm terminates with a global minimum after finitely many steps.
A formal proof of the above result in a more general setting can be found in [1] .
Preliminary Computational Experience
In this section, we describe our preliminary computational experience in using the DBB algorithm to solve randomly generated instances of the stochastic dynamic capacity acquisition and assignment problem. We compare this decomposition method to solving the full deterministic equivalent of the problem by commercial integer programming software. The specific performance measures considered include solution times, the number of branch-and-bound nodes, and iterations.
Experimental Design
To provide the basis for the experiments, several test problems were created. When designing the numerical experiment, it was crucial to test the algorithm over a relatively wide range of problem parameters. Particular attention was paid to problems with a greater number of scenarios which is more reminiscent to what is typically found in practical applications. There were four factors (or parameters) considered with respective ranges as follows: resources -m = {2, 3}, jobs -n = {2, 3, 4}, time periods -T = {2, 3}, and scenarios -S = {100, 200, 300, 400, 500}. Each combination of these factors was then tested with 5 different replications. In total, there were 300 individual problem instances constructed numerically, with the problem parameters randomly sampled from uniform distributions. Different random seeds were used for each of the 300 problems, hence each problem is independent of any other. Instances were also solved in random order to preserve the integrity of the results.
The DBB Algorithm was implemented in ANSI C and run on a Sun Sparc Ultra60 workstation. The relaxation problems at each node of the DBB algorithm were solved using subroutine calls to CPLEX 7.0. The second-stage assignment subproblems were solved using a purely enumerative procedure with all possible solutions being considered. It is important to note that the code contained no preprocessing or other sophisticated enhancements as typically found in commercial software. For comparison, the larger scale deterministic equivalent problem was solved using CPLEX's generic MIP solver with all of preprocessing options enabled. To evaluate the two alternatives on the same basis, 30 minutes was set as an upper bound for running time and a tolerance of 0.01% was used for algorithm termination. Node limits of 20,000 and 250,000 were also set for each respective algorithm.
Growth in Problem Size
Before the results are presented, it is appropriate to discuss the size of the deterministic equivalent of the problems considered, and understand why solving the problem with straightforward MIP methodology may have set backs. The deterministic equivalent problem contains [3m + (m + 1)nS]T variables, with [m+(m+1)nS]T of these binary integer variables. The number of constraints is
[m(S + 2) + nS]T , and [m(
T +1 2 + 3) + mS + nS + 2mnS]T is the number of nonzeros in the coefficient matrix. These formulas clearly indicate the critical effect that the number of scenarios (S) and time periods (T ) have on the problem's growth. The number of scenarios is present in the largest terms of all four of the problem size parameters. Its increase dramatically affects the number of binary variables and the size of the constraint matrix since it increases at such a rapid pace with a reasonable scenario tree. To get a sense of the size numerically, the smallest instance that was considered in the experiment has 1212 variables (1204 binary) with 808 constraints and 2418 non-zeros. On the other side of the spectrum, the largest of the experimental problems is substantially greater in size with 24027 variables (24009 binary), 10518 constraints and 46545 non-zeros. This is obviously a very large integer program and is therefore difficult to solve with a straightforward MIP approach.
Numerical Results
The results of the experiments appear in full in Table 1 . Statistics on the number of instances solved and premature terminating conditions can be found in Table 2 . As evident from the tables, the numerical results for the DBB Algorithm are quite positive. The algorithm performed significantly better than CPLEX in its efforts to solve the deterministic equivalent in all three of the performance measures. Nearly 85% of the instances were solved within the desired tolerance by the algorithm within the time, iteration and node constraints that were set a priori. Of those that did not fully solve, only 38% were terminated prematurely due to time. The average gap between the bounds after stopping due to the time constraint was a reasonable 2.05%. When the termination was due to a memory problem or node limitation the average stopping time was 882.3 seconds and the average gap was 1.10%.
CPLEX MIP statistics are extremely unfavorable. The problem becomes unsolvable for CPLEX rather quickly, evident by the lack of numbers in Table  DBB . Its success rate was a mere 27%, and over 90% of its premature terminations were due to time with an average stopping gap of 0.848%. As one can see from Table 1 , the number of scenarios in general has a much greater impact on the CPLEX MIP, where the effect on the DBB Algorithm is not as drastic. In order to illustrate the differences in the two, the set of instances in which CPLEX could be most closely compared to the algorithm were examined. The case of 2 resources, 3 tasks, and 2 time periods is the one in which CPLEX solved the most instances of any set of problem parameters. Figures 1 through  3 compare the performance of both algorithms in terms of three performance measures. The rapid growth of nodes, iterations and solution time evident in the CPLEX runs is more severe than the that of the DBB algorithm values. In total, of the 253 instances solved by the DBB Algorithm, the solution time surpassed the CPLEX MIP time on only 4 occasions, and was beaten 9 times in all 300 runs. The average time savings in those 9 instances for CPLEX was 191.2 seconds. 
Interpretation
In problems of this size and parameter range, it is favorable to use the DBB Algorithm rather than conventional MIP solution strategies. The DBB algorithm's performance was superior in virtually every problem instance without the assistance of any preprocessing or advanced memory management. The number of scenarios seems to be the greatest stumbling block for CPLEX. This is the parameter that grows most rapidly in common applications of this type, hence, it is crucial to establish an algorithm that is less sensitive to scenario growth. The DBB Algorithm's major factor is actually the interaction between a combination of 2 problem parameters. The number of variables to be branched upon in the first stage MIP is determined by the number of resources and the number of time periods. The other significant parameter combination is that of resources and tasks, which drastically changes the size of the solution search space in the enumeration scheme used to solve the general assignment subproblems in the second stage. One immediate improvement to the algorithm is to generate a more efficient solution strategy to these subproblems; if the time needed to solve them is improved, a considerable reduction in overall solution time might be achieved. Growth in the algorithms branch-and-bound iterations was not that significant when compared to the solution time as problem sizes increased. This is due in large part to the solution time required of the subproblems, which must be solved for each scenario at every iteration. Some alternate approaches might be to use dynamic programming methods, or solve these problems using a heuristic and possibly obtain an approximate solution to the entire problem.
CPLEX MIP, while only solving 27% of the problems, seemed to tighten the bounds rather quickly even when the problems were not solved within the allotted time. The natural tendency was to make great improvements rather quickly and then slowing to almost a halt, with the gap remaining almost constant. The DBB Algorithm, on the other hand, seemed to keep a steady pace while converging. A possibility for improvement may be to use a generic branch-and-bound approach such as CPLEX MIP in conjunction with the DBB algorithm. The generic approach could be used to find an initial feasible solution for the DBB algorithm with tight bounds, and then a hot start would place the algorithm in a much more advantageous position.
The number of scenarios becomes the crucial parameter in deciding which modeling approach and solution strategy to pursue. Several trial runs were conducted on smaller instances where this parameter was in the ranges of 20 to 50 scenarios. Although, the DBB Algorithm also solved these problems rather quickly, CPLEX seemed to outperform the algorithm on average. As this parameter increases, the problem becomes unsolvable for a general branch-and-bound approach and use of the algorithm becomes the appropriate scheme.
Concluding Remarks
In this paper we have developed a model for dynamic capacity acquisition and allocation under uncertainty. The resulting problem is a two-stage stochastic integer program, which is extremely difficult to solve. We used a recently developed decomposition based branch and bound algorithm to solve this class of problems to global optimality. Our preliminary numerical experiments suggest significant saving in computational effort when using the proposed decomposition strategy over straight-forward use of commercial solvers.
