Associated to a convex integral polygon P is a dimer cluster integrable system X P . We compute the group of symmetries of X P , called the cluster modular group, showing that it matches a conjecture of Fock and Marshakov. Probabilistically, non-torsion elements of G P are ways of shuffling the underlying bipartite graph, generalizing domino-shuffling. Algebro-geometrically, G P is the degree zero subgroup of the Picard group of a certain algebraic surface associated to P . We also prove analogous results for resistor networks.
Introduction
Domino-shuffling is a technique introduced in [EKLP] to enumerate and generate domino tilings of the Aztec diamond graph, and was used to give the first proof of the arctic circle theorem [JPS] . Domino tilings are dual to the dimer model on the square grid. There are generalizations of domino-shuffling for other biperiodic bipartite graphs and the cluster modular group is a group whose elements correspond to these shufflings. This group was studied by Fock and Marshakov [FM16] , who gave an explicit conjecture for its isomorphism type. The goal of this paper is to study generalized shufflings, and in particular, to compute the cluster modular group for any biperiodic bipartite graph. The natural framework for this is the dimer integrable system X P associated to a convex polygon P .
Generalized shufflings are dynamical systems on the space of weights. Let Γ be a bipartite graph on a torus T 2 and let L Γ be the space of edge weights on Γ (modulo gauge transformations, see Section 3.2 for the precise definition). There are two types of local rearrangements of bipartite graphs called elementary transformations (see Figure 1 ). Each elementary transformation comes with a transformation of edge weights, characterized by the property that it preserves the dimer partition function (see for example [GK12, Theorem 4 .7]). Given a sequence of elementary transformations such that the initial and final graphs are both Γ (called a seed cluster transformation), composing the induced transformations of edge weights gives an automorphism of L Γ . The seed cluster transformation is trivial if the induced map on edge weights is the identity. The cluster modular group is the group of seed cluster transformations modulo the trival ones.
A zig-zag path in Γ is a path that turns maximally left at white vertices and maximally right at black vertices. Associated to any biperiodic bipartite graph is a convex integral polygon P called its Newton polygon, whose primitive edges correspond to homology classes of zig-zag paths. The cluster modular group only depends on the polygon P . Our main result is the following conjecture of Fock and Marshakov [FM16] :
Theorem 1.1. The cluster modular group G P is isomorphic to the group Z Edges of P 0 /H 1 (T 2 , Z), defined in the following paragraph.
Elementary transformations have a description in terms of zig-zag paths (see Figure 8 ). LetΓ be the planar biperiodic graph whose quotient is Γ. If we superposẽ Γ over itself after a seed cluster transformation, each zig-zag path is superposed over one that is a translate of it. Following Fock and Marshakov [FM16] we can associate an integer function φ from the edges of the Newton polygon P as follows: For any edge E of P , the inverse image in the universal cover of the torus of all zig-zag paths corresponding to E is an infinite number of parallel zig-zag paths inΓ, let us label them by (α i E ) i∈Z , ordered from left to right. Consider the zig-zag path α 0 E : after the seed cluster transformation, if we superposeΓ over itself, α 0 E is superposed over a parallel zig-zag path, say α j E . Then we define φ(E) := −j, the distance that any zig-zag path corresponding to E inΓ is translated by the seed cluster transformation. This function satisfies edges E φ(E) = 0.
Let us denote by Z Edges of P 0 the group of integral functions on the edges of P with sum zero over the edges. φ is not a well defined function since we can translateΓ by the homology H 1 (T 2 , Z) of the torus before we superpose. Therefore we define φ to be an element of Z Edges of P 0 /H 1 (T 2 , Z), where the embedding is given by the distance zig-zag paths inΓ are translated by elements of H 1 (T 2 , Z):
where ·, · is the intersection pairing in H 1 (T 2 , Z). Figure 3 shows the relative positions of a zig-zag path of each homology class before and after the seed cluster transformation from Figure 2 .
The proof of Theorem 1.1 has two parts. In Section 4, we show surjectivity, i.e. every element of Z Edges of P 0 /H 1 (T 2 , Z) arises from a seed cluster transformation. This part is purely combinatorial. Translations by H 1 (T 2 , Z) are clearly trivial seed cluster transformations. The second part is to show that these are the only trivial seed cluster transformations. The induced transformation of weights of a seed cluster transformation is a complicated rational function, and it seems difficult to check when this function is the identity. However, there is a (birational) change of coordinates under which this transformation becomes linear. Kenyon and Okounkov [KO03] defined the spectral transform of (Γ, W ), a triple (C, S, ν), where C ⊂ (C * ) 2 is a curve called the spectral curve and S is a divisor, i.e. a formal linear combination of points in C. C is the vanishing locus of a Laurent polynomial P (Γ,W ) (z, w) which is a homology class weighted version of the partition function for dimer covers. The spectral transform is a (birational) isomorphism Figure 3 maps the black point to the pink point. Fock [F15] shows that this map is the translation shown above in the Jacobian variety of the spectral curve. This translation is determined by the function φ shown in Figure 3 .
[F15, GGK], so we can view (C, S, ν) as coordinates on X P . In these coordinates, the seed cluster transformation acts by a translation of the divisor S in (a cover of) the Jacobian variety of C [F15] (see Figure 4 ).
Recently this was strengthened by Treumann, Williams and Zaslow [TWZ18] , who interpreted the spectral transform as an instance of mirror symmetry. Associated to P is a stacky fan Σ (see Section 2.1) which can be used to construct a stacky toric surface X P compactifying (C * ) 2 . Let D ρ be the toric divisor associated to the edge E ρ of P . Let L ρ denote the line bundle O( 1 |Eρ| D ρ ), where |E ρ | is the number of primitive vectors in E ρ . The birational automorphism of X P induced by a seed cluster transformation corresponds to the tensor product action on the pushforward of O C (S) to X P by the line bundle
Therefore, the trivial seed cluster transformations are the ones for which the action of the associated line bundle is trivial on the image of the spectral transform. In the appendix, Giovanni Inchiostro shows that the action of Pic 0 (X P ) on the spectral transform is faithful, so the trivial seed cluster transformations are exactly the ones whose associated line bundle is the trivial line bundle. The group Pic 0 (X P ) is explicitly computed in [BH09] where they show that φ → L ⊗φ(Eρ) ρ is an isomorphism Z Edges of P 0 /H 1 (T 2 , Z) ∼ = Pic 0 (X P ). Therefore, the trivial seed cluster transformations correspond precisely to H 1 (T 2 , Z) and we also get that:
In particular, we observe that:
In Section 6, we study the torsion subgroup of G P . We show that:
Theorem 1.4. In the family of minimal bipartite graphs associated to P , there is a subfamily that has maximal possible translation symmetry related by elementary transformations that respect this symmetry.
This gives the following characterization of the torison subgroup of G P :
Lemma 1.5. The torsion subgroup of the cluster modular group is the group of automorphisms induced by translations of any maximally translation invariant bipartite graph.
A resistor network on the torus is a pair (G, c), where G is a torus graph and c is a function from the edges of G to C * , called a conductance. The generalized Temperley's trick of [KPW00] associates to (G, c) a dimer model (Γ G , W c ). Resistor networks have a local move called the Y −∆ transformation. There is a cluster variety R P parameterizing networks, where P is the Newton polygon of Γ G . The Y − ∆ move factors into a sequence of four spider moves, giving rise to a closed embedding of R P into X P (see [GK12] Section 5). In Section 7, we use this to compute the cluster modular group of R P (Theorem 7.2).
Examples

Triangles
For triangular P , [IU15] Proposition 11.3 tells us that there is a unique bipartite graph with Newton polygon P and its lift to the plane is the honeycomb lattice. Since this graph does not admit any elementary transformations, the only cluster modular transformations are translation symmetries. We also see this from the explicit cluster modular group. By Corollary 1.3, the cluster modular group has zero rank and therefore by Lemma 1.5, it consists of translation symmetries.
Quadrilaterals
Corollary 1.3 tells us that the cluster modular group has rank one. The dimer models that have quadrilateral Newton polygons coincide with those that arise from the Speyer's "crosses and wrenches" construction [Spey04] . The octahedron recurrence studied there is the (essentially unique) non-torsion cluster modular transformation (on the A cluster variety). Other incarnations of this cluster modular transformation are Hirota's bilinear difference equation [Miwa82] , the domino shuffling algorithm [EKLP, Propp03] , the shuffling studied in [BF18] for the suspended pinch point graph and the pentagram map [FM16, Section 8.5].
The octahedron recurrence can be used to compute arctic curves [PS06, DFS14] . We observed in [G18] that part of the data needed for this technique of computing arctic curves is a cluster modular transformation along with edge weights that are periodic under the induced birational map. We hope that understanding the cluster modular group will help generalize this method beyond the quadrilateral Newton polygon case. Since higher degree polygons have cluster modular groups with rank greater than one by Corollary 1.3, we expect a family of arctic curves, one for each non-torsion cluster modular transformation.
Higher degree polygons
Cluster modular transformations for the dP 2 quiver, which has a pentagon Newton polygon, were explicitly studied in [GLVY16] . The dP 3 quiver with a hexagonal Newton polygon has been studied in [LMNT14, LM17, LM19]. The cube recurrence studied in [CS04, PS06] arises as the restriction to R P of a cluster modular transformation on the dP 3 graph [GK12, Section 6.3]. Given an convex integral polygon P ⊂ M R , that is, a convex polygon whose vertices are in M ⊂ M R , we denote by V P and E P the vertices and edges of P . Let |E P | be the number of edges of P , and for an edge E ρ ∈ E P , let |E ρ | be the number of primitive integral vectors in E ρ . Let v ρ be the primitive integral vector normal to E ρ oriented so that it points to the interior of N . Associated to P is a stacky fan Σ = (Σ,Σ, β) where:
2.Σ is a fan in an auxiliary latticeN = Z |E P | , formed by the walls of the positive orthant;
3. Let {e ρ } be the standard basis ofN . β :N → N is the homomorphism defined by β(e ρ ) = |E ρ |v ρ . Note that β gives a combinatorial correspondence between cones ofΣ and Σ.
Bipartite torus graphs
A bipartite graph is a graph whose vertices are colored black or white, such that each edge is incident to one black and one white vertex. A bipartite torus graph is a bipartite graph Γ embedded in T 2 such that the faces of Γ, that is, the connected components of T 2 \ Γ are contractible. We denote by Γ b 0 , Γ w 0 , Γ 1 and Γ 2 the black vertices, white vertices, edges and faces of Γ respectively.
A zig-zag path in Γ is an oriented path in Γ that turns maximally left at white vertices and maximally right at black vertices. The medial graph of Γ is the 4-valent graph that has a vertex for each edge of Γ and and edge when two edges of Γ are incident to a vertex and consecutive in cyclic order. Associated to a zig-zag path is a strand which is an oriented path in the medial graph that passes consecutively through the edges of the zig-zag path. The components of the complement of the strands in T 2 are colored black, white or gray according to whether they contain a The unique convex integral polygon P ⊂ M R ∼ = H 1 (T 2 , R) whose primitive edges are given by the homology classes of zig-zag paths in counterclockwise cyclic order is called the Newton polygon of Γ.
Theorem 2.1 (Goncharov and Kenyon, 2012 [GK12] Theorem 2.5). Given a convex integral polygon P ⊂ M R , there is a family of minimal bipartite torus graphs, each of whose Newton polygon is P . Any two minimal bipartite surface graphs with Newton polygon P are related by a sequence of elementary transformations. 
Triple point diagrams
A triple point diagram in a disk D 2 is a collection of oriented arcs called strands, defined up to isotopy, such that:
1. Three strands meet at each intersection point.
2. The end points of each strand are distinct boundary points.
3. The orientations on the strands induce consistent orientations on the complementary regions.
Each strand starts and ends in ∂D 2 , so if there are n strands, there are 2n points in ∂D 2 , whose orientations alternate "in" and "out" as we move along ∂D 2 . A triple point diagram is called minimal if the number of triple intersections is minimal if strands have no self intersections and parallel bigons.
There is a local move called a 2-2 move on triple point diagrams (see Figure 7) .
1. If there are 2n points on the boundary of the disk, all n! matchings of "in" and "out" points are achieved by triple point diagrams. 
Triple point diagrams in T 2
A triple point diagram in T 2 is a collection of oriented curves called strands in T 2 , determined up to isotopy, such that:
No loop is homologically trivial.
A triple point diagram in T 2 is minimal if the lift of any strand to the plane has no self intersections and the lifts of any two strands to the plane has no parallel bigons.
We recall the eqiuvalence between minimal triple point digarams in T 2 and minimal bipartite torus graphs from [GK12]:
1. To convert a minimal bipartite graph to a triple point diagram, first perform a sequence of moves inverse to shrinking a 2-valent white vertex to get a bipartite graph in which all black vertices are 3-valent. Draw all zig-zag strands so that the black complementary regions are now triangles. Shrink all these black triangle regions into points to get a triple point diagram.
2. To go from triple point diagrams to bipartite graphs, resolve each triple point into a counterclockwise triangle. Put a black vertex in each complimentary region that is oriented counterclockwise and a white vertex in each complimentary region that is oriented clockwise. Edges between black and white vertices are given by the vertices of the resolved triple point diagram. Faces of the bipartite graph will be the regions where the orientations alternate.
Under this correspondence, the elementary transformations on bipartite graphs correspond to 2-2 moves as shown in Figure 8 . 3 Cluster structure
• Λ is a lattice;
• (·, ·) is a skew symmetric integral bilinear from on Γ;
• {e i } is a collection of non-zero vectors in Λ.
The conjugated surface
By thickening the edges of Γ, we can view it as a ribbon graph. The data of a ribbon graph is equivalent to the data of a cyclic order of edges around each vertex of the graph. We construct a new ribbon graph Γ by reversing the cyclic order at all white vertices. The oriented surface graph S Γ obtained from Γ be gluing in discs for faces is called the conjugated surface.
Seed associated to Γ
Since Γ is the same as Γ as a topological space, we have a canonical isomorphism
The pullback of the intersection pairing on S Γ gives a skew symmetric integral bilinear form (·, ·) Γ on Λ Γ . For a face F of Γ, let γ F ∈ Λ Γ denote the cycle ∂F , the oriented boundary of F .
The seed s Γ associated to Γ is (Λ Γ , (·, ·) Γ , {γ F }).
Seed tori
To a seed s, we can associate a complex algebraic torus X s := Hom(Λ, C * ) called the seed torus. The coordinates X i on X s corresponding to e i are called cluster variables.
For the seed s Γ associated to Γ, the seed torus is the space of edge weights modulo gauge equivalence. An edge weight is function a from oriented edges e of Γ to C * , such that a −e = a −1 e . Two weights a e and a e are said to be gauge equivalent if for
where v, v are the vertices incident to e. Since edge weights are the same as 1-cochains on Γ, and modding out by gauge equivalence is the same as modding out 1-coboundaries,
The monodromies X F around the boundaries of the faces F of Γ are the cluster variables. The only relation among them is F X F = 1.
Mutations
Given a seed s, a mutation of s in the direction e k is a new seed µ e k (s) given by a new collection of vectors {e i }:
A mutation µ e k induces a birational map between seed tori µ e k : X s X µe k (s) defined on cluster variables by
Mutations in the dimer model arise from elementary transformations of bipartite torus graphs. Shrinking/expanding 2-valent vertices Γ → Γ gives a canonical identification between the seeds s Γ and s Γ , whereas for the spider move we have: 
Cluster X variety
The scheme obtained by gluing the seed tori using the birational maps induced by mutations is called the cluster X variety.
Cluster X variety associated to the dimer model
Given a convex integral polygon P ⊂ M R , we glue together the seed tori L Γ for all graphs Γ associated to P in Theorem 2.1 to get a scheme X P . Note that we only glue together cluster charts related by spider moves, i.e. mutations at square faces rather than all possible mutations.
Cluster modular group
A seed cluster transformation is a compostion of seed isomorphisms and mutations. Mutations induce birational maps while seed isomorphisms σ induce isomorphisms between the seed tori:
Composing the birational maps induced by mutations and seed isomorphisms, a seed cluster transformation gives a birational map between seed tori, called a cluster transformation. A seed cluster transformations s → s is trivial if the induced cluster transformation is the identity. The groupoid G s whose objects are seeds that are related to s by a seed cluster transformation and morphisms are seed cluster transformations modulo trivial seed cluster transformations is called the cluster modular groupoid. The fundamental group G s of G s based at s is called the cluster modular group. The cluster transformations associated to elements of G s give birational automorphisms of X .
Cluster modular group of the dimer cluster variety
Seed isomorphisms of s Γ correspond to graph automorphisms of Γ. By Theorem 2.1, all seeds are related by elementary transformations. Therefore the cluster modular group of X P is canonically associated to P , that is, it does not depend on the choice of base seed. We denote the cluster modular group of X P by G P .
We emphasize that as in the construction of X P , we consider only the subset of mutations consisting of elementary transformations when defining the cluster modular group.
The conjecture of Fock and Marshakov
LetM be the dual lattice ofN and let β * : M →M be the dual homomorphism of β. LetM 0 be the degree 0 subgroup ofM . Define A P :=M 0 /M . We can describe the homomorphism β * explicitly as follows: let ·, · : H 1 (T 2 , Z)× H 1 (T 2 , Z) → Z be the intersection pairing on T 2 . LetM 0 is the group of integer valued functions f on E P such that ρ f (E ρ ) = 0. We have an embedding
A seed cluster transformation can be represented by a sequence of triple point diagrams T 1 → T 2 → · · · → T n−1 → T n = T 1 , where T i+1 is obtained from T i by a 2-2 move. The sequence can be realized by a one parameter family of curves α i (t), t ∈ S 1 such that the intersections remain triple at all but n − 1 parameter values where we have a quadruple intersection in the course of a 2-2 move. Since T 1 = T n , we can glue the parameter interval to S 1 . Each strand α i (0) in T 1 traces out a surface S i :
Define a function on E N by g(E ρ ) = i b i X i − a i Y i , where we take the sum over all zig-zag paths α i associated to E ρ . In other words, each zig-zag path is translated in the plane to a parallel zig-zag path by the seed cluster transformation. g(E ρ ) is the number of steps in the direction of the normal to E ρ pointing into the Newton polygon that any zig-zag path associated to E ρ is translated.
i [S i ] is a boundary, so we have Eρ∈E N g(E ρ ) = 0, which means g ∈M 0 .
The above construction gives us a group homomorphism
Our main result is the following conjecture of Fock and Marshakov [FM16] .
Theorem 3.2. φ P gives rise to an isomorphism G P ∼ = A P . This theorem follows from Theorem 4.2 and Corollary 5.4. As a corollary, we have:
Corollary 3.3. The rank of G P is |E P | − 3.
Surjectivity of φ P
In this section we show that φ P is surjective, that is, any element ofM 0 can be realized by a seed cluster transformation.
We recall the construction of a minimal bipartite graph corresponding to a polygon P from [GK12] . Start with a torus T 2 constructed by gluing opposite sides of a rectangle R. We label the sides of R by ∂R N , ∂R W , ∂R S , ∂R E respectively. For each edge E ρ of P , draw loops
Isotope the loops so that the intersections of the loops with each side of R alternate in orientation. Now we use Theorem 2.2 in R to isotope the loops to obtain a minimal triple crossing diagram in R and follow the construction outlined in Section 2.4 to get the corresponding minimal bipartite graph.
We require the following lemma: Proof. It suffices to show that the for adjacent edges E 1 , E 2 ∈ E P of the Newton polygon with vertices V 1 , V 2 and V 3 , so that E 1 = V 1 V 2 and E 2 = V 2 V 3 , we can construct a seed cluster transformation that φ P maps to the function (1, −1, 0, .., 0) ∈ H P , since these functions generate the groupM 0 . Let (X ρ , Y ρ ) be the coordinates of E ρ . Changing the fundamental rectangle R corresponds to an action of SL(2, Z) on the homology classes of zig-zag loops. SL(2, Z) is generated by
The action of s is rotation by π/2 and t is a shear. Acting by t we may assume that E 1 is neither horizontal nor vertical. Then rotating using s, we can make X 1 , Y 1 > 0. Now using t again, we can assume that E 2 is neither horizontal nor vertical.
The idea is to create a simple configuration of strands near a corner of R by isotoping strands and 2 − 2 moves and then pushing this configuration past ∂R. k=1 respectively, in the natural cyclic order coming from their embedding in R. We want to show that we can use 2-2 moves and isotopy to change the cyclic orders of these strands to (s i 2 , ..., s in , s i 1 ) and (t im , t i 1 , ..., t i m−1 ) respectively, while leaving the cyclic orders of all other strands fixed and such that if you forget the identity of the strands, the triple crossing diagram is identical to the initial one.
In the construction of the minimal bipartite graph above, we have a choice when we isotope the loops making the intersections with ∂R alternate in orientation. Therefore we may assume that intersection points of s i 1 with ∂R are the highest point in ∂R W and the leftmost point in ∂R N .
We now have four cases to consider:
1. X 2 , Y 2 > 0. Since the Newton polygon is a closed polygon, we must have an edge E 3 with coordinates (X 3 , Y 3 ) such that Y 3 < 0. By the action of t ∈ SL(2, Z), we can also make X 3 < 0 while preserving our assumptions on E 1 and E 2 . By repeatedly applying Lemma 1, we make the intersections of t im with ∂R the lowest "out" point in ∂R E and the rightmost "in" point in ∂R N .
Since ∂P is a closed path, the total homology of all loops ρ,i α i ρ is zero. Therefore the intersection number of the loops with any side of R is zero, that is, we have an equal number of "in" and "out" points in any side of R, alternating in orientation as we move along the side. By our assumption on s i 1 , the intersection point of s i 1 with ∂R S is the leftmost point in ∂R S and its orientation is "in". Therefore, the rightmost point in ∂R S is an "out" point, which means there is an "out" point to the right of t im in ∂R S . For the same reason, there is an "in" point below t im in R E . Repeatedly using Lemma 1, we can make a strand u corresponding to E 3 pass through both these points. Using Theorem 2.2, we can make u and t im run parallel to the boundary. Again using Theorem 2.2, we can make the three strands s i 1 , t im , u meet just adjacent to the NE corner of R to obtain the local picture shown in Figure 9a near the NE corner. We isotope the triple point across the corner to obtain the configuration in Figure 9b . This achieves the change of cyclic orders. We can now use Lemma and Theorem 2.2 in R to get back to the original triple point diagram up to this change of cyclic order.
2. X 2 , Y 2 < 0.
Repeatedly using lemma 1 we can make the strand t i 1 the leftmost "in" strand in ∂R N and the topmost "out" strand in ∂R W and use Theorem 2.2 to make s i 1 , t i 1 run parallel to the boundary to obtain the local picture shown in Figure  10a near the NW corner. We can then isotope to the configuration in Figure  10b .
We can use t ∈ SL(2, Z) to make X 2 > 0, reducing to case 1.
This case is ruled out by convexity of P .
Trivial seed cluster transformations
Let ψ P be the composition
By Theorem 4.2, ψ P is surjective. To complete the proof of Theorem 3.2, we need to show that the kernel of ψ P is the subgroup of trivial seed cluster transformations based at s Γ . This is Corollary 5.4.
The stacky toric surface X P and its Picard group
Just as the normal fan Σ of P can be used to construct toric surface X P , the stacky fan Σ gives rise to a stacky toric surface X P . X P has coarse moduli space the toric variety X P , let us denote by π : X P → X P the projection.
Let L ρ be the root line bundle O X P 1 |Eρ| D ρ i.e. the unique line bundle on X P satisfying L |Eρ| ρ ∼ = π * O X P (D ρ ). Just as the class group of X P is generated by the toric divisors, the Picard group of X P is generated by the line bundles L ρ .
Theorem 5.1 (Borisov and Hua, 2009 [BH09] Proposition 3.3). The following is an isomorphism of graded groups:M
Taking the degree 0 subgroups, we have A P ∼ = Pic 0 (X P ).
The spectral transform
The spectral transform was defined in [KO03] . Let W ∈ L Γ . Choose a basis γ z , γ w for H 1 (T 2 , Z) and let z, w denote the Poincaré dual basis of T N = H 1 (T 2 , C * ). Let κ be a Kasteleyn orientation. The Kasteleyn operator
The spectral curve C is the locus in T N where K W is singular, that is, it is defined as the zero locus of the determinant of K W . The cokernel of K W is a coherent sheaf on T N called the spectral transform of W . For generic W , C is smooth and cok K W is the pushforward of a line bundle on C.
Cluster transformations
Composing the spectral transform with an extension of cok K W to a line bundle on the closureC of C in X P , we get a map L Γ → Perf (X P ), the derived category of perfect complexes. Such an extension is not unique, but any two extensions are related by tensoring by the restriction toC of a combination of the line bundles L ρ . For our purposes, any such extension works. Let t : s Γ → s Γ be a seed cluster transformation and let L Γ L Γ be the induced birational map. From [TWZ18] Corollary 1.3 and the discussion below it, we have that the action of the cluster modular group on X P is mirrored by the action of Pic 0 (X P ) on Perf (X P ).
Theorem 5.2 (Treumann, Williams and Zaslow, 2018 [TWZ18] ). The following diagram commutes:
In particular a seed cluster transformation t is trivial if and only if the action on Perf (X P ) given by tensoring with L ⊗φ P (t)(Eρ) ρ is trivial. We also note that the birational automorphism of X P induced by t depends only on φ P (t).
Theorem 5.3. Pic 0 (X P ) acts faithfully on Perf (X P ). This is proved by Giovanni Inchiostro in the Appendix. We outline a second proof in a remark at the end of Section 6.
Torsion subgroup of the cluster modular group
In this section, we study the torsion subgroup of the cluster modular group and show that it corresponds to translations on certain bipartite graphs in the family associated to P . Consider the groupÂ presented as
By the additivity of rank in exact sequences, we have rankÂ = rankM − rank M = rankM − 2.
(1) Lemma 6.1.Â tor ∼ = A tor P . Proof. If x ∈M such that π(x) ∈Â tor , then there is an n > 0 such that n·x ∈ im M . Since im M is contained inM 0 , we must have x ∈M 0 , so π(x) ∈ A P .
LetL be the kernel 0 →L →M →Â/Â tor → 0.
By additivity of rank and 1 we have rankL = 2. By flatness of Q, tensoring M β * − →M with Q gives an injection Proof. Let x ∈M such that π(x) ∈Â tor . Let n ∈ Z be such that n · x ∈ im M and let y ∈ M such that β * (y) = n · x. Then we have β * ⊗ Z 1(y ⊗ Z 1 n ) = x.
Therefore L := (β * ⊗ Z 1) −1 (L) is a rank 2 lattice in H 1 (T 2 , Q) that contains H 1 (T 2 , Z). Example 6.3. Figure 5a as E 1 , E 2 , E 3 , E 4 in cclw order starting from the blue edge. The homomorphism β * : M →M is represented by the matrix
Let us label the edges of the Newton polygon in
The Smith decomposition isB = U BV , wherẽ
Maximally translation invariant bipartite graphs
We construct a minimal bipartite graph with Newton polygon P that is invariant under the translation action of L ⊂ H 1 (T 2 , Q).
Theorem 6.4. There exists a family of minimal bipartite graphs associated to P that is invariant under translations by L.
Proof. Letγ 1 ,γ 2 be generators of L.M is canonically isomorphic to Z |E P | . For each edge E ρ of P , we obtain a vector
where ·, · is the canonical pairingM ×N → Z. Since the image of β * ⊗ 1 is inM 0 , we can put together the vectors {w ρ } ρ in cyclic order to obtain a convex integral polygonP ⊂ L ⊗ R. Let us apply this construction to the polygon P from Example 6.3. Let us take
The polygonP is shown in Figure 11a and a maximally translation invariant bipartite graph is shown in Figure 11b . In this case, the square lattice is maximally translation invariant.
Non-triviality of torsion cluster transformations
Since changing the base seed induces an isomorphism of cluster modular groups, we can check non-triviality of seed cluster transformations based at an L-translation invariant Γ. For such Γ, translations by L induce seed cluster transformations that are seed automorphisms. Therefore, the induced birational map of seeds is a permutation of cluster variables, and therefore non-trivial. We have thus shown: Lemma 6.6. The torsion part of the cluster modular group is the group of seed automorphisms induced by translations of any maximally translation invariant bipartite graph.
Remark.
Lemma 6.6 suggests another proof of Corollary 5.4 that avoids some of the machinery of stacks. Let L be a line bundle of degree 0 on X P . By Lemma 6.6, the torsion line bundles act non-trivially. Therefore we may assume that L is not torsion. For n sufficiently divisible, L ⊗n = π * O X P (D) for a toric divisor D on X P , where π : X P → X P is the projection to the coarse moduli space. By the projection formula [stacks-project, Tag 0944] and the corresponding result for projective surfaces [Moh] , it follows that the action of L ⊗n is non-trivial. Since we assumed L is not torsion, the action of L is also non-trivial. We thank Giovanni Inchiostro and Harold Williams for discussions that produced this proof.
Resistor networks
A resistor network is a pair (G, c) where G is a graph on T 2 and c is a function called conductance that associates to each edge of G a non-zero complex numbers, defined modulo scaling. The generalized Temperley's bijection of [KPW00] associates to G a bipartite graph Γ G and to c, an edge weight modulo gauge W c ∈ H 1 (Γ G , C * ). A zig-zag path in G is a path in G that alternately turns maximally left or right. A resistor network G is minimal if lifts of any two zig-zag paths to the plane do not intersect more than once and any lift of a zig-zag path has no self intersections. The Newton polygon of a network is the Newton polygon of its associated bipartite graph. The Newton polygons of networks are always centrally symmetric.
A Y − ∆ transformation G 1 → G 2 is given by replacing a Y in the graph G 1 with a triangle. Any two minimal resistor networks with Newton polygon N are related by Y − ∆ moves. We have:
Lemma 7.1 (Goncharov and Kenyon, 2012 [GK12], Lemma 5.11). A Y − ∆ move G 1 → G 2 factors into a sequence of four spider moves Γ G 1 → Γ G 2 .
Therefore we obtain a birational map H 1 (Γ G 1 , C * ) H 1 (Γ G 2 , C * ). Gluing the H 1 (Γ G , C * ) using these birational maps gives a cluster varietyX P . Let R G ⊂ H 1 (Γ G , C * ) be the subvariety of edge weights on Γ G of the form W c ⊗H 1 (T 2 , C * ). Gluing the R G using the restrictions of the birational maps H 1 (Γ G 1 , C * ) H 1 (Γ G 2 , C * ) gives a cluster variety R P ⊂X P , called the resistor network cluster variety. Let us denote the cluster modular group of R P byG P .
Let H G be the group of sequences of Y-∆ moves and translations G → G, and let H 0 G be the subgroup such that the induced autormorphsim of R P is trivial. By definition, G r P = H G /H 0 G . By Lemma 7.1, we have a homomorphism j : H G → {Seed cluster transformations s Γ → s Γ }.
Let σ : M ⊗ R → M ⊗ R be the involution given by rotation by π that fixes the Newton polygon P . We have an induced involution onM , which we also denote by σ. We have:
Theorem 7.2. The isomorphism ψ P : G P ∼ =M 0 /M identifies G r P with ker (−σ). Proof. First we show that j identifies G r P with a subgroup of G P . If h ∈ H G and j(h) is a trivial seed cluster transformation, then since the birational automorphism of R P induced by h is given by restriction of the birational automorphism induced on X P by j(h), it is trivial. Therefore ker j ⊂ H 0 G . To show the reverse inclusion, suppose j(h) is non-trivial. The induced birational automorphism of X P corresponds to tensoring with a non-trivial line bundle L ∈ Pic 0 (X P ). The argument in the appendix shows that this action is non-trivial on any spectral curve that has transverse intersections with the toric divisors. In [G19] , we showed that a generic curve with Newton polygon P with a node at (1, 1) ∈ T N and invariant under the involution (z, w) → 1 z , 1 w arises as the spectral curve of a dimer model associated to a network. Therefore there are spectral curves associated to networks that intersect the toric divisors transversely, so h / ∈ H 0 G .
It now remains to identify this subgroup of G P . A zig-zag path in G corresponds to a pair of oppositely oriented zig-zag paths in Γ G [GK12, Section 5.2.4]. A sequence of Y-∆ moves and translations will move each such pair of zig-zag paths in the same direction, therefore ψ P (G r P ) ⊂ ker (−σ). The argument in [GK12, Section 6.2] shows the reverse inclusion.
Appendix (Giovanni Inchiostro)
It is proved in [Moh] that if one has a line bundle L on a projective smooth surface Y , then if for every curve C ⊆ Y we have L |C ∼ = O C , then L ∼ = O Y . Or in other terms, that the following morphism is injective
(2)
The goal of this appendix is to prove that the same result holds if Y is replaced by a DM stack X . The argument is essentially the same as in [Moh] .
Proposition 8.1. Let X be a smooth DM stack, of dimension 2, with projective coarse moduli space π : X → X. Consider a line bundle L on X . Then if L O X , there is a curve C ⊆ X such that, if we denote with C := C × X X , then L |C O C .
Proof. Consider H an ample hyperplane class in X, and let H := π * (H). Up to replacing H with some multiple of it, we can assume that H 1 (L ⊗ H −1 ) = 0. Indeed, from Grothendieck duality on a smooth DM stack of dimension 2 [Nir08], we have H 1 (L ⊗ H −1 ) = H 1 (K X ⊗ L −1 ⊗ H). But since X is a DM stack over C, the functor π * is exact from [AV02, Lemma 2.3.4], so H 1 (K X ⊗ L −1 ⊗ H) = H 1 (π * (K X ⊗ L −1 ⊗ H)).
From the projection formula, since H = π * H, we have H 1 (π * (K X ⊗ L −1 ⊗ H)) = H 1 (π * (K X ⊗ L −1 ) ⊗ H) and now the vanishing follows from Serre's vanishing.
Then Therefore if L |H = O H , then H 0 (L |H ) = 0 so L has a non-zero global section s. If V (s) = ∅, the map O X → L, 1 → s is an isomorphism, which gives the desired result. Otherwise, V (s) = ∅: we aim at showing that this case is not possible.
Consider V the coarse moduli space of V (s), with the morphism g : V → X. Consider C ⊆ X a connected curve which intersects g(V ) but is not contained in g(V ), and let C := C × X X . Then s |C is a section of L |C which is vanishes at some points, but does not vanish identically, so L |C O C .
