Attractor networks are likely to underlie working memory and integrator circuits in the brain. It is unknown whether continuous quantities are stored in an analog manner or discretized and stored in a set of discrete attractors. In order to investigate the important issue of how to differentiate the two systems, here we compare the neuronal spiking activity that arises from a continuous (line) attractor with that from a series of discrete attractors. Stochastic fluctuations cause the position of the system along its continuous attractor to vary as a random walk, whereas in a discrete attractor, noise causes spontaneous transitions to occur between discrete states at random intervals. We calculate the statistics of spike trains of neurons firing as a Poisson process with rates that vary according to the underlying attractor network. Since individual neurons fire spikes probabilistically and since the state of the network as a whole drifts randomly, the spike trains of individual neurons follow a doubly stochastic (Poisson) point process.
spikes produced by any neuron, under what are intended to be identical external conditions. The effects of noise on the spiking statistics can tell us about the underlying states of a network of neurons (Ginzburg & Sompolinsky, 1994) , which can be described by the firing rates of neurons as a function of time. States of the network where the firing rate would remain constant in the absence of noise are stationary attractor states (Hopfield, 1982; Amit, 1989; Zipser, Kehoe, Littlewort, & Fuster, 1993) .
The concept of attractor states is important in understanding many functions of the brain (Hopfield, 1982; Amit, 1989; Hopfield & Herz, 1995; Goldberg, Rokni, & Sompolinsky, 2004) . Hippocampal place fields (O'Keefe & Dostrovsky, 1971; Samsonovich & McNaughton, 1997) , working memory (Zipser et al., 1993; Camperi & Wang, 1998; Romo, Brody, Hernández, & Lemus, 1999; Compte, Brunel, Goldman-Rakic, & Wang, 2000; Durstewitz, Seamans, & Sejnowski, 2000; Miller, Brody, Romo, & Wang, 2003) , and integration-for example, integration of velocity to obtain position (Cannon, Robinson, & Shamma, 1983; Robinson, 1989; Seung, 1996; Aksay, Baker, Seung, & Tank, 2000; Seung, Lee, Reis, & Tank, 2000; Sharp, Blair, & Cho, 2001; Taube & Bassett, 2003) -could all require a quasicontinuum of attractor states. In order to understand how the brain performs these functions, it is important to ask whether the brain digitizes information of a continuous quantity using a set of discrete attractor states as suggested in some models (Koulakov, Raghavachari, Kepecs, & Lisman, 2002; Goldman, Levine, Tank, & Seung, 2003) , or if that information is stored as an analog variable in a continuous attractor as suggested by others (Seung, 1996; Seung et al., 2000; Compte et al., 2000; Miller et al., 2003; Loewenstein & Sompolinsky, 2003; Durstewitz, 2003) .
A single trial is typically insufficient to determine a precise rate, as the variance is on the same order as the firing rate for most cortical activity. For example, a system with stable firing rates of 16 Hz (standard deviation, 4 Hz, assuming a coefficient of variation (CV) of 1) and 25 Hz (standard deviation 5 Hz) would need to spend approximately 1 second at each rate in order for the two rates to be distinguishable with any confidence. Hence, if the system were to drift continuously between the two rates in less than 2 seconds, a single trial would not be enough to distinguish such behavior from a discrete jump. If the levels were any closer together, the time spent near each level of rate would have to be correspondingly longer to separate out the rates. So it is unlikely that a single trial (lasting up to a few seconds for most experimental protocols) would distinguish discrete states from a continuous range. Hence, we consider statistical measures calculated from many trials to address the characteristics of continuous and discrete attractors in a neuronal network.
Correlations in the spike times of neurons normally decay on the timescale of synaptic time constants. However, in continuous attractor networks, fluctuations on a short timescale can be temporally integrated and accumulate in the manner of a random walk. Hence, the statistics of neuronal spike times can contain slower correlations due to changes in the underlying rate (Cox & Lewis, 1966; Perkel, Gerstein, & Moore, 1967; Saleh, 1978; Ginzburg & Sompolinsky, 1994; Middleton, Chacron, Lindner, & Longtin, 2003) . Hence, statistical properties of the spike times can be a useful tool for analyzing the network in terms of its attractors, which determine the firing rates. Important quantities characterizing the statistics of neuronal spike times are the spike time correlation function, Fano factor, and distribution of interspike intervals (ISIs). The correlation function measures the relative likelihood of one spike time compared to others. The Fano factor measures the variance across trials in the total number of spikes, relative to the mean. The ISI distribution is a histogram of times between spikes. We calculate autocorrelation functions (Zohary, Shadlen, & Newsome, 1994; Bair, Zohary, & Newsome, 2001) , Fano factors (Dayan & Abbott, 2001 ) and ISI distributions for spike trains produced according to a Poisson process.
Our systems are examples of doubly stochastic Poisson point processes (Saleh, 1978) , so called because not only are spikes generated probabilistically (with a probability in a small time window, δt of r (t)δt, where r (t) is the underlying rate), but the underlying rate, r (t), of the Poisson spike train varies randomly. We can think of the two types of noise as operating over different spatial and temporal scales, with variations in rate being relatively slow fluctuations in the entire network that result from the punctate, Poisson noise inherent in the spike train of each individual neuron. We do not consider regular spiking with a varying rate (in which case the following analysis is unnecessary, since the rate could be read out as a function of time for each spike train) since the high CV, near one, of real neurons is better approximated by a Poisson process.
Autocorrelation Function for a Poisson Process with Stochastic Rate Variation
We analyze the effects of rate variations by solving for a Poisson process, where no correlations in spike times exist apart from those due to any underlying change of rate. To be precise, we assume the state of the network drifts or changes discretely but slowly, with trial-to-trial randomness. We assume then that the firing rate of each neuron is primarily determined by the state of the network, which provides the synaptic input. Hence the slow, large-scale random variations in the state of the network induce similar random variations in the underlying firing rate, r (t), of each neuron. However, neurons do not fire regularly at a slowly varying firing rate, but emit spikes with a high CV. Since a Poisson process has a high CV of one and to make the problem tractable, we assume that each neuron emits spikes as a Poisson process, whose rate varies randomly with time and across trials.
Hence, in any time interval, the probability of a spike is r (t)dt, but r (t) is not a fixed quantity.
The statistics of such processes are determined by the probability distribution of the firing rate, P(r, t). For example, in a continuous attractor, the state of the system follows a random walk, which leads to a gaussian distribution of firing rates, whereas for a set of discrete states, only specific firing rates are possible, with probabilities calculated from the Binomial distribution. Such processes are termed doubly stochastic Poisson point processes (Saleh, 1978) and have been studied previously in physics with regard to the emission of photoelectrons from a surface. The probability distribution at one time, P(r, t), can be dependent on a known rate, r 0 , at an earlier time, t 0 , in which case we write the conditional probability distribution as P(r, t|r 0 , t 0 ).
The underlying firing rate of any neuron fluctuates from trial to trial, about some mean value, r (t), with trial-to-trial variance, σ 2 (t). First, consider a process with constant average rate, r (t) = r 0 , such that
and variance, σ 2 (t ), defined by
where t = t − t 0 . The autocorrelation function measures how much more or less likely it is, on any particular trial, to observe a spike at time, t 1 + τ , given a spike at t 1 , compared to what is predicted by the average rates. For a stationary process, an average can be taken over all values of t 1 , so the autocorrelation function, C xx (τ ), is a function of the time lag, τ , between two spikes. A negative value for C xx (τ ) indicates it is less likely than average to see two spikes separated by τ on the same trial (for example, due to the refractory period), while a positive value means a spike at one time predicts another spike is more likely than chance to occur after an interval of τ . C xx (τ ) is zero if spike times are uncorrelated. For a Poisson process, the probability of a spike at time t is proportional to the rate, r (t), so when the rate is known only probabilistically, the spike probability is proportional to ∞ −∞ r P(r, t|r 0 , 0)dr. Hence, the autocorrelation function is given, for positive τ , by (Brody, 1999 )
where T is the total measurement interval. In all cases described here (apart from the leaky integrators of section 5), the correlation functions are symmetric (C xx (t 1 , t 2 ) = C xx (t 2 , t 1 )) so we include formulas only for positive τ . If there is no correlation between the rates at one time and another time, or if the probability distribution of rates does not change with time, then the first term in equation 2.3 is equal to the second term (the shuffle correction; Brody, 1998) . In such a case, the autocorrelation is zero, as expected. The autocorrelation function depends on the time lag, τ , alone if the underlying process is stationary, so that at least the first two moments (mean and variance) of the rate are constant. Since neural processes are rarely stationary, the subtraction of the shuffle correction in the above equation is designed to remove effects of nonstationarity in the average rate. However, if the variance in firing rate is not constant through the measurement interval, the autocorrelation function may also depend on the total measurement time, T.
In general, we can rewrite the terms in the integrand of equation 2.3 as
where r (t 2 )|r 1 , t 1 is the mean value of the rate at time, t 2 conditional on its earlier value, r 1 at time, t 1 . If the average rate remains constant, at any time the rate is equally likely to increase or decrease. Hence, if the rate is known at a certain time, that value is the new average rate for later times.
In such a case, the second integral of the first term in equation 2.3 becomes equivalent to equation 2.1, resulting in
Hence, the first term of equation 2.3 gives 6) which is the square of the mean rate plus the variance in rate averaged over the time interval of measurement. We have used the notation
The shuffle correction leads to subtraction of a term r 2 0 , to cancel part of the above term. Hence, for a process where the rate varies on a trial-to-trial basis, maintaining a fixed overall average, r 0 , the autocorrelation function is given by
2.1 Correlation Functions for a Continuous Attractor. A continuous attractor, or line attractor, is a range of stable states with no distinct changes between states. A neuronal network with a continuous attractor can be an integrator for any stimulus that causes the network's state to shift along the attractor. Once the stimulus is removed, the network remains stable, so it does not change systematically in the absence of input. Such a property makes a neuronal integrator equivalent to a continuous memory device. When a neuronal network has a continuous attractor, noise causes the state to change as a random walk (see Figure 1A) . A random walk, or more technically a Wiener process, is essentially the temporal integral of uncorrelated gaussian noise. A continuous attractor integrates any noise that causes the state of the network to shift along the attractor (see Figure 2 ) in the same manner as it can integrate a stimulus. Hence, the property that allows a continuous attractor to store the memory of a stimulus also causes it to have memory of (and, hence, integrate) the noise, leading to a random walk of firing rates.
For a random walk process with uniform, uncorrelated noise, the variance is linear in time, σ 2 (t) = αt, which leads to an autocorrelation function proportional to the measurement period, T − τ :
This is an unusual result, as correlation functions for spike times typically decay with lag time, τ , while an increase of total measurement time, T, improves the sampling. The autocorrelation function increases with measurement time for a random walk process, because the trial-to-trial variability in rates increases with time. The longer the time period of measurement is, the more the spike rate on one trial is distinguishable from the spike rate on another trial. This shows up as a positive autocorrelation, since observation of a spike at a certain time is more likely to occur on a trial with high rate, and an above-average rate at one point in time means that spikes are more likely than on average for any later time. We extend the above result to find the autocorrelation and crosscorrelation functions between neurons whose rates depend on an underlying continuous attractor, parameterized by s, as shown in Figure 2 . The firing rates of each neuron are partially determined by the position of the system along the continuous attractor, s, such that changes in s lead to coherent changes in the firing rates of all neurons in the system. We assume that an initial stimulus places the system at an initial point on the attractor with average location s 0 and standard deviation σ 0 . The firing rates of neurons (labeled A and B) also fluctuate independently with standard deviations σ A and σ B about the value determined by the position in the attractor. So for two neurons, A and B, the probability distribution of their firing rates is given by
where f A,B are the tuning curves (average firing rate as a function of stimulus) that describe the attractor (as depicted in Figure 2 ). In the calculations, we expand these firing rate curves to second order in the fluctuations about the initial average stimulus, s 0 :
The expansion in s − s 0 is valid if the change in the network due to noise is small compared to the change in the network due to the complete range of stimuli.
We assume the diffusion along the continuous attractor is specified by a random walk in s, such that 12) where s 0 is the initial position on the attractor for a given trial. Noise, of amplitude σ 0 , during the initial stimulus presentation leads to a distribution of s 0 , such that
The cross-correlation function now is solved by integrating over all possibilities. It is expressed in the somewhat cumbersome form (writing t 2 = t 1 + τ ):
with the complete final result: 16) which tells us that the cross-correlation is proportional to the product of derivatives of the two tuning curves, f A f B (Ben-Yishai, Lev Bar-Or, & Sompolinsky, 1995; Pouget, Zhang, Deneve, & Latham, 1998) . Note also the two terms inside the brackets. The first is equal to the variance during the stimulus, which is a fixed quantity. The second term is exactly that derived earlier for a random walk with fixed noise, where the variance increases linearly with time. For the autocorrelation, we can simply set f A = f B = 1, measuring the noise along the line attractor in terms of rate instead of s. Note that given a position in the continuous attractor labeled by s(t), uncorrelated fluctuations in the rates do not affect the correlation function. Specifically, the cross-correlations and autocorrelations are unaffected by the quantities σ A , σ B in equations 2.9 and 2.10. Rather, it is the manner in which the average rate of a neuron depends on the stimulus that determines the correlations.
2.2 Discrete Levels of Rate: Autocorrelation. For a system with discrete states, noise-driven changes in rate occur probabilistically. We assume the system has a set of equally spaced states, each with an identical average lifetime, τ x , with stable rates for a particular neuron separated by r (see Figure 1B ). The discrete "hopping" between different values of rate is then described by the exponential time distribution between "hops" such that the probability between t and t + δt of remaining in one state is exp[−t/τ x ]δt/τ x . Such an exponential distribution arises when the probability of hopping per unit time is fixed at 1/τ x . The probability distribution of rates after M hops is binomial, with mean r 0 and variance, σ 2 (M) = M r 2 . The probability of M jumps in total time, t, follows the Poisson distribution with mean t/τ x . The variance of rate as a function of time can be calculated (see appendix A) to give σ 2 (t) = ( r ) 2 t/τ x . So when equation 2.7 is used, the autocorrelation function for a process with discrete hopping is identical to that of a continuous random walk, 17) if the noise terms for the two processes are correctly scaled such that α = ( r ) 2 /τ x in equation 2.8.
Fano Factor: General Results
The Fano factor is a measure of the variation in total spike count for a fixed process. Typically it varies between zero for regular spiking and one for Poisson firing. Time variation in the Fano factor indicates temporal correlations in the processes that lead to spikes. The Fano factor is defined by averaging over many trials of fixed time, T,
where N is the number of spikes in the interval of length T. The expected number of spikes, λ(T), in time, T, is given by the time integral of firing rate:
For a Poisson process, where spikes are uncorrelated, occurring with probability r (t)δt in the time interval t to t + δt, then the probability of N spikes in total time T is given by the Poisson distribution,
We are interested in processes where the rate is not fixed but can fluctuate from trial to trial, leading to different values of λ, in which case
Using the above result, we see that the mean number of spikes, N , is the required result:
The mean square number (or second moment) is calculated similarly (Saleh, 1978) :
Hence, the Fano factor for a Poisson process is given in terms of the moments of time-integrated rate, λ, as
Note that if the process is not Poisson but has either more regular or less regular spiking statistics, we can calculate the Fano factor by assuming the number of spikes has a mean given by the time integral of the rate (this must be true by definition of the rate) but with some variation around the mean, such that
Hence in general, the Fano factor splits into two terms-one from irregularities in the spiking statistics and a second arising from irregularities in the underlying rate. The first term is zero for a regular process and one for a Poisson process, and typically gives a fixed, constant value. We consider the effects of the second, rate-dependent term, in the following sections.
Calculation of Fano
Factor from the Autocorrelation Function. In this section we use Bayes' rule to relate the Fano factor to the temporal integral of the autocorrelation function. We evaluate the derivative in time of the second moment of λ as
where λ(t)|r 2 (t) is the average over all trajectories that reach a specific rate, r 2 at time, t. Since we can write
we can substitute into equation 3.10 to give:
Bayes' rule allows us to replace P(r 2 , t)P(r 1 , t 1 |r 2 , t) with P(r 1 , t 1 ) P(r 2 , t|r 1 , t 1 ) so the conditional rate is based on a prior rate. Hence equation 3.12 yields 13) which is similar to the first term of equation 2.3. Care with the integral limits, such that all spikes and hence firing rates are integrated over a window 0 < t < T, leads to
14)
where C ave xx (τ, T) is given by equation 2.3. Hence, the Fano factor for a doubly stochastic Poisson process becomes
.
(3.15)
Fano Factor for Processes with Constant Mean Rate.
If the mean rate is a constant, r 0 , it is clear that the average value of λ is given by
The second moment, λ 2 , includes correlations so is not straightforward to calculate. We begin by noting that
where the average is over trials. Similarly, (3.19) where the second term yields zero for a process with constant mean rate. So in general for such a process,
giving
where σ 2 (t) is the variance in rate at time, t.
For both the random walk process and discrete hopping process, where the variance in rates increases linearly with t, we have
where α = ( r ) 2 τ x . Hence, the Fano factor in both cases has a quadratic dependence on T and N:
where for a discrete network α = ( r ) 2 /τ x . It is therefore difficult to distinguish the spike statistics of continuous versus discrete processes. The problem arises because the variances of the two processes increase linearly with time. Hence, common statistical measures, which depend on only the variance of firing rates, contain terms such as α = ( r ) 2 /τ x , which is the constant time derivative of variance in firing rates. Statistical measures that depend on r separately from this combination (which can remain constant as r → 0 for a random walk process) are needed to distinguish a continuous from a discrete system. This is true for statistics involving the fourth-order cumulant in spike counts, since the fourth moment of the firing rates differs between the two systems, such that
Setting r = 0 for the continuous system, equation 3.24 is an example that cumulants higher than second order are zero for the gaussian distribution. The details of obtaining a similar result in the moments of the spike count, N, and proof of equation 3.24 are given in appendix A. The above result is an indication that with the discrete hopping process, it is more probable for the rate to change by a large amount (more than a couple of standard deviations) than for the continuous random walk process. Since the probability of large excursions in rate is small, many trials are necessary to make use of this statistic, as we show below.
In principle, the following set of moments, 25) can be used to differentiate systems with continuous versus discrete states. We tested the formula by generating sets of spike times stochastically on a computer. Since the process is very noisy, an experimentally unfeasible number of trials (5000) was required to produce each curve. The four curves for each system (see Figure 3B ) indicate the variation that remains even after this large number of trials. We used a bounded system (see section below) to test this statistical quantity. The boundaries quickly slow the increase in the fourth moment and cause the combination of moments to reach a maximum and decline. However, when we compare the curves with discrete states versus continuous states, the curve never rises significantly above zero for the continuous system. Hence, if this statistic is measured to be significantly above zero, it is an indication of a discrete set of attractors. If the deviation is not significantly above zero, it is most likely due to lack of statistical power.
Boundaries
Firing rates of neurons are limited, with an upper bound arising from saturation of synapses or channel kinetics that is rarely reached for energetic reasons, and a lower bound of zero arising from the physical impossibility of the firing rate becoming negative. Hence, it is important to consider the effects of boundaries on the range of firing rate for both continuous and discrete systems.
In the calculations, we assume the boundaries are reflecting, which means that whenever the unbounded random process would cause the firing rate to fall beyond the boundary by an amount, r x , we instead assume the rate falls inside the boundary by the same amount, r x . That is, noise still can move the rate from the boundary (the boundary is not an attractor state) but only to within the bounds.
We match different discrete and continuous bounded systems by ensuring that the initial linear increase in variance of rate with time is identical (as we did with the unbounded system) and also that the variance in rate as t → ∞ is identical between systems. This means that assuming a discrete system with three states at r 0 , r 0 ± r , the corresponding five-state system has states at r 0 , r 0 ± r , r 0 ± 2 r , where r = r/ √ 3; the fourstate system has states at r 0 ± r /2 and r 0 ± 3 r /2, where r = 6/11r 0 ; the two-state system has states at r 0 ± r /2, where r = √ 2r 0 ; and the continuous system has boundaries at r 0 ± r B , where r B = 3/2 r . Matching the initial linear increase in variance of rate requires us to keep a constant value for α = ( r ) 2 /τ x for all systems.
Continuous Random Walk with Reflecting Boundaries.
When a random walk has reflecting boundaries, each reflection can be accounted for by a trajectory of an unbounded random walk from a mirror source. If the initial firing rate is r 1 , then mirror sources exist for all n at 2r 0 + The probability distribution of rate, P[r (t)], is for any rate between the two boundaries, the sum of the unbounded random walk probability of reaching that rate, when starting from any of the mirror sources. That is, for
In practice, unless the calculation requires long time intervals, only a few values of n are required, between −n max and n max such that 2ατ (4n max r b ) 2 . In the computational results, we use −8 ≤ n ≤ 8. This allows us to calculate mean rate conditional on an earlier rate, r (t)|r 1 (t 1 ) (as needed in equation 2.4) and the variance in rate, Var[r (t)|r 1 (0)], by integrating the above probability distribution between boundaries. The full formulas used in the calculation are given in appendix B.
Small Number of Discrete States.
For the system with discrete states, we simply limit the total number of states to bound the firing rate. We solve the system analytically for two, three, four, and five states. In all cases, the probability of a transition between states per time interval, dt, is dt/τ x , with τ x scaled for each system to maintain ( r ) 2 τ x = α. The only difference with the unbounded system is that for an edge state, the direction of the transition is fixed to be back to an intermediate state. So for two states, the system becomes simple to analyze, since the direction of the jump is predetermined for both states; only the time of the jump is stochastic. After an even number of jumps, the system always returns to its starting state, and after an odd number of jumps, the system is in the other state. So, using the Poisson distribution for number of jumps in time t, we find that after time t, the probabilities of remaining in the same state, P(even), or the other state, P(odd), are given by
Similarly, in the three-state system, if the rate is at the central state at any time, after an even number of jumps (with probability P(even) in equation 4.2) it will return to the same value. After an odd number of jumps, the rate is equally likely to be r 0 ± r . Hence, the system can be solved. We use similar methods to solve for the four-state and five-state system, as detailed in appendix C. Once the conditional probabilities for the firing rate dependent on its earlier value are known, we can use the standard methods described earlier to calculate the autocorrelation function and Fano factor.
Results for Bounded Systems.
One observation for a bounded process is that if the initial rate is low, it will drift up on average; similarly, an initially high rate will drift down. This is seen in Figure 4A , where as expected, the average rate tends to the midpoint of the two boundaries a long time after the stimulus, as the system loses memory of the initial condition. Figure 4B contains two curves for each system showing the variance in rate as a function of time. For each system, the curve that is higher at early times is for a process where the initial rate is at the midpoint between the two boundaries. The lower solid curve is the result when the initial rate is at a boundary. Observation of such a dependence on the initial stimulus of the variance in firing rate as a function of time, as well as drift of the average firing rate, would be strong evidence for this type of bounded set of attractor states.
Figures 4C and 4 D (solid lines) demonstrate that the autocorrelation decays on the timescale of the memory loss of the initial rate (cf. Figure 4A) . Figure 4C is calculated as C xx (t 1 , τ ) where t 1 = 1 s, whereas Figure 4D has t 1 = 15 s. Since the autocorrelation with τ = 0 is equal to the variance at that time, the range of variances at small time in Figure 4B produces the range of magnitudes of autocorrelation in Figure 4C . At large times, the more discrete states in the system, the more time constants there are in the system, so that the slower time constants contribute to a slower decay in the autocorrelation function. The continuous random walk (solid lines) has the slowest and least purely exponential decay of all.
The Fano factors (see Figure 4E ) vary across systems at small times, reflecting the variance in firing rate (see Figure 4B ) and average initial For each system, the upper curve is the variance when the initial rate is at the midpoint, r 0 , and the lower curve is when the initial rate is at a boundary. For the three-state system, the variance is independent of the initial rate, but in general, the more states, the greater is the range. Figure 5B ), the Fano factors for the bounded systems approach a constant value greater than one due to the constant area under the autocorrelation functions and constant average rate.
Leaky Integrators
A second method for limiting the range of firing rates is to make the integrator imperfect, or leaky. A leaky integrator is defined by a stable rate, r A , which corresponds to an attractor state, and a time constant, τ L , for decay of firing rates to that state. In practice, neuronal systems are likely to have both "hard" boundaries for the firing rate and a slow drift to an attractor state. For the continuous system, reflecting boundaries are analogous to walls of a flat (square) potential well, whereas a leak term makes the effective potential quadratic with a minimum at the attractor state.
Adding a leak to the continuous random walk leads to an OrnsteinUhlenbeck (OU) process for the rate
where η(t) is the uncorrelated gaussian noise term.
For the discrete integrator, we assume that the discrete levels of rate each decay toward a single value, r A , such that the distance between them decays exponentially: r → r exp(−t/τ L ).
For both the continuous random walk and the discrete case, the mean rate follows:
(5.
2)
The variance in rate for the set of discrete states is then given by
However, for the OU process we have (Gillespie, 1992 )
These results are compared in Figure 5B , using the specific values, τ L = 2s, r = 10 Hz, τ x = 2 s, α = 50 s −3 . The OU process has a finite variance in rate at large times due to stochastic jitter about the attractor state (equivalent to noise around a smooth potential minimum). In contrast, for the discrete system, all allowed states collapse to a single rate at large times, so the variance in rate approaches zero.
For both leaky processes, the trial-averaged value of the rate at a later time, t 2 , given its value, r 1 , at an earlier time, t 1 , is no longer constant but given by the decay to the attractor state as r (t 2 )|r 1 , t 1 = r A + (r 1 − r A ) exp
This allows us to find the autocorrelation function for both systems, using equation 2.3:
So for the continuous, OU process, we have:
whereas for the discrete leaky system, we have:
The results are plotted in Figures 5C to 5F . Note that the averaged autocorrelation function for the OU process (see Figure 5F ) has a linear decay to zero at small times, like the full random walk, but has an exponential decay with a longer measurement period.
We use equation 3.15 to calculate the Fano factors for the two types of leaky integrator. For the discrete system, we have 9) and for the continuous system
(5.10)
Figure 5B demonstrates that while the Fano factors for both processes begin by increasing quadratically together, for the discrete process, a maximum occurs on a timescale of the order of τ L , after which the Fano factor decays as 1/t back toward a value of one. In contrast, the Fano factor for the OU process rises to an asymptotic value of 1 + ατ 2 L /r A (a value of 5 in Figure 5B ).
Distribution of Interspike Intervals
We have shown that whereas the second-order statistics of the two types of process can be identical, a difference does occur in the fourth-order statistics. The distribution of ISIs for the two processes will have identical second-order moments but will differ in their higher-order moments and hence have a different overall shape. In this section, we calculate the ISI distribution for a continuous attractor versus a set of discrete attractors and highlight their differences. For a Poisson process, following a spike at time t 1 , the interspike interval, τ s (t 1 ), has a probability distribution, P(τ s ), given by
For a nonstationary process, the quantity in the exponent, t1+τs t1 r (t )dt = λ(t 1 , t 1 + τ s ) has a probability distribution that depends not only on the time interval, τ s , but also on the initial time, t 1 . For a random walk and OU process, the probability distribution of λ is gaussian (see appendix D) and can be calculated if the rate is known at the start of the interval, r 1 (t 1 ), and at the end of the interval, r 2 (t 2 ).
For such continuous random walks, the probability distribution for r 2 is known,
and the probability distribution for r 1 given a spike occurring at t 1 is, by Bayes' rule,
We have used the notation t sp for the time of one spike in the spike train, so, for example, P(t sp = t 1 ) is the probability of a spike at time, t 1 . We can integrate over all probability distributions to find the distribution of interspike intervals for a random walk with a Poisson spike train: For a random walk of total duration T, the probability distribution for ISIs is given by the integral of the above expression over t 1 up to a maximal time of T − τ s , normalized by the expected number of ISIs, r 0 T − 1, which yields
When the spread in rates is significantly smaller than the average rate, r 0 , the probability distribution is dominated by the initial term, r 0 exp(−r 0 τ s ), which is the result for a static process.
The result, equation 6.7, is limited to small τ s r 0 /(αT), because it is for an unbounded random walk, where the rate is unconstrained and unphysical contributions from negative rates can dominate the result for large τ s . So we extend the result to the leaky integrator, for which the rates are more constrained, allowing a wider range of validity in τ s .
For the OU process, the resulting ISI distribution yields (see Figure 6D ): 
where
] (see equations D.6 and D.7), r 1 = r (t 1 ) (see equation 5.2) and σ
For the discrete random walk, we do not have the full distribution of λ but can make progress by assuming that at most, one transition between states occurs in the interspike interval. Hence, our calculation is to first order in τ s /τ x .
To make progress, we use the probability distribution of firing rate, r 1 , at time, t, given by
Assuming at most one transition, the probability of being at the same rate at the end of the ISI is P 0 = 1 − exp(−τ s /τ x ) and of increasing or decreasing by r is P ±1 = exp(−τ s /τ x )/2. In the case of no transition, exp(−λ) = exp(−r 1 τ s ). With a single transition, the jump in rates is equally likely to occur at any time in the ISI, so we can evaluate exp(−λ) by calculating exp(−λ) as a function of the time of transition and integrating across transition times. These results can be used in equation 6.5. For a jump up in rates within τ s to a higher rate, r 1 + r ,
We can then evaluate the ISI distribution using P(τ s , t 1 ) = dr 1 r 1 r (t 1 ) P(r 1 , t 1 ) dr 2 r 2 P(r 2 , t 2 |r 1 , t 1 ) exp(−λ) (6.11) and allowing only r 2 = r 1 , r 1 ± r . The resulting ISI distribution is given by:
Note the similarity in form to the continuous random walk result (see equation 6.6), which the above formula reproduces in the limit r, τ x → 0 with ( r ) 2 /τ x = α. A similar calculation can be used to evaluate the ISI distribution for the leaky discrete integrator (see Figure 6C ). To first-order in τ s /τ x , we find where we have defined:
In equation 6.14, the E 1 function is defined by the integral E 1 (x) = ∞ 1 dt exp(−xt)/t. We compare discrete and continuous processes in Figures 6A and 6B by numerically evaluating the ISI distributions. In all cases, we calculate the mean rate from the total number of spikes and subtract the ISI distribution expected for a Poisson process at this constant mean rate, r . We correct for a finite measurement interval, so subtract
The term T − τ s appears as the integration limit (as no ISIs longer than the measurement time are possible), and the denominator is the total number of ISIs (number of spikes minus one).
The main contribution to the ISI distribution for Poisson processes is the sum of exponentials, exp(−r τ s ) with a distribution P(r ). When we subtract an exponential of the form exp(−r τ ), we find extra ISIs of low and high τ s and a minimum near τ s = 1/r , whose depth increases with the variance in rates (see Figures 6B to 6D) . On a logarithmic plot of the ISI frequency, we find an initially steep gradient that becomes shallower for larger τ s (see Figure 6A) , as is expected for the sum of many exponentials. Since the firing rate in the discrete system of attractors is more likely to move far from its initial rate in a short space of time, the occurrence of a low firing rate and corresponding long ISIs is more prevalent (though rare). Figure 6A demonstrates such an excess of long ISIs in the discrete system over the excess seen in the continuous system. A strong difference is seen between the ISI deviation of the two leaky systems ( Figure 6D ) because the variance in rate remains high for the continuous (OU) system, leading to increasing ISI deviations with time ( Figures 6C and 6D ). On the other hand, the variance in rates of the discrete system eventually falls to zero, so the ISI deviation diminishes at longer measurement intervals ( Figure 6C ).
Discussion
We have compared two types of doubly stochastic Poisson point processes. The processes are doubly stochastic because neuronal spikes are emitted stochastically with a probability proportional to an underlying rate, which also varies stochastically. We find that key statistical features of the spike trains averaged over many trials are identical. While the underlying rate can vary continuously or switch between discrete values, the autocorrelation functions and the Fano factors are identical. This is because both statistical measures depend on the second moment of the underlying rate as a function of time, which in both cases increases linearly with time. Similarly, as a result of the identical time dependence of their Fano factors, the two processes have the same distribution of ISIs (Saleh, 1978) . This leads to a difficulty in distinguishing a continuously varying rate (such as required for analog memory storage, or in steady ramping activity) from a discretely jumping rate, where the jump times are stochastic but give the same behavior for the average rate. Only fourth-order statistics can distinguish the two cases, but in practice, calculations of such high-order statistics contain too much random error to be useful.
The results presented here emphasize that single neuronal spike trains do not contain enough information to differentiate continuous attractor from discrete attractor networks, unless the jump in rates between discrete states is very large or many thousands of seconds of data are recorded. Since the system could change over many thousands of seconds, simultaneous recordings of multiple neurons involved in the network are probably needed to distinguish the two types of attractor systems.
Working memory systems have been proposed that are based on either a continuous attractor Miller et al., 2003) or a set of discrete attractors (Koulakov et al., 2002) . The goal of these model systems, like integrator networks, is to produce neurons whose average firing rate is constant during the delay, when no stimulus is present. Both discrete and continuous systems exhibit the unusual property of an autocorrelation function, which depends on only the time interval of comparison. So it depends linearly on the time lag, τ (Ben-Yishai et al., 1995; Miller & Wang, in press) and increases with the measurement interval, T (Lewis, Gebber, Larsen, & Barman, 2001; Constantinidis & Goldman-Rakic, 2002) . Such power law behavior relies on noise fluctuations being integrated, so does not occur if the noise in a discrete system is insufficient to cause the network to change states (Miller & Wang, in press ). In the analysis in this article, the discrete system does have stochastic transitions between states. We find that just one parameter, the average lifetime between transitions, needs to be adjusted to match the behavior of the discrete with the continuous system.
Cross-correlation functions include a term that is proportional to the product of the gradient of the tuning curve of the two neurons, as has been pointed out by Pouget (Pouget et al., 1998) and others (Ben-Yishai et al., 1995; C. D. Brody, personal communication, 2004) . In general, two terms occur in all correlation functions. An initial, constant term arises from fluctuations during the stimulus. A second term is linear in the time of measurement, such as the delay time for a working memory task, due to integration of noise during the memory period. Such behavior is unusual as correlation functions typically decay with time, but in memory systems affected by noise, the correlations can last for the same duration as the memory of a stimulus.
An unusual result is also found for the Fano factors, which increase quadratically with time for both systems (Gaspard & Wang, 1993) . The Fano factor is a measure of the trial-to-trial variability in spike times. We see here that the Fano factor is the sum of two terms. The commonly observed term is a constant number due to the variability in the spike generation process when the underlying rates are stable. The second term, which can vary in time, contains the effects of trial-to-trial variations in the underlying rates. Fano factors that increase as a power law have been observed experimentally in neurons responding to vision (Teich, Heneghan, Lowen, Ozaki, & Kaplan, 1997; Baddeley et al., 1997) and in the auditory system (Turcott et al., 1994) . Such power-law behavior has been considered in terms of optimal encoding of natural stimuli, but in the working memory systems we consider here, it arises from the internal dynamics of noise-driven fluctuations in an attractor network.
If, as in real systems, the firing rates are bounded, the variance in rates cannot increase inexorably with time, but reaches a constant value on a timescale of the order of the leak time or the time for the rate to cross between the boundaries. The correlation functions become exponential on this timescale, and the Fano factors approach a constant value after a quadratic rise at small times. A result for rigidly bounded systems that can be tested in real experimental data is that the trial-to-trial variance, as well as the mean, firing rate behaves differently depending on the starting point. Like a leaky integrator, the mean rate drifts toward one value (the midpoint between the boundaries). However, unlike the leaky integrator, for a system with rigid boundaries for the firing rate, the variance in rate increases more slowly when the initial rate is near a boundary (see Figure 4B ). Such behavior of both mean and variance in the firing rate, if seen in real data, would be strong evidence for such a bounded system of attractors.
Appendix A: Moments of Rate and Spike Count
We find the moments of rate for a system with discrete hopping, by combining the Poisson distribution for the expected number of transitions, M, in time T:
with the binomial distribution for the distribution of rates after M hops:
This allows us to calculate the following moments of the rate:
where we have written α = ( r ) 2 /τ x . Notably, the variance increases linearly in time,
and the fourth-order cumulant is nonzero only when the gaps between states are discrete:
For a Poisson spiking process, the probability of N spikes in time T is given by (A.9) where λ = T 0 r (t)dt. This allows us to evaluate the moments of N in terms of λ:
For a process where the average rate is constant but the variance increases linearly with time as αt, we can evaluate moments of λ in terms of moments of the rate by taking the time derivative, using (Gillespie, 1992) :
This leads to:
(A.12)
Using equations A.3 to A.6, we can then evaluate:
Combining the results for the moments of λ with the results for the moments of N yields
So the Fano factor is given by
and we can find a combination of moments up to fourth order in N that depends on only the gap in rates between states:
To calculate the full spike count distribution, P(N), we need to know the full distribution, P [λ(t) ]. For the continuous random walk and continuous leaky integrator, we have a gaussian distribution for λ with mean λ and variance σ 2 λ (see appendix D) to give:
Appendix B: Small Numbers of Discrete States
We summarize here the conditional probabilities of the firing rate for systems with two, three, four, or five discrete states. We assume a Poisson distribution for the number of transitions in time, t (see equation A.1), and that transitions are equally likely to a state of higher rate as to a state of lower rate, unless the system is in a boundary state. For the two-state system, both states are boundary states.
For the two-state system, we have
and by symmetry,
For the other systems, we omit the symmetrically identical results for brevity.
For the three-state system, we have
and
For the four-state system, we have B.5) and
For the five-state system, we have
and P [r 0 + 2 r, t + τ |r 0 + r, t]
This leads to the following results for the average rate, r (t)|r 1 , 0 given an initial rate, r 1 , the variance in rate For the two-state system,
(B.10)
while starting from the upper boundary state,
(B.14)
For the five-state system, starting at the middle state, 15) and starting from the upper boundary state,
Appendix C: Analysis of Random Walk with Reflecting Boundaries
In order to calculate the autocorrelation functions (see Figures 4C and 4D ) from equation 2.4 and hence Fano factor (see Figure 4E ) from equation 3.14 we need to evaluate the mean rate, r (t 2 ) , at a later time, t 2 , conditional on its value, r 1 = r 0 + d 1 , at an earlier time, t 1 . For the random walk with reflecting boundaries this is given, using equation 4.1, by
The variance in rate plotted in Figure 4B is given for initial rates of r 0 and r 0 − r b . In both cases, the mirror sources are evenly spaced, simplifying the calculation a little. For r (0) = r 0 , we have
2αt . In order to calculate the ISI distribution from equation 6.1, it is necessary to know the probability distribution of λ(t 1 , t 1 + τ s ) = t1+τs t1 r (t )dt . In this appendix, we prove by induction that the distribution is gaussian, that is,
for both the continuous random walk and the continuous leaky integrator (the Ornstein-Uhlenbeck, OU, process). For both processes, the distribution of rates as a function of time is known to be gaussian, with mean, r (t) and standard deviation, σ r (t).
We will use in the derivation the distribution, P(λ|r ), which denotes the distribution of λ for all paths that end at a certain rate, r , such that P(λ) = dr P(r )P(λ|r ).
(D.2)
For gaussian P(r ) and gaussian P(λ) we must also have gaussian P(λ|r ). We can calculate the mean of the distribution, λ|r , by integrating over time the mean rates conditional on the final rate, r (t):
λ(t)|r (t) = dt 1 r 1 (t 1 )|r (t) . (D.
3)
The conditional mean rate is found using Bayes' rule: We can evaluate a similar requirement on the conditional probability distribution being gaussian, from the requirement P [λ(t 2 )|r 2 (t 2 )] = dr 1 P(r 2 , t 2 |r 1 , t 1 ) P(r 2 , t 2 ) P(r 1 , t 1 ) dλ 1 P [λ 1 (t 1 )|r 1 (t 1 )]
× P [λ − λ 1 |r 1 (t 1 ), r 2 (t 2 )] , (D.14)
where P[λ − λ 1 |r 1 (t 1 ), r 2 (t 2 )] is the probability of the integral of firing rate between r 1 at time t 1 and r 2 at time t 2 being equal to λ − λ 1 . Integrating from a rate of r 0 at time t = 0 is implicitly assumed in the other terms. If the probability distributions are gaussian, they depend on only their variance, which is given by equation D.8 and mean, which we write as λ r1,r2,τ = d(τ )r 1 + f (τ )r 2 + h(τ ), (D.15) where τ = t 2 − t 1 . All the processes we consider are Markov, so given a definite rate at an earlier time, the distribution can depend on only the time difference at a later time, not the total time elapsed. With these definitions, Substituting terms, using equations 5.2, D.8, and D.7 allows us to confirm equation D.18 for the leaky (and therefore also nonleaky) continuous random walks. Direct use of equation A.11 confirms the lower moments are consistent with a gaussian probability distribution for λ and satisfaction of equation D.13, along with equation D.14 (and hence equation D.18) proves we can use a gaussian distribution for λ when calculating ISI distributions for these continuous random walk processes.
