In classical federated learning a central server coordinates the training of a single model on a massively distributed network of devices. This setting can be naturally extended to a multi-task learning framework, to handle real-world federated datasets that typically show strong non-IID data distributions among devices. Even though federated multi-task learning has been shown to be an effective paradigm for real world datasets, it has been applied only to convex models. In this work we introduce VIRTUAL, an algorithm for federated multi-task learning with non-convex models. In VIRTUAL the federated network of the server and the clients is treated as a star-shaped Bayesian network, and learning is performed on the network using approximated variational inference. We show that this method is effective on real-world federated datasets, outperforming the current state-ofthe-art for federated learning.
by receiving and sending updates from and to the clients. This paradigm has been applied successfully in many real world cases, e.g to train smart keyboards in commercial mobile devices [46] and to train privacy-preserving recommendation systems [2] . Federated Averaging (FedAvg) [30, 33] is the state-of-the-art for federated learning with non-convex models and requires all the clients to share the same model. Hence it does not address the statistical challenge of strongly skewed data distributions, and while it has been shown to work well in practice for a range of (non-federated) real world datasets, it performs poorly in heterogeneous scenarios [30] . We address this problem introducing VIRTUAL (VarIational fedeRaTed mUlti tAsk Learning), a new framework for federated MTL. In VIRTUAL, the central server and the clients form a Bayesian network and the inference is performed using variational methods. Every client has a task specific model that benefits from the server model in a transfer learning fashion with lateral connections. Hence a part of the parameters are shared between all clients, and another part is private and tuned separately. The server maintains a posterior distribution that represent the plausibility of the shared parameters. In one step of the algorithm, the posterior is communicated to the clients before the training starts, while during training the clients update the posterior given the likelihood of their local data. Finally, the posterior update is sent back to the central server.
Contributions Our main contributions are threefold: (i) We address for the first time the problem of federated MTL for generic non convex models, and we propose VIRTUAL, an algorithm to perform federated training with strongly non-IID client data distributions. (ii) We perform extensive experimental evaluation of VIRTUAL on real world federated datasets, showing that it outperforms the current state-of-the-art in FL and (iii) we frame the federate MTL problem as an inference problem in a Bayesian network bridging the frameworks of federated and transfer/continuous learning, which opens the door to a new class of application-specific federated algorithms.
The VIRTUAL algorithm
In FL, K clients are associated with
is in general generated by a client dependent probability distribution function (pdf) and only accessible by the respective client. It is natural to fit K different models, one for each dataset, enforcing a relationship between models using parameter sharing [11] . This approach has been investigated extensively, and it has been shown to boost effective sample size and performance in MLT for neural networks [35] .
The Bayesian network
Assume a star-shaped Bayesian network with a server S with model parameters θ, as well as K clients with model parameters
. Assume that every client is a discriminative model distribution over the input given by p(y (n) i |x (n) i , θ, φ i ) (a naive extension of the work could consider also generative models). Each dataset D i is private to client i, hence it is not accessible to any other client or the central server S, and has a likelihood that factorizes as p(
Following a Bayesian approach, we assume a prior distribution over all the network parameters p(θ, φ 1 , . . . , φ K ). The posterior distribution over all parameters, given all datasets
where we enforce that client-data is conditionally independent given server and client parameters, p(
, and a factorization of the prior as
The Bayesian network is illustrated in Figure 1a .
The optimization procedure
The posterior given in Equation (1) is in general intractable and hence we have to rely on an approximation inference scheme (e.g. variational inference, sampling, expectation propagation [5] ). Here we propose an expectation propagation (EP) like approximation algorithm [31] that has been shown to be effective and to outperform other methods when applied in the continual learning (CL) setting [8, 32] . Let us denote the collection of all the client parameters by φ = (φ 1 , . . . , φ K ). Then we define a proxy posterior distribution that factorizes into a server and a client contribution for every client i as
The fully factorization of both server and client parameters allows us in the following to perform a client update that is independent from other clients, and to perform a server update in the form of an aggregated posterior that preserves the privacy.
Given a factorization of this kind, the general EP algorithm refines one factor at each step. It first computes a refined posterior distribution where the refining factor of the proxy is replaced with the respective factor in the true posterior distribution. It then performs the update minimizing the Kullback-Leibler (KL) divergence between the full proxy posterior distribution and the refined posterior. The optimization to be performed for our particular Bayesian network and factorization is given by the following.
Proposition 1. Assuming that at step t the factor i is refined, then the proxi pdf s (t)
i (θ) and c
where
is the new posterior over server parameters.
Proof. At step t the global posterior for server parameters is
analogously the client parameters distribution reads c
Then the EP-like update for the model described is given by minimizing the following KL divergence w.r.t
where the second equality comes from the normalization of client and server pdfs and from Bayes
because of the factorization in Equation (2), and hence Equation (3) is proved.
We can see that the variational free energy in Equation (3) decomposes naturally into two parts. The terms that involve the client parameters c i (φ i ) correspond to the variational free energy terms of Bayes by backprop [6] . Note that, except for the natural complexity cost given by the second KL term, no additional regularization is applied on the client parameters, that can hence be trained efficiently and network agnostic. The terms that involve the server posterior are instead the likelihood cost and the first KL term. This regularization restricts the server to learn an overall posterior that does not drift from a posterior distribution obtained replacing the current refining factor by the prior. This constraint effectively forces the server to progress in a CL fashion [32] , learning from new federated datasets and avoiding catastrophic forgetting of the ones already seen.
The whole free energy in Equation (3) can be optimized using gradient descent and unbiased Monte Carlo estimates of the gradients with reparametrization trick [22] . For simplicity we use a Gaussian mean-field approximation of the posterior, hence for server and client parameters the factorization reads respectively s i (θ) = Figure 1b . The pseudo-code of VIRTUAL is described in Algorithm 1. Notice that similarly to FedAvg, privacy is preserved since at any time the server get access only to the overall posterior distribution s(θ) and never to the individual factor s i (θ) and c i (θ), that are visible only to the respective client.
1: initialize all the pdfs c
choose a client i to be refined 5: client computes the new server prior p(θ)
6: client computes the new server posterior s (t) (θ) ←
client sends s (t) (θ) to the server 9: server sends its new posterior s (t) (θ) to all clients.
We can further notice an interesting similarity of the VIRTUAL algorithm to the Progress&Compress method for CL introduced in [38] , where a similar free energy is obtained heuristically by composing CL regularization terms and distillation cost functions [18] . 
The server-client architecture
The model for p(D i |θ, φ i ) has to be chosen in order to allow the client model to reuse knowledge extracted from the server and enlarging the effective sample size available for client i. In this work we use a model inspired by Progressive Networks [36] that has been proved effective in CL, with lateral connections between server and client layers. Lateral connections feed the activations of the server at a given layer as an additive input to the client layer. Formally, for a multi-layer perceptron (MLP) model we can denote by h 
Related Work
We now provide a brief survey of work in the area of distributed/federated learning and of transfer/continuous learning, in light of the problem at hand described in Section 1 and of the tools used in deriving VIRTUAL.
Distributed and federated Learning Distributed learning is a learning paradigm for which the optimization of a generic model is distributed in a parallel computing environment with centralized data [29] . Early work on this paradigm propose various learning strategies that require iterative averaging of locally trained models, typically using Stochastic Gradient Descent (SGD) steps in the local optimization routine [29, 34, 49, 12] . These works typically consider the distributed learning to be set in a computational cluster, so with few computing devices, fast and reliable communication between devices and centralized unbalanced datasets. FL [30] eliminates all these constraints and it is framed as a paradigm that encompasses the new challenges and desiderata listed in Section 1. FedAvg [30, 24] has been proposed as straightforward heuristic for the FL. At each step of the algorithm a subset of the online clients is selected, and these are then updated locally using SGD. The models are then averaged to form the model at the next step, which is maintained in the server and transmitted back to all the clients. Despite working well in practice, it has been shown that the performance of FedAvg can degrade significantly for skewed non-IID data [30, 50] . Some heuristics have been proposed recently to solve the statistical challenges of FL. In particular recently it has been proposed to share part of the client-generated data [50] or a server-trained generative model [21] to the whole network of clients. These solutions are however questionable since they require significant communication effort, and do not comply with the standard privacy requirements of FL. Another solution for this problem has been proposed in [37] where the authors extend FedAvg into FedProx, an algorithm that prescribes clients to optimize the local loss function, further regularized with an quadratic penalty anchored on the weights of the previous step. Despite showing improvements on the FedAvg algorithm for very data heterogeneous settings, the method is strongly inspired by early works on continuous and transfer learning (see e.g. see for example Elastic Weight consolidation (EWC) in [23, 48] and the literature review in the next paragraph) and hence can be further refined.
The first contribution to highlight the possibility of naturally embedding FL in the MTL framework has been reported by MOCHA [40] , that extends some early work on distributed MTL-like CoCoA and variations [39, 20, 28] . In this work a federated primal-dual optimization algorithm is derived for convex models with MTL regularization, and it is shown for the first time that the MTL framework can enhance the model performance, with the MTL model outperforming global models (trained with centralized data) and local models as well, on real world federated datasets.
Transfer and continuous learning The transfer of knowledge in neural network, from one task to another, has been used extensively and with great success since the pioneering work in [17] of transferring information from a generative to a discriminative model using fine tuning. The application of this straightforward procedure is however difficult to apply in scenarios where multiple tasks from which to transfer from are available. Indeed a good target performance can be obtained only with a priori knowledge of task similarity, that is usually not known, while learning of sequential tasks causes knowledge of previous tasks to be abruptly erased from the network in what has been called catastrophic forgetting [15] .
Many methods have been introduced to overcome catastrophic forgetting, and to enable models to learn multiple task sequentially retaining a good overall performance, and transferring effectively to new tasks. Many early works proposed different regularization terms of the loss function anchored to the previous solution in order to get new solutions that generalize well on old tasks [23, 48] . These methods have been first introduced as heuristics, but have been found to be applications of wellknown inference algorithms like Laplace Propagation [41] and Streaming Variational Bayes [7] , which led to further generalizations [26, 16] . New approaches focused on other components, like architecture innovations, introducing lateral connections that allow new models to reuse knowledge from previously trained models with layer-wise adaptors [36, 38] , and memory enhanced models with generative networks [45, 47] . A recently introduced online Bayesian inference approach [32] served as inspiration for our work. It frames the continual learning paradigm in the Bayesian inference framework, establishing a posterior distribution over network parameters that is updated for any new task in light of the new likelihood function. It has been showed that this method outperformed all previously known method for CL.
Experiments
In this section we present an empirical evaluation of the performance of VIRTUAL on several real world federated datasets.
Dataset description MNIST:
The classic MNIST dataset [25] , randomly split into 10 different sections. Note that this dataset has not been generated in a real federated setting having IID client samples.
Permuted MNIST (P-MNIST):
The MNIST dataset is randomly split into 10 sections, and a random permutation of the pixels is applied on every section. First used in [48] in the context of CL.
FEMNIST: This dataset consists of a federated version of the EMNIST dataset [10] , maintained by the LEAF project [9] Different clients correspond to different writers. We sub-sample 10 random writers from those with at least 300 samples.
Vehicle Sensors Network (VSN) 1 : A network of 23 different sensors (including seismic, acoustic and passive infra-red sensors) are place around a road segment in order to classify vehicles driving through. [14] . The raw signal is featurized in the original paper into 50 acoustic and 50 seismic features. We consider every sensor as a client and perform binary classification of assault amphibious vehicles and dragon wagon vehicles.
Human Activity Recognition (HAR)
2 : Recordings of 30 subjects performing daily activities are collected using a waist-mounted smart-phone with inertial sensors. The raw signal is divided into windows and featurized into a 561-length vector [3] . Every individual correspond to a different client and we perform classification of 6 different activities (e.g. sitting, walking).
A comprehensive description of the statistics of the datasets used is available in Table 1 .
Experiment setting
All networks employed are multilayer perceptrons (MLP) with two hidden dense flipout layers [44] with 100 units and ReLU activation functions. Dropout with parameter 0.3 is used before every dense layer. The Monte Carlo estimate of the gradient is performed in all the experiment using 20 samples. In all the experiments, VIRTUAL has been evaluated training the clients in an incremental fashion, in fixed order, with 3 refinements per client.
Using the notation of the original paper [30] , FedAvg has been evaluated in all experiments with a fraction of updated clients per round C = 0.2 and a number of epochs per round E = 1, that has been show to guarantee converge in all scenarios [30, 9] . The total number of rounds is chosen such that every client is trained on average for a number of epochs that is equal to that of the VIRTUAL experiments.
We further compare our algorithm with Local and Global baselines that are obtained respectively training one separate model per client, and training one single model on centralized data. Global does not comply with the generic federated setting and is reported only as a comparison. Implementation of VIRTUAL is based on tensorflow [1] and tensorflow distributions [13] packages. 3 The implementation of FedAvg is taken from the Leaf benchmark for federated learning settings [9] .
Results
In Table 2 we show the advantages given by the multi-task learning framework in the federated setting. In the table we measure the average categorical accuracy over all tasks of the respective dataset. Every experiment has been repeated over 5 random 25% train test splits, and we report mean and standard deviation over the runs.
We can see that the performance of all the algorithms strongly depend on the degree of heterogeneity of the dataset considered. In particular the Global baseline is among the top performing methods only on the MNIST dataset, that has been generated in IID fashion. Strongly non-IID scenarios are depicted by the P-MNIST and VSN datasets, that have significantly dissimilar feature spaces among clients (P-MNIST features are given by random permutations, while VSN encompasses a wide spectrum of different sensors). In these scenarios the performance of both Global and FedAvg degrades while Local models enjoy high performances, being tuned to the specific data distribution.
We can see that VIRTUAL maintain the top performance in the whole sprectrum of federated scenarios, being on par with Global and FedAvg on IID datasets, and with Local models on strongly non-IID settings. It also outperforms other methods on FEMNIST and HAR, that are datasets that best represent the multi-task learning setting, as they encompass different users gathering data in very similar but distinct conditions.
Conclusion
In this work we introduced VIRTUAL, an algorithm for federated learning that tackles the well known statistical challenges of the federated learning framework using a multi-task setting. We consider the federation of central server and clients as a Bayesian network and perform training using approximated variational inference. The algorithm naturally comply with the federated setting desiderata, giving access to the central server only to an aggregated parameter update in the form of an overall posterior distribution over shared parameters. The algorithm is shown to outperform the state-ofthe-art in non-IID real world federated datasets, and to be on par with the state-of-the-art in other scenarios.
One possible direction for further developments is to consider synchronous updates of multiple clients studying empirically the effect of using outdated priors during client training or theoretically developing a new Bayesian model of synchronous updates. Another interesting direction is the exploration of other design choices. Indeed the general method can be tuned for a particular application by modifying e.g. the architecture of the lateral connections between devices (Block-Modular NN [42] , NinN architecture [27] ), the topology of the Bayesian network (star shape, hierarchical etc.), the choice of the variational inference algorithm. Finally, it is possible to study VIRTUAL under memory constraints, for which on optimal strategy can store chunks of data for further refinements or discard them, in the line of coresets theory [4] .
