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Abstract
In the context of educational measurement, a test item is identified as differentially functioning
across groups when the probability an examinee’s response to it depends on group membership.
Methods for detecting uniform and nonuniform DIF have been studied and examined over decades to
improve the validity of tests. The current study focused on examining and comparing the effectiveness
of six DIF detection methods: the Mantel-Haenszel (MH) procedure, the Logistic Regression
procedure, the multiple indicators multiple causes (MIMIC) model, the item response theory
likelihood-ratio test (IRT-LR), Lord’s IRT-based Wald test and a Randomization Test based on a
R-square change statistic. A simulation study was conducted in which the factors manipulated were
the percentage of DIF items (%DIF), sample size (number of examinees in each group), test length
(number of items in test), type and magnitude of DIF, and the mean ability difference between groups
of examinees.
The results showed that the MIMIC model had the greatest power in detecting uniform DIF items,
as well as nonuniform DIF items with longer tests. The logistic regression method and the
randomization test are quite efficient in detecting uniform DIF items, but the randomization test only
applies when the two groups of people have the same mean ability. The IRT methods are more useful
for detecting nonuniform DIF items. The percentage of DIF items does not have much effect on the
power of each method, while most methods are better when detecting large magnitude DIF than small,
and are better when the sample size for each group is large.
1Chapter 1
Introduction
Tests are designed to evaluate latent traits such as skills, abilities, and other psychometric
characteristics. To ensure test validity, all items are expected to function similarly across different
groups of people. However, differential item functioning (DIF) exists when individuals with equal
trait levels but from different groups perform differently on the same test item. Many factors could
result in DIF across various backgrounds. For example, the wording of statement of a test item could
be understood differently by people from culturally different regions. The most frequently studied
attributes of interest are gender, ethnicity, native language, and socioeconomic status.
To assure the validity and fairness of tests, researchers have developed many statistical methods
for detecting DIF. Some DIF detection methods use total test scores as estimates of examinee trait
value. Other methods of more recent interest are implemented under a latent variable framework such
as item response theory (IRT), in which trait values are estimated directly. Both types of procedures
are conducted based on comparison of performance on an item between two groups of examinees with
equal proficiency, often labeled as the reference group and focal group.
Among the most popular methods in current use are the Mantel-Haenszel (MH) method (Holland
& Thayer, 1988), the Logistic Regression procedure (Swaminathan & Rogers, 1990), the IRT
Likelihood Ratio test (Thissen, Steinerg, & Gerrard, 1986; Thissen et al., 1988, 1993), Lord’s IRT
Wald test (Lord, 1977, 1980), and the MIMIC (Multiple Indicators Multiple Causes) model (Jӧreskog
& Goldberger (1975). Each of these methods has been shown to have advantages over the others
under certain conditions with respect to assumptions, sample size requirements, sensitivity to
differences in the trait distributions of the groups, Type I error rates and statistical power, and
sensitivity to different kinds of DIF. Modifications and variations of some of these procedures
continue to be offered in the literature and research on DIF detection procedures remains an active
field.
2The purpose of the current research is to offer continued examination and comparison of the
detection capabilities among these DIF methods. An additional contribution of this thesis is
investigation of a DIF detection approach based on the logistic regression procedure with critical
values obtained through a randomization test.
3Chapter 2
Literature Review
In the attempt to identify or prevent unfair tests, quantitative analyses are often used to determine
whether test items or test scores have equivalent meaning for different groups of examinees (Camilli,
2013). As an item-level analysis of the comparability of scores across groups, differential item
functioning (DIF) procedures have been utilized to identify instances when the test design is a source
of group differences rather than true difference in proficiency levels.
In educational measurement, a test item is said to show DIF when examinees from two
subpopulations have different probabilities of a given response to it after controlling for the trait being
measured. For example, suppose two groups of people (men and women) with equal proficiency
levels have different probabilities of giving a correct response to an item. Since the item should not be
an indicator of a latent trait other than examinee ability, the relationship between gender and item
score should be removed.
DIF is best understood within the framework of item response theory. IRT provides nonlinear
mathematical models called item response functions that specify that the probability of a given
response to an item is determined by the test-takers level of the trait being measured and
characteristics of the item. In the item response theory framework for dichotomous items, three types
of item parameters are defined: the a-parameter refers to item discrimination, the b-parameter refers to
item difficulty, and the c-parameter is the pseudo-guessing parameter. The a-parameter determines the
slope of the function; the b-parameter determines its location; and the c-parameter defines the lower
asymptote. DIF occurs when the item response functions differ across groups.
Researchers are essentially interested in two types of DIF that have been identified, uniform and
nonuniform DIF (Mellenbergh, 1983). When the b-parameters (item difficulty) are found to differ
across groups (referred to as the Reference group and Focal group), uniform DIF is detected. In this
case, the item response functions or item characteristic curves (ICCs) do not cross, which indicates
that examinees of one group would have uniformly lower probability of giving a correct response to
4this item than examinees in the other group with same trait levels. On the other hand, when the a-
parameters (item discrimination), or both a and b parameters differ from one group to another,
nonuniform DIF is detected. Since items discriminate differently for the two groups, their ICCs are
not parallel and may cross with each other. Therefore, items with nonuniform DIF are less
discriminating for one group than the other, and items with uniform DIF are more difficult for one
group to answer correctly (Woods, 2008).
Two main categories of DIF detection methods have been developed by researchers. The first is
based on observed total scores as estimates of the trait being measured, such as the Mantel-Haenszel
(MH) procedure (Holland & Thayer, 1988) and Logistic Regression procedure (Swaminathan &
Rogers, 1990). The second kind of approach is based on latent variable models where the trait is
directly estimated; these procedures have been of greater interest to researchers in recent years, such
as IRTLR tests (Thissen & Steinberg, 1988), Lord’s χ2 test (1977, 1980), the improved Wald test
(Langer, 2008; Woods et al., 2013; Tay et al., 2015; Cao et al., 2017), and the MIMIC model
(Jӧreskog & Goldberger, 1975; Muthén 1985, 1989; Woods, 2009). These procedures are described
below.
Methods for Detection of DIF
Mantel-Haenszel Procedure
Mantel and Haenszel (1959) introduced a procedure for the study of matched groups with respect
to a binary outcome. They developed a chi-square test of the null hypothesis of no association
between group membership and outcome against the alternative hypothesis of a constant group
membership effect across levels of the matching variable. The common odds-ratio  is calculated to
determine whether to reject the null hypothesis in favor of the alternative hypothesis. The goal of the
MH procedure in detecting DIF is to compare the probabilities of a correct response to an item
between two groups for examinees of the same ability based on the total score. The two groups are
referred to as the focal group (which is the focus of analysis) and the reference group (which serves as
a basis for comparison for the focal group). The comparison is achieved by constructing a 2*2*K
5contingency table, where K is the number of unique total scores for the test (Narayanan &
Swaminathan, 1996). In the MH procedure, individuals with the same total score are assumed to be at
the same proficiency level. Therefore, one 2*2 contingency table is constructed under each total score
level, as shown below.
Table 1
Two-way contingency table for the Mantel-Haenszel Procedure
Score on item i
Group 1 0 Total
Reference Aj Bj nRj
Focal Cj Dj nFj
Total m1j m0j Tj
The MH procedure tests the null hypothesis against the alternative hypothesis shown below:
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The common odds-ratio is on the scale of 0 to ∞ with =1 indicating a DIF-free item in the test.
Mantel and Haenszel also proposed the estimation equation of the common odds ratio as
     
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and the test statistic, referred to as MH-CHISQ, is given as:
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where E(Aj) represents the expected value of Aj, and Var(Aj) is the variance, given as:
6     쀨  
  쀨  쀨 R쀨 쀨
 쀨
   쀨 ם R 
Under the null hypothesis of no DIF, the odds of giving a correct response to an item are the
same for the two groups at all total score levels.
The MH Chi-square has been shown to be the uniformly most powerful unbiased test of H0
versus H1 (Holland & Thayer, 1986). The primary reasons for its popularity include its computational
simplicity, ease of implementation, and associated test of statistical significance (Rogers &
Swaminathan, 1993). In 1997, the MH procedure was modified to improve detection rates for items
showing nonuniform DIF by breaking the full sample at approximately the middle of the test score
distribution and re-running the MH procedure on each subsample separately (Laguna et al., 1997).
The modified MH procedure was found to be more effective compared with the original one when the
proportion of nonuniform DIF is relatively high(Laguna et al., 1997).
Logistic Regression Procedure
In 1990, Swaminathan and Rogers (1990) proposed a new procedure for detecting both uniform
and nonuniform DIF based on a logistic regression model. This procedure is an alternative to the MH
procedure. For a certain item, the logistic regression model for predicting the probability of giving a
correct response (Swaminathan & Rogers, 1990) is given as:
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where μ represents the dichotomous response to the item (correct=1, incorrect=0), θ is the observed
ability of an individual, β0 and β1 are the intercept and slope parameters. This is the standard logistic
regression model for predicting a dichotomous dependent variable from given independent variables
(Bock, 1975).
By separating the two groups of interest (The reference group and focal group), this equation can
also be utilized to model differential item functioning (Swaminathan & Rogers, 1990), given as:
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Compared with the former equation, the term j is added to separate the reference group and focal
group; uij is the response of person i in group j to the item;β0j is the intercept parameter andβ1j is the
slope parameter for group j; and θij is the ability of individual i in group j. With respect to detecting
DIF, an item is DIF-free if the logistic regression curves for the two groups are the same, in other
words, if the intercept parameters (β01, β02) and slope parameters (β11, β12) are equal across the two
groups, respectively. If the two curves are parallel (β11= β12 but β01≠β02), uniform DIF may be
inferred. Otherwise, when the curves are not parallel (β11 ≠β12), the presence of nonuniform may be
inferred (Swaminathan & Rogers, 1990).
To make it simple, an alternative equation is given as:
      R  
  
 R    
,
where
        R               
The variable g represents group membership:
          i        t      ݁             
R     i        t      ݁            R
In the equation, parameter 2 corresponds to the group difference in performance on an item, and
3 corresponds to the interaction between two independent variables  (ability level) and g (group
membership). Therefore,
      R ם   
      RR ם  R 
8An item shows uniform DIF if       and       and nonuniform DIF if      . A chi-square
statistic with two degrees of freedom can be used to test for the presence of uniform or nonuniform
DIF.
The ability of the logistic regression procedure to detect both uniform and nonuniform DIF
makes it an appealing method when the type of DIF is mixed. However, the LR test statistic did not
have the expected distribution for very difficult and highly discriminating items (Rogers &
Swaminathan, 1993).
Multiple indicators multiple causes (MIMIC) method
The MIMIC model was first described by Jӧreskog and Goldberger (1975) as a special
application of structural equation modeling (SEM). The MIMIC model is critical to validation
research because it allows the investigation of multi-group differences on a latent construct (Hancock,
2001). In the context of measurement, it could be used to detect potential DIF in the observed
indicators of latent variables (Muthén, 1989). Muthén and Asparouhov (2002) developed a latent
response variable formulation that could be used for DIF testing in dichotomous items:
                     
where     is a continuous indicator of latent variable   yielding a dichotomous response if its value
exceeds the threshold for the item;   are the item discrimination parameter;  represents examinee
proficiency;   is an error term;   is a dummy variable indicating group k membership; and   is the
slope relating the group variable with the response. When βi≠ 0, the item shows uniform DIF. Figure
1 provides a diagram of the MIMIC model for uniform DIF.
To assess the examination of both uniform and nonuniform DIF items, Woods and Grimm (2011)
constructed the MIMIC-interaction model which could be utilized to detect both types of DIF in
dichotomous items simultaneously.
                            
9Compared to the formulation above, the term    is added to show potential interaction between the
latent variable   and group membership   , which indicates nonuniform DIF.
Figure 1.The basic MIMIC model for detecting uniform DIF (Zimbra, 2018)
Different from other DIF detection methods, the MIMIC model tests for DIF by adding or
decreasing direct paths to items that indicate uniform and nonuniform DIF; impact is accounted for by
paths from grouping variables to the common factor, by which we can know how group membership
affects the latent variable means.
Item Response Theory Methods
In the context of item response theory (IRT), an item is said to function differently between two
groups when: (1) the item parameters estimated from two groups of examinees are significantly
different (e.g., Draba, 1977; Lord, 1977, 1980; Wright & Stone, 1979); (2) the area between item
response functions (IRF) estimated from two groups is significantly large (e.g., Kim & Cohen, 1991;
10
Linn et al, 1981; Raju, 1988, 1990; Rudner, 1977; Wainer, 1993); or (3) the likelihood functions
obtained using likelihood ratio from two groups of examinees are significantly different (e.g., Thissen
et al., 1986, 1988, 1993). The first approach requires accurate estimates of the standard error of item
parameters, which is sometimes difficult. The second approach does not have a theoretically sound
test statistic. Moreover, several studies have shown that they produce similar results, especially when
the sample sizes are large and with longer test length. Therefore, the third approach, also referred to as
IRT likelihood ratio test, has been preferred by researchers.
Likelihood-Ratio test (IRT-LR)
Thissen, Steinerg, and Gerrard (1986) and Thissen, Steinberg, and Wainer (1988, 1993) proposed
the likelihood ratio test to evaluate the significance of observed differences in item responses from
different groups under an IRT model (Cohen et al., 1996). To make the comparison, nested two-group
item response models with varying constraints are statistically compared to evaluate whether the item
response function (IRF) for a particular item differs between the reference group and focal group
(Woods, 2009). The two models are referred to as the compact model, in which no group differences
are assumed to be present, and the augmented model, in which one or more items are tested for DIF
(Thissen et al., 1988, 1993). The IRT-LR approach requires that some items (an anchor set)are
assumed to be DIF-free for each augmented model.
The likelihood ratio statistic is given by
     ם   log    ם ם   log   
  ם   log        log   
where LC is the log likelihood for the compact model and LA is the log likelihood for the augmented
model (Cohen et al., 1996). The LR statistic has a χ2distribution under H0, in which the degrees of
freedom equals to the number of parameters estimated. If the LR statistic value is significant,
subsequent tests are needed to compare the fit of the two models, with all item parameters except for
one (either a or b parameter) held the same. The essence of IRT-LR is to assess whether or not
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allowing the parameters for the item to vary across groups significantly improves the fit of the model
(Price, 2014).
As a method under the IRT framework, IRT-LR has an advantage: it does not require the
computation of standard errors of the item parameter estimates. However, it is time-consuming and
complicated to test each item individually for the two groups. Previous simulation studies have shown
the Type I error for IRT-LR test is close to the nominal level and a group-mean difference is
recovered when latent variables are actually normally distributed (i.e., assumptions for the test are met)
(Ankenmann, Witt, & Dunbar, 1999; Bolt, 2002; Cohen, Kim, & Wollack, 1996; Kim & Cohen, 1998;
Stark et al., 2006; Sweeney, 1997; Wang & Yeh, 2003; Woods, 2009).
Lord’s Chi-square test (Wald Test)
Lord (1977, 1980) proposed a χ2 statistic to test for DIF detection under IRT, usually called the
Wald test. To identify DIF items, the Wald test is used to compare vectors of IRT item parameters
between groups. In the current study, the item discrimination and difficulty parameters in the
2-parameter logistic model under IRT are compared. For any given item, if the vectors of its
parameters significantly differ between groups, then the item functions differently for these groups.
For two-group studies, Lord proposed a test to measure the significance of DIF for location
parameters only, using:
    
 ݁  ם
 ݁  
     ݁        
 ݁   
,
In which  ݁   and
 ݁
   are the maximum likelihood estimates of the difficulty parameter in the
focal group and reference group, respectively.      ݁   and     
 ݁
    are the corresponding
estimates of the sampling variance of the parameter estimates. To extend this test to the
two-parameter model, Lord developed a test of the joint difference between (ai, bi) parameters for the
two groups, given as
χ 
         
םt      ,
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where   
  is a vector of parameters, in the 2-parameter logistic IRT model given as
  
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and i is the estimate of the sampling variance-covariance matrix of the differences between the item
parameter estimates. The item parameters are generally estimated using the marginal maximum
likelihood method (Bock & Aitkin, 1981).
Assume that   t     쀨   ݁쀨    represents the item parameter vector for group g. Then the null
hypothesis of the Lord’s Wald test is:
 ᑉ
 쀨 
݁쀨 
 
 쀨 
݁쀨 
.
In order to get estimates on the same metric, it is necessary to equate the estimates before
comparing them if they are estimated separately for two groups and are expressed on different
measurement scales. The equating transformations that allow item parameters in group g to be on the
same scale as those in the reference group are expressed as:
 쀨 
   
 쀨 
  
,  ݁쀨 
        ݁쀨     
in which Ag and Bg are two constants named equating coefficients (Kolen & Brennan, 2014). There
are several methods for obtaining the equating coefficients. The most widely used approach is one by
Stocking and Lord (1983), in which the difference between the test characteristic curves based on the
common items for the two groups is minimized.
Lord’s chi-square test has shown inflated Type I error rates in simulation studies, possibly due to
inaccurate estimation of the variance-covariance matrix of item parameter estimates (McLaughlin &
Drasgow, 1987; Lim & Drasgow, 1990; Kim & Cohen, 1994). For those reasons, Langer (2008)
proposed the improved Wald test, in which a 2-step approach was involved. The main changes were
focused on the linking/equating and estimation methods. For linking/equating, Langer (2008) used
concurrent calibration (Kolen & Brennan, 2004), in which all item parameters were initially
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constrained to be equal across groups and the latent means and variances for the focal group were
estimated (setting the latent mean and standard deviation of the reference group to be 0 and 1). In the
second step, the latent mean and variances were held fixed to set the scale and the item parameters
were estimated freely in the two groups. For the estimation method, Langer chose the supplemented
expectation maximization algorithm (Cai, 2008; Meng & Rubin, 1991) to estimate the covariance
matrix. This algorithm is convenient for estimating the information matrix for item parameters, thus
allowing more accurate standard errors for the estimated item parameters (Langer, 2008). These
improvements were confirmed to improve the Wald test in DIF detection (Kim & Kohen, 2002; Tian,
2011). Later, Woods et al (2013) named this 2-stage equating procedure as Wald-2.
By implementing the improved Wald-2 test, Langer (2008) found that the Type I error was well
controlled and thus provided better DIF detection results. Cai et al (2011) implemented a one-stage
Wald approach, now referred to as Wald-1 (Woods et al., 2013). Like Wald-2, Wald-1 also improved
on ad hoc linking procedures through linking the metric across groups simultaneously with parameter
estimation, and used the same algorithm. However, the Wald-1 approach requires the identification of
DIF-free “anchor” items for which the parameters are constrained to be equal across groups in order
to fix the scale. Woods et al (2013) conducted a simulation study and confirmed the utility of Wald-1
test in DIF detection for multiple groups. The results of the study supported the effectiveness of the
Wald-1 test when the sample sizes of the groups differ, which is the case in most studies in practice.
Additionally, Wald-1 and Wald-2 were proved to perform better than the IRT-LR procedure in
detecting DIF in ordinal responses (Langer, 2008; Woods et al., 2013), and outperformed both
IRT-LR and MIMIC methods when the proportion of DIF contamination is relatively high (Zimbra,
2018).
The Wald-1 and Wald-2 procedures have different equating algorithms: Wald-1 utilizes
designated anchors to assess candidate items and estimate group differences, while Wald-2 does not
require actual anchor sets. With anchor items selected, Wald-1 performed better at estimating latent
trait means and variances than Wald-2 (Woods et al., 2013). With all items tested for DIF, Wald-2
14
was superior to most DIF detection methods. The omitting of the anchor selection procedure makes it
simple in practice, yet brings some drawbacks to it, like inflated type I error.
The iterative Wald test was promoted to provide with more accurate DIF detecting results, based
on the Wald-1 and the Wald-2 tests (Tay et al., 2015). First, the Wald-2 approach is implemented to
target the anchor set of items (DIF-free). With the anchor set, the Wald-1 could be used to test for DIF
and give more accurate results. In the remaining items, if any item is identified as DIF-free should be
added in the anchor set. The procedure ends when no DIF-free item is found in the remaining items
(Cao et al., 2017). The current study used the iterative Wald test to run the simulation procedure.
Implications from former comparison studies
Woods (2009) conducted a study that focused on the use of MIMIC structural equation models
for DIF testing. Woods concluded that with other characteristics (number of items, percentage of DIF
items) held constant, the sample size needed for power and reasonably accurate parameter estimation
is smaller for MIMIC models than the IRT-LR method (Woods, 2009).
Woods et al. (2013) evaluated the Wald-1 DIF-testing (Cai et at., 2011) algorithm, and the
three-group simultaneous test with Wald-1 and Wald-2 (Langer, 2008) algorithms. The Wald-2 test
does not require specification of designated anchor items and DIF tests are obtained for all items. The
Wald-1 test includes a one-stage equating step with designated anchor items, which could be obtained
by the Wald-2 or other methods. From the perspective of Type I error inflation, Wald-1 performed
better than Wald-2 test. With three groups, power was similar for Wald-1 and IRT-LR.
Finch (2005) compared the performance of the MIMIC model in detecting DIF with the
Mantel-Haenszel method, the IRT-LR method, and another approaches. Results showed that when the
test contains 50 items and/or in the 2PL case, the MIMIC model was competitive with the other
approaches in terms of type I error rate, regardless of the focal group size, differences in mean group
abilities, and level of contamination of the items (Finch, 2005). However, the type I error rate for the
Mantel-Haenszel approach was lower than that of the MIMIC approach for shorter tests and 3PL data.
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Because the Logistic regression and IRT-LR methods are believed to be more powerful in
detecting nonuniform DIF, Lei et al (2006) proposed ways to adapt them to the computerized adaptive
testing (CAT) environment and evaluate their efficiency in detecting both uniform and nonuniform
DIF items. The simulation results showed that they have similar performance in detecting both
uniform and nonuniform DIF. However, type I error inflation was found in logistic regression when
there is a difference in the means of trait distributions across groups. These results are similar to those
reported by Narayanan and Swaminathan (1996) and Li and Stout (1996).
The MIMIC model was first described by Jӧreskog and Goldberger (1975) and then was applied
to detect uniform DIF in the testing context. Woods and Grimm (2011) developed a series of
procedures to detect nonuniform DIF using the MIMIC-interaction models. Zimbra (2018) examined
the effectiveness of the IRT-LR procedure, the improved Wald test, and MIMIC model methods in
detecting DIF items. Low power of all three methods for all small magnitude DIF items and many
medium magnitude DIF items were reported. In a simulation study, the MIMIC model method
outperformed the IRT-LR and the Wald test when it comes to testing for large magnitude of
nonuniform DIF items with a contamination of 20% DIF items in the test, regardless of sample size.
However, when the DIF contamination rose to 40%, the Wald test performed best. The IRT-LR
method performed well in detecting large magnitude DIF items; the MIMIC method was particularly
strong at detecting nonuniform DIF; and the Wald test performed well when the proportion of DIF
items was high.
Kondratek and Grudniewska (2013) compared the performance of the Mantel-Haenszel and
IRT-LR approaches for DIF detection using a Monte Carlo study. In this study, the Mantel-Haenszel
was again confirmed to be more powerful in detecting uniform DIF than the IRT-LR method.
However, the IRT-LR approach was superior in detecting nonuniform DIF, compared with the
Mantel-Haenszel method.
Lopes Rivas (2012) studied the effectiveness of three DIF detection methods: SIBTEST
(Simultaneous Item Bias Test), IRT-LR, and logistic regression, in consideration of Type I error rates,
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power, and Type III error. Results from post hoc tests showed that the IRT-LR procedure
demonstrated significantly higher Type I error rates than any of the other procedures. The logistic
regression procedure reported relatively low type I error rates, but these varied with sample size. Both
SIBTEST and logistic regression procedures were more effective with longer tests. Among the three
methods, the logistic regression procedure had the greatest power. The IRT-LR was also powerful but
impacted by inflated type I error (Lopes Rivas, 2012).
Another Monte Carlo simulation study conducted by Cao et al (2017) indicated that the iterative
Wald approach had satisfactory performance in DIF detection, compared with the Wald-2 approach.
This means the iterative Wald approach is a great improvement on the Wald-2 test. However, the
improvement was greater for polytomous responses than for dichotomous responses.
Duncan (2016) also obtained reliable results with the logistic regression procedure and confirmed
its stability in preliminary analyses. Specifically, the detection of DIF was more accurate when an
effect size measure was included for the logistic regression procedure, but inclusion of an effect size
measure did not improve the detection of DIF for the Mantel-Haenszel method (Duncan, 2016).
In most simulation studies, the Type I error is inflated when the proportion of DIF item is large.
Gierl et al (2000) conducted a simulation study that compared Type I error rates and power for the
Mantel-Haenszel, SIBTEST, and logistic regression methods when the proportion of DIF items in the
test is large. The outcomes showed that all three methods performed well overall with respect to Type
I error rates. However, SIBTEST was more powerful than the other two methods under most
conditions in this study.
Alghamdi (2017) examined the impact of unbalanced designs on the effectiveness of several DIF
procedures (Mantel-Haenszel, Logistic Regression, general IRT-LR, IRT-LR-b, and SIBTEST).
When there was no group mean ability difference, lower type I error rates were reported for all five
methods. When a group mean ability difference existed, only MH and IRT-LR had satisfactory type I
error rates. Among all procedures, MH had the lowest type I error rate in detecting uniform DIF. The
power study results for Mantel-Haenszel and SIBTEST were similar to the findings of Narayanan and
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Swaminathan (1994), which concluded that SIBTEST was generally more powerful than the
Mantel-Haenszel method across several sample-size levels.
The table below provides a summary of conditions under which the DIF procedures of interest in
the present study have been compared in simulation studies.
Table 2
Manipulated Factors of Published Simulation Studies in Detecting DIF Items
Author Model Methods Sample
size
% DIF Test
length
DIF Type DIF
Magnitude
Woods
(2009)
2PL MIMIC,
IRT-LR
NF=25,50,1
00,200,400
NR=500,10
00
0, 2/3 6,12,24 U, NU 0.3, 0.4,
0.5, 0.6,
0.7
Woods
&
Grimm
(2011)
2PL MIMIC,
IRT-LR
NF=25,50,1
00,200,400
NR=500,10
00
0, 2/3 6,12,24 U, NU 0.3, 0.4,
0.5, 0.6,
0.7
Finch
(2005)
2PL,
3PL
MIMIC,
MH,
SIBTEST,
IRT-LR
NF=100,
500
NR=500
0,
15%
20, 50 Uniform,
Nonunifo
rm
0.6
Finch &
French
(2007)
2PL,
3PL
SIBTEST,
Logistic
Regression,
IRT-LR,
CFA
NF/NR=250
/250,
250/500,
500/500,
500/1000
0,
10%,
20%
60 Nonunifo
rm
Gierl et
al
(2000)
3PL MH,
SIBTEST,
Logistic
Regression
NF/NR=250
/250,
500/500,
1000/1000
20%,
40%,
60%
40 uniform  0.25 for
a,  1 for
b.
Rockoff
(2018)
Rasch Randomizati
on,
MH,
Logistic
regression,
Lasso
regression
NF/NR=30/
30,
100/100,
500/500
10%,
20%,
50%
10, 20,
40
Uniform/
Nonunifo
rm
0.4, 0.8
Zimbra
(2018)
3PL MIMIC,
IRT-LR
Wald test
NF/NR=100
0/1000,
500/500,
1500/500,
750/250
0%,
20%,
40%
25 Null,
Uniform,
Nonunifo
rm
±0.3, ±0.5,
±0.7
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Cao et
al
(2017)
Wald-2,
Iterative
Wald,
NF/NR=500
/500,
1000/1000,
250/750,
500/1500
20%,
40%
15, 30 Uniform,
Nonunifo
rm
0.3, 0.5,
0.7
Kondrat
ek
&Grudn
iewska
(2013)
2PL MH,
IRT-LR
1000 each
group
5% 20 Uniform,
Nonunifo
rm
0.5, 1 for
a,
0.2 for b
Lei et al
(2006)
3PL IRT-LR,
SIBTEST,
Logistic
Regression
NF/NR=500
/500,
100/900
16%? 30 Null,
Uniform,
Nonunifo
rm
0.3, 0.6
for b;
0.43, 0.64,
0.85, 1.06
for a
Özdemir
(2015)
2PL Lord’s 2,
Raju’s area,
IRT-LR
NF/NR=237
/251
Real data
Kabasak
al et al
(2014)
2PL,
3PL
IRT-LR,
SIBTEST,
MH
NF/NR=120
0/1200,
800/1600
0, 5%,
10%
20, 40,
80
Uniform,
Nonunifo
rm
0.75
Dainis
(2008)
3PL DFIT,
MH,
Logistic
Regression,
IRT-LR
NF/NR=360
/630,
1440/2520
6/55 55 Uniform,
Nonunifo
rm
0.4 for a.
Lopez
Rivas
(2012)
3PL IRT-LR,
CSIBTEST,
Logistic
Regression
NF/NR=250
/250,
500/500,
1000/1000
1/3 15, 30 Uniform,
Nonunifo
rm
0, 0.4, 0.8
in either a
or b
Duncan
(2016)
3PL MH,
Logistic
Regression
NF/NR=100
/1000,
100/500,
300/300,
300/1000,
1000/1000
16/60 60 uniform 0.2 in b
Algham
di
(2017)
3PL MH,
Logistic
regression,
IRT-LR,
IRT-LR-b,
SIBTEST
NF/NR=100
/500,
200/1000,
300/2500
40 uniform 0, 0.43 for
b
U = uniform DIF, NU= nonuniform DIF
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All of the procedures described above rely on the assumption that the associated test statistic has
a known distribution. High type I error rates and poor statistical power may occur when the
distributional assumptions are not valid. A technique for obtaining critical values without
distributional assumptions is described below.
Randomization Test
The Randomization test, which is also referred to as a permutation test, is constructed based on
all equally likely configurations of people in the same population being placed into different groups
with fixed sizes. When used as a procedure for detecting DIF items, randomization is unique since it
is not computing DIF statistics based on a priori Reference and Focal groups. The goal of
randomization is to find the ‘cut score’ for the test statistic of interest through repeatedly randomly
sampling from the population and finding the distribution of the test statistic under the null hypothesis
that group membership has no effect on the item response. When the group ability distribution is
unknown or hard to calculate, the randomization test is most effective (Sen, 2014). Consequently,
randomization tests are termed data dependent methods - they depend on the random assignment of
the dataset (Edgington et al., 2007). Therefore, it is worth studying whether the randomization test is
helpful in other DIF methods where the cut score for flagging items as showing DIF needs to be
determined.
Rockoff(2018) conducted a Monte Carlo study to analyze the efficiency of the randomization test
in detecting DIF items. In that study, a 1PL IRT model was used. The difficulty parameter was
estimated separately in the two groups, then the item difficulty estimates in the focal group were
adjusted by adding a constant in order to equate the scale to that of the reference group. For each item,
the observed test statistic was defined as the difference in the estimated difficulty for the reference
group and the estimated difficulty for the focal group. Through randomly assigning examinees to the
two groups and estimating the item difficulty parameters 100 times, the distribution of the difference
in item difficulty estimates between the two groups was obtained. The advantage of the randomization
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test is that rather than relying on a theoretical distribution, the researchers can use the empirical
distribution to get a more accurate cut off score to make better decisions.
Given the high type I error rates found for the Wald test and the likelihood ratio test using the
logistic regression procedure under certain conditions, one possible application of the randomization
test would be to use it to determine empirical cut-offs for the test statistics. An alternative is to use a
pseudo-R-square change statistic as a DIF effect size and use the randomization test to determine an
appropriate cut-off. The latter approach is investigated in the present study.
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Research Questions
Based on recommendations and factors suggested from previous research, two research questions
were investigated.
1) With regard to Type I error, which represents the rate of incorrect DIF detection, which method
among the MH, MIMIC, IRTLR, Logistic Regression, IRT Wald, and Randomization tests performs
best under each scenario of simulation?
2) With regard to power, which represents the accuracy of DIF detection, which method among the
MH, MIMIC, IRTLR, Logistic Regression, IRT Wald, and Randomization tests performs best under
each scenario of simulation?
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Chapter 3
Methods
Using a simulation study, this research compared the six DIF detection methods under different
conditions with respect to their Type I error and power. Previous research suggests that the
effectiveness of DIF methods is affected by various variables such as sample sizes, length of tests,
DIF contamination (proportion of DIF items), trait distribution differences, DIF magnitudes, and DIF
type (Woods, 2009; Woods & Grimm, 2011; Finch, 2005; Finch & French, 2007; Gierl et al., 2000;
Lei et al., 2006; Kabasakal et al., 2014; Kondratek & Grudniewska, 2013; Cao et al., 2017; Rockoff,
2018; Zimbra, 2018).
In the current study, the DICHODIF program (Rogers, 2019) was used to generate dichotomous
item scores, which are frequently used in educational assessments. DICHODIF is a Fortran 90
program that can be used to simulate data and carry out a variety of DIF analyses. The variables of
interest are listed below.
Table 3
Factors Manipulated in the Simulation Study
Factor Levels
Percentage of DIF items (DIF%) 10%, 20%
Sample size (NF/NR) 250/250, 250/500, 500/500, 500/1000
Test length (number of items) 20, 40
Difference in trait means 0, 1
Magnitude of DIF 0.3, 0.7
Type of DIF Uniform, Nonuniform
Data were generated using the 2-parameter logistic IRT model (2PL). Under the 2PL model, the
probability of examinee   correctly answer item 쀨 is given as
 쀨  쀨    R   
 ם  쀨  쀨 ם ݁쀨   םR
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where aj, bj represent the item discrimination and difficulty parameter, i is the trait variable of
examinee i, indicating the ability level. D is a scaling constant (D equals to 1 for the logistic model;
1.702 for the normal ogive model).
Crossing sample size, test length, %DIF, and trait mean differences results in 32 conditions.
Within each condition, magnitude and type of DIF was varied. DIF magnitude was quantified as the
difference in the difficulty parameters for the two groups for uniform DIF items, and the difference in
the discrimination parameters for nonuniform DIF items. In each condition, equal numbers of uniform
and nonuniform DIF items, and equal numbers of small magnitude DIF (area of .3) and large
magnitude DIF (area of .7) items were included. Given a test length of 40 items with 20% DIF, up to
4 uniform DIF and 4 nonuniform DIF items were needed. Parameters for the uniform DIF items were
set by specifying different b-values for the two groups, holding the a-values constant across groups.
Uniform DIF Items were chosen to be of moderate difficulty, such that the average of the two
b-values is 0, and moderate discrimination (a = 1 for both groups). Parameters for the nonuniform
DIF items were set by specifying different a-values for the two groups, holding the b-values constant.
Nonuniform DIF items were also chosen to be of moderate difficulty (b = 0 for both groups) and
moderate discrimination, such that the average of the two a-values is 1. The one condition where 8
DIF items were needed (40 items, 20% DIF) provided an opportunity to study the effect of item
discrimination level on detection of uniform DIF items and the effect of item difficulty level on
detection of nonuniform DIF. Two values of discrimination (.6, 1.2) were used for the uniform DIF
items and two-values of difficulty (-.5, .5) were used for the nonuniform DIF items.
In consideration of efficiency, the number of runs needed to run to cover all conditions are
summarized below. For 20-item tests with 10% DIF, each of the 32 conditions must be run twice to
accommodate all 4 DIF items. For 20-item tests with 20% DIF and 40-items tests with 10% DIF, all
DIF items can be investigated within one test, so each of the 32 conditions needs to be run only once.
In total, 40 conditions were simulated. One hundred replications of each condition were performed.
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The MH and logistic regression procedures were performed using the DICHODIF program. The
IRT Wald test was performed in FlexMIRT (Cai, 2017). The Wald-2 test was performed first to
identify DIF-free items, and then the Wald-1 test was performed using the DIF-free items as anchor
items. Mplus (Muthén, L. K., & Muthén, B. O., 1998-2011) was used to carry out the MIMIC
procedure. A five-item anchor was used, containing the items with the smallest DIF statistics from the
logistic regression procedure, and a likelihood ratio test was conducted comparing models with and
without a path to each remaining item in turn. The IRT-LR-DIF program (Thissen, 2001) was used to
carry out the IRT-LR procedure (Thissen et al., 1986) (Thissen et al., 1988, 1993). For the
Randomization Test, the McKelvey and Zavoina pseudo-R2 (McKelvey & Zavoina, 1975) for logistic
regression was computed for no-DIF and DIF models for each item and R2 change was used as the
test statistic. Five hundred randomization samples were drawn to determine the empirical cut-off
value for flagging items using theR2 change statistic.
Table 4
Parameter Values for DIF items
Test
length
%DIF Number
of DIF
items
Uniform DIF Nonuniform DIF
b1 b2 a1 a2 b1 b2 a1 a2
20 10% 2 -0.15 0.15 1.00 1.00 0.00 0.00 1.15 0.85
-0.35 0.35 1.00 1.00 0.00 0.00 1.35 0.65
20 20% 4 -0.15 0.15 1.00 1.00 0.00 0.00 1.15 0.85
-0.35 0.35 1.00 1.00 0.00 0.00 1.35 0.65
40 10% 4 -0.15 0.15 1.00 1.00 0.00 0.00 1.15 0.85
-0.35 0.35 1.00 1.00 0.00 0.00 1.35 0.65
40 20% 8 -0.15 0.15 0.60 0.60 -0.50 -0.50 1.15 0.85
-0.15 0.15 1.20 1.20 0.50 0.50 1.15 0.85
-0.35 0.35 0.60 0.60 -0.50 -0.50 1.35 0.65
-0.35 0.35 1.20 1.20 0.50 0.50 1.35 0.65
For reasons of software availability, the MIMIC model analyses were performed on a different
computer from those of the Randomization Test, and as a result, the data were not identical across the
two sets of runs. The Randomization Test results are directly comparable to those of the MH, Logistic
Regression, IRT-LR, and IRT Wald tests. The MIMIC model results are also directly comparable to
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those of the MH, Logistic Regression, IRT-LR, and IRT Wald tests, but using different data from the
first set of runs. Hence, the Randomization Test results and the MIMIC model results are not directly
comparable; however, across 100 replications, it can be expected that the differences in the simulated
data will have negligible effects.
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Evaluation criteria
Quality of performance of the DIF procedures was based on measures of type I error and power
as in previous simulation comparison research studies (Swaminathan & Rogers, 1990; Woods, 2008;
Woods, 2009; Woods et al., 2009; Woods & Grimm, 2011; Woods et al., 2013; Cao et al., 2017;
Finch, 2005; Finch, 2007; Kim et al., 2012; Wang et al., 2009).
Type I error rate is defined as the percentage of time that on-DIF items are detected as DIF across
replications (Hou et al., 2014). Generally speaking, it is the probability of rejecting a true null
hypothesis. In the case of DIF detection, the null hypothesis is that of no DIF. In some simulation
studies, Type I error rates were often reported as “inflated”, which indicated that there were some
DIF-free items that appeared to have DIF. These items would not be selected for the DIF-free subset
(Woods et al., 2009). There are also some simulation studies in which some DIF detection methods
were reported to have high Type I error when the group mean difference was low or when the item
was most discriminating. Type I error could be impacted by variables like sample size, DIF
contamination, DIF percentage, type of DIF, etc.
Power is defined as the percentage of DIF items correctly detected across replications. It should
be noted that when the Type I error rate is high, power may be spuriously inflated. Thus, in DIF
detection simulation studies, researchers should take caution when discussing power rates. Taking
IRT-LR as an example, statistical power to detect uniform and nonuniform DIF increases with
increases in sample size, item discrimination, the number of anchors, and the amount of DIF in the
data (Wang & Yeh, 2003; Woods, 2009; Woods et al., 2013). The power of a DIF method is usually
influenced by sample size. When the sample size is very small in either group, or when the item is
quite discriminating, DIF could be undetected.
27
Chapter 4
Results
The results of the study are divided into two parts: the first part is a comparison among the
Mantel-Haenszel, Randomization, Logistic Regression, IRT-Wald, and IRTLR procedures with
respect to Type I error and power under conditions of varying sample size, test length, and mean
proficiency difference between groups. Table 6 shows the Type I error rates of the five DIF
procedures under all conditions. Conditions where the Type I error rate exceeded .05 are marked in
red. As the table shows, the Randomization test was found to have inflated Type I error when there is
a difference in mean ability levels between the two groups of people. The Logistic Regression
procedure also had large type I error under this condition and when the sample size was relatively
large and with shorter tests. The other methods all performed well regardless of the condition. Of the
two test statistics for the Logistic Regression procedure, the Wald test had lower type I error rates.
Therefore, the Logistic Regression-Wald test was chosen to conduct the power study.
Overall, the percentage of DIF items included in a test did not have much effect on the
performance of any DIF detection method under any condition. Therefore, the results for the 10% DIF
and 20% DIF were averaged. The appendix contains the full results of the power study. Graphs were
made to compare the power of the DIF detection methods across conditions. Results were examined
in several ways. First, power in detecting uniform/nonuniform DIF and small/large magnitude DIF
was examined. The results are shown in Figures 2 to 5.
With small sample size of the two groups (R/250, F/250), all methods showed better efficiency in
detecting uniform DIF than nonuniform DIF, especially when the DIF magnitude is large (0.7) (see
Figure 2). The Mantel-Haenszel procedure always performed poorly in detecting nonuniform DIF, as
has been previously found by many researchers in their DIF studies (Kondratek & Grudniewska,
2013). The Randomization Method showed the best performance in detecting all kinds of DIF,
compared with the other methods. However, it also showed inflated Type I error when there was a
group mean difference. The Logistic Regression procedure performed much better when there was a
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Table 5
Average Type I Error Rate for non-DIF Items for All Simulation Conditions
Factors Methods
R/F
Test
length %DIF ∆θ MH
LOGR
WALD
LOGR
LR RAND
IRT-
WALD
IRT-
LR
250/250 20 10 0 0.00 0.00 0.01 0.05 0.00 0.01
250/250 20 10 1 0.00 0.02 0.02 0.11 0.00 0.01
250/250 20 20 0 0.00 0.01 0.01 0.06 0.01 0.02
250/250 20 20 1 0.01 0.02 0.03 0.13 0.01 0.01
250/250 40 10 0 0.00 0.00 0.01 0.05 0.00 0.01
250/250 40 10 1 0.00 0.01 0.01 0.08 0.00 0.01
250/250 40 20 0 0.00 0.01 0.01 0.05 0.00 0.01
250/250 40 20 1 0.00 0.01 0.01 0.07 0.00 0.01
500/250 20 10 0 0.00 0.00 0.01 0.04 0.01 0.01
500/250 20 10 1 0.00 0.02 0.02 0.14 0.01 0.00
500/250 20 20 0 0.00 0.01 0.01 0.05 0.01 0.02
500/250 20 20 1 0.01 0.03 0.05 0.19 0.01 0.01
500/250 40 10 0 0.00 0.00 0.01 0.05 0.01 0.01
500/250 40 10 1 0.00 0.01 0.01 0.09 0.00 0.01
500/250 40 20 0 0.01 0.01 0.01 0.06 0.01 0.02
500/250 40 20 1 0.00 0.01 0.02 0.09 0.01 0.01
500/500 20 10 0 0.01 0.01 0.01 0.06 0.02 0.01
500/500 20 10 1 0.01 0.05 0.05 0.15 0.01 0.01
500/500 20 20 0 0.01 0.01 0.01 0.05 0.02 0.03
500/500 20 20 1 0.01 0.08 0.07 0.17 0.01 0.01
500/500 40 10 0 0.00 0.00 0.01 0.05 0.01 0.01
500/500 40 10 1 0.00 0.01 0.01 0.10 0.01 0.01
500/500 40 20 0 0.01 0.01 0.02 0.06 0.01 0.02
500/500 40 20 1 0.01 0.03 0.03 0.08 0.01 0.02
1000/500 20 10 0 0.00 0.00 0.01 0.05 0.01 0.01
1000/500 20 10 1 0.01 0.09 0.10 0.22 0.01 0.01
1000/500 20 20 0 0.01 0.01 0.01 0.05 0.02 0.03
1000/500 20 20 1 0.02 0.14 0.15 0.30 0.02 0.02
1000/500 40 10 0 0.00 0.00 0.00 0.05 0.01 0.01
1000/500 40 10 1 0.00 0.02 0.02 0.12 0.01 0.01
1000/500 40 20 0 0.00 0.01 0.01 0.05 0.01 0.02
1000/500 40 20 1 0.01 0.03 0.04 0.10 0.01 0.01
group mean difference. No other obvious difference was found under this condition. All procedures
performed well in detecting large uniform DIF.
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When the sample sizes were R/500, F/250, the trend was similar to the results above (see Figure
3). When the sample sizes were medium (R/500, F/500), all methods yielded similar results when
detecting uniform DIF when there was no group mean difference (Figure 4). However, the
Randomization Test was superior to any other method when detecting small magnitude (0.3)
nonuniform DIF, and when there was no group mean difference. The Logistic Regression procedure
performed better than other methods when detecting small uniform DIF especially when there was a
group mean difference. All methods performed well in detecting large magnitude (0.7) DIF regardless
of condition, except for the Mantel-Haenszel procedure. When the sample sizes were R/1000, F/500,
results were similar to the R/500, F/500 condition (see Figure 5). However, the IRT-WALD procedure
performed better, especially in detecting nonuniform DIF.
R/F=250/250, 20 items, 0 group mean difference R/F=250/250, 40 items, 0 group mean difference
R/F=250/250, 20 items, 1 group mean difference R/F=250/250, 40 items, 1 group mean difference
Figure2. DIF detection rates for five DIF methods when sample sizes are 250/250
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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R/F=500/250, 20 items, 0 group mean difference R/F=500/250, 40 items, 0 group mean difference
R/F=500/250, 20 items, 1 group mean difference R/F=500/250, 40 items, 1 group mean difference
Figure 3.DIF detection rates for five DIF methods when sample sizes are 500/250
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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R/F=500/500, 20 items, 0 group mean difference R/F=500/500, 40 items, 0 group mean difference
R/F=500/500, 20 items, 1 group mean difference R/F=500/500, 40 items, 1 group mean difference
Figure 4. DIF detection rates for five DIF methods when sample sizes are 500/500
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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R/F=1000/500, 20 items, 0 group mean difference R/F=1000/500, 40 items, 0 group mean difference
R/F=1000/500, 20 items, 1 group mean difference R/F=1000/500, 40 items, 1 group mean difference
Figure 5.DIF detection rates for five DIF methods when sample sizes are 1000/500
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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The second way of looking at the results of the power study focuses on the effect of test length
and mean difference between groups on detection efficiency (Figures 6 to 9). When it comes to the
detection of small magnitude uniform DIF, the Randomization Test and Logistic Regression
procedures were more powerful when there is a group mean difference than when there is no mean
difference under all conditions, while other methods performed worse when there was a group mean
difference. This trend was more obvious with shorter tests (20 items) than longer tests (40 items) (see
Figure 6). It should be kept in mind, however, that the Type I error rates for the Randomization Test
and Logistic Regression procedures were higher under when there is a group mean difference, so this
increase in power should not be treated as a valid result.
For large magnitude uniform DIF items, all five methods were similarly efficient regardless of
test length, group mean difference, or sample size, especially when the sample size is very large
(R/1000, F/500). However, the IRT-Wald procedure always performed a bit worse than others (see
Figure 7).
For small magnitude nonuniform DIF, all methods performed poorly except for the
Randomization Test. The IRT-Wald (purple) became better when the sample size got larger. The
Randomization Test performed the best when there was no group mean difference (see Figure 8).
For large magnitude (0.7)nonuniform DIF, the Randomization Test was once again the best when
there was no group mean difference and with small sample sizes. When the sample size becomes
larger, the Randomization Test, IRT-Wald, and IRT-LR all performed much better than the MH and
logistic regression methods. The logistic regression method performs worse with a shorter test length
(20) and when there is group mean difference. The Mantel-Haenszel procedure, as expected, always
performed worse with nonuniform DIF (see Figure 9).
Uniform, Small Magnitude DIF items, R/F=250/250 Uniform, Small Magnitude DIF items, R/F=500/250
Uniform, Small Magnitude DIF items, R/F=500/500 Uniform, Small Magnitude DIF items, R/F=1000/500
Figure 6.DIF detection rates for five DIF methods for uniform, small magnitude DIF items
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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Uniform, Large Magnitude DIF items, R/F=250/250 Uniform, Large Magnitude DIF items, R/F=500/250
Uniform, Large Magnitude DIF items, R/F=500/500 Uniform, Large Magnitude DIF items, R/F=1000/500
Figure 7. DIF detection rates for five DIF methods for uniform, large magnitude DIF items
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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Nonuniform, Small Magnitude DIF items, R/F=250/250 Nonuniform, Small Magnitude DIF items, R/F=500/250
Nonuniform, Small Magnitude DIF items, R/F=500/500 Nonuniform, Small Magnitude DIF items, R/F=1000/500
Figure 8. DIF detection rates for five DIF methods for nonuniform small magnitude DIF items
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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Nonuniform, Large Magnitude DIF items, R/F=250/250 Nonuniform, Large Magnitude DIF items, R/F=500/250
Nonuniform, Large Magnitude DIF items, R/F=500/500 Nonuniform, Large Magnitude DIF items, R/F=1000/500
Figure 9.DIF detection rates for five DIF methods for nonuniform large magnitude DIF items
Mantel-Haenszel Logistic Regression - LR Randomization IRT-WALD IRT-LR
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The second part of study directly compared the MIMIC model with all other procedures except
for the Randomization Test. An indirect comparison of the Randomization Test and the MIMIC model
is provided following these results.
As previously observed, the Type I error of the MH procedure, IRT-WALD, and IRT-LR
procedures were acceptable under all conditions. Type I error rates for the MIMIC model procedure
were also acceptable. The Mantel-Haenszel method always had lower Type I error rates than the
MIMIC model. These results correspond to those of Finch (2005). Also as previously observed, the
Logistic regression procedure had high Type I error when there was a mean difference between the
groups, and with shorter tests (20 items).
As in the first part of the study, results were averaged over the 20% and 40% DIF conditions. Full
tables of the results of the power study are attached in the appendix.
Given that the power of the other DIF procedures was investigated in the first part of the study,
the focus of this part of the study was on the performance of the MIMIC model relative to the other
procedures. The MIMIC model procedure (orange line) was superior to other methods under all
conditions except in the case of uniform DIF when there was a mean difference between groups. The
Logistic Regression procedure performed best under this condition; however, because of its higher
type I error rate, this result may not reflect true power. The IRT-WALD (green) and IRT-LR (purple)
methods performed similarly under most conditions (see Figure 10).
While the power of the other procedures increased with sample size, especially in the detection of
nonuniform DIF, the MIMIC model (orange) method was an exception; it did not become more
powerful when the sample size increased from 250/250 to 500/250 (see Figure 11).When the sample
sizes increased to 500 per group, DIF detection rates were similar to the condition above
(R/F=500/250). The most obvious change was in the difference in power between detecting uniform,
small magnitude DIF and uniform, large magnitude DIF items, when there was no mean difference
between the two groups: the difference seemed to be smaller compared with 500/250 condition,
indicating that the effect of DIF magnitude on power is lower when the sample size is larger (see
Figure 12).
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Table 6
Type I ErrorRates for Five DIF Methods Under All Conditions
R/F
N
items
%DIF
MEAN
DIFF
MH
LOGREG
WALD
LOGREG
LR
IRT-
WALD
IRT-LR MIMIC
250/250 20 10 0 0.00 0.00 0.01 0.01 0.01 0.03
250/250 20 10 1 0.01 0.02 0.02 0.01 0.01 0.03
250/250 20 20 0 0.00 0.00 0.01 0.01 0.01 0.04
250/250 20 20 1 0.00 0.02 0.02 0.00 0.01 0.03
250/250 40 10 0 0.00 0.00 0.00 0.00 0.01 0.02
250/250 40 10 1 0.00 0.01 0.01 0.00 0.00 0.02
250/250 40 20 0 0.00 0.01 0.01 0.00 0.01 0.03
250/250 40 20 1 0.00 0.01 0.01 0.00 0.01 0.03
500/250 20 10 0 0.00 0.00 0.01 0.01 0.01 0.03
500/250 20 10 1 0.00 0.02 0.03 0.01 0.01 0.02
500/250 20 20 0 0.00 0.01 0.01 0.01 0.02 0.03
500/250 20 20 1 0.01 0.03 0.04 0.01 0.02 0.03
500/250 40 10 0 0.00 0.00 0.01 0.01 0.01 0.02
500/250 40 10 1 0.00 0.01 0.01 0.00 0.01 0.02
500/250 40 20 0 0.00 0.01 0.01 0.00 0.01 0.03
500/250 40 20 1 0.00 0.01 0.02 0.00 0.01 0.03
500/500 20 10 0 0.00 0.01 0.01 0.01 0.01 0.04
500/500 20 10 1 0.01 0.05 0.05 0.01 0.01 0.03
500/500 20 20 0 0.01 0.01 0.01 0.02 0.01 0.03
500/500 20 20 1 0.01 0.07 0.09 0.01 0.02 0.03
500/500 40 10 0 0.00 0.00 0.01 0.01 0.01 0.02
500/500 40 10 1 0.00 0.02 0.02 0.01 0.00 0.02
500/500 40 20 0 0.01 0.01 0.01 0.01 0.02 0.03
500/500 40 20 1 0.01 0.03 0.03 0.01 0.01 0.03
1000/500 20 10 0 0.00 0.01 0.01 0.02 0.01 0.03
1000/500 20 10 1 0.01 0.08 0.09 0.01 0.01 0.03
1000/500 20 20 0 0.01 0.01 0.01 0.02 0.02 0.03
1000/500 20 20 1 0.02 0.15 0.17 0.02 0.02 0.03
1000/500 40 10 0 0.00 0.01 0.01 0.01 0.01 0.03
1000/500 40 10 1 0.00 0.02 0.02 0.01 0.01 0.02
1000/500 40 20 0 0.01 0.02 0.02 0.02 0.03 0.03
1000/500 40 20 1 0.01 0.04 0.04 0.01 0.01 0.03
When the sample sizes were large (R/F=1000/500), the power of all methods improved. Most
methods performed best (near 100% detection) when detecting large magnitude (0.7) DIF items, as
expected, except for the Mantel-Haenszel method. For small magnitude DIF items, the MIMIC model
method (orange) was still more powerful than other methods when there was no group mean
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difference. When there was a group mean difference, the logistic regression procedure was the most
powerful with shorter tests (test length=20), while the MIMIC model and IRT methods were more
powerful with longer tests (test length=40). The power of the MH procedure (blue) improved
somewhat but was still worse than the other procedures (see Figure 13).
R/F=250/250, 20 items, 0 group mean difference R/F=250/250, 20 items, 1 group mean difference
R/F=250/250, 40 items, 0 group mean difference R/F=250/250, 40 items, 1 group mean difference
Figure 10. DIF detection rates for the MIMIC model and other DIF methods when sample sizes are 250/250
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
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R/F=500/250, 20 items, 0 group mean difference R/F=500/250, 20 items, 1 group mean difference
R/F=500/250, 40 items, 0 group mean difference R/F=500/250, 40 items, 1 group mean difference
Figure 11.DIF detection rates for the MIMIC model and other DIF methods when sample sizes are 500/250
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
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R/F=500/500, 20 items, 0 group mean difference R/F=500/500, 20 items, 1 group mean difference
R/F=500/500, 40 items, 0 group mean difference R/F=500/500, 40 items, 1 group mean difference
Figure12.DIF detection rates for the MIMIC model and other DIF methods when sample sizes are 500/500
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
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R/F=1000/500, 20 items, 0 group mean difference R/F=1000/500, 20 items, 1 group mean difference
R/F=1000/500, 40 items, 0 group mean difference R/F=1000/500, 40 items, 1 group mean difference
Figure 13. DIF detection rates for the MIMIC model and other DIF methods when sample sizes are 1000/500
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
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Looking at the effect of test length and mean difference between groups, the MIMIC model
procedure (orange) had the most obvious trend that when there was a mean difference between groups,
the power of the MIMIC model decreased when detecting uniform, small magnitude (0.3) DIF items.
The Logistic regression-Wald (red)showed improved detection rates when there was a mean
difference between groups, especially with shorter tests (test length=20), and with larger sample sizes
(R/F=500/500, R/F=1000/500). The IRT procedures and the Mantel-Haenszel method did not have
such obvious trends (see Figure 14). For uniform, large magnitude (0.7) DIF items, the power of all
methods was greatly improved compared with small magnitude DIF.
It is obvious that the nonuniform, small magnitude (0.3) DIF items were not easily detected.
However, when there was no difference between groups, the MIMIC model (orange) was powerful in
detecting this item (power>0.8), especially when the sample size was large (R/F=500/500,
R/F=1000/500) and with longer tests (test length=40) (see Figure 16).
For nonuniform, large magnitude (0.7) DIF items, the MIMIC model (orange), the IRT
procedures (green and purple) were powerful under all conditions, while the Logistic
Regression-Wald (red) performed worse than others methods when there was a mean difference
between groups (Figure 17).
Uniform, Small magnitude DIF, R/F=250/250 Uniform, Small magnitude DIF, R/F=500/250
Uniform, Small magnitude DIF, R/F=500/500 Uniform, Small magnitude DIF, R/F=1000/500
Figure 14.DIF detection rates for the MIMIC model and other DIF methods for uniform, small magnitude DIF items
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
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Uniform, Large magnitude DIF, R/F=250/250 Uniform, Large magnitude DIF, R/F=500/250
Uniform, Large magnitude DIF, R/F=500/500 Uniform, Large magnitude DIF, R/F=1000/500
Figure 15.DIF detection rates for the MIMIC model and other DIF methods for uniform, large magnitude DIF items
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
47
Nonuniform, Small magnitude DIF, R/F=250/250 Nonuniform, Small magnitude DIF, R/F=500/250
Nonuniform, Small magnitude DIF, R/F=500/500 Nonuniform, Small magnitude DIF, R/F=1000/500
Figure16. DIF detection rates for the MIMIC model and other DIF methods for nonuniform small magnitude DIF items
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
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Nonuniform, Large magnitude DIF, R/F=250/250 Nonuniform, Large magnitude DIF, R/F=500/250
Nonuniform, Large magnitude DIF, R/F=500/500 Nonuniform, Large magnitude DIF, R/F=1000/500
Figure 17.DIF detection rates for the MIMIC model and other DIF methods for nonuniform large magnitude DIF items
Mantel-Haenszel Logistic Regression - WALD MIMIC IRT-WALD IRT-LR
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The last part of the analysis focuses on the comparison between the Randomization Test in the
first simulation study and the MIMIC model in the second simulation study. These two methods were
most powerful in their simulations, respectively. Since they were not using exactly the same data, and
the second simulation study did not include the randomization test, only very obvious differences in
detection rates (>0.2) are treated as worthy of note. Table 7 provides the results of the comparison
across all simulation conditions. Conditions where the MIMIC model is more powerful are marked as
green; and conditions where the Randomization Test is more powerful are marked as red.
Table 7
Comparison of DIF Detection Rates for the MIMIC model and Randomization Test
CONDITION METHODS
Ref/Foc TestLen ∆θ DIF type Magnitude MIMIC RAND
250/250 20 0 Uniform Small 0.35 0.31
250/250 20 0 Uniform Large 1.00 0.99
250/250 20 0 Nonuniform Small 0.22 0.17
250/250 20 0 Nonuniform Large 0.81 0.85
250/250 20 1 Uniform Small 0.15 0.47
250/250 20 1 Uniform Large 0.58 0.99
250/250 20 1 Nonuniform Small 0.16 0.08
250/250 20 1 Nonuniform Large 0.72 0.62
250/250 40 0 Uniform Small 0.36 0.21
250/250 40 0 Uniform Large 0.95 0.92
250/250 40 0 Nonuniform Small 0.24 0.30
250/250 40 0 Nonuniform Large 0.88 0.94
250/250 40 1 Uniform Small 0.15 0.27
250/250 40 1 Uniform Large 0.61 0.85
250/250 40 1 Nonuniform Small 0.18 0.11
250/250 40 1 Nonuniform Large 0.84 0.86
500/250 20 0 Uniform Small 0.49 0.33
500/250 20 0 Uniform Large 1.00 1.00
500/250 20 0 Nonuniform Small 0.25 0.24
500/250 20 0 Nonuniform Large 0.91 0.87
500/250 20 1 Uniform Small 0.23 0.62
500/250 20 1 Uniform Large 0.69 1.00
500/250 20 1 Nonuniform Small 0.22 0.11
500/250 20 1 Nonuniform Large 0.91 0.77
500/250 40 0 Uniform Small 0.50 0.34
500/250 40 0 Uniform Large 0.99 0.99
500/250 40 0 Nonuniform Small 0.24 0.35
500/250 40 0 Nonuniform Large 0.92 0.96
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500/250 40 1 Uniform Small 0.20 0.46
500/250 40 1 Uniform Large 0.63 0.93
500/250 40 1 Nonuniform Small 0.23 0.12
500/250 40 1 Nonuniform Large 0.92 0.93
500/500 20 0 Uniform Small 0.73 0.55
500/500 20 0 Uniform Large 1.00 1.00
500/500 20 0 Nonuniform Small 0.36 0.33
500/500 20 0 Nonuniform Large 0.95 0.99
500/500 20 1 Uniform Small 0.32 0.76
500/500 20 1 Uniform Large 0.81 1.00
500/500 20 1 Nonuniform Small 0.34 0.13
500/500 20 1 Nonuniform Large 0.96 0.96
500/500 40 0 Uniform Small 0.72 0.49
500/500 40 0 Uniform Large 0.87 1.00
500/500 40 0 Nonuniform Small 0.65 0.52
500/500 40 0 Nonuniform Large 0.80 1.00
500/500 40 1 Uniform Small 0.26 0.54
500/500 40 1 Uniform Large 0.78 0.98
500/500 40 1 Nonuniform Small 0.35 0.22
500/500 40 1 Nonuniform Large 0.97 0.99
1000/500 20 0 Uniform Small 0.83 0.69
1000/500 20 0 Uniform Large 1.00 1.00
1000/500 20 0 Nonuniform Small 0.47 0.47
1000/500 20 0 Nonuniform Large 1.00 1.00
1000/500 20 1 Uniform Small 0.29 0.89
1000/500 20 1 Uniform Large 0.92 1.00
1000/500 20 1 Nonuniform Small 0.45 0.11
1000/500 20 1 Nonuniform Large 1.00 0.97
1000/500 40 0 Uniform Small 0.80 0.68
1000/500 40 0 Uniform Large 1.00 1.00
1000/500 40 0 Nonuniform Small 0.57 0.61
1000/500 40 0 Nonuniform Large 1.00 1.00
1000/500 40 1 Uniform Small 0.31 0.76
1000/500 40 1 Uniform Large 0.89 1.00
1000/500 40 1 Nonuniform Small 0.65 0.17
1000/500 40 1 Nonuniform Large 1.00 0.99
As the table shows, there were many conditions where the Randomization Test is more powerful
than the MIMIC model (red). However, the Randomization Rest has higher Type I error when there is
a mean difference between groups, which negates its power advantage in these cases. The MIMIC
model performed much better than the Randomization Rest in detecting small magnitude (0.3)
nonuniform DIF items.
52
The Type I error and power studies for the case of 40 items with 20% DIF contamination
revealed the interesting finding that higher discriminating DIF items are detected more often than
lower discriminating DIF items (See Table 8). However, examination of the Type I error rates for
individual non-DIF items showed that non-DIF items with higher discrimination have higher Type I
error rates than items, which indicates that higher discriminating items are more likely to be identified
as DIF items, whether they are or not.
Table 8
Effect of Item Discrimination on Power of Six DIF Methods to Detect Uniform DIF
∆θ DIF type Magnitude Parameter MH
Logr-
Wald
Logr-
LR
IRT-
Wald
IRT-
LR
MIMIC
0 Uniform Small a=0.6 0.03 0.02 0.02 0.04 0.02 0.17
0 Uniform Small a=1.2 0.23 0.20 0.25 0.07 0.17 0.47
1 Uniform Small a=0.6 0.02 0.08 0.08 0.05 0.06 0.06
1 Uniform Small a=1.2 0.11 0.21 0.25 0.06 0.08 0.18
0 Uniform Large a=0.6 0.56 0.55 0.58 0.53 0.58 0.79
0 Uniform Large a=1.2 0.99 0.99 0.99 0.94 0.99 1.00
1 Uniform Large a=0.6 0.34 0.45 0.46 0.37 0.40 0.36
1 Uniform Large a=1.2 0.96 0.97 0.97 0.86 0.95 0.71
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Chapter 5
Discussion
Type I error
The Type I error rates for all studied methods (the Mantel-Haenszel method, the Logistic
regression Wald/LR procedure, the IRT-Wald/LR, the MIMIC model, and the Randomization Test)
were generally reasonable under the conditions manipulated in the current simulation study. However,
high Type I error of some methods was observed in the following conditions:
(1) The Randomization Rest had high Type I error when there was a difference in mean ability levels
between the two groups of people;
(2) The logistic regression Wald/LR procedures had high type I error when there was a group mean
ability difference and with larger sample sizes (R/F=500/500, 1000/500) and shorter tests (test
length=20);
(3) The two forms of the logistic regression procedure–the Wald test and the Likelihood Ratio
test –yielded different Type I error rates. The Wald procedure was found to have slightly lower Type I
error than the Likelihood-Ratio test.
(4) The Type I error rates of MIMIC model are in the reasonable range (<0.05), but larger than those
of the Mantel-Haenszel method, the IRT methods, and the Randomization Test (most smaller than
0.03, except for special conditions).
Power:
The percentage of DIF items had little impact on power for all methods, holding other variables
(sample size, test length, DIF type) constant. All studied methods were more powerful in detecting
large magnitude (0.7) DIF than small magnitude (0.3) DIF items. However, with the increase in
sample size, such differences became smaller, which indicates these methods performed better in
detecting uniform, small magnitude (0.3) DIF items with larger sample sizes. One exception is the
Mantel-Haenszel method, which was always good at detecting uniform DIF items, but not nonuniform
DIF items. Among all methods, the Randomization Test was superior to other methods under most
conditions in detecting both uniform and nonuniform, small and large magnitude DIF when there is
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no group mean ability difference across two groups. However, when there is a mean ability difference
between groups, the Randomization Test should not be used due to its unacceptably high Type I error
rates.
Implications
The current simulation studies provide suggestions for the application of the following DIF
detection methods: the Mantel-Haenszel method, the Logistic regression method, the IRT-Wald test,
the IRT-LR procedure, the Randomization Test, and the MIMIC model:
When the sample size is large (R/F=500/500, 1000/500), and with shorter tests (test length=20),
the Randomization Test and the MIMIC model methods are useful in detecting uniform DIF items if
there is no group mean ability difference. With smaller sample sizes (R/F=250/250, 500/250), the
logistic regression procedure is useful in detecting uniform DIF items when there is a group mean
ability difference. As for detecting nonuniform DIF items, the IRT-Wald test (the iterative Wald test),
the IRT-LR procedure and the MIMIC model procedure are more powerful, among which the MIMIC
model is the best.
Most of the results of the present study agreed with former studies. For example, the type I error
rates for the Mantel-Haenszel procedure is lower than any other methods, regardless of sample size,
balance between the groups in trait level, test length, DIF magnitude, and percentage of DIF items,
which is also confirmed by Finch (2005), Gierl (2000), and Alghamdi (2017). However, the power of
the Mantel-Haenszel procedure in detecting uniform DIF was confirmed to be better than the IRT-LR
procedure, with other variables held the same. In the current study, the Mantel-Haenszel was slightly
more powerful than the IRT-LR, while most of the cases, they performed very similar, with respect to
the power statistics. The Logistic regression and IRT-LR procedures were again identified as powerful
in detecting nonuniform DIF. However, in the current study, they were less powerful than the
randomization test (when there's no group mean ability difference) and the Wald test. Moreover,
Lopes Rivers (2012) claimed that the IRT-LR procedure was suffered from high type I error, while in
the current study, both IRT-LR and IRT-Wald procedures had very low type I error, very close to that
of the Mantel-Haenszel method. The MIMIC model method performed better than the IRT-LR under
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most settings, but it also have higher type I error than other methods. Besides, the MIMID model is
specifically good at detecting nonuniform DIF, as well as uniform DIF when the two groups of people
are in different ability levels. One controversy regarding the power study was that the IRT-LR and the
MH procedure's power were at the same lever, with the sample size grows larger, the IRT-LR became
more powerful; while in Kondratek and Grudniewska's (2013) study, the Mantel-Haenszel was more
powerful. Regarding the logistic regression procedure, the type I error was inflated when the group
mean ability difference exists, which was also claimed by Lei et al (2006), but only when the sample
size is large. Last but not least, the variable Percentage of DIF items was defined as low impact on the
power statistic on each method. But according to Woods and Grimm (2011), the IRT-LR procedure
and the Wald test were both powerful in detecting nonuniform, large magnitude DIF items with a DIF
contamination of 20%; while when it rose to 40%, only the Wald test performed powerful. Future
study should include more levels of DIF contamination.
Limitations
There are some limitations in this simulation study. First, the simulation study was divided into
two separate studies using different datasets. Although these two series of datasets were generated
using the same true parameters, the slight difference could cause statistical error in the power analysis.
Therefore, the comparison between the MIMIC model and the Randomization method is not direct.
Second, the percentage of DIF items was found to be unimportant and was not included in the power
study. However, a larger percentage of DIF items (>40%) could still impact the power results.
Moreover, the current study used data generated under the 2PL IRT model. The 3PL model is also
worth studying. Future studies should include these variable settings. Third, the influence of item
discrimination parameter on the power statistic was observed in the current study - with longer tests
(test length=20) and 40% of DIF items included, all methods are more powerful in detecting more
discriminating items (a=1.2) than less discriminating items (a=0.6). However, it was found that the
non-DIF items with higher discrimination parameters had higher Type I error, which indicates that
these items are more likely to be identified as DIF items, whether or not DIF is present. Further
studies are needed to confirm this point.
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Appendix 1
DIF Detection Rates for Five DIF methods Under All Simulation Conditions in Study 1
VARIABLE SETTINGS METHODS
Ref/Foc
Test
length %DIF ∆θ DIF type
DIF
Size MH
LOGR
LR RAND
IRT-
WALD IRT-LR
250/250 20 10 0Uniform Small 0.22 0.22 0.30 0.19 0.24
250/250 20 10 0Uniform Large 0.95 0.98 0.99 0.97 0.99
250/250 20 10 0Nonuniform Small 0.00 0.02 0.14 0.02 0.02
250/250 20 10 0Nonuniform Large 0.00 0.56 0.86 0.68 0.65
250/250 20 10 1Uniform Small 0.18 0.44 0.46 0.12 0.14
250/250 20 10 1Uniform Large 0.93 0.99 0.98 0.85 0.91
250/250 20 10 1Nonuniform Small 0.00 0.00 0.10 0.10 0.06
250/250 20 10 1Nonuniform Large 0.04 0.32 0.62 0.60 0.64
250/250 20 20 0Uniform Small 0.28 0.28 0.31 0.16 0.25
250/250 20 20 0Uniform Large 0.95 0.95 0.99 0.94 0.95
250/250 20 20 0Nonuniform Small 0.01 0.07 0.19 0.09 0.08
250/250 20 20 0Nonuniform Large 0.01 0.52 0.83 0.64 0.62
250/250 20 20 1Uniform Small 0.23 0.45 0.47 0.09 0.12
250/250 20 20 1Uniform Large 0.93 1.00 1.00 0.80 0.86
250/250 20 20 1Nonuniform Small 0.00 0.02 0.06 0.10 0.10
250/250 20 20 1Nonuniform Large 0.04 0.24 0.62 0.64 0.66
250/250 40 10 0Uniform Small 0.12 0.14 0.23 0.08 0.17
250/250 40 10 0Uniform Large 0.98 0.98 0.98 0.95 0.99
250/250 40 10 0Nonuniform Small 0.00 0.07 0.28 0.06 0.07
250/250 40 10 0Nonuniform Large 0.00 0.55 0.96 0.64 0.62
250/250 40 10 1Uniform Small 0.10 0.20 0.31 0.04 0.07
250/250 40 10 1Uniform Large 0.92 0.93 0.92 0.75 0.91
250/250 40 10 1Nonuniform Small 0.02 0.03 0.08 0.05 0.07
250/250 40 10 1Nonuniform Large 0.04 0.42 0.86 0.64 0.70
250/250 40 20 0Uniform Small 0.16 0.16 0.19 0.08 0.15
250/250 40 20 0Uniform Small 0.76 0.78 0.86 0.76 0.77
250/250 40 20 0Nonuniform Small 0.00 0.08 0.32 0.05 0.08
250/250 40 20 0Nonuniform Small 0.05 0.66 0.91 0.57 0.64
250/250 40 20 1Uniform Large 0.12 0.22 0.24 0.04 0.11
250/250 40 20 1Uniform Large 0.73 0.78 0.77 0.63 0.75
250/250 40 20 1Nonuniform Large 0.01 0.05 0.15 0.04 0.08
250/250 40 20 1Nonuniform Large 0.12 0.59 0.86 0.58 0.69
500/250 20 10 0Uniform Small 0.24 0.26 0.34 0.38 0.26
500/250 20 10 0Uniform Large 1.00 1.00 1.00 1.00 1.00
500/250 20 10 0Nonuniform Small 0.01 0.03 0.25 0.21 0.05
500/250 20 10 0Nonuniform Large 0.00 0.64 0.86 0.83 0.70
500/250 20 10 1Uniform Small 0.16 0.57 0.61 0.18 0.14
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500/250 20 10 1Uniform Large 0.96 1.00 1.00 0.93 0.96
500/250 20 10 1Nonuniform Small 0.01 0.02 0.12 0.15 0.04
500/250 20 10 1Nonuniform Large 0.18 0.41 0.77 0.91 0.91
500/250 20 20 0Uniform Small 0.32 0.32 0.31 0.24 0.26
500/250 20 20 0Uniform Large 1.00 1.00 1.00 1.00 1.00
500/250 20 20 0Nonuniform Small 0.01 0.09 0.23 0.14 0.11
500/250 20 20 0Nonuniform Large 0.01 0.65 0.87 0.83 0.75
500/250 20 20 1Uniform Small 0.25 0.61 0.62 0.14 0.19
500/250 20 20 1Uniform Large 0.97 1.00 0.99 0.90 0.98
500/250 20 20 1Nonuniform Small 0.04 0.01 0.10 0.16 0.12
500/250 20 20 1Nonuniform Large 0.17 0.41 0.76 0.90 0.89
500/250 40 10 0Uniform Small 0.33 0.30 0.38 0.27 0.29
500/250 40 10 0Uniform Large 1.00 1.00 1.00 1.00 1.00
500/250 40 10 0Nonuniform Small 0.00 0.07 0.32 0.11 0.10
500/250 40 10 0Nonuniform Large 0.00 0.74 0.94 0.86 0.76
500/250 40 10 1Uniform Small 0.24 0.32 0.45 0.13 0.18
500/250 40 10 1Uniform Large 0.95 0.98 0.98 0.92 0.95
500/250 40 10 1Nonuniform Small 0.01 0.01 0.11 0.12 0.09
500/250 40 10 1Nonuniform Large 0.11 0.66 0.92 0.92 0.87
500/250 40 20 0Uniform Small 0.27 0.29 0.31 0.19 0.26
500/250 40 20 0Uniform Small 0.93 0.93 0.97 0.92 0.92
500/250 40 20 0Nonuniform Small 0.02 0.14 0.38 0.16 0.15
500/250 40 20 0Nonuniform Small 0.13 0.87 0.98 0.92 0.89
500/250 40 20 1Uniform Large 0.19 0.37 0.47 0.12 0.20
500/250 40 20 1Uniform Large 0.81 0.86 0.88 0.81 0.84
500/250 40 20 1Nonuniform Large 0.04 0.07 0.13 0.12 0.13
500/250 40 20 1Nonuniform Large 0.25 0.78 0.93 0.88 0.88
500/500 20 10 0Uniform Small 0.50 0.44 0.54 0.53 0.44
500/500 20 10 0Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 20 10 0Nonuniform Small 0.00 0.06 0.32 0.18 0.09
500/500 20 10 0Nonuniform Large 0.01 0.90 0.97 0.96 0.94
500/500 20 10 1Uniform Small 0.41 0.79 0.79 0.35 0.32
500/500 20 10 1Uniform Large 1.00 1.00 1.00 0.99 1.00
500/500 20 10 1Nonuniform Small 0.04 0.03 0.11 0.17 0.09
500/500 20 10 1Nonuniform Large 0.19 0.68 0.95 0.98 0.97
500/500 20 20 0Uniform Small 0.57 0.57 0.55 0.39 0.42
500/500 20 20 0Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 20 20 0Nonuniform Small 0.00 0.16 0.33 0.20 0.19
500/500 20 20 0Nonuniform Large 0.00 0.93 1.00 0.99 0.97
500/500 20 20 1Uniform Small 0.47 0.76 0.73 0.28 0.32
500/500 20 20 1Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 20 20 1Nonuniform Small 0.01 0.05 0.14 0.20 0.25
500/500 20 20 1Nonuniform Large 0.17 0.68 0.96 1.00 1.00
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500/500 40 10 0Uniform Small 0.50 0.49 0.55 0.48 0.47
500/500 40 10 0Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 40 10 0Nonuniform Small 0.00 0.10 0.41 0.11 0.10
500/500 40 10 0Nonuniform Large 0.00 0.92 1.00 0.97 0.95
500/500 40 10 1Uniform Small 0.42 0.64 0.61 0.32 0.36
500/500 40 10 1Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 40 10 1Nonuniform Small 0.01 0.04 0.18 0.17 0.12
500/500 40 10 1Nonuniform Large 0.09 0.88 0.99 1.00 0.98
500/500 40 20 0Uniform Small 0.42 0.42 0.43 0.33 0.39
500/500 40 20 0Uniform Small 0.99 0.99 0.99 0.99 0.98
500/500 40 20 0Nonuniform Small 0.01 0.25 0.62 0.23 0.23
500/500 40 20 0Nonuniform Small 0.15 0.98 1.00 0.99 0.98
500/500 40 20 1Uniform Large 0.32 0.47 0.46 0.23 0.26
500/500 40 20 1Uniform Large 0.94 0.95 0.96 0.94 0.94
500/500 40 20 1Nonuniform Large 0.03 0.11 0.25 0.21 0.22
500/500 40 20 1Nonuniform Large 0.30 0.92 0.99 0.98 0.96
1000/500 20 10 0Uniform Small 0.64 0.60 0.67 0.67 0.60
1000/500 20 10 0Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 20 10 0Nonuniform Small 0.00 0.16 0.38 0.33 0.21
1000/500 20 10 0Nonuniform Large 0.00 0.95 1.00 1.00 0.99
1000/500 20 10 1Uniform Small 0.57 0.89 0.89 0.49 0.41
1000/500 20 10 1Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 20 10 1Nonuniform Small 0.04 0.04 0.14 0.44 0.30
1000/500 20 10 1Nonuniform Large 0.38 0.81 0.98 1.00 1.00
1000/500 20 20 0Uniform Small 0.71 0.72 0.71 0.59 0.62
1000/500 20 20 0Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 20 20 0Nonuniform Small 0.02 0.22 0.55 0.47 0.36
1000/500 20 20 0Nonuniform Large 0.01 0.96 1.00 0.99 0.99
1000/500 20 20 1Uniform Small 0.63 0.88 0.88 0.44 0.45
1000/500 20 20 1Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 20 20 1Nonuniform Small 0.06 0.03 0.07 0.40 0.36
1000/500 20 20 1Nonuniform Large 0.48 0.77 0.96 1.00 1.00
1000/500 40 10 0Uniform Small 0.69 0.72 0.75 0.68 0.65
1000/500 40 10 0Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 40 10 0Nonuniform Small 0.00 0.22 0.61 0.38 0.23
1000/500 40 10 0Nonuniform Large 0.00 1.00 1.00 1.00 1.00
1000/500 40 10 1Uniform Small 0.61 0.80 0.83 0.51 0.52
1000/500 40 10 1Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 40 10 1Nonuniform Small 0.03 0.12 0.13 0.39 0.26
1000/500 40 10 1Nonuniform Large 0.29 0.99 1.00 1.00 1.00
1000/500 40 20 0Uniform Small 0.62 0.57 0.62 0.54 0.52
1000/500 40 20 0Uniform Small 1.00 1.00 1.00 1.00 1.00
1000/500 40 20 0Nonuniform Small 0.07 0.35 0.61 0.39 0.31
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1000/500 40 20 0Nonuniform Small 0.31 1.00 1.00 1.00 1.00
1000/500 40 20 1Uniform Large 0.45 0.60 0.68 0.38 0.41
1000/500 40 20 1Uniform Large 0.99 0.99 1.00 1.00 0.99
1000/500 40 20 1Nonuniform Large 0.07 0.18 0.20 0.33 0.31
1000/500 40 20 1Nonuniform Large 0.46 0.98 0.99 1.00 1.00
60
Appendix 2
DIF Detection Rates for Five DIF methods After Averaging Across %DIF in Study 1
VARIABLE SETTINGS METHODS
Ref/Foc
Test
length ∆θ DIF type
Magnitu
de MH
LOGR
LR RAND
IRT-
WALD IRT-LR
250/250 20 0 Uniform Small 0.25 0.25 0.31 0.18 0.25
250/250 20 0 Uniform Large 0.95 0.97 0.99 0.96 0.97
250/250 20 0 Nonuniform Small 0.01 0.05 0.17 0.06 0.05
250/250 20 0 Nonuniform Large 0.01 0.54 0.85 0.66 0.64
250/250 20 1 Uniform Small 0.21 0.45 0.47 0.11 0.13
250/250 20 1 Uniform Large 0.93 1.00 0.99 0.83 0.89
250/250 20 1 Nonuniform Small 0.00 0.01 0.08 0.10 0.08
250/250 20 1 Nonuniform Large 0.04 0.28 0.62 0.62 0.65
250/250 40 0 Uniform Small 0.14 0.15 0.21 0.08 0.16
250/250 40 0 Uniform Large 0.87 0.88 0.92 0.86 0.88
250/250 40 0 Nonuniform Small 0.00 0.07 0.30 0.05 0.07
250/250 40 0 Nonuniform Large 0.02 0.60 0.94 0.60 0.63
250/250 40 1 Uniform Small 0.11 0.21 0.27 0.04 0.09
250/250 40 1 Uniform Large 0.82 0.85 0.85 0.69 0.83
250/250 40 1 Nonuniform Small 0.02 0.04 0.11 0.04 0.08
250/250 40 1 Nonuniform Large 0.08 0.51 0.86 0.61 0.70
500/250 20 0 Uniform Small 0.28 0.29 0.33 0.31 0.26
500/250 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00
500/250 20 0 Nonuniform Small 0.01 0.06 0.24 0.18 0.08
500/250 20 0 Nonuniform Large 0.01 0.65 0.87 0.83 0.73
500/250 20 1 Uniform Small 0.21 0.59 0.62 0.16 0.17
500/250 20 1 Uniform Large 0.97 1.00 1.00 0.92 0.97
500/250 20 1 Nonuniform Small 0.03 0.02 0.11 0.16 0.08
500/250 20 1 Nonuniform Large 0.18 0.41 0.77 0.91 0.90
500/250 40 0 Uniform Small 0.30 0.30 0.34 0.23 0.28
500/250 40 0 Uniform Large 0.97 0.97 0.99 0.96 0.96
500/250 40 0 Nonuniform Small 0.01 0.11 0.35 0.13 0.13
500/250 40 0 Nonuniform Large 0.07 0.80 0.96 0.89 0.83
500/250 40 1 Uniform Small 0.22 0.35 0.46 0.13 0.19
500/250 40 1 Uniform Large 0.88 0.92 0.93 0.87 0.89
500/250 40 1 Nonuniform Small 0.02 0.04 0.12 0.12 0.11
500/250 40 1 Nonuniform Large 0.18 0.72 0.93 0.90 0.87
500/500 20 0 Uniform Small 0.54 0.51 0.55 0.46 0.43
500/500 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 20 0 Nonuniform Small 0.00 0.11 0.33 0.19 0.14
500/500 20 0 Nonuniform Large 0.01 0.92 0.99 0.98 0.96
500/500 20 1 Uniform Small 0.44 0.78 0.76 0.32 0.32
500/500 20 1 Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 20 1 Nonuniform Small 0.03 0.04 0.13 0.19 0.17
500/500 20 1 Nonuniform Large 0.18 0.68 0.96 0.99 0.99
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500/500 40 0 Uniform Small 0.46 0.46 0.49 0.40 0.43
500/500 40 0 Uniform Large 1.00 0.99 1.00 0.99 0.99
500/500 40 0 Nonuniform Small 0.01 0.17 0.52 0.17 0.17
500/500 40 0 Nonuniform Large 0.08 0.95 1.00 0.98 0.97
500/500 40 1 Uniform Small 0.37 0.56 0.54 0.28 0.31
500/500 40 1 Uniform Large 0.97 0.98 0.98 0.97 0.97
500/500 40 1 Nonuniform Small 0.02 0.07 0.22 0.19 0.17
500/500 40 1 Nonuniform Large 0.20 0.90 0.99 0.99 0.97
1000/500 20 0 Uniform Small 0.68 0.66 0.69 0.63 0.61
1000/500 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 20 0 Nonuniform Small 0.01 0.19 0.47 0.40 0.29
1000/500 20 0 Nonuniform Large 0.01 0.96 1.00 1.00 0.99
1000/500 20 1 Uniform Small 0.60 0.89 0.89 0.47 0.43
1000/500 20 1 Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 20 1 Nonuniform Small 0.05 0.04 0.11 0.42 0.33
1000/500 20 1 Nonuniform Large 0.43 0.79 0.97 1.00 1.00
1000/500 40 0 Uniform Small 0.65 0.65 0.68 0.61 0.58
1000/500 40 0 Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 40 0 Nonuniform Small 0.03 0.28 0.61 0.38 0.27
1000/500 40 0 Nonuniform Large 0.15 1.00 1.00 1.00 1.00
1000/500 40 1 Uniform Small 0.53 0.70 0.76 0.44 0.46
1000/500 40 1 Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 40 1 Nonuniform Small 0.05 0.15 0.17 0.36 0.28
1000/500 40 1 Nonuniform Large 0.38 0.99 0.99 1.00 1.00
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Appendix 3
DIF Detection Rates for Five DIF methods Under All Simulation Conditions in Study 2
R/F
test
len
% ∆θ DIF type
Magni-
tude
MH
Logr
Wald
Logr
LR
IRT-
Wald
IRT-
LR
MIM
IC
250/250 20 10 0 Uniform Small 0.16 0.15 0.15 0.16 0.19 0.34
250/250 20 10 0 Uniform Large 0.97 0.99 0.99 0.98 0.99 1.00
250/250 20 10 0 Nonuniform Small 0.00 0.05 0.06 0.15 0.10 0.28
250/250 20 10 0 Nonuniform Large 0.00 0.50 0.52 0.64 0.60 0.80
250/250 20 10 1 Uniform Small 0.11 0.32 0.33 0.11 0.09 0.16
250/250 20 10 1 Uniform Large 0.96 1.00 1.00 0.86 0.91 0.66
250/250 20 10 1 Nonuniform Small 0.00 0.00 0.00 0.12 0.07 0.17
250/250 20 10 1 Nonuniform Large 0.04 0.30 0.29 0.60 0.63 0.81
250/250 20 20 0 Uniform Small 0.23 0.18 0.23 0.10 0.14 0.36
250/250 20 20 0 Uniform Large 0.98 0.99 0.99 0.98 0.99 1.00
250/250 20 20 0 Nonuniform Small 0.00 0.02 0.03 0.05 0.05 0.15
250/250 20 20 0 Nonuniform Large 0.00 0.36 0.41 0.60 0.53 0.82
250/250 20 20 1 Uniform Small 0.16 0.36 0.36 0.10 0.08 0.14
250/250 20 20 1 Uniform Large 0.80 0.93 0.92 0.69 0.75 0.50
250/250 20 20 1 Nonuniform Small 0.00 0.00 0.00 0.04 0.05 0.14
250/250 20 20 1 Nonuniform Large 0.02 0.12 0.12 0.40 0.41 0.63
250/250 40 10 0 Uniform Small 0.16 0.15 0.16 0.05 0.14 0.39
250/250 40 10 0 Uniform Large 0.96 0.98 0.98 0.96 0.98 1.00
250/250 40 10 0 Nonuniform Small 0.00 0.02 0.03 0.05 0.06 0.24
250/250 40 10 0 Nonuniform Large 0.01 0.51 0.59 0.61 0.61 0.87
250/250 40 10 1 Uniform Small 0.17 0.22 0.24 0.07 0.13 0.18
250/250 40 10 1 Uniform Large 0.87 0.95 0.96 0.77 0.89 0.68
250/250 40 10 1 Nonuniform Small 0.01 0.02 0.02 0.02 0.06 0.21
250/250 40 10 1 Nonuniform Large 0.03 0.39 0.44 0.57 0.62 0.85
250/250 40 20 0 Uniform Small 0.03 0.02 0.02 0.04 0.02 0.17
250/250 40 20 0 Nonuniform Small 0.01 0.01 0.03 0.04 0.03 0.18
250/250 40 20 0 Uniform Small 0.23 0.20 0.25 0.07 0.17 0.47
250/250 40 20 0 Nonuniform Small 0.03 0.08 0.14 0.06 0.12 0.28
250/250 40 20 0 Uniform Large 0.56 0.55 0.58 0.53 0.58 0.79
250/250 40 20 0 Nonuniform Large 0.03 0.50 0.61 0.61 0.59 0.89
250/250 40 20 0 Uniform Large 0.99 0.99 0.99 0.94 0.99 1.00
250/250 40 20 0 Nonuniform Large 0.03 0.53 0.64 0.55 0.64 0.88
250/250 40 20 1 Uniform Small 0.02 0.08 0.08 0.05 0.06 0.06
250/250 40 20 1 Nonuniform Small 0.00 0.02 0.03 0.02 0.03 0.12
250/250 40 20 1 Uniform Small 0.11 0.21 0.25 0.06 0.08 0.18
250/250 40 20 1 Nonuniform Small 0.00 0.08 0.07 0.03 0.11 0.19
250/250 40 20 1 Uniform Large 0.34 0.45 0.46 0.37 0.40 0.36
250/250 40 20 1 Nonuniform Large 0.00 0.32 0.36 0.56 0.54 0.80
250/250 40 20 1 Uniform Large 0.96 0.97 0.97 0.86 0.95 0.71
250/250 40 20 1 Nonuniform Large 0.13 0.68 0.74 0.61 0.79 0.86
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500/250 20 10 0 Uniform Small 0.21 0.16 0.21 0.21 0.19 0.47
500/250 20 10 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
500/250 20 10 0 Nonuniform Small 0.01 0.06 0.05 0.19 0.08 0.25
500/250 20 10 0 Nonuniform Large 0.00 0.71 0.71 0.87 0.80 0.92
500/250 20 10 1 Uniform Small 0.18 0.59 0.62 0.20 0.15 0.25
500/250 20 10 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.75
500/250 20 10 1 Nonuniform Small 0.01 0.02 0.02 0.12 0.03 0.20
500/250 20 10 1 Nonuniform Large 0.11 0.56 0.51 0.87 0.82 0.91
500/250 20 20 0 Uniform Small 0.25 0.19 0.20 0.19 0.18 0.50
500/250 20 20 0 Uniform Large 0.98 0.98 0.98 0.98 0.98 0.99
500/250 20 20 0 Nonuniform Small 0.02 0.06 0.06 0.18 0.06 0.25
500/250 20 20 0 Nonuniform Large 0.00 0.67 0.63 0.88 0.76 0.89
500/250 20 20 1 Uniform Small 0.25 0.55 0.57 0.12 0.15 0.21
500/250 20 20 1 Uniform Large 0.97 0.99 0.99 0.97 0.97 0.63
500/250 20 20 1 Nonuniform Small 0.01 0.02 0.02 0.11 0.06 0.24
500/250 20 20 1 Nonuniform Large 0.19 0.53 0.34 0.89 0.91 0.90
500/250 40 10 0 Uniform Small 0.32 0.32 0.33 0.27 0.32 0.53
500/250 40 10 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
500/250 40 10 0 Nonuniform Small 0.00 0.03 0.03 0.06 0.03 0.17
500/250 40 10 0 Nonuniform Large 0.02 0.69 0.68 0.84 0.72 0.90
500/250 40 10 1 Uniform Small 0.25 0.38 0.42 0.14 0.25 0.25
500/250 40 10 1 Uniform Large 0.94 0.97 0.97 0.91 0.96 0.65
500/250 40 10 1 Nonuniform Small 0.00 0.03 0.03 0.12 0.11 0.21
500/250 40 10 1 Nonuniform Large 0.15 0.69 0.65 0.84 0.84 0.90
500/250 40 20 0 Uniform Small 0.11 0.13 0.15 0.08 0.11 0.28
500/250 40 20 0 Nonuniform Small 0.01 0.07 0.06 0.09 0.06 0.32
500/250 40 20 0 Uniform Small 0.34 0.31 0.37 0.16 0.32 0.64
500/250 40 20 0 Nonuniform Small 0.06 0.20 0.20 0.19 0.18 0.29
500/250 40 20 0 Uniform Large 0.79 0.78 0.79 0.80 0.76 0.94
500/250 40 20 0 Nonuniform Large 0.10 0.78 0.79 0.84 0.79 0.92
500/250 40 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
500/250 40 20 0 Nonuniform Large 0.13 0.85 0.85 0.85 0.86 0.96
500/250 40 20 1 Uniform Small 0.07 0.16 0.18 0.07 0.07 0.06
500/250 40 20 1 Nonuniform Small 0.00 0.02 0.02 0.08 0.08 0.24
500/250 40 20 1 Uniform Small 0.27 0.37 0.37 0.09 0.24 0.24
500/250 40 20 1 Nonuniform Small 0.03 0.16 0.08 0.17 0.11 0.27
500/250 40 20 1 Uniform Large 0.63 0.72 0.74 0.72 0.70 0.49
500/250 40 20 1 Nonuniform Large 0.01 0.58 0.59 0.77 0.77 0.91
500/250 40 20 1 Uniform Large 1.00 1.00 1.00 0.97 1.00 0.73
500/250 40 20 1 Nonuniform Large 0.47 0.99 0.96 0.99 0.99 0.97
500/500 20 10 0 Uniform Small 0.44 0.40 0.41 0.47 0.44 0.71
500/500 20 10 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
500/500 20 10 0 Nonuniform Small 0.00 0.10 0.12 0.19 0.12 0.34
500/500 20 10 0 Nonuniform Large 0.00 0.93 0.93 0.97 0.95 0.98
500/500 20 10 1 Uniform Small 0.36 0.79 0.80 0.36 0.27 0.34
500/500 20 10 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.87
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500/500 20 10 1 Nonuniform Small 0.01 0.04 0.02 0.24 0.13 0.34
500/500 20 10 1 Nonuniform Large 0.13 0.70 0.68 0.93 0.92 0.97
500/500 20 20 0 Uniform Small 0.50 0.46 0.48 0.41 0.42 0.75
500/500 20 20 0 Uniform Large 1.00 1.00 1.00 1.00 0.99 1.00
500/500 20 20 0 Nonuniform Small 0.00 0.11 0.11 0.18 0.10 0.37
500/500 20 20 0 Nonuniform Large 0.00 0.71 0.71 0.83 0.78 0.91
500/500 20 20 1 Uniform Small 0.47 0.77 0.77 0.28 0.30 0.29
500/500 20 20 1 Uniform Large 0.99 1.00 1.00 0.99 0.99 0.75
500/500 20 20 1 Nonuniform Small 0.03 0.00 0.01 0.20 0.21 0.34
500/500 20 20 1 Nonuniform Large 0.11 0.38 0.34 0.89 0.88 0.95
500/500 40 10 0 Uniform Small 0.55 0.51 0.52 0.41 0.46 0.74
500/500 40 10 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
500/500 40 10 0 Nonuniform Small 0.00 0.16 0.18 0.23 0.21 0.39
500/500 40 10 0 Nonuniform Large 0.00 0.87 0.91 0.97 0.95 0.98
500/500 40 10 1 Uniform Small 0.47 0.63 0.62 0.33 0.33 0.36
500/500 40 10 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.92
500/500 40 10 1 Nonuniform Small 0.02 0.04 0.05 0.20 0.15 0.35
500/500 40 10 1 Nonuniform Large 0.10 0.87 0.87 0.97 0.96 1.00
500/500 40 20 0 Uniform Small 0.17 0.20 0.20 0.19 0.18 0.44
500/500 40 20 0 Nonuniform Small 0.65 0.70 0.72 0.51 0.66 0.87
500/500 40 20 0 Uniform Small 0.82 0.81 0.83 0.84 0.78 0.92
500/500 40 20 0 Nonuniform Small 1.00 1.00 1.00 1.00 1.00 1.00
500/500 40 20 0 Uniform Large 0.00 0.18 0.22 0.30 0.23 0.51
500/500 40 20 0 Nonuniform Large 0.02 0.18 0.19 0.22 0.27 0.40
500/500 40 20 0 Uniform Large 0.07 0.86 0.88 0.90 0.88 0.98
500/500 40 20 0 Nonuniform Large 0.14 0.86 0.87 0.92 0.91 0.98
500/500 40 20 1 Uniform Small 0.11 0.33 0.33 0.27 0.14 0.13
500/500 40 20 1 Nonuniform Small 0.00 0.07 0.06 0.18 0.16 0.33
500/500 40 20 1 Uniform Small 0.51 0.66 0.68 0.34 0.42 0.34
500/500 40 20 1 Nonuniform Small 0.08 0.35 0.24 0.30 0.33 0.39
500/500 40 20 1 Uniform Large 0.85 0.90 0.91 0.94 0.88 0.71
500/500 40 20 1 Nonuniform Large 0.00 0.85 0.86 0.95 0.93 0.99
500/500 40 20 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.90
500/500 40 20 1 Nonuniform Large 0.64 1.00 0.99 1.00 1.00 1.00
1000/500 20 10 0 Uniform Small 0.64 0.53 0.54 0.65 0.58 0.81
1000/500 20 10 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
1000/500 20 10 0 Nonuniform Small 0.00 0.20 0.19 0.40 0.19 0.46
1000/500 20 10 0 Nonuniform Large 0.00 0.98 0.98 1.00 0.99 1.00
1000/500 20 10 1 Uniform Small 0.55 0.88 0.90 0.53 0.40 0.26
1000/500 20 10 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.95
1000/500 20 10 1 Nonuniform Small 0.03 0.06 0.03 0.40 0.27 0.43
1000/500 20 10 1 Nonuniform Large 0.41 0.90 0.83 0.99 0.99 0.99
1000/500 20 20 0 Uniform Small 0.71 0.65 0.72 0.59 0.51 0.84
1000/500 20 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
1000/500 20 20 0 Nonuniform Small 0.00 0.24 0.22 0.39 0.24 0.48
1000/500 20 20 0 Nonuniform Large 0.00 0.96 0.96 0.99 0.97 1.00
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1000/500 20 20 1 Uniform Small 0.64 0.88 0.90 0.43 0.44 0.32
1000/500 20 20 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.88
1000/500 20 20 1 Nonuniform Small 0.05 0.05 0.06 0.36 0.35 0.47
1000/500 20 20 1 Nonuniform Large 0.52 0.90 0.85 1.00 1.00 1.00
1000/500 40 10 0 Uniform Small 0.65 0.65 0.68 0.66 0.63 0.84
1000/500 40 10 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
1000/500 40 10 0 Nonuniform Small 0.00 0.30 0.27 0.43 0.29 0.58
1000/500 40 10 0 Nonuniform Large 0.00 1.00 1.00 1.00 0.99 1.00
1000/500 40 10 1 Uniform Small 0.62 0.82 0.82 0.59 0.55 0.39
1000/500 40 10 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.93
1000/500 40 10 1 Nonuniform Small 0.07 0.19 0.16 0.47 0.38 0.54
1000/500 40 10 1 Nonuniform Large 0.37 0.98 0.97 1.00 0.99 1.00
1000/500 40 20 0 Uniform Small 0.36 0.28 0.29 0.36 0.27 0.58
1000/500 40 20 0 Nonuniform Small 0.03 0.29 0.26 0.30 0.20 0.52
1000/500 40 20 0 Uniform Small 0.85 0.76 0.78 0.68 0.68 0.93
1000/500 40 20 0 Nonuniform Small 0.05 0.40 0.41 0.50 0.39 0.58
1000/500 40 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
1000/500 40 20 0 Nonuniform Large 0.19 0.96 0.96 0.99 0.97 1.00
1000/500 40 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00 1.00
1000/500 40 20 0 Nonuniform Large 0.44 1.00 1.00 1.00 1.00 1.00
1000/500 40 20 1 Uniform Small 0.21 0.39 0.39 0.29 0.24 0.17
1000/500 40 20 1 Nonuniform Small 0.01 0.07 0.07 0.21 0.15 0.46
1000/500 40 20 1 Uniform Small 0.71 0.77 0.76 0.54 0.57 0.28
1000/500 40 20 1 Nonuniform Small 0.19 0.47 0.37 0.52 0.49 0.52
1000/500 40 20 1 Uniform Large 0.96 0.96 0.96 0.97 0.96 0.75
1000/500 40 20 1 Nonuniform Large 0.02 0.92 0.93 1.00 1.00 1.00
1000/500 40 20 1 Uniform Large 1.00 1.00 1.00 1.00 1.00 0.93
1000/500 40 20 1 Nonuniform Large 0.92 1.00 1.00 1.00 1.00 1.00
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Appendix 4
DIF Detection Rates for Five DIF methods After Averaging Across %DIF in Study 2
R/F
Test
length
∆θ DIF type
Magni
-tude
MH
LOG
WALD
IRT-
WALD
IRT-
LR
MIMIC
250/250 20 0 Uniform Small 0.20 0.17 0.13 0.17 0.35
250/250 20 0 Uniform Large 0.98 0.99 0.98 0.99 1.00
250/250 20 0 Nonuniform Small 0.00 0.04 0.10 0.08 0.22
250/250 20 0 Nonuniform Large 0.00 0.43 0.62 0.57 0.81
250/250 20 1 Uniform Small 0.14 0.34 0.11 0.09 0.15
250/250 20 1 Uniform Large 0.88 0.97 0.78 0.83 0.58
250/250 20 1 Nonuniform Small 0.00 0.00 0.08 0.06 0.16
250/250 20 1 Nonuniform Large 0.03 0.21 0.50 0.52 0.72
250/250 40 0 Uniform Small 0.15 0.13 0.05 0.12 0.36
250/250 40 0 Uniform Large 0.87 0.88 0.85 0.88 0.95
250/250 40 0 Nonuniform Small 0.01 0.03 0.05 0.07 0.24
250/250 40 0 Nonuniform Large 0.02 0.51 0.60 0.61 0.88
250/250 40 1 Uniform Small 0.12 0.18 0.06 0.10 0.15
250/250 40 1 Uniform Large 0.76 0.83 0.69 0.78 0.61
250/250 40 1 Nonuniform Small 0.01 0.04 0.02 0.07 0.18
250/250 40 1 Nonuniform Large 0.05 0.45 0.58 0.64 0.84
500/250 20 0 Uniform Small 0.23 0.18 0.20 0.19 0.49
500/250 20 0 Uniform Large 0.99 0.99 0.99 0.99 1.00
500/250 20 0 Nonuniform Small 0.02 0.06 0.19 0.07 0.25
500/250 20 0 Nonuniform Large 0.00 0.69 0.88 0.78 0.91
500/250 20 1 Uniform Small 0.22 0.57 0.16 0.15 0.23
500/250 20 1 Uniform Large 0.99 1.00 0.99 0.99 0.69
500/250 20 1 Nonuniform Small 0.01 0.02 0.12 0.05 0.22
500/250 20 1 Nonuniform Large 0.15 0.55 0.88 0.87 0.91
500/250 40 0 Uniform Small 0.27 0.27 0.20 0.27 0.50
500/250 40 0 Uniform Large 0.95 0.95 0.95 0.94 0.99
500/250 40 0 Nonuniform Small 0.02 0.08 0.10 0.08 0.24
500/250 40 0 Nonuniform Large 0.07 0.75 0.84 0.77 0.92
500/250 40 1 Uniform Small 0.21 0.32 0.11 0.20 0.20
500/250 40 1 Uniform Large 0.88 0.92 0.88 0.91 0.63
500/250 40 1 Nonuniform Small 0.01 0.06 0.12 0.10 0.23
500/250 40 1 Nonuniform Large 0.20 0.74 0.86 0.86 0.92
500/500 20 0 Uniform Small 0.47 0.43 0.44 0.43 0.73
500/500 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00
500/500 20 0 Nonuniform Small 0.00 0.11 0.19 0.11 0.36
500/500 20 0 Nonuniform Large 0.00 0.82 0.90 0.87 0.95
500/500 20 1 Uniform Small 0.42 0.78 0.32 0.29 0.32
500/500 20 1 Uniform Large 1.00 1.00 1.00 1.00 0.81
500/500 20 1 Nonuniform Small 0.02 0.02 0.22 0.17 0.34
500/500 20 1 Nonuniform Large 0.12 0.54 0.91 0.90 0.96
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500/500 40 0 Uniform Small 0.50 0.48 0.46 0.45 0.72
500/500 40 0 Uniform Large 0.52 0.76 0.80 0.77 0.87
500/500 40 0 Nonuniform Small 0.41 0.48 0.47 0.47 0.65
500/500 40 0 Nonuniform Large 0.04 0.62 0.70 0.69 0.80
500/500 40 1 Uniform Small 0.39 0.63 0.29 0.29 0.26
500/500 40 1 Uniform Large 0.96 0.98 0.98 0.97 0.78
500/500 40 1 Nonuniform Small 0.04 0.11 0.22 0.23 0.35
500/500 40 1 Nonuniform Large 0.22 0.65 0.93 0.92 0.97
1000/500 20 0 Uniform Small 0.68 0.59 0.62 0.55 0.83
1000/500 20 0 Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 20 0 Nonuniform Small 0.00 0.22 0.40 0.22 0.47
1000/500 20 0 Nonuniform Large 0.00 0.97 1.00 0.98 1.00
1000/500 20 1 Uniform Small 0.60 0.88 0.48 0.42 0.29
1000/500 20 1 Uniform Large 1.00 1.00 1.00 1.00 0.92
1000/500 20 1 Nonuniform Small 0.04 0.06 0.38 0.31 0.45
1000/500 20 1 Nonuniform Large 0.47 0.90 1.00 1.00 1.00
1000/500 40 0 Uniform Small 0.63 0.59 0.59 0.55 0.80
1000/500 40 0 Uniform Large 1.00 1.00 1.00 1.00 1.00
1000/500 40 0 Nonuniform Small 0.02 0.32 0.42 0.29 0.57
1000/500 40 0 Nonuniform Large 0.16 0.99 1.00 0.99 1.00
1000/500 40 1 Uniform Small 0.54 0.70 0.50 0.48 0.31
1000/500 40 1 Uniform Large 0.99 0.99 0.99 0.99 0.89
1000/500 40 1 Nonuniform Small 0.09 0.44 0.62 0.56 0.65
1000/500 40 1 Nonuniform Large 0.42 0.97 1.00 1.00 1.00
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