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GLOBAL CLASSICAL SOLUTIONS AND LARGE-TIME BEHAVIOR OF THE
TWO-PHASE FLUID MODEL
YOUNG-PIL CHOI
Abstract. We study the global existence of a unique strong solution and its large-time behavior
of a two-phase fluid system consisting of the compressible isothermal Euler equations coupled
with compressible isentropic Navier-Stokes equations through a drag forcing term. The coupled
system can be derived as the hydrodynamic limit of the Vlasov-Fokker-Planck/isentropic Navier-
Stokes equations with strong local alignment forces. When the initial data is sufficiently small and
regular, we establish the unique existence of the global Hs-solutions in a perturbation framework.
We also provide the large-time behavior of classical solutions showing the alignment between two
fluid velocities exponentially fast as time evolves. For this, we construct a Lyapunov function
measuring the fluctuations of momentum and mass from its averaged quantities.
1. Introduction and main results
In this paper, we are concerned with the global existence of a unique classical solutions and
the large-time behavior for the compressible isothermal Euler equations coupled with compressible
isentropic Navier-Stokes equations. Let ρ(x, t) and n(x, t) be the densities of fluid equations at a
domain (x, t) ∈ Ω × R+, and let u(x, t) and v(x, t) be the corresponding bulk velocities of ρ(x, t)
and n(x, t), respectively. Here we consider two cases that Ω is either the periodic domain T3 or the
whole space R3. Then our coupled hydrodynamic equations read as follows:
∂tρ+∇x · (ρu) = 0, x ∈ Ω, t > 0,
∂t(ρu) +∇x · (ρu⊗ u) +∇xρ = −ρ(u− v),
∂tn+∇x · (nv) = 0,
∂t(nv) +∇x · (nv ⊗ v) +∇xp(n) + Lv = ρ(u− v),
(1.1)
subject to the initial data
(ρ(x, t), u(x, t), n(x, t), v(x, t))|t=0 = (ρ0(x), u0(x), n0(x), v0(x)), x ∈ Ω, (1.2)
and the boundary conditions
ρ(x, t)→ ρ∞ ∈ R+, n(x, t)→ n∞ ∈ R+, u(x, t)→ u∞, v(x, t)→ v∞, as |x| → ∞,
if Ω = R3. Here the pressure p and the Lame´ operator L are given by
p(n) = nγ with γ > 1,
Lv = −µ∆xv − (µ+ λ)∇x(∇x · v) with µ > 0 and λ+ 2µ > 0. (1.3)
Without loss of generality and for the sake of simplicity, throughout the paper, we assume that
ρ∞ = n∞ = 1 and u∞ = v∞ = 0.
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1.1. Formal derivation of the two-phase fluid model (1.1). In this part, we address the formal
derivation of the coupled hydrodynamic equations (1.1) from kinetic-fluid equations which is a type
of Vlasov-Fokker-Planck/compressible Navier-Stokes equations.
More specifically, let f(x, ξ, t) be the distribution function of particles at the position-velocity
(x, ξ) ∈ Ω × R3 at time t ∈ R+, and n(x, t) and v(x, t) be the isentropic compressible fluid density
and velocity, respectively. In this situation, we can consider the following kinetic-fluid equations with
local alignment and noise forces for the particles to describe the dynamics of particles immersed in
the compressible fluid:
∂tf + ξ · ∇xf +∇ξ · ((v − ξ)f) = −α∇ξ · ((uf − ξ)f) + σ∆ξf, (x, ξ) ∈ Ω× R3, t > 0,
∂tn+∇x · (nv) = 0,
∂t(nv) +∇x · (nv ⊗ v) +∇xp(n) + Lv =
∫
R3
(ξ − v)f dξ,
(1.4)
where the pressure law p and the operator L are given in (1.3), and the averaged local velocity uf
is defined by
uf(x, t) :=
∫
R3
ξf(x, ξ, t)dξ∫
R3
f(x, ξ, t)dξ
.
Recently, this type of coupled kientic-fluid equations describing the interactions between particles
and fluid have received increasing attention due to a number of their applications in the field of, for
example, biotechnology, medicine, and in the study of sedimentation phenomena, compressibility of
droplets of the spray, and diesel engines, etc [2, 18, 20].
For the system (1.4) without the local alignment forces, i.e., α = 0, the global existence of weak
solution in a bounded domain with Dirichlet or reflection boundary conditions is obtained in [16]. In
[1], the local-in-time existence of classical solutions for the Vlasov/compressible Euler equations is
established. For the Vlasov-Fokker-Planck/compressible Euler equations, the global classical solu-
tions are treated in [8] when the initial data are a small smooth perturbation of constant equilibrium
states and in addition the convergence of solutions toward equilibrium is studied. Without the inter-
actions with the fluid, the system (1.4) reduces to the Vlasov-Fokker-Planck equation with the local
alignment forces. For this system, global existence of weak solutions is studied in [11] and global
classical solutions near Maxwellians converging asymptotically to them are constructed in [6].
We now take into account a regime where the local alignment and noise forces are strong, i.e.,
α = σ = ε−1, and denote the solutions to the system (1.4) with α = σ = ε−1 by (f ε, nε, vε).
Then in the limiting case ε → 0 we can expect the particle distribution function fε(x, ξ, t)
converges to
f(x, ξ, t) =
ρf (x, t)
(2π)3/2
e−
|uf (x,t)−ξ|
2
2 ,
since the right-hand side of the equation (1.4)1 converges to zero, i.e.,
−∇ξ · ((ufε − ξ)f ε) + ∆ξf ε → 0 as ε→ 0,
where
ρf (x, t) =
∫
R3
f(x, ξ, t) dξ.
We notice that the continuity equation (1.1)1 can be easily obtained by integrating it with respect
to ξ together with assuming the convergences ρfε → ρf and ufε → uf as ε→ 0.
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In order to derive the momentum equations (1.1)2 formally, we multiply (1.4)2 by ξ and integrating
it with respect to ξ to get
d
dt
∫
R3
ξf ε dξ =
∫
R3
ξ (−∇x · (ξf ε)−∇ξ · ((vε − ξ)f ε)) dξ − 1
ε
∫
R3
ξ (∇ξ · ((ufε − ξ)f ε)−∆ξf ε) dξ
= −∇x ·
∫
R3
ξ ⊗ ξ f ε dξ +
∫
R3
(vε − ξ)f ε dξ
=: Iε1 + I
ε
2 ,
where we used ∫
R3
(ufε − ξ)f ε dξ = 0. (1.5)
Here Iεi , i = 1, 2 are estimated as follows.
Iε1 = −∇x ·
(∫
R3
(ξ − ufε)⊗ (ξ − ufε) f ε dξ −
∫
R3
ufε ⊗ ufε f ε dξ
)
,
Iε2 = ρfε(v
ε − ufε),
due to (1.5). Then, by assuming the appropriate convergences of solutions, we obtain
Iε1 → I1 = −∇x ·
(∫
R3
(ξ − uf)⊗ (ξ − uf) ρf
(2π)3/2
e−
|uf−ξ|
2
2 dξ
)
−∇x · (ρfuf ⊗ uf )
∫
R3
1
(2π)3/2
e−
|uf−ξ|
2
2 dξ
= −∇xρf −∇x · (ρfuf ⊗ uf)
Iε2 → I2 = ρf (v − uf ),
as ε→ 0, where we used∫
R3
(ξ − uf )⊗ (ξ − uf ) 1
(2π)3/2
e−
|uf−ξ|
2
2 dξ = I3 and
∫
R3
1
(2π)3/2
e−
|uf−ξ|
2
2 dξ = 1.
Here I3 denotes the 3× 3 identity matrix. By combining the above estimates, we derive the desired
momentum equations (1.1)2.
Remark 1.1. In [3], the kinetic equation (1.4)1 interacting with the viscous incompressible Navier-
Stokes equations are considered, and the rigorous derivation of the two-phase fluid model which
consists of the isothermal Euler equations and incompressible Navier-Stokes equations is established.
This asymptotic analysis is achieved by the relative entropy argument. For the kinetic equation (1.4)1
with a non-local alignement force instead of the drag forcing term, the similar asymptotic analysis
is treated in [12].
1.2. Main results. For the global existence and uniqueness of classical solutions, by setting h :=
ln ρ, we reformulate the system (1.1) as follows:
∂th+∇h · u+∇ · u = 0, x ∈ Ω, t > 0,
∂tu+ u · ∇u+∇h = −(u− v),
∂tn+∇x · ((n+ 1)v) = 0,
∂t((n+ 1)v) +∇x · ((n+ 1)v ⊗ v) +∇xp(n+ 1) + Lv = eh(u− v)
(1.6)
with initial data
(h(x, t), u(x, t), n(x, t), v(x, t))|t=0 =: (h0(x) = ln ρ0(x), u0(x), n0(x), v0(x)), x ∈ Ω. (1.7)
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Before stating our main result, we define our solution space:
Is(T ) :=
{
(h, u, n, v) |h ∈ C([0, T ];Hs(Ω)) ∩ C1([0, T ];Hs−1(Ω)),
u ∈ C([0, T ];Hs(Ω)) ∩ C1([0, T ];Hs−1(Ω)),
n ∈ C([0, T ];Hs(Ω)) ∩ C1([0, T ];Hs−1(Ω)), and
v ∈ C([0, T ];Hs(Ω)) ∩ L2(0, T ;Hs+1(Ω))
}
.
Theorem 1.1. Let s > 5/2. Suppose that the initial data (h0, u0, n0, v0) satisfy
(i) 1 + inf
x∈Ω
n0(x) > 0,
(ii) (h0, u0, n0, v0) ∈ Hs(Ω)×Hs(Ω)×Hs(Ω)×Hs(Ω).
(1.8)
If ‖(h0, u0, n0, v0)‖Hs ≤ ε1 for ε1 > 0 small enough, the Cauchy problem (1.6)-(1.7) has a unique
global classical solution (h, u, n, v) ∈ Is(∞).
The proof of Theorem 1.1 is provided in Section 3. The main difficulty is the part of isothermal
Euler equations in the system (1.6). Because it is well-known that the compressible Euler equations
have the formation of singularities in a finite-time even with smooth initial data. Concerning the
issue of development of the singularity, the coupled system (1.6) still presents a new challenge to
the global existence of classical solutions. Inspired by the author’s recent work [4], we reinterpret
the drag forcing term as the relative damping together with using the smoothing effect of viscosity
in the compressible Navier-Stokes equations (1.6)3-(1.6)4 through the drag forcing to prevent the
development of the finite-time singularities. Although the drag forcing term does not give the real
damping effect, our careful analysis enable us to obtain uniform bounds on the density.
Our second result is about the large-time behavior of classical solutions in the periodic domain,
i.e., Ω = T3. For this, we introduce a Lyapunov function measuring the fluctuation of momentum
and mass from the corresponding averaged quantities:
L(t) :=
∫
T3
ρ|u−mc|2dx+
∫
T3
(ρ− ρc)2 dx+
∫
T3
n|v − jc|2dx+ |mc − jc|2 +
∫
T3
(n− nc)2dx, (1.9)
where the averaged quantities mc, jc, ρc, and nc are given by
mc(t) :=
∫
T3
ρu dx∫
T3
ρ dx
, jc(t) :=
∫
T3
nv dx∫
T3
n dx
, ρc(t) :=
∫
T3
ρ dx, and nc(t) :=
∫
T3
n dx. (1.10)
Theorem 1.2. Let (ρ, u, n, v) be any global classical solutions to the system (1.1)-(1.2). Suppose
that the following conditions hold.
(i) ρ ∈ [0, ρ¯], n ∈ [0, n¯], ρc(0), nc(0) ∈ (0,∞) for some ρ¯, n¯ > 0,
(ii) u, v ∈ L∞(T3 × R+),
(iii) An initial energy E˜0 :=
∫
T3
ρ0|u0|2 dx+
∫
T3
(ρ0 − ρc(0))2 dx+
∫
T3
n0|v0|2 dx
+
∫
T3
(n0 − nc(0))2 dx is sufficiently small.
Then we have
L(t) . L0e−Ct, t ≥ 0,
where L0 := L(0) and C is a positive constant independent of t. Here f . g represents that there
exists a positive constant C > 0 such that f ≤ Cg.
A well chosen Lyapunov function L in (1.9) is very important in the proof of Theorem 1.2.
Motivated by [4, 5], we first find a temporal energy function E given in (4.1) by taking into account
the conservation of total momentum (see Lemma 2.4). On the other hand, we can not get the
correct dissipation rate for the convergence from the energy estimate of E . In order to overcome
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this difficulty, we consider a perturbed energy function Eσ1,σ2 defined in (4.8) by employing a type
of Bogovskii’s estimate in the periodic domain(see Lemma 4.4). Together with a careful analysis
using several technical lemmas presented in Section 2, this makes it possible to obtain the desired
estimate of large-time behavior of solutions.
Unfortunately, our strategy for the estimate of large-time behavior of classical solutions can not
be applied to the whole space case since we use the Poincare´ inequality to get proper dissipation rates
from the drag force(see Lemma 4.3). To the best of author’s knowledge, the large-time behavior for
the types of Vlasov/Naiver-Stokes or Euler/Navier-Stokes equations in the whole space is still an
open issue.
Remark 1.2. 1. The global solution obtained in Theorem 1.1 satisfies the assumptions in Theorem
1.2.
2. The estimate of large-time behavior can be essentially used for global well-posedness of solutions
for types of two-phase fluid models. For instance, in [7, 10], the pressureless Euler/Navier-Stokes
equations are considered, and the a priori large-time behavior estimate together with the bootstrapping
argument played an important role in constructing the global classical solutions in time.
3. In the perturbation framework employed in (1.6), the Lyapunov functional L in (1.9) will be
replaced by
Lp :=
∫
T3
eh|u− m˜c|2dx+
∫
T3
(eh − 1)2 dx+
∫
T3
(n+ 1)|v − j˜c|2dx+ |m˜c − j˜c|2 +
∫
T3
n2dx,
with
m˜c(t) :=
∫
T3
ehu dx and j˜c(t) :=
∫
T3
(n+ 1)v dx,
due to
∫
T3
n0 dx = 0 and
∫
T3
eh0 dx = 1. Then, under the assumptions on the initial data (1.8), we
can easily find that the conditions in Theorem 1.2 are verified, and this yields that the Lyapunov
functional Lp satisfies
Lp(t) . Lp(0)e−Ct, t ≥ 0.
Furthermore, we can obtain the convergences of u and v to (m˜c(0)+ j˜c(0))/2 in L
∞(T3) as time goes
to infinity exponentially fast. This shows the alignment between two fluid velocities. More precisely,
we use the Gagliardo-Nirenberg interpolation inequality to get
‖u− m˜c‖L∞(T3) . ‖u− m˜c‖Hs′ (T3) . ‖u− m˜c‖1−βL2(T3)‖u− m˜c‖βHs′+1(T3) . e
−C˜t,
for some C˜ > 0, where β = s
′
s′+1 with s
′ > 3/2 and we used∫
T3
|u− m˜c|2 dx =
∫
T3
eh
eh
|u− m˜c|2 dx ≤ C
∫
T3
eh|u− m˜c|2 dx . Lp(0)e−Ct,
and u− m˜c ∈ Hs′+1(T3) due to ‖h‖L∞(T3) . ǫ0 ≪ 1 and s′ + 1 > 5/2. Similarly, we deduce
‖v − j˜c‖L∞(T3) . e−C˜t for some C˜ > 0.
On the other hand, it follows from the conservation of total momentum(see Lemma 2.4) that
m˜c(t) + j˜c(t) = m˜c(0) + j˜c(0),
and this implies
|m˜c(t)− j˜(t)| = 2
∣∣∣∣m˜c(t)− 12 (m˜c(0) + j˜c(0))
∣∣∣∣ = 2 ∣∣∣∣j˜c(t)− 12 (m˜c(0) + j˜c(0))
∣∣∣∣
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Combining the all of the above ingredients, we have∥∥∥∥u− 12 (m˜c(0) + j˜c(0))
∥∥∥∥
L∞(T3)
+
∥∥∥∥v − 12 (m˜c(0) + j˜c(0))
∥∥∥∥
L∞(T3)
≤ ‖u− m˜c(t)‖L∞(T3) +
∣∣∣∣m˜c(t)− 12 (m˜c(0) + j˜c(0))
∣∣∣∣+ ‖v − j˜c‖L∞(T3) + ∣∣∣∣j˜c(t)− 12 (m˜c(0) + j˜c(0))
∣∣∣∣
= ‖u− m˜c‖L∞(T3) + |m˜c − j˜c|+ ‖v − j˜c‖L∞(T3)
. e−C˜t for some C˜ > 0.
1.3. Organization of the paper. In Section 2, we provide several useful estimates and a priori
energy estimates that will play an important role later. Section 3 is devoted to show the local and
global existence of classical solutions and concludes the proof of Theorem 1.1. For the local exis-
tence and uniqueness of classical solutions to the reformulated system (1.6), the standard arguments
developed for the types of conservation laws can be applied. Global existence of classical solutions
is then obtained by the a priori estimates of solutions with the aid of the careful analysis of the
drag forcing term. Finally, in Section 4, we give a detailed proof of the large-time behavior of global
classical solutions to the original system (1.1) showing the exponential alignment between two fluid
velocities and convergences of densities to its averaged quantities as presented in Theorem 1.2.
Before closing the section, we introduce several notations used throughout the paper. For a
function f(x), ‖f‖Lp denotes the usual Lp(T3)-norm. We also denote by C a generic positive
constant depending only on the norms of the data, but independent of T . For simplicity, we often
drop x-dependence of differential operators ∇x, that is, ∇f := ∇xf and ∆f := ∆xf . For any
nonnegative integer s, Hs denotes the s-th order L2 Sobolev space. Cs([0, T ];E) is the set of s-
times continuously differentiable functions from an interval [0, T ] ⊂ R into a Banach space E, and
Lp(0, T ;E) is the set of the L2 functions from an interval (0, T ) to a Banach space E. ∇s denotes
any partial derivative ∂α with multi-index α, |α| = s.
2. Preliminaries
In this section, we provide several useful Sobolev inequalities and energy estimates for the system
(1.1). All of these technical estimates will be significantly used later for the a priori estimates of
solutions and the large-time behavior.
We first recall Moser-type inequality.
Lemma 2.1. (i) For any pair of functions f, g ∈ (Hk ∩ L∞)(Ω), we obtain
‖∇k(fg)‖L2 . ‖f‖L∞‖∇kg‖L2 + ‖∇kf‖L2‖g‖L∞.
Furthermore if ∇f ∈ L∞(Ω) we have
‖∇k(fg)− f∇kg‖L2 . ‖∇f‖L∞‖∇k−1g‖L2 + ‖∇kf‖L2‖g‖L∞.
(ii) Let k ∈ N, p ∈ [1,∞], f ∈ Ck(Ω). Then there exists a positive constant c = c(k, p, h) such that
‖∇kf(w)‖Lp ≤ c‖w‖k−1L∞ ‖∇kw‖Lp ,
for all w ∈ (W k,p ∩ L∞)(Ω).
In the lemmas below, we present useful estimates which give some information for the evolution
of the densities ρ and n. For the details of the proof, we refer to [4].
Lemma 2.2. 1. Let r0, r¯ > 0 and γ ≥ 1 be given constants, and set
f(γ, r; r0) := r
∫ r
r0
sγ − rγ0
s2
ds,
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for r ∈ [0, r¯]. Then, there exists a positive constant C > 0 such that
1
C(γ, r0, r¯)
(r − r0)2 ≤ f(γ, r; r0) ≤ C(γ, r0, r¯)(r − r0)2 for all r ∈ [0, r¯].
2. There hold
d
dt
∫
Ω
ρ ln ρ dx =
d
dt
∫
Ω
f(1, ρ ; 1)dx
and
1
γ − 1
d
dt
∫
Ω
(n+ 1)γdx =
d
dt
∫
Ω
f(γ, n+ 1; 1)dx.
Lemma 2.3. For 0 < a ≤ f(x) ≤ b with a ≤ 1 ≤ b, there exist positive constants C(a) > 0 and
C(b) > 0 such that
C(b)
∫
Ω
(f − 1)2 dx ≤
∫
Ω
(ln f)2 dx ≤ C(a)
∫
Ω
(f − 1)2 dx,
where C(a) and C(b) are given by
C(a) := max
{
1,
(
ln a
1− a
)2}
and C(b) := min
{
1,
(
ln b
b− 1
)2}
,
respectively.
We next show a priori energy estimates for the system (1.6).
Lemma 2.4. Let (ρ, u, n, v) be any global classical solutions to (1.6)-(1.7). Then we have
(i)Conservations of the masses and total momentum:
d
dt
∫
Ω
ρ dx =
d
dt
∫
Ω
n dx = 0 and
d
dt
∫
Ω
(ρu+ (n+ 1)v) dx = 0.
(ii)Dissipation of the total energy:
1
2
d
dt
E(t) + µ
∫
Ω
|∇v|2dx+ (µ+ λ)
∫
Ω
|∇ · v|2dx+
∫
Ω
ρ|u− v|2dx = 0.
where
E(t) :=
∫
Ω
ρ|u|2dx + 2
∫
Ω
ρ ln ρ dx+
∫
Ω
(n+ 1)|v|2dx+ 2
γ − 1
∫
Ω
(n+ 1)γdx.
Proof. Straightforward computations yield the estimates (i). For the energy estimate (ii), we use∫
Ω
u · ∇ρ dx = d
dt
∫
Ω
ρ ln ρ dx and
∫
Ω
v · ∇p(n+ 1) dx = 1
γ − 1
d
dt
∫
Ω
(n+ 1)γdx.
This completes the proof. 
We notice from Lemma 2.4 that the masses ρc(t) =
∫
Ω
ρ dx and nc(t) =
∫
Ω
n dx are conserved in
time, i.e., ρc(t) = ρc(0) and nc(t) = nc(0) for t ≥ 0. Thus, for the sake of simplicity, we denote ρc(0)
and nc(0) by ρc and nc, respectively.
Remark 2.1. 1. Let (ρ, u, n, v) be any global classical solutions to the system (1.6)-(1.7). Suppose
ρ ∈ [0, ρ¯] and n+ 1 ∈ [0, n¯+ 1]. Then it follows from Lemmas 2.2 and 2.4 that
1
2
d
dt
(∫
Ω
ρ|u|2dx+ 2
∫
Ω
ρ
∫ ρ
1
s− 1
s2
dsdx+
∫
Ω
(n+ 1)|v|2dx+ 2
∫
Ω
(n+ 1)
∫ n+1
1
sγ − 1
s2
dsdx
)
+ µ
∫
Ω
|∇v|2dx + (µ+ λ)
∫
Ω
|∇ · v|2dx+
∫
Ω
ρ|u− v|2dx = 0.
Then we deduce from Lemma 2.2 that
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∫
Ω
ρ|u|2dx+
∫
Ω
(ρ− 1)2dx+
∫
Ω
n2 dx+
∫
Ω
(n+ 1)|v|2dx
+ µ
∫ t
0
∫
Ω
|∇v|2dxds+ (µ+ λ)
∫ t
0
∫
Ω
|∇ · v|2dxds+
∫ t
0
∫
Ω
ρ|u− v|2dxds
.
∫
Ω
ρ0|u0|2dx+
∫
Ω
(ρ0 − 1)2dx+
∫
Ω
n20 dx+
∫
Ω
(n0 + 1)|v0|2dx,
and furthermore we also find∫
Ω
eh|u|2dx+
∫
Ω
h2dx+
∫
Ω
n2 dx+
∫
Ω
(n+ 1)|v|2dx
+ µ
∫ t
0
∫
Ω
|∇v|2dxds + (µ+ λ)
∫ t
0
∫
Ω
|∇ · v|2dxds+
∫ t
0
∫
Ω
eh|u− v|2dxds
.
∫
Ω
eh0 |u0|2dx+
∫
Ω
h20 dx+
∫
Ω
n20 dx+
∫
Ω
(n0 + 1)|v0|2dx,
for h = ln ρ ∈ L∞(Ω× R+), due to Lemma 2.3.
2. From Lemma 2.4, we obtain
2µ
∫ ∞
0
∫
Ω
|∇v|2 dxds+ 2
∫ ∞
0
∫
Ω
ρ|u− v|2 dxds ≤ E0.
Thus we asymptotically have
lim
t→∞
∫ t+1
t
∫
Ω
|∇v|2 dxds = lim
t→∞
∫ t+1
t
∫
Ω
ρ|u− v|2 dxds = 0.
3. Global existence and uniqueness of classical solutions
3.1. Local existence. In the theorem below, we provide local existence and uniqueness of strong
solutions to the system (1.6). Since local existence theories for each equation have been well devel-
oped in Hs Sobolev space as we mentioned in Section 1, we omit its detailed proof. For the readers
who are interested in it, we refer to [13] and references therein.
Theorem 3.1. Let s > 5/2, and suppose (h0, u0, n0, v0) ∈ Hs(Ω) × Hs(Ω) × Hs(Ω) × Hs(Ω).
Then, for any positive constants ǫ0 < M0, there exists a positive constant T0 depending only on ǫ0
and M0 such that if ‖(h0, u0, n0, v0)‖Hs ≤ ǫ0, then the system (1.6)-(1.7) admits a unique solution
(h, u, n, v) ∈ Is(T0) satisfying
sup
0≤t≤T0
‖(h, u, n, v)‖Hs ≤M0.
We next provide the equivalence relation between the classical solutions to the system (1.1) and
(1.6).
Proposition 3.1. For any fixed T > 0, if (ρ, u, n, v) ∈ C2(Ω × [0, T ]) solves the system (1.1)-(1.2)
with ρ > 0 and n > 0, then (h, u, n, v) ∈ C2(Ω× [0, T ]) solves the system (1.6)-(1.7) with eh > 0 and
n+ 1 > 0. Conversely, if (h, u, n, v) ∈ C2(Ω × [0, T ]) solves the system (1.6)-(1.7) with eh > 0 and
n+ 1 > 0, then (ρ, u, n, v) ∈ C2(Ω× [0, T ]) solves the system (1.1)-(1.2) with ρ > 0 and n > 0.
Proof. The proof is straightforward, and the positivity of the densities is obtained from the corre-
sponding positivity of the initial densities by using the method of characteristics. 
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3.2. Global existence. In this part, we present the a priori estimates for the global existence of
the classical solutions to the system (1.6). For this, we define
H(T ; s) := sup
0≤t≤T
‖(h(t), u(t), n(t), v(t))‖2Hs and H0(s) := ‖(h0, u0, n0, v0)‖2Hs .
We first provide a uniform bound estimate of a zeroth-order of H(T ; s) in time.
Lemma 3.1. Let s > 5/2 and T > 0 be given. Suppose that H(T ; s) ≤ ǫ1 for sufficiently small
ǫ1 > 0. Then we obtain
H(T ; 0) ≤ CH0(0),
where C > 0 is independent of T .
Proof. We choose ǫ1 > 0 small enough so that
sup
0≤t≤T
‖eh(·,t) − 1‖L∞ ≤ 1
2
and sup
0≤t≤T
‖n(·, t)‖L∞ ≤ 1
2
.
Then it follows from Remark 2.1 that∫
Ω
|u|2dx+
∫
Ω
h2dx +
∫
Ω
n2 dx+
∫
Ω
|v|2dx
+ 2µ
∫ t
0
∫
Ω
|∇v|2dxds+ 2(µ+ λ)
∫ t
0
∫
Ω
|∇ · v|2dxds+ 2
∫ t
0
∫
Ω
eh|u− v|2dxds
.
∫
Ω
|u0|2dx+
∫
Ω
h20 dx +
∫
Ω
n20 dx+
∫
Ω
|v0|2dx.
This concludes the desired result. 
For a higher order derivative, we first provide the estimate of ‖∇k(h, u)‖L2 for 1 ≤ k ≤ s.
Lemma 3.2. Let s > 5/2 and T > 0 be given. Suppose that H(T ; s) ≤ ǫ1 for sufficiently small
ǫ1 > 0. Then we obtain
d
dt
‖∇k(h, u)‖2L2 +
3
2
‖∇ku‖2L2 ≤ Cǫ1‖∇k(h, u)‖2L2 + 2‖∇kv‖2L2 for 1 ≤ k ≤ s, (3.1)
where C > 0 is independent of T .
Proof. For 1 ≤ k ≤ s+ 1, it follows from (1.6) that
1
2
d
dt
∫
Ω
|∇kh|2 + |∇ku|2dx
= −
∫
Ω
∇kh · (∇k(∇h · u) +∇k(∇ · u)) dx− ∫
Ω
∇ku · (∇k(u · ∇u) +∇k+1h) dx
−
∫
Ω
∇ku · (∇ku−∇kv) dx
=
1
2
∫
Ω
(∇ · u)(|∇kh|2 + |∇ku|2)dx−
∫
Ω
∇kh · [∇k, u · ∇]h dx
−
∫
Ω
∇ku · [∇k, u · ∇]u dx−
∫
Ω
∇ku · (∇ku−∇kv) dx
=:
4∑
i=1
Ii,
10 CHOI
where [·, ·] denotes the commutator operator, i.e., [A,B] = AB − BA. Then we now estimate
Ii, i = 1, · · · , 4 as follows.
I1 ≤ 1
2
‖∇u‖L∞(‖∇kh‖2L2 + ‖∇ku‖2L2) . ‖∇(h, u)‖L∞‖∇k(h, u)‖2L2 ≤ Cǫ1‖∇k(h, u)‖2L2,
I2 . ‖∇kh‖L2(‖∇ku‖L2‖∇h‖L∞ + ‖∇kh‖L2‖∇u‖L∞) . ‖∇(h, u)‖L∞‖∇k(h, u)‖2L2
≤ Cǫ1‖∇k(h, u)‖2L2,
I3 . ‖∇ku‖2L2‖∇u‖L∞ . ‖∇(h, u)‖L∞‖∇k(h, u)‖2L2 ≤ Cǫ1‖∇k(h, u)‖2L2 ,
I4 ≤ −3
4
‖∇ku‖2L2 + ‖∇kv‖2L2 ,
due to Lemma 2.1. This yields
d
dt
‖∇k(h, u)‖2L2 +
3
2
‖∇ku‖2L2 ≤ Cǫ1‖∇k(h, u)‖2L2 + 2‖∇kv‖2L2 ,
where C > 0 is independent of T . 
Remark 3.1. In a similar fashion as in Lemma 3.2, we also deduce that for 1 ≤ k ≤ s
1
2
d
dt
∫
Ω
|∇k−1u|2 dx =
∫
Ω
∇k−1u · ∇k−1ut dx
≤
∫
Ω
∇k−1u · (−∇k−1(u · ∇u)−∇kh−∇k−1(u− v)) dx
≤ Cǫ1‖∇k−1u‖2L2 + ‖∇k−1u‖L2‖∇kh‖L2 −
1
2
‖∇k−1u‖2L2 +
1
2
‖∇k−1v‖2L2
≤ 1
4
‖∇kh‖2L2 + C‖∇k−1(u, v)‖2L2 ,
where C > 0 is independent of T .
We notice that we do not have the dissipation rate of h in the estimate (3.1). In order to get it,
the estimate of ‖ht‖Hs−1 is used for the compressible Euler equation with damping [17, 19] since
the required dissipation rate of h can be bounded from above by Sobolev norms of other solutions
under the smallness assumption on the solutions. Indeed, it follows from the part of Euler equations
(1.6)1-(1.6)2 that
ht = −∇h · u−∇ · u,
∇h = −ut − u · ∇u − (u− v).
Then, for 0 ≤ k ≤ s− 1, we get
‖∇kht‖L2 ≤ ‖∇k(∇h · u)‖L2 + ‖∇k+1u‖L2
. ‖∇h‖Hs−1‖u‖L∞ + ‖∇h‖L∞‖u‖Hs−1 + ‖∇u‖Hs−1
. ‖u‖Hs .
Similarly, we find
‖∇h‖Hs−1 . ‖ut‖Hs−1 + ‖u‖Hs−1 + ‖v‖Hs−1 .
Thus we obtain
‖ht‖Hs−1 + ‖∇h‖Hs−1 . ‖u‖Hs + ‖ut‖Hs−1 + ‖v‖Hs−1 . (3.2)
When there is no interactions with fluids, i.e., v = 0 in (3.2) and the system (1.6)1-(1.6)2 re-
duces to the Euler equations with linear damping, the above observation enables us to have the
uniform bound estimates of solutions. This strategy is taken into consideration for the isothermal
Euler/incompressible Navier-Stokes equations in [4]. However, for our system (1.6), it will be very
complicated if we estimate ‖(ht, ut, nt, vt)‖Hs−1 to get the dissipation rate for the densities h and
n. To this end, we give the following lemma inspired by [14, 15] which gives the dissipation rate for
the density h.
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Lemma 3.3. Let s > 5/2 and T > 0 be given. Suppose that H(T ; s) ≤ ǫ1 for sufficiently small
ǫ1 > 0. Then there exists a C > 0 independent of T such that
d
dt
∫
Ω
∇k−1u · ∇kh dx+ 3
4
‖∇kh‖2L2
≤ Cǫ1‖∇k(h, u)‖2L2 + Cǫ1‖∇k−1u‖2L2 + ‖∇ku‖2L2 + C
(‖∇k−1u‖2L2 + ‖∇k−1v‖2L2) ,
for 1 ≤ k ≤ s.
Proof. For 1 ≤ k ≤ s, it is a straightforward to get
d
dt
∫
Ω
∇k−1u · ∇kh dx =
∫
Ω
∇k−1ut · ∇kh dx+
∫
Ω
∇k−1u · ∇kht dx
= J1 + J2,
where J1 is estimated as follows.
J1 = −
∫
Ω
∇kh · ∇k−1 (u · ∇u+∇h+ (u− v)) dx
≤ ‖∇kh‖L2
(‖∇k−1u‖L2‖∇u‖L∞ + ‖u‖L∞‖∇ku‖L2)− ‖∇kh‖2L2
+ ‖∇kh‖L2
(‖∇k−1u‖L2 + ‖∇k−1v‖L2)
≤ Cǫ1‖∇k(h, u)‖2L2 + Cǫ1‖∇k−1u‖2L2 −
3
4
‖∇kh‖2L2 + C
(‖∇k−1u‖2L2 + ‖∇k−1v‖2L2) .
For the estimate of J2, we use the integration by parts together with the continuity equation (1.6)1
to find
J2 = −
∫
Ω
∇ku · ∇k−1ht dx
=
∫
Ω
∇ku · (∇k−1(∇h · u+∇ · u)) dx
≤ ‖∇ku‖L2
(‖∇h‖L∞‖∇k−1u‖L2 + ‖∇kh‖L2‖u‖L∞)+ ‖∇ku‖2L2
≤ Cǫ1‖∇k(h, u)‖2L2 + Cǫ1‖∇k−1u‖2L2 + ‖∇ku‖2L2.
Thus we have
d
dt
∫
Ω
∇k−1u · ∇kh dx+ 3
4
‖∇kh‖2L2
≤ Cǫ1‖∇k(h, u)‖2L2 + Cǫ1‖∇k−1u‖2L2 + ‖∇ku‖2L2 + C
(‖∇k−1u‖2L2 + ‖∇k−1v‖2L2) .
This completes the proof. 
Remark 3.2. Note that∫
Ω
|∇k(h, u)|2 dx+
∫
Ω
∇k−1u · ∇kh dx+
∫
Ω
|∇k−1u|2 dx ≈ ‖∇kh‖2L2 + ‖∇k−1u‖2H1 ,
i.e., there exists a positive constant C such that
1
C
(‖∇kh‖2L2 + ‖∇k−1u‖2H1)
≤
∫
Ω
|∇k(h, u)|2 dx +
∫
Ω
∇k−1u · ∇kh dx+
∫
Ω
|∇k−1u|2 dx ≤ C (‖∇kh‖2L2 + ‖∇k−1u‖2H1) .
We next give the estimate of ‖∇kv‖L2 for 1 ≤ k ≤ s. The similar framework is employed in [7].
However, it can not be directly applied here, since the periodic domain is considered in [7], and in
addition Poincare´ inequality is also used for the estimate.
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Lemma 3.4. Let s > 5/2 and T > 0 be given. Suppose that H(T ; s) ≤ ǫ1 for sufficiently small
ǫ1 > 0. Then we have
d
dt
‖∇kv‖2L2 +
1
3
‖∇kv‖2L2 + C1µ‖∇k+1v‖2L2
≤ Cǫ1‖∇k(h, n, v)‖2L2 + 3‖∇ku‖2L2 + C‖∇n‖2Hk−1 for 1 ≤ k ≤ s,
for some positive constant C1 > 0. Here C > 0 is independent of T .
Proof. It follows from the Navier-Stokes equations (1.6)4 that
vt + v · ∇v + ∇p(n+ 1)
n+ 1
+
Lv
n+ 1
=
eh
n+ 1
(u− v).
Then, for 1 ≤ k ≤ s, by applying ∇k to the above equation we find
∇kvt +∇k(v · ∇v) +∇k
(∇p(n+ 1)
n+ 1
)
+∇k
(
Lv
n+ 1
)
= ∇k
(
eh
n+ 1
(u − v)
)
,
and it can be rewritten as
∇kvt = −v · ∇k+1v − [∇k, v · ∇]v +∇k
(
eh
n+ 1
(u− v)
)
−∇k
(∇p(n+ 1)
n+ 1
)
−∇k
(
Lv
n+ 1
)
.
This yields that
1
2
d
dt
‖∇kv‖2L2 = −
∫
Ω
(v · ∇k+1v) · ∇kv + [∇k, v · ∇]v · ∇kv −∇k
(
eh
n+ 1
(u− v)
)
· ∇kv dx
−
∫
Ω
∇k
(∇p(n+ 1)
n+ 1
)
· ∇kv +∇k
(
Lv
n+ 1
)
· ∇kv dx
=:
5∑
i=1
Ki.
We first easily estimate K1 and K2 as
K1 =
1
2
∫
Ω
(∇ · v)|∇kv|2 dx ≤ Cǫ1‖∇kv‖2L2 ,
K2 ≤ ‖[∇k, v · ∇]v‖L2‖∇kv‖L2 ≤ Cǫ1‖∇kv‖2L2 ,
due to Lemma 2.1.
For the K3, we divide it into two parts:
K3 =
∫
Ω
∇kv · e
h
n+ 1
∇k(u− v) dx +
∫
Ω
∇kv ·
(
∇k
(
eh
n+ 1
(u− v)
)
− e
h
n+ 1
∇k(u− v)
)
=: K13 +K
2
3 .
By the smallness assumptions on the solutions, we can obtain 1/2 ≤ eh(x,t) ≤ 3/2 and |n(x, t)| ≤ 1/2
for all (x, t) ∈ Ω× [0, T ], and this deduces
K13 =
∫
Ω
eh
n+ 1
∇ku · ∇kv dx−
∫
Ω
eh
n+ 1
|∇kv|2 dx
≤ 1
2
∫
Ω
eh
n+ 1
|∇ku|2 dx− 1
2
∫
Ω
eh
n+ 1
|∇kv|2 dx
≤ 3
2
∫
Ω
|∇ku|2 dx− 1
6
∫
Ω
|∇kv|2 dx,
due to 1/3 ≤ eh/(n+ 1) ≤ 3 for all (x, t) ∈ Ω× [0, T ].
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We also obtain
K23 ≤ ‖∇kv‖L2
(∥∥∥∥∇( ehn+ 1
)∥∥∥∥
L∞
‖∇k−1(u− v)‖L2 +
∥∥∥∥∇k ( ehn+ 1
)∥∥∥∥
L2
‖u− v‖L∞
)
≤ ‖∇kv‖L2
(‖∇(h, n)‖L∞‖∇k−1(u− v)‖L2 + ‖∇k(h, n)‖L2‖u− v‖L∞)
≤ Cǫ1‖∇k(h, n, v)‖2L2 + Cǫ1‖∇k−1(u, v)‖2L2,
where we used the Sobolev inequality in Lemma 2.1 to get∥∥∥∥∇( ehn+ 1
)∥∥∥∥
L∞
. ‖∇(h, n)‖L∞ and
∥∥∥∥∇k ( ehn+ 1
)∥∥∥∥
L2
. ‖∇k(h, n)‖L2 .
This implies
K3 ≤ Cǫ1‖∇k(h, n, v)‖2L2 + Cǫ1‖∇k−1(u, v)‖2L2 +
3
2
∫
Ω
|∇ku|2 dx− 1
6
∫
Ω
|∇kv|2 dx.
Integrating by parts, we get
K4 =
∫
Ω
∇k−1
(∇p(n+ 1)
n+ 1
)
· ∇k+1v dx
=
∫
Ω
∇k−1 (γ(n+ 1)γ−2∇n) · ∇k+1v dx
≤ C(1− δk,1)
∑
1≤l≤k−1
∫
Ω
|∇l((n+ 1)γ−2)||∇k−ln||∇k+1v| dx+ C
∫
Ω
|∇kn||∇k+1v| dx
≤ C(1− δk,1)
∑
1≤l≤k−1
‖∇l((n+ 1)γ−2)‖H1‖∇k−ln‖H1‖∇k+1v‖L2 + C‖∇kn‖L2‖∇k+1v‖L2
≤ C‖∇n‖Hk−1‖∇k+1v‖L2
≤ Cδ−11 ‖∇n‖2Hk−1 + Cδ1‖∇k+1v‖2L2 ,
due to the interpolation and Sobolev inequalities, where δ1 > 0 will be determined later and δi,j
denotes the Kronecker delta, i.e., δi,j = 1 if i = j and δi,j = 0 if i 6= j.
We estimate K5 by decomposing it into two parts as
K5 =
∫
Ω
∇kv · ∇k
(
µ
n+ 1
∇ · ∇v + µ+ λ
n+ 1
∇∇ · v
)
dx
=: K15 +K
2
5 .
Since the estimate of K25 is very similar to that of K
1
5 , we only provide the estimate of K
1
5 . For this,
we again rewrite it as the summation of three terms, K1,i5 , i = 1, 2, 3:
K15 = µ
∫
Ω
1
n+ 1
∇ · ∇k+1v · ∇kv dx+ µ
∫
Ω
∇kv · ∇k
(
1
n+ 1
)
∇ · ∇v dx
+ µ(1− δk,1)
∑
1≤l≤k−1
(
k
l
)∫
Ω
∇kv · ∇l
(
1
n+ 1
)
∇k−l∇ · ∇v dx
=: K1,15 +K
1,2
5 +K
1,3
5 .
Here K1,i5 , i = 1, 2, 3 are estimated as follows.
K1,15 = −µ
∫
Ω
∇
(
1
n+ 1
∇kv
)
· ∇k+1v dx
= µ
∫
Ω
( ∇n
(n+ 1)2
· ∇kv
)
· ∇k+1v dx− µ
∫
Ω
1
n+ 1
|∇k+1v|2dx
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≤ Cǫ1‖∇kv‖L2‖∇k+1v‖L2 − Cµ‖∇k+1v‖2L2
≤ Cǫ1‖∇kv‖2L2 − C(µ− Cǫ1)‖∇k+1v‖2L2,
K1,25 ≤ C‖∇kv‖L4‖∇2v‖L4
∥∥∥∥∇k ( 1n+ 1
)∥∥∥∥
L2
≤ C‖∇kv‖H1‖∇2v‖H1‖∇kn‖L2
≤ Cǫ1‖∇k+1v‖2L2 + Cǫ1‖∇kv‖2L2 + Cǫ1‖∇kn‖2L2 ,
K1,35 ≤ C(1 − δk,1)
∑
1≤l≤k−1
‖∇kv‖L4
∥∥∥∥∇l( 1n+ 1
)∥∥∥∥
L4
‖∇k+2−lv‖L2
≤ C(1 − δk,1)
∑
1≤l≤k−1
‖∇kv‖H1‖∇ln‖H1‖∇k+2−lv‖L2
≤ C(1 − δk,1)‖∇kv‖H1‖∇n‖Hk−1‖∇3v‖Hk−2
≤ Cǫ1‖∇k+1v‖2L2 + Cǫ1‖∇kv‖2L2 + Cǫ1‖∇n‖2Hk−1 ,
where we used ‖f‖L4 . ‖f‖H1 for f ∈ H1(Ω) together with Lemma 2.1. This yields
K15 ≤ Cǫ1‖∇kv‖2L2 + Cǫ1‖∇n‖2Hk−1 − C(µ− Cǫ1)‖∇k+1v‖2L2 .
Similarly, we obtain
K25 ≤ Cǫ1‖∇kv‖2L2 + Cǫ1‖∇n‖2Hk−1 − Cǫ1‖∇k+1v‖2L2 ,
and this implies
K5 ≤ Cǫ1‖∇kv‖2L2 + Cǫ1‖∇n‖2Hk−1 − C(µ− Cǫ1)‖∇k+1v‖2L2 .
We now collect all of the above estimate to deduce
d
dt
‖∇kv‖2L2 +
1
3
‖∇kv‖2L2 + C(µ− Cǫ1 − Cδ1)‖∇k+1v‖2L2
≤ Cǫ1‖∇k(h, n, v)‖2L2 + 3‖∇ku‖2L2 + Cδ−11 ‖∇n‖2Hk−1 + Cǫ1‖∇n‖2Hk−1 .
By choosing δ1 > 0 small enough so that C(µ−Cǫ1−Cδ1) > 0, we conclude our desired result. 
We finally provide the estimate of ‖∇kn‖L2 for 1 ≤ k ≤ s. For the same reason as before, we
add a suitable cross term
∫
Ω
(n+1)2
2µ+λ ∇kn · ∇k−1v dx to the usual L2-norm estimate of ∇kn, and then
get the desired dissipation rate for the density n. This proof is rather lengthy and technical, we
postpone it to Appendix A.
Lemma 3.5. Let s > 5/2 and T > 0 be given. Suppose that H(T ; s) ≤ ǫ1 for sufficiently small
ǫ1 > 0. Then, for 1 ≤ k ≤ s, we have
d
dt
∫
Ω
∇kn ·
(∇kn
2
+
(n+ 1)2
2µ+ λ
∇k−1v
)
dx+ C2‖∇kn‖2L2
≤ Cǫ1‖n‖2Hk−1 + Cǫ1‖v‖2Hk+1 + Cǫ1‖∇k−1h‖2L2 + C‖∇kv‖2L2 + C‖∇k−1(u, v)‖2L2,
for some positive constant C2 > 0. Here C > 0 is independent of T .
We now combine all of the estimates obtained in Lemmas 3.3-3.5 to have the uniform bound of
H(T ; s) in time.
Proposition 3.2. Let T > 0 be given. Suppose H(T ; s) ≤ ǫ1 ≪ 1. Then we have
H(T ; s) ≤ C0H0(s),
where C0 is a positive constant independent of T .
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Proof. We claim that there exists a positive constant C independent of T such that
H(T ; k) ≤ CH0(k) for 0 ≤ k ≤ s. (3.3)
For the proof of claim, we use the induction argument. First, it follows from Lemma 3.1 that the
inequality (3.3) holds for k = 0. We now assume that (3.3) holds for k = m < s. Then we deduce
from Lemmas 3.2, 3.3, and Remark 3.1 that
d
dt
(∫
Ω
|∇m+1(h, u)|2 dx+
∫
Ω
∇mu · ∇m+1h dx+
∫
Ω
|∇mu|2 dx
)
≤ −1
2
‖∇m+1u‖2L2 −
1
4
‖∇m+1h‖2L2 + Cǫ1‖∇m+1(h, u)‖2L2 + 2‖∇m+1v‖2L2
+ Cǫ1‖∇mu‖2L2 + C‖∇m(u, v)‖2L2
≤ −
(
1
4
− Cǫ1
)
‖∇m+1(h, u)‖2L2 + 2‖∇m+1v‖2L2 + CH0(m),
(3.4)
where we also used the fact from the induction hypothesis that
Cǫ1‖∇mu‖2L2 + C‖∇m(u, v)‖2L2 ≤ C‖∇m(u, v)‖2L2 ≤ CH(T ;m) ≤ CH0(m).
In order to get the dissipation rate of ‖∇m+1v‖2L2, we notice from Lemma 3.4 and the induction
hypothesis that
d
dt
‖∇mv‖2L2 +
1
3
‖∇mv‖2L2 + C1µ‖∇m+1v‖2L2
≤ Cǫ1‖∇m(h, n, v)‖2L2 + 3‖∇mu‖2L2 + C‖∇n‖2Hm−1
≤ CH0(m).
(3.5)
Then we multiply (3.5) by α1 > 0 and add it to (3.4) to find
d
dt
(∫
Ω
|∇m+1(h, u)|2 dx+
∫
Ω
∇mu · ∇m+1h dx+
∫
Ω
|∇mu|2 dx+ α1
∫
Ω
|∇mv|2 dx
)
≤ −
(
1
4
− Cǫ1
)
‖∇m+1(h, u)‖2L2 − (C1α1µ− 2)‖∇m+1v‖2L2 − Cα1‖∇mv‖2L2 + CH0(m)
≤ −C3
(‖∇m+1(h, u)‖2L2 + ‖∇m(u, v)‖2L2)+ CH0(m),
for some positive constant C3, where α1 > 0 is chosen large enough so that C1α1µ − 2 > 0. Then
by applying the Gronwall’s inequality together with Remark 3.2 we find
sup
0≤t≤T
‖∇m+1(h, u)‖2L2 ≤ CH0(m+ 1), (3.6)
for some positive constant C > 0.
We next estimate ‖∇m+1(n, v)‖2L2 . It follows from Lemma 3.5 together with (3.5) that
d
dt
(∫
Ω
∇m+1n ·
(∇m+1n
2
+
(n+ 1)2
2µ+ λ
∇mv
)
dx+ α2
∫
Ω
|∇mv|2 dx
)
≤ −(C1α2µ− C)‖∇m+1v‖2L2 − C2‖∇m+1n‖2L2 + Cǫ1‖∇m+2v‖2L2 + CH0(m)
≤ −C4‖∇m+1(n, v)‖2L2 + Cǫ1‖∇m+2v‖2L2 + CH0(m),
(3.7)
for some positive constant C4, where α2 > 0 is taken so that C1α2µ − C > 0. On the other hand,
we also find from Lemma 3.4 that
d
dt
‖∇m+1v‖2L2 +
1
3
‖∇m+1v‖2L2 + C1µ‖∇m+2v‖2L2
≤ Cǫ1‖∇m+1(h, n, v)‖2L2 + 3‖∇m+1u‖2L2 + C‖∇n‖2Hm
≤ Cǫ1‖∇m+1v‖2L2 + C‖∇m+1n‖2L2 + CH0(m+ 1).
(3.8)
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Multiplying both side of inequality (3.8) by α3 > 0 which will be determined later and combining it
with (3.7), we deduce
d
dt
(∫
Ω
∇m+1n ·
(∇m+1n
2
+
(n+ 1)2
2µ+ λ
∇mv
)
dx+ α2
∫
Ω
|∇mv|2 dx+ α3
∫
Ω
|∇m+1v|2 dx
)
≤ −(C4 − Cα3)‖∇m+1n‖2L2 − (C1α3µ− Cǫ1)‖∇m+2v‖2L2
− α3
(
1
3
− Cǫ1
)
‖∇m+1v‖2L2 + CH0(m+ 1).
For notational simplicity, we set
Em+1 :=
∫
Ω
∇m+1n ·
(∇m+1n
2
+
(n+ 1)2
2µ+ λ
∇mv
)
dx+ α2
∫
Ω
|∇mv|2 dx+ α3
∫
Ω
|∇m+1v|2 dx,
and choose α3 > 0 small enough such that C4 − Cα3 > 0 and then select ǫ1 > 0 such that
C1α3µ− Cǫ1 > 0 and 1/3− Cǫ1 > 0. This yields
d
dt
Em+1 ≤ −C5‖∇m+1(n, v)‖2L2 − C6‖∇m+2v‖2L2 − C7‖∇mv‖2L2 + CH0(m+ 1),
for some positive constants C5, C6, and C7. Note that there exists a positive constant C > 0 such
that
1
C
(‖∇m+1(n, v)‖2L2 + ‖∇mv‖2L2) ≤ Em+1 ≤ C (‖∇m+1(n, v)‖2L2 + ‖∇mv‖2L2) , (3.9)
for α2 > 0 large enough due to∣∣∣∣∫
Ω
∇m+1n · (n+ 1)
2
2µ+ λ
∇mv dx
∣∣∣∣ ≤ 14‖∇m+1n‖2L2 + C‖∇mv‖2L2 .
Thus by applying the Gronwall’s inequality together with the relation (3.9) we have
sup
0≤t≤T
‖∇m+1(n, v)‖2L2 ≤ CH0(m+ 1). (3.10)
Hence we conclude our desired result by combining (3.6) and (3.10). 
We now construct the global classical solutions by combining the local existence theory in Theorem
3.1 and the uniform a priori estimate in Proposition 3.2.
Proof of Theorem 1.1. We first choose a positive constant M := min{ǫ0, ǫ1}, where ǫ0 and ǫ1 are
given in Theorem 3.1 and Proposition 3.2, respectively. We then take the initial data (h0, u0, n0, v0)
satisfying
‖(h0, u0, n0, v0)‖Hs ≤ M
2
√
1 + C0
,
where C0 is appeared in Proposition 3.2. We now define the lifespan of the solutions for the system
(1.6)-(1.7) as
T := sup
{
t ≥ 0 : sup
0≤τ≤t
‖(h(τ), u(τ), n(τ), v(τ))‖Hs < M
}
(3.11)
Note that
‖(h0, u0, n0, v0)‖Hs ≤ M
2
√
1 + C0
≤ M
2
≤ ǫ0.
This and together with Theorem 3.1 implies T > 0. Suppose T < +∞. Then it follows from the
definition of T (3.11) and Theorem 3.1 that
sup
0≤t≤T
‖(h(t), u(t), n(t), v(t))‖Hs =M. (3.12)
On the other hand, we find from Proposition 3.2 that
sup
0≤t≤T
‖(h(t), u(t), n(t), v(t))‖Hs ≤
√
C0‖(h0, u0, n0, v0)‖Hs ≤ M
√
C0
2
√
1 + C0
≤ M
2
,
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and this is a contradiction to (3.12). Hence we conclude that the lifespan of the solutions T = ∞
and complete the proof.

4. Large-time behavior
In this section, we study the large-time behavior of classical solutions to the system (1.1). As
mentioned in Section 1, inspired by [4, 5], we first define a temporal energy function E as
E(t) := 1
2
∫
T3
ρ|u−mc|2 dx+
∫
T3
ρ
∫ ρ
ρc
s− ρc
s2
dsdx+
1
2
∫
T3
n|v − jc|2 dx
+
∫
T3
n
∫ n
nc
sγ − nγc
s2
dsdx+
1
2
(
nc ρc
nc + ρc
)
|mc − jc|2.
(4.1)
In the lemma below, we show that E has the same dissipation with the total energy E defined in
Lemma 2.4.
Lemma 4.1. Let (ρ, u, n, v) be any classical solutions to the system (1.1). Then we have
d
dt
E(t) +D(t) = 0,
where the corresponding dissipation D(t) is given by
D(t) := µ
∫
T3
|∇v|2 dx+ (µ+ λ)
∫
T3
|∇ · v|2 dx+
∫
T3
ρ|u− v|2 dx.
Proof. It is a straightforward to get
d
dt
(
1
2
∫
T3
ρ|u−mc|2 dx+
∫
T3
ρ ln ρ dx
)
= −
∫
T3
ρ(u− v) · (u −mc) dx
d
dt
(
1
2
∫
T3
n|v − jc|2 dx+ 1
γ − 1
∫
T3
nγ dx
)
+ µ
∫
T3
|∇v|2 dx+ (µ+ λ)
∫
T3
|∇ · v|2 dx
=
∫
T3
ρ(u− v) · (v − jc) dx.
This and together with Lemma 2.2 yields
d
dt
(
1
2
∫
T3
ρ|u−mc|2 dx+
∫
T3
ρ
∫ ρ
ρc
s− ρc
s2
dsdx+
1
2
∫
T3
n|v − jc|2 dx+
∫
T3
n
∫ n
nc
sγ − nγc
s2
dsdx
)
+ µ
∫
T3
|∇v|2 dx+ (µ+ λ)
∫
T3
|∇ · v|2 dx+
∫
T3
ρ|u− v|2 dx
= (mc − jc) ·
∫
T3
ρ(u − v) dx.
(4.2)
On the other hand, it follows from the conservation of total momentum that
d
dt
(ρcmc) +
d
dt
(ncjc) = 0, i.e.,
d
dt
mc = −nc
ρc
d
dt
jc. (4.3)
Then we obtain
1
2
d
dt
|mc − jc|2 = (mc − jc) · d
dt
(mc − jc)
= −
(
1 +
nc
ρc
)
(mc − jc) · d
dt
jc
= −
(
1
nc
+
1
ρc
)
(mc − jc) ·
∫
T3
ρ(u− v) dx
(4.4)
Combining (4.2) and (4.4), we conclude our desired result. 
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Remark 4.1. 1. We set
E˜(t) :=
∫
Ω
ρ|u|2dx+
∫
Ω
(ρ− ρc)2dx+
∫
Ω
n|v|2dx+
∫
Ω
(n− nc)2dx.
Then by using the almost same argument as in Remark 2.1 we get
E˜(t) ≤ CE˜0 for t ≥ 0,
where E˜0 = E˜(0) and C is a positive constant independent of t.
2. We reminder the reader that our Lyapunov function L is given by
L(t) =
∫
T3
ρ|u−mc|2dx +
∫
T3
(ρ− ρc)2dx+
∫
T3
n|v − jc|2dx+ |mc − jc|2 +
∫
T3
(n− nc)2dx.
Since it follows from Lemma 2.2 that∫
T3
ρ
∫ ρ
ρc
s− ρc
s2
dsdx+
∫
T3
n
∫ n
nc
sγ − nγc
s2
dsdx ≈
∫
T3
(ρ− ρc)2 dx+
∫
T3
(n− nc)2dx,
L(t) ≈ E(t) for all t ≥ 0, i.e., there exists a C > 0 independent of t such that
1
C
E(t) ≤ L(t) ≤ CE(t) for t ≥ 0.
We next present several estimates for averaged quantities which will be frequently used in the
rest of this section.
Lemma 4.2. Let mc and jc be the local momenta of the fluids defined in (1.10). Then we have
(i) |mc|2 + |jc|2 ≤ CE˜0 and |m′c|2 + |j′c|2 ≤ C
∫
T3
ρ|u− v|2dx,
(ii) |vc − jc|2 ≤ C
∫
T3
|∇v|2 dx, where vc :=
∫
T3
v dx,
where ′ denotes the time-derivative, i.e., {}′ := ddt{}, and C is a positive constant independent of t.
Proof. Using the Ho¨lder’s inequality, we easily get
|mc| ≤ 1
ρc
∫
T3
ρ|u| dx ≤ 1√
ρc
(∫
T3
ρ|u|2 dx
)1/2
≤ CE˜1/20 ,
due to Remark 4.1, and similarly we obtain |jc|2 ≤ CE˜0.
We also notice from (4.3) that
|ρcm′c|2 = |nc j′c|2 =
∣∣∣∣∫
T3
ρ(u− v) dx
∣∣∣∣2 ≤ ρc ∫
T3
ρ|u− v|2dx,
and this implies
|m′c|2 + |j′c|2 ≤
(
1
ρc
+
ρc
n2c
)∫
T3
ρ|u− v|2dx.
For the proof of (ii), we use the Sobolev inequality to find
|vc − jc|2 = 1
n2c
∣∣∣∣∫
T3
n(v − vc) dx
∣∣∣∣2 ≤ n¯nc
∫
T3
|v − vc|2dx ≤ Cn¯
nc
∫
T3
|∇v|2dx.
This concludes the desired results. 
We provide the lower bound estimate of the dissipation term D. In fact, our proposed Lyapunov
functional L without the evolution functions of the densities is bounded from above by the dissipation
term D. From this observation, we will consider a perturbed energy functional Eσ1,σ2 to have the
dissipation rates for the densities ρ and n later (see (4.8)).
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Lemma 4.3. There exists a positive constant C independent of t such that
L−(t) ≤ CD(t) for t ≥ 0,
where L− is given by
L− := L −
∫
T3
(ρ− ρc)2 dx−
∫
T3
(n− nc)2 dx.
Proof. Using the standard interpolation technique and Young’s inequality, we obtain∫
T3
ρ|u− v|2dx =
∫
T3
ρ|u−mc +mc − jc + jc − v|2dx
=
∫
T3
ρ|u−mc|2dx+ ρc|mc − jc|2 +
∫
T3
ρ|v − jc|2dx
+ 2
∫
T3
ρ(mc − jc) · (jc − v)dx + 2
∫
T3
ρ(u −mc) · (jc − v)dx
≥ 1
2
∫
T3
ρ|u−mc|2dx+ ρc
2
|mc − jc|2 − 3
∫
T3
ρ|v − jc|2dx.
On the other hand, the negative term in right hand side of the above inequality can be estimated as∫
T3
ρ|v − jc|2 dx ≤ 2ρ¯
∫
T3
|v − vc|2 dx+ 2ρc|vc − jc|2 ≤ C
∫
T3
|∇v|2 dx,
due to Lemma 4.2. Then this yields
1
2
(∫
T3
ρ|u−mc|2dx+ ρc|mc − jc|2
)
≤
∫
T3
ρ|u− v|2dx+ C
∫
T3
|∇v|2dx. (4.5)
We next estimate
1
2
∫
T3
n|v − jc|2dx ≤
∫
T3
n|v − vc|2dx+ nc|vc − jc|2 ≤ C
∫
T3
|∇v|2dx, (4.6)
where we used Lemma 4.2 again.
Combine the estimates (4.6) and (4.5), we finally conclude
1
2
(∫
T3
ρ|u−mc|2dx+ ρc|mc − jc|2 +
∫
T3
(n+ 1)|v − jc|2dx
)
≤
∫
T3
ρ|u− v|2dx+ C
∫
T3
|∇v|2dx,
that is,
L−(t) ≤ CD(t), for t ≥ 0,
where C is a positive constant independent of t. 
We next focus on finding the desired dissipation rates for the densities ρ and n. Inspired by
the recent works [4, 5, 7], we provide a type of Bogovskii’s result in the periodic domain which is
obtained from the estimate of elliptic regularity for Poisson’s equations. For more details, we refer
to [5, 9].
Lemma 4.4. Given any f ∈ L2#(T3) :=
{
f ∈ L2(T3)| ∫
T3
fdx = 0
}
, the following stationary
transport equation with auxiliary equations
∇ · ν = f, ∇× ν = 0, and
∫
T3
ν dx = 0, (4.7)
admit a solution operator B : f 7→ ν satisfying the following properties:
(i) ν = B[f ] is a solution to the problem (4.7) and a linear operator from L2#(T3) into H1(T3),
i.e.,
‖B[f ]‖H1 ≤ C∗‖f‖L2.
20 CHOI
(ii) If a function f ∈ H1(T3) can be written in the form f = ∇ · g with g ∈ [H1(T3)]3, then
‖B[f ]‖L2 ≤ C∗‖g‖L2.
Using the operator B, we set a perturbed function Eσ1,σ2(t):
Eσ1,σ2 := E − σ1
∫
T3
ρ(u−mc) · B[ρ− ρc] dx− σ2
∫
T3
n(v − jc) · B[n− nc] dx, (4.8)
where σ1, σ2 > 0 will be appropriately determined later.
Lemma 4.5. The perturbed function Eσ1,σ2 defined in (4.8) satisfies
d
dt
Eσ1,σ2(t) +Dσ1,σ2(t) = 0,
where Dσ1,σ2 is given by
Dσ1,σ2 = D + σ1
(∫
T3
ρu⊗ u : ∇B[ρ− ρc] dx−
∫
T3
ρ(u− v) · B[ρ− ρc] dx +
∫
T3
(ρ− ρc)2 dx
)
− σ1
(∫
T3
ρ(u−mc) · B[∇ · (ρu)] dx+
∫
T3
∂t(ρmc) · B[ρ− ρc] dx
)
+ σ2
(∫
T3
nv ⊗ v : ∇B[n− nc] dx+
∫
T3
ρ(u− v) · B[n− nc] dx+
∫
T3
(nγ − nγc )(n− nc) dx
)
− σ2
(∫
T3
n(v − jc) · B[∇ · (nv)] dx + µ
∫
T3
∇v : ∇B[n− nc] dx+ (µ+ λ)
∫
T3
(∇ · v)n dx
)
− σ2
∫
T3
∂t(vjc) · B[n− nc] dx,
where A : B :=
∑m
i=1
∑n
j=1 aijbij for A = (aij), B = (bij) ∈ Rmn.
Proof. We first divide the second term in the right hand side of the equation (4.8) into three parts:
d
dt
∫
T3
ρ(u−mc) · B[ρ− ρc] dx =
∫
T3
∂t(ρu) · B[ρ− ρc] dx+
∫
T3
ρ(u−mc) · B[∂tρ] dx
−
∫
T3
∂t(ρmc) · B[ρ− ρc] dx
=:
3∑
i=1
Ii,
where I1 is estimated as
I1 = −
∫
T3
(∇ · (ρu⊗ u) + ρ(u− v) +∇(ρ− ρc)) · B[ρ− ρc] dx
=
∫
T3
ρu⊗ u : B[ρ− ρc] dx−
∫
T3
ρ(u − v) · B[ρ− ρc] dx+
∫
T3
(ρ− ρc)2 dx,
due to the definition of the operator B. The estimate of I2 is easily obtained by the continuity
equation (1.1)1. By using the almost same argument as the above, we also find the desired estimates
of the last term in the right hand side of the equation (4.8). This concludes the proof. 
Note that for C∗ > 0 which is appeared in Lemma 4.4 we obtain
σ1
∣∣∣∣∫
T3
ρ(u−mc) · B[ρ− ρc] dx
∣∣∣∣ ≤ σ1 ( ρ¯2
∫
T3
ρ|u−mc|2 dx + C
∗
2
∫
T3
(ρ− ρc)2 dx
)
,
and
σ2
∣∣∣∣∫
T3
n(v − jc) · B[n− nc] dx
∣∣∣∣ ≤ σ1( n¯2
∫
T3
n|v − jc|2 dx+ C
∗
2
∫
T3
(n− nc)2 dx
)
.
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This and together with Remark 4.1 deduces
Eσ1,σ2(t) ≈ L(t) t ≥ 0, (4.9)
for some σ1, σ2 > 0 small enough. We now show that the dissipation term Dσ1,σ2 is bounded from
below by the Lyapunov function L from which we deduce the exponential decay of L.
Proof of Theorem 1.2. For the proof, we claim that there exists a positive constant C such that
L(t) ≤ CDσ1,σ2(t) t ≥ 0, (4.10)
for σ1, σ2 > 0 small enough. We notice that if the inequality (4.10) holds, then it follows from (4.9)
that
d
dt
Eσ1,σ2(t) + CEσ1,σ2(t) ≤ 0 for some C > 0,
and this concludes
L(t) . Eσ1,σ2(t) . Eσ1,σ20 e−Ct . L0e−Ct for t ≥ 0.
Proof of claim: We rewrite Dσ1,σ2(t) as the summation of Ji, i = 1, · · · , 15:
Dσ1,σ2 = µ
∫
T3
|∇v|2 dx+ (µ+ λ)
∫
T3
|∇ · v|2 dx+
∫
T3
ρ|u− v|2 dx
+ σ1
(∫
T3
ρu⊗ u : ∇B[ρ− ρc] dx−
∫
T3
ρ(u− v) · B[ρ− ρc] dx+
∫
T3
(ρ− ρc)2 dx
)
− σ1
(∫
T3
ρ(u−mc) · B[∇ · (ρu)] dx+
∫
T3
∂t(ρmc) · B[ρ− ρc] dx
)
+ σ2
(∫
T3
nv ⊗ v : ∇B[n− nc] dx+
∫
T3
ρ(u− v) · B[n− nc] dx+
∫
T3
(nγ − nγc )(n− nc) dx
)
− σ2
(∫
T3
n(v − jc) · B[∇ · (nv)] dx+
∫
T3
∂t(vjc) · B[n− nc] dx+ µ
∫
T3
∇v : ∇B[n− nc] dx
)
− σ2(µ+ λ)
∫
T3
(∇ · v)(n− nc) dx
=:
15∑
i=1
Ji.
We next estimate each term as follows separately.
⋄ Estimate of J4: We decompose J4 into three parts as
J4 = σ1
∫
T3
ρ(u−mc)⊗ u : ∇B[ρ− ρc] dx+ σ1
∫
T3
ρmc ⊗ (u −mc) : ∇B[ρ− ρc] dx
+ σ1
∫
T3
(ρ− ρc)mc ⊗mc : ∇B[ρ− ρc] dx
=:
3∑
i=1
J i4.
Then we make use of Lemma 4.4 to get
J14 ≤
σ
1/2
1 ρ¯‖u‖L∞
2
∫
T3
ρ|u−mc|2 dx+ C∗σ3/21
∫
T3
(ρ− ρc)2 dx,
J24 ≤ Cσ1/21 ρ¯E˜0
∫
T3
ρ|u−mc|2 dx+ C∗σ3/21
∫
T3
(ρ− ρc)2 dx,
J34 ≤ C∗σ1E˜0
∫
T3
(ρ− ρc)2 dx,
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where E˜0 is defined in Remark 4.1. Thus we obtain
J4 ≤ Cσ1/21
∫
T3
ρ|u−mc|2 dx+ Cσ1
(
E˜0 + σ
1/2
1
)∫
T3
(ρ− ρc)2 dx,
where C is a positive constant independent of σ1 and t.
⋄ Estimate of J5: It is a straightforward to get
J5 ≤ 1
4
∫
T3
ρ|u− v|2 dx + C∗σ21 ρ¯
∫
T3
(ρ− ρc)2 dx.
⋄ Estimate of J7: By adding and subtracting together with Lemma 4.4, we get
J7 = −σ1
∫
T3
ρ(u−mc) · B[∇ · (ρ(u−mc))] dx − σ1
∫
T3
ρ(u−mc) · B[∇ · ((ρ− ρc)mc)] dx
≤ C∗σ1ρ¯
∫
T3
ρ|u−mc|2 dx+ σ
1/2
1 ρ¯
2
∫
T3
ρ|u−mc|2 dx+ C
∗σ
3/2
1 |mc|2
2
∫
T3
(ρ− ρc)2 dx
≤ Cσ1/21
∫
T3
ρ|u−mc|2 dx+ Cσ3/21
∫
T3
(ρ− ρc)2 dx,
where C is a positive constant independent of σ1 and t.
⋄ Estimate of J8: It follows from the continuity equation (1.6)1 that
∂t(ρmc) = −∇ · (ρu)mc + ρm′c.
Then by using the integration by parts, we divide J8 into two parts as
J8 = −σ1
∫
T3
mc · (ρu · ∇)B[ρ− ρc] dx− σ1
∫
T3
ρm′c · B[ρ− ρc] dx
=: J18 + J
2
8 .
Here J i8, i = 1, 2 are estimated as follows.
J18 = −σ1
∫
T3
mc · (ρ(u−mc) · ∇)B[ρ− ρc] dx− σ1
∫
T3
mc · ((ρ− ρc)mc · ∇)B[ρ− ρc] dx
≤ Cσ1/21 ρ¯E˜0
∫
T3
ρ|u−mc|2 dx+ C∗σ3/21
∫
T3
(ρ− ρc)2 dx + CC∗σ1E˜0
∫
T3
(ρ− ρc)2 dx
= Cσ
1/2
1 ρ¯E˜0
∫
T3
ρ|u−mc|2 dx+ C∗σ1
(
CE˜0 + σ
1/2
1
)∫
T3
(ρ− ρc)2 dx,
J28 ≤
σ
1/2
1 ρ¯
2
2
|m′c|2 + C∗σ3/21
∫
T3
(ρ− ρc)2 dx,
due to Lemma 4.4. This and together with Lemma 4.2 yields
J8 ≤ Cσ1/21
∫
T3
ρ|u−mc|2 dx+ Cσ1
(
E˜0 + σ
1/2
1
) ∫
T3
(ρ− ρc)2 dx+ Cσ1/21
∫
T3
ρ|u− v|2 dx,
where C is a positive constant independent of σ1 and t.
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⋄ Estimate of Ji, i = 9, 10, 12, 13: Using similar strategies as the above, we deduce
J9 ≤ Cσ1/22
∫
T3
n|v − jc|2 dx+ Cσ2
(
E˜0 + σ
1/2
2
) ∫
T3
(n− nc)2 dx,
J10 ≤ 1
4
∫
T3
ρ|u− v|2 dx+ C∗σ22 ρ¯
∫
T3
(n− nc)2 dx,
J12 ≤ Cσ1/22
∫
T3
n|v − jc|2 dx+ Cσ3/22
∫
T3
(n− nc)2 dx,
J13 ≤ Cσ1/22
∫
T3
n|v − jc|2 dx+ Cσ2
(
E˜0 + σ
1/2
2
) ∫
T3
(n− nc)2 dx+ Cσ1/22
∫
T3
ρ|u− v|2 dx,
where C is a positive constant independent of σ2 and t.
⋄ Estimate of Ji, i = 11, 14, 15: We easily estimate as
J11 ≥ Cσ2
∫
T3
(n− nc)2 dx,
J14 ≤ µ
2
∫
T3
|∇v|2 dx+ C∗σ22µ
∫
T3
(n− nc)2 dx,
J15 ≤ µ+ λ
2
∫
T3
|∇ · v|2 dx+ C∗σ22(µ+ λ)
∫
T3
(n− nc)2 dx,
where C is a positive constant independent of σ2 and t.
We now combine all of the above estimates to find
Dσ1,σ2(t) ≥ µ
2
∫
T3
|∇v|2 dx+
(
1
2
− C
(
σ
1/2
1 + σ
1/2
2
))∫
T3
ρ|u− v|2 dx
+ σ1
(
1− C
(
E˜0 + σ
1/2
1 + σ1
)) ∫
T3
(ρ− ρc)2 dx
+ Cσ2
(
1− C
(
E˜0 + σ
1/2
2 + σ2
))∫
T3
(n− nc)2 dx.
For the sake of simplicity, we set
C1 :=
1
2
− C
(
σ
1/2
1 + σ
1/2
2
)
, C2 := σ1
(
1− C
(
E˜0 + σ
1/2
1 + σ1
))
,
and
C3 := Cσ2
(
1− C
(
E˜0 + σ
1/2
2 + σ2
))
.
We now choose σ1, σ2 > 0, and E˜0 small enough so that the constants Ci > 0 for all i = 1, 2, 3.
Finally we use the inequality obtained in Lemma 4.3 to have
Dσ1,σ2(t)
≥ µ
2
∫
T3
|∇v|2 dx + C1
∫
T3
ρ|u− v|2 dx+ C2
∫
T3
(ρ− ρc)2 dx+ C3
∫
T3
(n− nc)2 dx
≥ min
{µ
2
, C1
}(∫
T3
|∇v|2 dx+
∫
T3
ρ|u− v|2 dx
)
+ C2
∫
T3
(ρ− ρc)2 dx+ C3
∫
T3
(n− nc)2 dx
≥ min
{µ
2
, C1
}
L−(t) + C2
∫
T3
(ρ− ρc)2 dx+ C3
∫
T3
(n− nc)2 dx
≥ min
{
min
{µ
2
, C1
}
, C2, C3
}
L(t).
This completes the proof of claim. 
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Appendix A. Proof of Lemma 3.5
In this part, we provide the details of the proof of Lemma 3.5. We reminder the reader that the
similar strategy is used in [7], but the estimates in [7] can not be directly applied to the whole space
case.
For 1 ≤ k ≤ s, it follows from (1.6) that
d
dt
∫
Ω
∇kn ·
(∇kn
2
+
(n+ 1)2
2µ+ λ
∇k−1v
)
dx
=
∫
Ω
∇knt · ∇kn dx+
∫
Ω
(1 + n)2
2µ+ λ
∇knt · ∇k−1v dx
+
∫
Ω
(1 + n)2
2µ+ λ
∇kn · ∇k−1vt dx+
∫
Ω
∇k−1n ·
(
2(1 + n)
2µ+ λ
nt∇k−1v
)
dx
=:
4∑
i=1
Ii.
⋄ Estimate of I1: A straightforward computation yields that
I1 = −
∫
Ω
∇kn · ∇k (∇n · v + (1 + n)∇ · v) dx
= −
∫
Ω
∇kn · (v · ∇k+1n) dx− ∫
Ω
[∇k, v · ∇]n · ∇kn dx−
∫
Ω
∇kn · ∇k ((1 + n)∇ · v) dx
=:
3∑
i=1
Ii1,
(A.1)
where Ii1, i = 1, 2 are easily estimated as follows.
I11 ≤ ‖∇ · v‖L∞‖∇kn‖2L2 ≤ Cǫ1‖∇kn‖2L2,
I21 ≤ ‖[∇k, v · ∇]n‖L2‖∇kn‖L2 ≤ Cǫ1‖∇kn‖2L2,
(A.2)
due to Lemma 2.1. In the following estimate of I31 , for notational simplicity, we omit the summation,
i.e., figi :=
∑3
i=1 figi. Using the integration by parts, we estimate I
3
1 as
I31 = −
∫
Ω
∇k−1∂in
(
∂in∇k−1∂jvj + (n+ 1)∇k−1∂ijvj
)
dx
−
∫
Ω
∇k−1∂in
(
(∇k−1∂in)∂jvj +∇k−1n∂ijvj
)
dx
− (1− δk,1)
∑
1≤l≤k−2
(
k − 1
l
)∫
Ω
∇k−1∂in
(∇l∂in∇k−1−l∂jvj +∇ln∇k−1−l∂ijvj) dx
≤ C‖∇kn‖L2‖∇n‖L∞‖∇kv‖L2 +
∫
T3
(n+ 1)∇k−1∂ijn · ∇k−1∂ivj dx
+ C‖∇kn‖2L2‖∇v‖L∞ + C‖∇k−1n‖2H1‖∇2v‖H1
+ C(1 − δk,1)‖∇kn‖L2
(‖∇2n‖Hk−2‖∇2v‖Hk−2 + ‖∇n‖Hk−2‖∇3v‖Hk−2)
≤ Cǫ1‖∇k(n, v)‖2L2 + Cǫ1‖∇k−1n‖2L2 + Cǫ1‖∇2v‖2Hk−1
+
∫
Ω
(n+ 1)∇k−1∂ijn · ∇k−1∂ivj dx,
(A.3)
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where δi,j is the Kronecker dirac function and we used the following estimate for the first term in
I31 .
−
∫
Ω
∇k−1∂in
(
∂in∇k−1∂jvj + (n+ 1)∇k−1∂ijvj
)
dx
= −
∫
Ω
(∇k−1∂in)∂in∇k−1∂jvj dx+
∫
Ω
(
(∇k−1∂ijn)(n+ 1) + (∇k−1∂in)∂jn
)
∂ivj dx
≤ C‖∇kn‖L2‖∇n‖L∞‖∇kv‖L2 +
∫
Ω
(n+ 1)∇k−1∂ijn · ∇k−1∂ivj dx.
Then by plugging the estimates (A.2) and (A.3) into (A.1), we obtain
I1 ≤ Cǫ1‖∇k(n, v)‖2L2 + Cǫ1‖∇k−1n‖2L2 + Cǫ1‖∇2v‖2Hk−1 +
∫
Ω
(n+ 1)∇k−1∂ijn · ∇k−1∂ivj dx.
⋄ Estimate of I2: Using the integration by parts, we get
I2 = − 1
2µ+ λ
∫
Ω
(1 + n)2∇k−1v · (∇k(∇n · v) +∇k((1 + n)∇ · v)) dx
=
1
2µ+ λ
∫
Ω
(
2(1 + n)∇n · ∇k−1v + (1 + n)2∇kv) · ∇k−1(∇n · v) dx
+
1
2µ+ λ
∫
Ω
(
2(1 + n)∇n · ∇k−1v + (1 + n)2∇kv) · ∇k−1((1 + n)∇ · v) dx
=: I12 + I
2
2 .
Here I12 is estimated as
I12 ≤ C(1 − δk,1)
∑
1≤l≤k−1
∫
Ω
(|∇n||∇k−1v|+ |∇kv|) |∇lv||∇k−ln| dx
+ C
∫
Ω
(|∇n||∇k−1v|+ |∇kv|) |v||∇kn| dx
≤ C(1 − δk,1)
∑
1≤l≤k−1
(
ǫ1‖∇k−1v‖L2 + ‖∇kv‖L2
) ‖∇lv‖H1‖∇k−ln‖H1
+ Cǫ1
(‖∇k−1v‖L2 + ‖∇kv‖L2) ‖∇kn‖L2
≤ Cǫ1‖∇kv‖2L2 + Cǫ1‖∇k−1v‖2L2 + Cǫ1‖∇n‖2Hk−1 .
In a similar way as the above, we find
I22 ≤ C(1− δk,1)
∑
1≤l≤k−1
∫
Ω
(|∇n||∇k−1v|+ |∇kv|) |∇ln||∇k−lv| dx
+ C
∫
Ω
(|∇n||∇k−1v|+ |∇kv|) |1 + n||∇kv| dx
≤ C(1− δk,1)
∑
1≤l≤k−1
(
ǫ1‖∇k−1v‖L2 + ‖∇kv‖L2
) ‖∇ln‖H1‖∇k−lv‖H1
+ Cǫ1‖∇k−1v‖L2‖∇kv‖L2 + C‖∇kv‖2L2
≤ C (ǫ1‖∇k−1v‖L2 + ‖∇kv‖L2) ‖∇v‖Hk−1‖∇n‖Hk−1 + Cǫ1‖∇k−1v‖2L2 + C‖∇kv‖2L2
≤ Cǫ1‖∇k−1v‖2L2 + Cǫ1‖∇n‖2Hk−1 + C‖∇kv‖2L2 ,
Thus we have
I2 ≤ Cǫ1‖∇k−1v‖2L2 + Cǫ1‖∇n‖2Hk−1 + C‖∇kv‖2L2 .
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⋄ Estimate of I3: We split I3 into five parts by using the momentum equations (1.6)4:
I3 = − 1
2µ+ λ
∫
Ω
(1 + n)2∇kn ·
(
v · ∇kv − [∇k−1, v · ∇]v −∇k−1
(
eh
1 + n
(u− v)
))
dx
− 1
2µ+ λ
∫
Ω
(1 + n)2∇kn ·
(
∇k−1
(∇p(n+ 1)
n+ 1
)
+∇k−1
(
Lv
n+ 1
))
dx
=:
5∑
i=1
Ii3,
where Ii3, i = 1, 2, 3 are estimated as follows.
I13 . ‖v‖L∞‖∇kn‖L2‖∇kv‖L2 ≤ Cǫ1‖∇kn‖L2‖∇kv‖L2 ,
I23 . ‖∇v‖L∞‖∇kn‖L2‖∇kv‖L2 ≤ Cǫ1‖∇kn‖L2‖∇kv‖L2,
I33 . ‖∇kn‖L2
∥∥∥∥∇k−1 ( eh1 + n (u− v)
)∥∥∥∥
L2
. ‖∇kn‖L2
∥∥∥∥∇k−1 ( eh1 + n
)∥∥∥∥
L2
‖u− v‖L∞ + ‖∇kn‖L2
∥∥∥∥∇k−1 ( eh1 + n
)∥∥∥∥
L∞
‖u− v‖L2
. ‖∇kn‖L2‖∇k−1(h, n)‖L2‖(u, v)‖L∞ + ‖∇kn‖L2‖∇k−1(u, v)‖L2
≤ Cǫ1‖∇kn‖2L2 + Cǫ1‖∇k−1(h, n)‖2L2 + δ2‖∇kn‖2L2 + Cδ2‖∇k−1(u, v)‖2L2 ,
(A.4)
where δ2 > 0 will be chosen later. For the estimate of I
4
3 , we obtain
I43 = −
γ
2µ+ λ
∫
Ω
(1 + n)2∇kn · ∇k−1 ((1 + n)γ−2∇n) dx
= −γ(1− δk,1)
2µ+ λ
∑
1≤l≤k−1
(
k − 1
l
)∫
Ω
(1 + n)2∇kn · (∇l ((1 + n)γ−2)∇k−ln) dx
− γ
2µ+ λ
∫
Ω
(1 + n)γ |∇kn|2dx
=: I4,13 + I
4,2
3 .
We estimate I4,13 as
I4,13 . (1 − δk,1)
∑
1≤l≤k−1
‖∇kn‖L2‖∇l(1 + n)γ−2‖L4‖∇k−ln‖L4
. ‖∇kn‖L2‖∇(1 + n)γ−2‖Hk−1‖∇n‖Hk−1
≤ Cǫ1‖∇kn‖L2‖∇n‖Hk−1
≤ Cǫ1‖∇n‖2Hk−1 ,
where we used the Sobolev inequality in Lemma 2.1 to get ‖∇(1 + n)γ−2‖Hk−1 ≤ Cǫ1. For the I4,23 ,
we use ‖n‖L∞ ≤ ǫ1 ≪ 1 to get
I4,23 ≤ −
Cγ
2µ+ λ
‖∇kn‖2L2 ,
This yields
I43 ≤ Cǫ1‖∇n‖2Hk−1 −
Cγ
2µ+ λ
‖∇kn‖2L2. (A.5)
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We divide I53 into three terms by using the Leibniz rule:
I53 =
1
2µ+ λ
∫
Ω
(1 + n)2∇kn ·
(
µ∇k−1(∇ · ∇v)
n+ 1
+
µ+ λ
n+ 1
∇k−1∇∇ · v
)
dx
+
1− δk,1
2µ+ λ
∑
1≤l≤k−1
(
k − 1
l
)∫
Ω
(1 + n)2∇kn∇l
(
µ
n+ 1
)
∇k−1−l(∇ · ∇v) dx
+
1− δk,1
2µ+ λ
∑
1≤l≤k−1
(
k − 1
l
)∫
Ω
(1 + n)2∇kn∇l
(
µ+ λ
n+ 1
)
∇k−1−l(∇∇ · v) dx
=:
3∑
i=1
I5,i3 ,
where I5,13 is estimated as follows.
I5,13 =
µ
2µ+ λ
∫
Ω
(1 + n)∇kn · ∇k−1(∇ · ∇v)dx + µ+ λ
2µ+ λ
∫
Ω
(1 + n)∇kn · ∇k−1(∇∇ · v)dx
= − µ
2µ+ λ
∫
Ω
(
∂jn∇k−1∂in+ (1 + n)∇k−1∂ijn
)∇k−1∂jvi dx
− µ+ λ
2µ+ λ
∫
Ω
(
∂jn∇k−1∂in+ (1 + n)∇k−1∂ijn
)∇k−1∂ivj dx
= − 1
2µ+ λ
∫
Ω
(
µ∂jn∇k−1∂in+ (µ+ λ)∂in∇k−1∂jn
)∇k−1∂jvi dx
−
∫
Ω
(1 + n)∇k−1∂ijn · ∇k−1∂jvi dx
≤ C‖∇kn‖L2‖∇kv‖L2‖∇n‖L∞ −
∫
Ω
(1 + n)∇k−1∂ijn · ∇k−1∂jvi dx
≤ Cǫ1‖∇k(n, v)‖2L2 −
∫
Ω
(1 + n)∇k−1∂ijn · ∇k−1∂jvi dx.
We remind the reader that the summation notation is omitted. We also estimate I5,i3 , i = 2, 3 as
I5,23 + I
5,3
3 . (1− δk,1)
∑
1≤l≤k−1
‖∇kn‖L2
∥∥∥∥∇l ( 1n+ 1
)∥∥∥∥
L4
‖∇k+1−lv‖L4
. ‖∇kn‖L2‖∇n‖Hk−1‖∇2v‖Hk−1
≤ Cǫ1‖∇kn‖L2‖∇2v‖Hk−1
≤ Cǫ1‖∇kn‖2L2 + Cǫ1‖∇2v‖2Hk−1 .
This implies
I53 ≤ Cǫ1‖∇kn‖2L2 + Cǫ1‖∇v‖2Hk −
∫
Ω
(1 + n)∇k−1∂ijn · ∇k−1∂jvi dx. (A.6)
We now collect the estimates (A.4)-(A.6) to have
I3 ≤ Cǫ1‖∇n‖2Hk−1 + Cǫ1‖∇v‖2Hk + Cǫ1‖∇k−1(h, n)‖2L2 + Cδ2‖∇k−1(u, v)‖2L2
−
(
Cγ
2µ+ λ
− δ2
)
‖∇kn‖2L2 −
∫
Ω
(1 + n)∇k−1∂ijn · ∇k−1∂jvi dx.
⋄ Estimate of I4: Since
I4 = − 2
2µ+ λ
∫
Ω
(1 + n)∇k−1n · ∇k−1v (∇n · v + (1 + n)∇ · v) dx,
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we easily obtain
I4 . ‖∇k−1n‖L2‖∇k−1v‖L2 (‖∇n · v‖L∞ + ‖∇v‖L∞) ≤ Cǫ1‖∇k−1(n, v)‖2L2 .
We finally combine all of the above estimates to find
d
dt
∫
Ω
∇kn ·
(∇kn
2
+
(n+ 1)2
2µ+ λ
∇k−1v
)
dx+
(
Cγ
2µ+ λ
− δ2 − Cǫ1
)
‖∇kn‖2L2
≤ Cǫ1‖n‖2Hk−1 + Cǫ1‖v‖2Hk+1 + Cǫ1‖∇k−1h‖2L2 + C‖∇kv‖2L2 + Cδ2‖∇k−1(u, v)‖2L2,
and by choosing δ2 > 0 small enough such that
Cγ
2µ+λ − δ2 − Cǫ1 > 0, we have that for 1 ≤ k ≤ s
d
dt
∫
Ω
∇kn ·
(∇kn
2
+
(n+ 1)2
2µ+ λ
∇k−1v
)
dx+ C1‖∇kn‖2L2
≤ Cǫ1‖n‖2Hk−1 + Cǫ1‖v‖2Hk+1 + Cǫ1‖∇k−1h‖2L2 + C‖∇kv‖2L2 + C‖∇k−1(u, v)‖2L2
for some positive constant C1 > 0. Here C is a positive constant independent of t.
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