Part I of this paper developed the exact diffusion algorithm to remove the bias that is characteristic of distributed solutions for deterministic optimization problems. The algorithm was shown to be applicable to the larger set of locally balanced left-stochastic combination policies than the set of doublystochastic policies. These balanced policies endow the algorithm with faster convergence rate, more flexible step-size choices and better privacy-preserving properties. In this Part II, we examine the convergence and stability properties of exact diffusion in some detail and establish its linear convergence rate. We also show that it has a wider stability range than the EXTRA consensus solution, meaning that it is stable for a wider range of step-sizes and can, therefore, attain faster convergence rates. Analytical examples and numerical simulations illustrate the theoretical findings.
(combination) (5) Various algorithms have been proposed to solve problem (2) such as [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . These algorithms either employ doublystochastic or right-stochastic combination matrices. In Part I [2] , we derived the exact diffusion strategy (3)- (5) . The matrix A = [a k ] in the table refers to the combination policy with a k ≥ 0 denoting the weight that scales the data arriving from agent to agent k. The matrix A is not required to be symmetric but is left-stochastic, i.e., A T 1 N = 1 N (6) where 1 N refers to a column vector with all entries equal to one. It is assumed that the network graph is strongly-connected, which translates into a primitive matrix A. This implies, in view of the Perron-Frobenius theorem [4] , that there exists a Perron vector p satisfying Ap = p, 1 T N p = 1, p 0. (7) Furthermore, it was argued in Eq. (12) of Part I [2] that given q and A (and hence p), one can always adjust {μ k } N k =1 and find a positive constant β such that q = β diag{μ 1 , μ 2 , . . . , μ N }p. (8) Let P = diag(p), the matrix A is said to be balanced if P A T = AP. (9) We showed in Part I [2] that balanced left-stochastic matrices are common in practice and that condition (9) endows A with several useful properties that enabled the derivation of the above exact diffusion strategy, and which will be used again in this work to examine its convergence properties.
The structure of the exact diffusion strategy listed in (3)-(5) is very similar to the standard diffusion implementation [4] , [5] , [22] , [23] , with the only difference being the addition of an extra correction step between the adaptation and combination steps. We can rewrite the recursions (3)- (5) in an aggregate form by resorting to a block vector notation. First, we introduce the eigen-decomposition
where Σ ∈ R N ×N is a non-negative diagonal matrix and U ∈ R N ×N is an orthogonal matrix. Next, we select V to be the symmetric square-root matrix defined as
and introduce the quantities:
Y i = col{y 1,i , . . . , y N ,i },
∇J o (W) = col{∇J 1 (w 1 ), . . . , ∇J N (w N )},
∇J (W) = col{q 1 ∇J 1 (w 1 ), . . . , q N ∇J N (w N )}. (18) Using these variables, and was already explained in Part I [2] , the recursions (3)- (5) can be rewritten in the following equivalent so-called primal-dual form:
For the initialization, we set y −1 = 0 and W −1 to be any value, and hence for i = 0 we have
The following auxiliary lemma, which was established in Part I [2] , is used in the subsequent convergence analysis.
Lemma 1 (NULLSPACE OF V ): It holds that null(V ) = null(P − AP ) = span{1 N }, (21) null(V) = null(P − AP) = span{1 N ⊗ I M }. (22) In this article, we will establish the linear convergence of exact diffusion using the primal-dual form (19) . This is a challenging task due to the coupled dynamics among the agents. To facilitate the analysis, we first apply a useful coordinate transformation and characterize the error dynamics in this transformed domain. Then, we show analytically that exact diffusion is stable, converges linearly, and has a wider stability range than EXTRA consensus strategy [18] . We also compare the performance of exact diffusion to other existing linearly convergent algorithms besides EXTRA, such as DIGing [19] and Aug-DGM [20] , [21] with numerical simulations.
II. CONVERGENCE OF EXACT DIFFUSION
The purpose of the analysis in this section is to establish the exact convergence of w k,i to w , for all agents in the network, and to show that this convergence attains an exponential rate.
A. The Optimality Condition
Lemma 2 (OPTIMALITY CONDITION): If condition (8) holds and block vectors (W , Y ) exist that satisfy:
then it holds that the block entries of W satisfy:
where w is the unique solution to problem (1). (22), we have VW = 0 ⇐⇒ w 1 = w 2 = · · · = w N .
Proof: From
where equality (a) holds because V is symmetric and (22) . Since β = 0, we conclude that N k =1 q k ∇J k (w k ) = 0, which shows that the entries {w k }, which are identical, must coincide with the minimizer w of (1).
Observe that since J (w) is assumed strongly-convex, then the solution to problem (1), w , is unique, and hence W is also unique. However, since V is rank-deficient, there can be multiple solutions Y satisfying (25) . Using an argument similar to [16] , [18] , we can show that among all possible Y , there is a unique solution Y o lying in the column span of V.
Lemma 3 (PARTICULAR SOLUTION PAIR): When condition (8) holds and J o (w) defined by (2) is strongly-convex, there exists a unique pair of variables (W , Y o ), in which Y o lies in the range space of V, that satisfies conditions (23)- (24) .
Proof: First we prove that there always exist some block vectors (W , Y ) satisfying (23)- (24) . Indeed, when J o (w) is strongly-convex, the solution to problem (1), w , exists and is unique. Let W = 1 N ⊗ w . We conclude from Lemma 1 that condition (24) holds. Next we check whether there exists some Y such that
or equivalently,
where the last equality holds because
To prove the existence of Y , we need to show that A∇J (W ) lies in range(V). Indeed, observe that
where the equality (a) holds because of equation (18) . Equality (32) implies that A∇J (W ) is orthogonal to span(I), i.e., span(1 N ⊗ I M ). With (22) we have
⇔ A∇J (W ) ∈ range(V), (33) where the last "⇔" holds because V is symmetric.
We now establish the existence of the unique pair (W , Y o ). Thus, let (W , Y ) denote an arbitrary solution to (25) . Let further Y o denote the projection of Y onto the column span of V.
Next we verify the uniqueness of Y o by contradiction. Suppose there is a different Y 1 lying in R(V) that also satisfies condition (23) . We let Y o = VX o and Y 1 = VX 1 . Substituting Y o and Y 1 into condition (23), we have
Subtracting (35) from (34) and recall P > 0, we have
Using the above auxiliary results, we will show that (W i , Y i ) generated through the exact diffusion (19) will converge exponentially fast to (W , Y o ).
B. Error Recursion
Let W = 1 N ⊗ w , which corresponds to a block vector with w repeated N times. Introduce further the error vectors
The first step in the convergence analysis is to examine the evolution of these error quantities. Multiplying the second recursion of (19) by V from the left gives VY i = VY i−1 + 1 2 (P − PA)W i . Substituting this relation into the first recursion of (19), we have
Subtracting optimality conditions (23)-(24) from (37) leads to
(38) Next we examine the difference ∇J o (W i−1 ) − ∇J o (W ). To begin with, we get from (17) that
When ∇J k (w) is twice-differentiable (see Assumption 1), we can appeal to the mean-value theorem from Lemma D.1 in [4] , which allows us to express each difference in (39) in the following integral form in terms of Hessian matrices for any k = 1, 2, . . . , N:
If we let H k,i−1 = 1 0 ∇ 2 J k w − r w k,i−1 dr ∈ R M ×M and introduce H i−1 = diag{H 1,i−1 , . . . , H N ,i−1 }, then we can rewrite (39) as:
Substituting into (38) we get
which is also equivalent to
(42)
Using the relations A
, it is easy to verify that
Substituting into (43) gives
(44) That is, the error vectors evolve according to:
Relation (45) is the error dynamics for the exact diffusion algorithm. We next examine its convergence properties.
C. Proof of Convergence
We first introduce a common assumption. Assumption 1 (CONDITIONS ON COST FUNCTIONS): Each J k (w) is twice differentiable, and its Hessian matrix satisfies
Note that when J k (w) is twice differentiable, condition (48) is equivalent to requiring each ∇J k (w) to be δ-Lipschitz continuous [4] . In addition, condition (49) ensures the strong convexity of (50) The direct convergence analysis of recursion (45) is challenging. To facilitate the analysis, we identify a convenient change of basis and transform (45) into another equivalent form that is easier to handle. To do that, we first let
It holds that B = B ⊗ I M . In the following lemma we introduce a decomposition for matrix B that will be fundamental to the subsequent analysis. 
and
is a diagonal matrix with complex entries. The magnitudes of the diagonal entries satisfy
Moreover,
where X R ∈ R 2N ×(2N −2) and X L ∈ R (2N −2)×2N , and R and L are given by
Remark 1 (Other Possible Decompositions):
The eigendecomposition (52) for B is not unique because we can always scale X and X −1 to achieve different decompositions. In this paper, we will study the following family of decompositions:
and c can be set to any nonzero constant value. We will exploit later the choice of c in identifying the stability range for exact diffusion.
For convenience, we introduce the vectors:
so that
Using (52)-(60), we write
where
Moreover, we are also introducing
where the variable P defined above is different from the earlier variable P = P ⊗ I M ∈ R N M ×N M . Multiplying both sides of (45) by (X ) −1 :
where we defined
To evaluate the block entries of S i−1 , we partition
Then, it can be verified that
Therefore, it follows that
(74) Substituting (68), (70)-(72) and (74) into (66), we have From the second line of (75) shown at the bottom of this page, we get
(76) As a result, X i will stay at 0 only if the initial value X 0 = 0. From the definition of L 2 in (59) and (67) we have
Recall from Lemma 3 that Y o lies in the range(V), so that Y o − VW 0 also lies in range(V). From Lemma 1 we conclude that X 0 = 0. Therefore, from (76) we have
(79) The convergence of the above recursion is stated as follows.
Theorem 1 (LINEAR CONVERGENCE): Suppose each cost function J k (w) satisfies Assumption 1, the left-stochastic matrix A satisfies the local balance condition (9) , and also condition (8) holds. The exact diffusion recursion (19) converges exponentially fast to (W , Y o ) for step-sizes satisfying
The convergence rate for the error variables is given by
where C is some constant and ρ = 1 − O(μ max ), namely,
Proof: See Appendix B.
With similar arguments to the ones shown above, we can also establish the convergence property of the exact diffusion algorithm 1' from Part I [2] . Compared to the above convergence analysis, the error dynamics for algorithm 1' will be perturbed by a mismatch term caused by the power iteration. Nevertheless, once the analysis is carried out we arrive at a similar conclusion.
Theorem 2 (LINEAR CONVERGENCE OF ALGORITHM 1 ): Under the conditions of Theorem 1, there exists a positive constant μ > 0 such that for step-sizes satisfying μ <μ, the exact diffusion Algorithm 1 will converge exponentially fast to (W , Y o ).
Proof: See Appendix C.
III. STABILITY COMPARISON WITH EXTRA

A. Stability Range of EXTRA
In the case where the combination matrix A is symmetric and doubly-stochastic, and all agents choose the same step-size μ, the exact diffusion recursion (19) reduces to
where P = I M N /N . In comparison, the EXTRA consensus algorithm [18] has the following form for the same P (recall though that exact diffusion (19) was derived and is applicable to the larger class of balanced left-stochastic matrices and is not limited to symmetric doubly stochastic matrices; it also allows for heterogeneous step-sizes):
where we are using the notation W e i and Y e i to refer to the primal and dual iterates in the EXTRA implementation. Similar to (20) , the initial condition for (85) is
Comparing (84) and (85) we observe one key difference; the diffusion update in (84) involves a traditional gradient descent step in the form
. This step starts from W i−1 and evaluates the graduate vector at the same location.
The result is then multiplied by the combination policy A. The same is not true for exact consensus in (85); we observe an asymmetry in its update: the gradient vector is evaluated at W e i−1 while the starting point is at a different location given by AW e i−1 . This type of asymmetry was shown in [4] , [5] to result in instabilities for the traditional consensus implementation in comparison to the traditional diffusion implementation. It turns out that a similar problem continues to exist for the EXTRA consensus solution (85). In particular, we will show that its stability range is smaller than exact diffusion (i.e., the latter is stable for a larger range of step-sizes, which in turn helps attain faster convergence rates). We will illustrate this behavior in the simulations in some detail. Here, though, we establish these observations analytically. The arguments used to examine the stability range of EXTRA consensus are similar to what we did in Section II for exact diffusion; we shall therefore be brief and highlight only the differences.
As already noted in [18] , the optimality conditions for the EXTRA consensus algorithm require the existence of block vectors (W , Y ) such that
(88) Moreover, as argued in Lemma 3, there also exists a unique pair of variables (W , Y o ), in which Y o lies in the range space of V, that satisfies (87)-(88). Now we introduce the block error vectors:
and examine the evolution of these error quantities. Using similar arguments in Section II-B, and recalling the facts that A is symmetric doubly-stochastic, and M = μI M N , we arrive at the following error recursion for EXTRA consensus (since the arguments are very similar to those in Section II-B, they are omitted for space considerations; nevertheless, if desired, they appear in Appendix C in the arXiv version [24] ):
It is instructive to compare (90)-(91) with (45)-(47). These recursions capture the error dynamics for the exact consensus and diffusion strategies. Observe that B e = B when A is symmetric and M = μI M N . Therefore, B e has the same eigenvalue decomposition as in (61)-(64). Using similar arguments to (52)-(79), we can conclude that the reduced error recursion for EXTRA consensus takes the following form (if desired, see Appendix D in the arXiv version [24] ):
Following the same proof technique as for Theorem 1, we can now establish the following result concerning stability conditions and convergence rate for EXTRA consensus. Theorem 3 (LINEAR CONVERGENCE OF EXTRA): Suppose each cost function J k (w) satisfies Assumption 1, and the combination matrix A is primitive, symmetric and doubly-stochastic. The EXTRA recursion (90) converges exponentially fast to
where λ = λ 2 (A) < 1 and
Proof: The argument is very similar to Theorem 1 and is omitted for space considerations. However, if desired, see Appendix E in the arXiv version [24] .
B. Comparison of Stability Ranges
When A is symmetric and M = μI M N , from Theorem 1 we get the stability range of exact diffusion:
Comparing (97) with (93), we observe that the expressions differ by the terms T e and T d . We therefore need to compare these two norms. Notice that
. Now, since A is assumed symmetric doubly-stochastic and P = 1 N I N , we have
Moreover, since A is primitive, symmetric and doubly stochastic, we can decompose it as
(103) With this decomposition, expression (101) can be rewritten as
from which we conclude that
, and equations (102) and (104), we have
It is worth noting that the "=" sign cannot hold in (a) because
In other words,
cannot reach their maximum values at the same k. As a result,
(111) This means that the upper bound on μ in (93) is smaller than the upper bound on μ in (97).
We can also compare the convergence rates of EXTRA consensus and exact diffusion when both algorithms converge. When A is symmetric and M = μI M N , from Theorem 1 we get the convergence rate of exact diffusion:
Note that the term associated with μ 2 max can be ignored when μ max is very small, and hence ρ d can be simplified as
The optimal value of ρ d can be achieved by letting
from the above relation we reach
where ρ d is the optimal rate for exact diffusion. Similarly, with the expression of ρ e in (96), we reach its optimal rate
Since α d < α e , we have ρ d < ρ e , which implies that exact diffusion converges faster than EXTRA.
C. An Analytical Example
In this subsection we illustrate the stability of exact diffusion by considering the example of mean-square-error (MSE) networks [4] . Suppose N agents are observing streaming data {d k (i), u k,i } that satisfy the regression model
where w o is unknown and v k (i) is the noise process that is independent of the regression data u k,j for any k, j. Furthermore, we assume u k,i is zero-mean with covariance matrix R u,k = Eu k,i u T k,i > 0, and v k (i) is also zero-mean with power σ 2 v ,k = Ev 2 k (i). We denote the cross covariance vector between d k (i) and u k,i by r du,k = Ed k (i)u k,i . To discover the unknown w o , the agents cooperate to solve the following mean-squareerror problem:
It was shown in Example 6.1 of [4] that the global minimizer of problem (118) coincides with the unknown w o in (117). When R u,k and r du,k are unknown and only realizations of u k,i and d k (i) are observed by agent k, one can employ the diffusion algorithm with stochastic gradient descent to solve (118). However, when R u,k and r du,k are known in advance, problem (118) reduces to deterministic optimization problem:
We can then employ the exact diffusion or the EXTRA consensus algorithm to solve (119).
To illustrate the stability issue, it is sufficient to consider a network with 2 agents (see Fig. 1 ) and with diagonal Hessian matrices, i.e., R u,1 = R u,2 = σ 2 I M .
(120) We assume the agents use the combination weights {a, 1 − a} with a ∈ (0, 1), so that which is symmetric and doubly stochastic. The two agents employ the same step-size μ (or μ e in the EXTRA recursion). It is worth noting that the following analysis can be extended to N agents with some more algebra. Under (120), we have H 1 = H 2 = σ 2 I M and H = diag
and p = [0.5; 0.5], P = 0.5I 2 .
The exact diffusion error recursion (45) and the EXTRA error recursion (90) reduce to
To guarantee the convergence of Z i and Z e i , we need to examine the eigenstructure of the 4 × 4 matrices Q d and Q e . The proof of the next lemma is quite similar to Lemma 4; if desired, see Appendix F of the arXiv version [24] .
Lemma 5 (EIGENSTRUCTURE OF Q d ): The matrix Q d admits the following eigendecomposition
Moreover, the matrices X and X −1 are given by
where X R ∈ R 4×3 , X L ∈ R 3×4 , and
It is observed that Q d always has an eigenvalue at 1, which implies that Q d is not stable no matter what the step-size μ is.
However, this eigenvalue does not influence the convergence of recursions (123). To see that, from Lemma 5 we have
The exact diffusion recursion (123) can be transformed into
which can be further divided into two separate recursions:
As a result, we only need to focus on the other recursion:
If we select the step-size μ such that all eigenvalues of E d stay inside the unit-circle, then we guarantee the convergence ofŽ i and, hence, Z i . Lemma 6 (STABILITY OF EXACT DIFFUSION): When μ is chosen such that
all eigenvalues of E d will lie inside the unit-circle, which implies that Z i in (123) converges to 0, i.e., Z i → 0. Proof: See Appendix D.
Next we turn to the EXTRA error recursion (124). Lemma 7 (INSTABILITY OF EXTRA): When μ e is chosen such that μ e σ 2 ≥ a + 1,
it holds that Z e i generated through EXTRA (124) will diverge. Proof: The argument similar to the proof of Lemma 6 and is omitted for brevity. The detailed proof appears in the arXiv version [24] .
Comparing the statements of Lemmas 6 and 7, and since 1 + a < 2, exact diffusion has a larger range of stability than EXTRA (i.e., exact diffusion is stable for a wider range of stepsize values). In particular, if agents place small weights on their own data, i.e., when a ≈ 0, the stability range for exact diffusion will be almost twice as large as that of EXTRA.
IV. NUMERICAL EXPERIMENTS
In this section we compare the performance of the proposed exact diffusion algorithm with existing linearly convergent algorithms such as EXTRA [18] , DIGing [19] , and Aug-DGM [20] , [21] . In all figures, the y-axis indicates the relative error, i.e., 
A. Distributed Least-Squares
In this experiment, we focus on the least-squares problem:
The simulation setting is the same as Section VI.A of Part I [2] . In the simulation we compare exact diffusion with EXTRA, DIGing, and Aug-DGM. These algorithms work with symmetric doubly-stochastic or right-stochastic matrices A. Therefore, we now employ doubly-stochastic matrices for a proper comparison. Moreover, there are two information combinations per iteration in DIGing and Aug-DGM algorithms, and each information combination corresponds to one round of communication. In comparison, there is only one information combination (or round of communication) in EXTRA and exact diffusion. For fairness we will compare the algorithms based on the amount of communications, rather than the iterations. In the figures, we use one unit amount of communication to represent 2ME communicated variables, where M is the dimension of the variable while E is the number of edges in the network. The problem setting is the same as in the simulations in Part I, except that A is generated through the Metropolis rule [4] . In the top plot in Fig. 2 , all algorithms are carefully adjusted to reach their fastest convergence. It is observed that exact diffusion is slightly better than EXTRA, and both of them are more communication efficient than DIGing and Aug-DGM. When a larger stepsize μ = 0.02 is chosen for all algorithms, it is observed that EXTRA and DIGing diverge while exact diffusion and Aug-DGM converge, and exact diffusion is much faster than Aug-DGM algorithm. We also compare exact diffusion with Push-EXTRA [15] , [25] and Push-DIGing [19] for non-symmetric combination policies. We consider the unbalanced network topology shown in Fig. 6 in Part I [2] . The combination matrix is generated through the averaging rule. Note that the Perron eigenvector p is known beforehand for such combination matrix A, and we can therefore substitute p directly into the recursions of Push-EXTRA and Push-DIGing. In the simulation, all algorithms are adjusted to reach their fastest convergence. In Fig. 3 , it is observed that exact diffusion is the most communication efficient among all three algorithms. This figure illustrates that exact diffusion has superior performance for locally-balanced combination policies.
B. Distributed Logistic Regression
We next consider a pattern classification scenario. Each agent k holds local data samples {h k,j , γ k,j } L j =1 , where h k,j ∈ R M is a feature vector and γ k,j ∈ {−1, +1} is the corresponding label. Moreover, the value L is the number of local samples at each agent. All agents will cooperatively solve the regularized logistic regression problem:
The simulation setting is the same as Section VI.B of Part I [2] . In this simulation, we also compare exact diffusion with EX-TRA, DIGing, and Aug-DGM. A symmetric doubly-stochastic A is generated through the Metropolis rule. In the top plot in Fig. 4 , all algorithms are carefully adjusted to reach their fastest convergence. It is observed that exact diffusion is the most communication efficient among all algorithms. When a larger stepsize μ = 0.04 is chosen for all algorithms in the bottom plot in Fig. 4 , it is observed that both exact diffusion and Aug-DGM are still able to converge linearly to w o , while EXTRA and DIGing fail to do so. Moreover, exact diffusion is observed much more communication efficient than Aug-DGM.
APPENDIX A PROOF OF LEMMA 4
Define V Δ = V + 1 N p T ∈ R N ×N , we claim that V is a full rank matrix. Suppose to the contrary that there exists some x = 0 
When p T x = 0, relation (143) implies that 1 N ∈ range(V ). However, from Lemma 1 we know that
where the last "⇔" holds because V is symmetric. Relation (144) is contradictory to 1 N ∈ range(V ). Therefore, V x = 0. When p T x = 0, relation (143) implies that V x = 0, which together with Lemma 1 implies that x = c1 N for some constant c = 0. However, since p T 1 N = 1, we have p T x = c = 0, which also contradicts with p T x = 0. As a result, V has full rank and hence (V ) −1 exists. With V = V + 1 N and the fact V 1 N = 0 (see Lemma 1), we also have
With relations (145) and (146), we can verify that
where in (a) we used V 2 = (P − P A)/2 and A T = (I N +
where Λ Δ = (I N + Λ) /2. Obviously, Λ > 0 is also a real diagonal matrix. If we let Λ = diag{λ 1 (A), . . . , λ N (A)}, it holds that
and λ 1 (A) = 1. Moreover, we can also verify that
where Λ 1 = diag{0, λ 2 (A), . . . , λ N (A)}. This is because the vectors 1 T N and p are the left-and right-eigenvectors of A. Combining relations (149) and (150), we have
With permutation operations, it holds that
where Π ∈ R N ×N is a permutation matrix, and
Now we seek the eigenvalues of E k . Let d denote an eigenvalue of E k . The characteristic polynomial of E k is
Therefore, we have
Since λ k (A) ∈ (0, 1) when k = 2, 3, . . . , N, it holds that 4λ 2 k (A) < 4λ k (A). Therefore, d is a complex number, and its magnitude is λ k (A). Therefore, E k can be diagonalized as
where d k,1 and d k,2 are complex numbers and
Define Z and X as
Since each factor in X is invertible, X −1 must exist. Combining (147) and (151)-(157), we finally arrive at
and D 1 has the structure claimed in (54). Therefore, we have established so far the form of the eigenvalue decomposition of B. In this decomposition, each k-th column of X is a right-eigenvector associated with the eigenvalue D(k, k), and each k-th row of X −1 is the left-eigenvector associated with D(k, k). Recall, however, that eigenvectors are not unique. We now verify that we can find eigenvector matrices X and X −1 that have the structure shown in (55) and (56).
To do so, it is sufficient to examine whether the two columns of R are independent right-eigenvectors associated with eigenvalue 1, and the two rows of L are independent left-eigenvectors associated with 1. Let
Obviously, r 1 and r 2 are independent. Since
we know r 1 and r 2 are right-eigenvectors associated with eigenvalue 1. As a result, an eigenvector matrix X can be chosen in the form X = R X R , where each k-th column of X R corresponds to the right-eigenvector associated with eigenvalue D 1 (k, k). Similarly, we let
It is easy to verify that 1 and 2 are independent lefteigenvectors associated with eigenvalue 1. Moreover, since LR = I 2 , X −1 has the structure
where each k-th row of X L corresponds to a left-eigenvector associated with eigenvalue D 1 (k, k).
APPENDIX B PROOF OF THEOREM 1
From the first line of recursion (79), we havē
Squaring both sides and using Jensen's inequality [26] gives
for any t ∈ (0, 1). Using τ k = μ k /μ max , we obtain
Similarly, we can also obtain
where inequality (a) holds because τ k < 1 and N k =1 p k = 1. It is obvious that δ > σ 11 . As a result, we have
169) which implies that when the step-size satisfy
it will hold that
On the other hand, we have 1
where inequality (b) holds because τ k < 1, p 2 k < p k p max (where p max = max k {p k }) and N k =1 p k = 1. Inequality (a) follows by noting that P
Recall (69) and by introducing E = I M N 0 M N , we have X R,u = EX R . Therefore, it holds that
Substituting (174) into (172), we have
where σ 12 Δ = √ p max δ X R /c. Notice that σ 12 is independent of μ max . Substituting (171) and (172) into (166), we get
where we are selecting t = σ 11 μ max . Next we check the second line of recursion (79):
Squaring both sides and using Jensen's inequality again,
where t ∈ (0, 1). From Lemma 4 we have that λ Δ = D 1 = λ 2 (A) < 1. By setting t = λ, we reach
We introduce the matrix Γ = diag{τ 1 I M , . . . , τ N I M }, and note that we can write M = μ max Γ. Substituting it into (47),
which implies that
We also emphasize that T d 2 is independent of μ max . With inequality (181), we further have
since R 1 = 1, and where σ 21 and σ 22 are defined as
With (182) and (183), inequality (179) becomes
Combining (176) and (185), we arrive at the inequality recursion
Now we check the spectral radius of the matrix G. Recall the fact that the spectral radius of a matrix is upper bounded by any of its norms. Therefore,
where we already know that λ < 1. To guarantee ρ(G) < 1, it is enough to select the step-size parameter small enough to satisfy 
If, in addition, we let (190) be less than 1, which is equivalent to selecting 
First, notice that
because p k o < p max , τ k o < 1 and ν < δ. Therefore, the inequality in (193) is equivalent to
(199) It is observed that the constant value c affects the upper bound in (199) . If c is sufficiently large, then the first term in (199) dominates and μ max has a narrow feasible set. On the other hand, if c is sufficiently small, then the second term dominates and μ max will also have a narrow feasible set. To make the feasible set of μ max as large as possible, we should optimize c to maximize
Notice that the first term 1/( X L 2 T d 2 c 2 ) is monotone decreasing with c 2 , while the second term c 2 / X R 2 is monotone increasing with c 2 . Therefore, when 1
we get the maximum upper bound for μ max , i.e.
Next we compare the above upper bound with 1/δ. Recall that for any matrix A, its spectral radius is smaller than its 2−induced norm so that
Moreover, recall from Lemma 4 that X L X R = I 2(N −1) , so that X L X R = X L X R ⊗ I M = I 2M (N −1) , which implies that
Using relations (203) and (204), and recalling that p k o ≤ p max < √ p max , τ k o < 1, 1 − λ < 1 and ν < δ, we have
Therefore, the upper bounds in (193), (194) are determined by
In other words, when μ max satisfies (206), G 1 will be guaranteed to be less than 1, i.e., 
where we define ρ Δ = G 1 . Inequality (208) is equivalent to
By re-incorporating X i = 0, relation (209) also implies that ⎡
From (67) we conclude that
where the constant C = X 2 C 0 .
APPENDIX C PROOF OF THEOREM 2
We define 
which can be rewritten into a primal-dual form (compare with (89) from Part I [2] ):
Recursions (214) and (215) are very close to the standard exact diffusion recursions (19) and (20) , except that the step-size matrix M i is now changing with iteration i. Following the arguments (36)-(37), we have
Subtracting optimality conditions (23)-(24) from (216) leads to 
By following arguments (39)-(42), recursion (217) becomes
By following (43)-(47), recursion (219) can be rewritten as
where B and T i are defined in (47), and
Relation (220) is the error dynamics for the exact diffusion algorithm 1 . Comparing (220) with (45), we find that algorithm 1 is essentially the standard exact diffusion with error perturbation. Using Lemma (4) and by following arguments from (59) to (79), we can transform the error dynamics (220) into
Next we analyze the convergence of the above recursion. From the first line we have
where h Δ = max k {τ 2 k h k } is a constant independent of iterations. Substituting (236) into (228), we have
Recall from (67) that [ W i ; Y i ] = X [X i ; X i ;X i ]. We therefore have
