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THE DECOMPOSITION THEOREMS IN BAER ∗-RINGS
ZBIGNIEW BURDAK, MAREK KOSIEK, PATRYK PAGACZ, MAREK S LOCIN´SKI
Abstract. We show a general decomposition theorem in Baer ∗-rings. As
a consequence the vast majority of decompositions known in the algebra of
bounded Hilbert space operators are generalized to Baer ∗-rings. There are
also results which are new in the algebra of bounded Hilbert space operators.
The model of summands in Wold-S locin´ski decomposition in Baer ∗-rings is
given.
1. Preliminaries
In the recent papers [2, 1] the authors noticed the important role of an algebraic
structure in several results on decompositions in the algebra of bounded linear
operators on Hilbert spaces. As a consequence they manage to generalize those
results to Baer ∗-rings. We show a general decomposition theorem which yields
the vast majority of decompositions on hereditary properties. In particular for the
algebra of bounded Hilbert space operators they imply known decompositions as
well as some new. Since our proof is purely algebraic, the results are formulated in
Baer ∗-rings.
Let R be a ∗-ring with unity 1 and R˜ ⊂ R denotes the set of all projections (self-
adjoint idempotents). Further Sr := {x ∈ R : sx = 0 for all s ∈ S} and similarly
defined Sl are the right, the left anihilator of S ⊂ R. Recall that R is a Rickart
∗-ring if a right anihilator of each element is a right principal ideal generated by a
projection. The ring R is called a Baer ∗-ring if this property extends on subsets.
Then, since R is a ∗-ring, also a left anihilator of each element is a left principal
ideal generated by a projection. For a Rickart ∗-ring the set R˜ is a lattice, for a
Baer ∗-ring the lattice R˜ is complete. Since the projection generating anihilator
of x in Rickart ∗-ring is unique, we may denote {x}l = R(1 − [x]) where [x] ∈ R˜
is called the left projection of x. The projection [x] is the minimal one satisfying
[x]x = x and {x}l = {[x]}l. It follows that {x}r = (1 − [x∗])R and [x∗] is the right
projection of x (the minimal one satisfying x[x∗] = x and {x}r = {[x∗]}r).
For any p ∈ R˜ the set pRp is a ring with unity p and it is called a corner of R.
If R is a Rickart ∗-ring or a Baer ∗-ring then their corners are of the same type.
Definition 1.1. Let x ∈ R and p ∈ R˜.
• A compression of x to p is pxp ∈ pRp.
• An element x is p invariant if (1 − p) ∈ {xp}l. Then xp(= pxp) is a
compression of x to p.
• A projections p decomposes x between two summands
x = xp+ x(1− p) = pxp+ (1− p)x(1 − p)
if and only if x is p and 1− p invariant.
All the above is defined for subset S ⊂ R by means that the respective condition
holds for any x ∈ S.
Key words and phrases. Baer ∗ rings, Wold decomposition, canonical decomposition.
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Note that p decomposes S if and only if px = xp for any x ∈ S. In other words
p ∈ S′ (the commutant of S).
More generally a set of pairwise orthogonal projections {pi}
n
1 ⊂ R˜ such that∑n
i=1 pi = 1 is a unity decomposition (factorization). In Baer ∗-rings a unity
decomposition may be infinite where
∑∞
i=1 pi := sup{p1 + · · · + pi : i ∈ Z+}. A
sequence of pairwise orthogonal projections {pi}
n
i=1 (possibly n = ∞ in Baer ∗-
rings) decomposes x if {pi}
n
i=1 ⊂ {x}
′ and x =
∑n
i=1 xpi (:= x sup{p1 + · · · + pi :
i ∈ Z+} for n =∞.) If a unity decomposition {pi}
n
1 ⊂ Z(R) (centre of R) then any
x ∈ R may be decomposed as x = x
∑n
i=1 pi =
∑n
i=1 xpi. Hence R =
∑n
i=1 piRpi
is a decomposition of R. It is clear that only projections in the centre provide
decompositions of R.
2. Decomposition
Since now on we assume R to be a Baer ∗-ring. Recall from [9, Theorem 20] or
[3, Proposition 4.5]:
Theorem 2.1. A commutant of a ∗-subset of a Baer ∗-ring is a Baer ∗-subring
with unambiguous sups and infs.
In the introduction we defined
∑∞
i=0 xpi := x
∑∞
i=0 pi for {pi} pairwise orthog-
onal projections. However, if xpi are projections then they are pairwise orthog-
onal and the left hand sum makes sense on its own. Hence, we need to check
that the definition causes no ambiguity. It follows by Corollary 2.2(1) provided
we check that if xpi are projections then x is a projection commuting with all
pi-s. Indeed, (xpi)
2 = xpi = pix
∗ yields xpi = pixpi and x
2pi = xpi. Hence,
{pi}i≥0 ⊂ {x
2 − x}r = {[(x2 − x)∗]}r and so 1 = sup{pi} ≤ 1− [(x
2 − x)∗] implies
x2 = x. Similarly one can check that x∗ = x.
Corollary 2.2. Infinite sums admit the following properties:
(1) If a projection p commute with pairwise orthogonal projections {pi}i≥1 then
p commute with
∑∞
i=1 pi and p
∑∞
i=1 pi =
∑∞
i=1 ppi.
(2) If piqj = 0 for any i, j ∈ Z+ then (
∑∞
i=1 pi)(
∑∞
j=1 qj) = 0 where {pi}i≥1,
{qj}i≥1 are sets of pairwise orthogonal projections.
(3) If {p(i,j)}(i,j)∈Z2
+
is a set of pairwise orthogonal projections then
∑
(i,j)∈Z2
+
p(i,j) =
∞∑
i=1
∞∑
j=1
p(i,j).
Proof. Recall that
∑∞
i=1 pi = sup{p1+ · · ·+ pi : i ∈ Z+}. It is a natural definition.
However, a projection majorises a finite sum of pairwise orthogonal projections if
and only if it majorises each of its summands. Hence
sup{p1 + · · ·+ pi : i ∈ Z+} = sup{pi : i ∈ Z+}.
Let us point out that
(*) if ppi = 0 for i ≥ 1 then p sup{pi : i ≥ 1} = 0.
Indeed, ppi = 0 yields 1 − p ≥ pi for i ≥ 1. Hence, 1 − p ≥ sup{pi : i ≥ 1} and so
p sup{pi : i ≥ 1} = 0.
Let us show (1). The commutativity we get by Theorem 2.1. It is clear that
ppi ≤ pi ≤
∑∞
i=1 pi and ppi ≤ p yields
∑∞
i=1 ppi ≤ p
∑∞
i=1 pi. Note that
p
∞∑
i=1
pi −
∞∑
i=1
ppi = ppi0 + p
∞∑
i=1,
i6=i0
pi − ppi0 −
∞∑
i=1,
i6=i0
ppi = p
∞∑
i=1,
i6=i0
pi −
∞∑
i=1,
i6=i0
ppi.
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Hence, by (*) p
∑∞
i=1 pi −
∑∞
i=1 ppi is orthogonal to pi0 . Since i0 was arbitrary
p
∑∞
i=1 pi −
∑∞
i=0 ppi is orthogonal to any pi and by (*) to
∑∞
i=1 pi. Hence
0 = p
∞∑
i=1
pi
(
p
∞∑
i=1
pi −
∞∑
i=1
ppi
)
= p
∞∑
i=1
pi −
∞∑
i=1
ppi,
which yields the equality.
For (2) denote p =
∑∞
i=1 pi, and q =
∑∞
j=1 qj . By (*) qjp = 0 for any j ≥ 0 and
hence, again by (*) pq = 0.
For (3) denote p =
∑
(i,j)∈Z2
+
p(i,j) and pi =
∑∞
j=1 p(i,j). By (2) {pi}
∞
i=1 are
pairwise orthogonal and
∑∞
i=1
∑∞
j=1 p(i,j) =
∑∞
i=1 pi is well defined. For any fixed
i the inequality p ≥ p(i,j) for any j yields p ≥ pi. Hence p ≥
∑∞
i=1 pi. On the other
hand p(i,j) ≤ pi ≤
∑∞
i=1 pi yields the reverse inequality.

If x, y commute then not necessarily [x] commute with y. Indeed a non unitary
isometry y commutes with itself but [y]y = y 6= y[y].
Lemma 2.3. If x ∈ {y, y∗}′ then [x] ∈ {y, y∗, [y]}′.
Proof. Since y commutes with x we get
0 = xy − yx = [x]xy − y[x]x = [x]yx− y[x]x = ([x]y − y[x])x.
In other words [x]y − y[x] ∈ {x}l = R(1− [x]) and so
[x]y − y[x] = ([x]y − y[x])(1 − [x]) = [x]y − [x]y[x].
Reducing [x]y we get y[x] = [x]y[x]. Since x commutes also with y∗, by similar
arguments y∗[x] = [x]y∗[x]. Hence [x]y = (y∗[x])∗ = ([x]y∗[x])∗ = [x]y[x] = y[x].
Since [x] is selfadjoint it commutes also with y∗.
We have showed that if x ∈ {y, y∗}′ then [x] ∈ {y, y∗}′. Replacing x by y and y
by [x] we get that if y ∈ {[x]}′ then [y] ∈ {[x]}′. Since we showed that y ∈ {[x]}′ in
the first part the proof is complete. 
For the sake of completness let us show some expectable properties.
Corollary 2.4. Let p be a selfadjoint element commuting with an arbitrary x. Then
p commutes with [x] and x commutes with [p] and [x] commutes with [p]. Moreover,
if p is a projection then [px] = p[x].
Proof. The first part follows by Lemma 2.3.
For the second part, note that p[x] is a projection and p[x]px = px since p ∈
{[x]}′. Moreover, if yp[x] = 0 then 0 = yp[x]x = ypx. Reversely, 0 = ypx = yp[x]x
yields yp[x] ∈ {x}l = R(1− [x]) by which yp[x] = yp[x](1− [x]) = 0. Hence {px}l =
{p[x]}l = R(1− p[x]) and so, by uniqueness of the left projection p[x] = [px]. 
Let us show the main result of the paper. Recall that an element x completely
does not have a property P if and only if for any projection 0 6= p ∈ {x}′ the
compression px does not have the property P .
Theorem 2.5. Let {Fi}i∈I be a family of functions Fi : R
n 7→ R (n not necessarily
finite) such that Fi(qx) = qFi(x) for any x = {xj}j ∈ R
n and any projection q ∈ x′
where qx = {qxj}j. We say that x has the property PI if x ∈
⋂
i∈I kerFi.
There is a unique projection p ∈ x′ such that px has the property PI and (1−p)x
completely does not have the property PI .
Proof. Let p = sup{q ∈ R˜ ∩ x′, q ≤ 1 − [Fi(x)] for i ∈ I}. Since projections are
selfadjoint, R˜∩x′ = R˜∩(x∪x∗)′. Hence, by Theorem 2.1 p ∈ (x∪x∗)′. On the other
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hand p ≤ 1 − [Fi(x)] yields p ∈ {[Fi(x)]}
l = {Fi(x)}
l and so Fi(px) = pFi(x) = 0
for all i ∈ I. In conclusion px has the property PI .
Let r ∈ x′ be a projection such that the compression rx has the property PI .
Let us show that r ≤ p. The element p+ r is not necessarily an idempotent, but it
is selfadjoint, commutes with elements of x, and by the assumption,
(p+ r)Fi(x) = pFi(x) + rFi(x) = Fi(px) + Fi(rx) = 0
for any i ∈ I. Hence Fi(x) ∈ {p + r}
r = {[p + r]}r yields [p + r] ∈ {Fi(x)}
l =
{[Fi(x)]}
l for any i ∈ I. Consequently [p + r] ≤ 1 − [Fi(x)]. On the other hand,
by Corollary 2.4, [p + r] ∈ x′. Eventually, [p + r] is in the set which supremum
is equal p, so [p + r] ≤ p. Hence 1 − p ∈ {[p + r]}r = {p + r}r and consequently
0 = (p+ r)(1 − p) = r(1 − p) yields r ≤ p.
If r ∈ R˜∩x′ is in the corner (1− p)R(1− p) then r = (1− p)r = r(1− p). Hence
r ≤ 1− p. On the other hand, if rx has the property PI then, by the previous part
of the proof, r ≤ p. In conclusion r = 0 and so (1 − p)x completely does not have
the property PI .
For uniqueness of p assume that r is a projection that decomposes x between
objects having the property PI and completely not having it. Since rx has the
property PI , by the previous part of the proof r ≤ p. Hence p and r commute, so
p(1− r) = p− r ≤ 1− r is a projection in x′ and
Fi((p− r)x) = (p− r)Fi(x) = pFi(x)− rFi(x) = Fi(px)− Fi(rx) = 0
for any i ∈ I. In other words the compression of (1− r)x given by (p− r) have the
property PI . However, by assumption on r the only compression of (1− r)x having
the property PI is the trivial one. In conclusion p− r = 0, so p is unique. 
One can use only a subset J ⊂ I in Theorem 2.5 and get the respective property
PJ and the projection pJ . In the following Proposition 2.6 we show that projections
pJ corresponding to various sets J commute to each other. By this commutativity
we are able to get decompositions among more than two summands and so gain
more detailed descriptions. In the next section we show several applications of this
fact. Precisely we extend to Baer ∗-rings several classical results in the algebra of
bounded linear operators on a Hilbert space B(H). Moreover, we get some new
results also in B(H).
Proposition 2.6. Suppose we have functions Fi : R
n 7→ R for i ∈ I1 ∪ I2, x ∈ R
n
and projections p1, p2 decomposing x with a correspondence to properties PI1 ,PI2 ,
respectively, as in Theorem 2.5.
Projections p1, p2 commute and their product is p12 - the projection corresponding
to the property PI1∪I2 , as in Theorem 2.5.
Proof. It is clear that p12 ≤ p1 and so p1(1 − p12) is a well defined projection.
Consider an arbitrary projection q ∈ x′ such that q ≤ p1(1 − p12). Then q ≤
1−[Fi(x)] for i ∈ I1 and there is j0 ∈ I2 such that q[Fj0 (x)] 6= 0. Hence Fj0(qx) 6= 0.
Indeed, 0 = Fj0 (qx) = qFj0(x) yields q[Fj0(x)] = 0 which is not true. Since q was
arbitrary, p1(1 − p12)x completely does not have the property PI2 . Consequently
p1(1− p12) ≤ 1− p2 and so p1p2 = p2p1 = p12. 
3. Applications
In this section we derive several decompositions from Theorem 2.5. The condi-
tion pFi(x) = Fi(px) makes PI a hereditary property (i.e. if x has the property
PI then any compression of x given by a commuting projection has PI as well).
By hereditarity, (1 − p)x completely does not have the property PI if and only
if p is the maximal (so unique) projection such that px has the property. Hence,
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some statements in the section claim the existence of the maximal projection which
is equivalent to the existence of the corresponding decomposition. Let us give a
little leeway that for non hereditary property the maximality does not imply the
uniqueness of the corresponding decomposition – there may exist different decom-
positions between a part having the property and the one completely not having
it. The reason is that the maximality of the projection may be considered only as
a maximal element of some chain without uniqueness. For example, the property
of being a bilateral shift is non hereditary. There may exist different bilateral shift
parts of the same unitary operator on a Hilbert space. We skip details since it
requires Spectral Theorem and is far from the subject of the article.
In the section we recall or adopt from the the algebra of bounded linear operators
on Hilbert spaces several properties of a Baer ∗-ring elements. Let us start with
the basic ones. Recall that an element x ∈ R is called normal, a partial isometry,
an isometry, a unitary element if xx∗ = x∗x, xx∗x = x, x∗x = 1, x∗x = xx∗ = 1
respectively.
Theorem 3.1. For any x in a Baer ∗-ring there are the maximal projections
pn, pp, pi, pu commuting with x such that:
• pnx is normal,
• ppx is a partial isometry,
• pix is an isometry,
• pux is unitary.
Proof. The result follows from Theorem 2.5 where:
• F (x) = xx∗ − x∗x for pn,
• F (x) = x− xx∗x for pp,
• F (x, 1) = 1− x∗x for pi,
• F1(x, 1) = 1− x
∗x, F2(x, 1) = 1− xx
∗ for pu.
Let us comment on an extra argument 1 which appeared in the last formulas. The
compression px is considered in the corner pRp where the unity is p. Consequently,
whenever a unity plays any role in the formula, it is added as an extra argument, to
be replaced by p in the corresponding compression. Hence, the condition pF (x) =
F (px) is satisfied. 
The next result is formulated for a general element of a Baer ∗-ring, but it can
be viewed in the context of Halmos-Wallen-Foias¸ result on power partial isometries
[7, Theorem].
Corollary 3.2. For any x in a Baer ∗-ring there is a unity decomposition
pu + ppi + ppci + pr = 1
such that pu, ppi, ppci, pr ∈ {x}
′ and
• pux is unitary,
• ppix is a pure isometry,
• ppcix is a pure co-isometry,
• prx, prx
∗ are completely not isometric.
Proof. Indeed, let pu, pi be as in Theorem 3.1 for x while pci be an isometric pro-
jection calculated for x∗ in Theorem 3.1. By Proposition 2.6 pipci = pcipi = pu.
Hence ppi = pi(1 − pu) and ppci = pci(1 − pu) are well defined and orthogonal to
each other. It remains to define pr = 1− pu− ppi− ppci which, by orthogonality to
pi and pci, compress x and x
∗ to completely non isometric elements. 
For isometries the result is finer, the last part is described as truncated shifts
[1, 7].
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Theorem 2.5 may be successfully applied to pairs (more generally sets) of ele-
ments. It works well, nevertheless a property describes a relation between/among
elements (f.e. commutativity) or characterizes elements (f.e. normality). The fol-
lowing result on double commutativity may be modified to a commutativity. Recall
that a pair of elements (x, y) doubly commute if x ∈ {y, y∗}′.
Theorem 3.3. For any pair (x, y) of arbitrary elements in R there is a unique
projection p ∈ {x, y}′ such that (px, py) doubly commute and ((1 − p)x, (1 − p)y)
completely not doubly commute.
Proof. It follows from Theorem 2.5 for F1(x, y) = xy−yx, F2(x, y) = xy
∗−y∗x. 
Much wider class are compatible pairs. The concept of compatibility was intro-
duced for isometries on Hilbert spaces by K. Hora´k; V. Mu¨ller in [8]. It naturally
extends to general pairs of elements in Baer ∗-rings.
Definition 3.4. A pair (x, y) is compatible if {[xm] : m ≥ 1} ⊂ {[yn] : n ≥ 1}′.
The following corollary is obvious for isometries in B(H), while in Baer ∗-rings
it follows by Lemma 2.3.
Corollary 3.5. Any doubly commuting pair is compatible.
An example of compatible, completely non doubly commuting pair is (x, x) where
x is a non unitary isometry. Another examples can be found in papers on operators
on Hilbert spaces [4, 5, 8]. In particular in [5] there is given a precise model of a
commuting, compatible pair.
The next result shows a decomposition of an arbitrary pair between a compatible
pair and a completely non compatible pair.
Theorem 3.6. For any x, y ∈ R there is p ∈ {x, y}′ such that (px, py) is a com-
patible pair and ((1− p)x, (1 − p)y) is completely non compatible.
Proof. It follows from Theorem 2.5 for Fm,n(x, y) = [x
m][yn]− [yn][xm] for m,n ∈
Z+ where Fm,n(px, py) = pFm,n(x, y) by Corollary 2.4. 
As a conclusion of Corollary 3.5 and Theorems 3.3 and 3.6 we get a decomposition
of an arbitrary pair of commuting elements among three compressions.
Theorem 3.7. For any pair (x, y) of arbitrary elements in R there are unique
projections p, q ∈ {x, y}′ where p ≤ q such that
• (px, py) doubly commute,
• (q(1− p)x, q(1 − p)y) are compatible, completely non doubly commuting,
• ((1− q)x, (1 − q)y) is completely non compatible.
A very rich class of examples of Baer ∗-rings are bounded operators on Hilbert
spaces B(H). Theorem 3.3 in B(H) is known. However, to the authors knowledge,
compatibility was defined only for isometries so far. Hence Theorem 3.6 is new also
in B(H).
The compatibility does not imply commutativity. We give an example. Recall
that two projections are equivalent if there is a partial isometry having them as the
left and the right projection.
Example 3.8. Let pi,j be a set of pairwise orthogonal and equivalent projections
for i, j = 1, 2, 3 and xi,j , yi,j be partial isometries for i, j = 1, 2 such that [x
∗
i,j ] =
[y∗i,j ] = pi,j , [xi,j ] = pi+1,j , [yi,j] = pi,j+1. Define
x =
∑
i,j=1,2
xi,j , y =
∑
i,j=1,2
yi,j .
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Let us check that x, y are compatible. Since [x∗] =
∑
i,j=1,2[x
∗
i,j ] and similarly
for [x], [y∗], [y] we get
[x∗] = [y∗] =
∑
i,j=1,2
pi,j , [x] =
∑
i=2,3
j=1,2
pi,j , [y] =
∑
i=1,2
j=2,3
pi,j .
By orthogonality of projections pi,j one may check that x
2 =
∑
j=1,2 x2,jx1,j and
y2 =
∑
i=1,2 yi,2yi,1 and x
n = yn = 0 for n ≥ 3. Hence [x2] = p3,1 + p3,2, [y
2] =
p1,3 + p2,3, [x
n] = [yn] = 0 for n ≥ 3 which yields compatibility.
Consider y′ = y1,1 + y1,2 + uy2,1 + y2,2 where u 6= p2,2 is a partial isometry such
that [u] = [u∗] = p2,2 (in other words compression of u to p2,2Rp2,2 is unitary, not
unity). Note that [yn] = [y′n] for any n ≥ 0 so x, y′ are compatible as well as x, y
are. Let us show that at most one of pairs x, y and x, y′ may commute. Indeed
yxp1,1 = y2,1x1,1p1,1 6= uy2,1x1,1p1,1 = y
′xp1,1 while xyp1,1 = x1,2y1,1p1,1 = xy
′p1,1.
Hence at most one of equalities xy = yx, xy′ = y′x may hold.
One may ask about a quaternary decomposition with respect to commutativity
and compatibility as in Theorem 3.9 below. The answer is affirmative, but not
obvious even in B(H). It follows from Proposition 2.6.
Theorem 3.9. For any pair (x, y) of arbitrary elements in R there is a unique
identity decomposition among p11, p1,0, p01, p00 ∈ {x, y}
′ such that
• (p11x, p11y) commute and are compatible,
• (p10x, p10y) commute and are completely non compatible,
• (p10x, p10y) completely do not commute and are compatible,
• (p10x, p10y) completely do not commute and are completely non compatible.
Proof. Let I1 = {1} and F1(x, y) = xy − yx and I2 = Z
2
+ and Fm,n(x, y) =
[xm][yn] − [yn][xm] as in the proof of Theorem 3.6. Obviously the corresponding
properties PI1 and PI2 defined as in Theorem 2.5 are commutativity and compat-
ibility, respectively. On the other hand, by Proposition 2.6 projections pcm, pcp
corresponding to PI1 ,PI2 commute. Hence p11 = pcmpcp, p10 = pcm(1− pcp), p01 =
(1 − pcm)pcp, p00 = (1 − pcm)(1 − pcp) provides the decomposition required in the
statement. 
Let P be a property characterizing indyvidual elements (f.e. normality). Recall
that a set S completely does not have the property P (f.e. is completely not normal)
if for any 0 6= p ∈ S′ there is at least one x ∈ S such that pxp does not have the
property (at least one pxp is not normal). We extend results of Theorem 3.1 on
subsets. We show the decomposition with respect to normality. Other results may
be proved similarly.
Corollary 3.10. Let S ⊂ R where R is a Baer ∗ -ring. There is a maximal
projection p ∈ S′ such that pS is normal (a set of normal elements).
Proof. It is enough to take Fs : R
S ∋ x 7→ x∗sxs − xsx
∗
s for any s ∈ S and apply
Theorem 2.5. 
Let us finish this section by a generalization of Wold, Helson-Lowdenslager, Suciu
result [10, Theorem 3]. For those reason we extend the concept of a quasi-unitary
semigroup of isometries to Baer ∗-rings.
Definition 3.11. Let G be an abelian group and S ⊂ G be a semigroup such that
S ∩ S−1 = {1} and SS−1 = G. Denote {xs}S a semigroup of isometries in a Baer
∗-ring R (i.e. x1 = I, xsxr = xsr).
We call a semigroup {xs}S quasi-unitary if sup{[x
∗
gxs] : g
−1s /∈ S−1} = 1. A
semigroup is purely quasi-unitary if it is quasi-unitary and completely non unitary.
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A completely non quasi-unitary group is called strange.
Theorem 3.12. Let {xs}S be a semigroup of isometries in a Baer ∗-ring R. There
are projections pu, pqu, ps ∈ {xs}
′
S such that pu + pqu + ps = 1 and
• puxs is unitary for every s ∈ S,
• {ppquxs}S is purely quasi-unitary,
• {psxs}S is strange.
Proof. Define F (x) = 1−sup{[x∗gxs] : g
−1s /∈ S−1} where x ∈ RS ,x = {xs}S . Note
that by Corollary 2.4, pF (x) = F (px) for any projection p ∈ x′. Hence, by Theorem
2.5 we get a projection pqu which is the maximal one compressing the semigroup to
a quasi-unitary semigroup. Similarly like in Corollary 3.10 we consider a family of
functions Fs : R
S ∋ x 7→ 1− xsx
∗
s and get a projection pu. It is clear that pu ≤ pqu
and so ppqu = pqu(1 − pu) is a well defined projection compressing the semigroup
to a purely quasi-unitary semigroup. Clearly ps = 1− pqu compress the semigroup
to a strange semigroup. 
4. Multiple canonical decomposition
Consider a property of an individual element. Assume there is a pair (x, y)
such that each of its elements admits a decomposition between summand having
the property and the one completely not having it. We may usually find also
a decomposition of the pair (x, y) between the pair having the property and the
one completely not having it as in Corollary 3.10 for example. However, the fact
that the pair completely does not have the property does not say much about
individual elements in the pair. Indeed, consider as an example the property of
being normal. A normal element and a completely not normal element as well
as two completely not normal elements form completely not normal pairs. Hence
a pair completely not having some property requires a finer description. Wold,
Helson-Lowdenslager, Suciu result recalled in the previous section is one of the
first attempts of characterizations of this type. The best would be a quaternary
decomposition, as defined:
Definition 4.1. A canonical decomposition of a pair (x, y) with respect to a prop-
erty P characterizing single elements x, y is a quaternary decomposition
p11 + p10 + p01 + p00 = 1
where p11, p10, p01, p00 ∈ {x, y}
′ are such that
• each of p11x, p11y has the property P ,
• p10x has the property P , p10y completely does not have the property P ,
• p01x completely does not have the property P , p01y has the property P ,
• each of p00x, p00y completely does not have the property P .
Unfortunately, a general pair may not admit a canonical decomposition. Let us
explain why Proposition 2.6 does not work for canonical decompositions. Consider
once again the property of being normal. By Proposition 2.6 projections px, py
corresponding (in the sense of Theorem 2.5) to Fx(x, y) = x
∗x − xx∗, Fy(x, y) =
y∗y − yy∗ do commute. Hence pxpy is a projection. It can be checked that it is
a maximal projection where both compressions are normal. However, px(1 − py)
compress x to a normal element but px(1− py)y is not necessarily a completely not
normal element. Indeed, there may exist a projection 0 6= q ≤ px(1−py) commuting
with y where qy in normal but q does not commute with x. To be precise, in the
decomposition of x we consider projection corresponding to Fx(x) = x
∗x − xx∗
instead of Fx(x, y) = x
∗x − xx∗. The formula is the same. The difference is
that the respective supremum is taken among projection commuting only with x
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in the first case and with both (x, y) in the second case. Hence the projection
corresponding to Fx(x) may majorize the one corresponding to Fx(x, y). Let us
formulate the result similar to [6, Corollary (2.3)].
Proposition 4.2. Let Fi : R 7→ R for i ∈ I be a family of functions, where R is
a Baer ∗-ring. An element r ∈ R is said to have the property P if r ∈
⋂
i∈I kerFi.
If x, y ∈ R are such that pFi(x) = Fi(px), qFi(y) = Fi(qy) for i ∈ I and any
projection p ∈ {x}′, q ∈ {y}′, respectively then:
• there are maximal projections px ∈ {x}
′ and py ∈ {y}
′ such that pxx, pyy
have the property P ,
• there are maximal projections qx, qy ∈ {x, y}
′ such that qxx, qyy have the
property P ,
• qx ≤ px, qy ≤ py.
Moreover, the following conditions are equivalent:
• (x, y) admits a canonical decomposition with respect to the property P,
• px, py ∈ {x, y}
′,
• px = qx, py = qy.
Proof. In fact the first part has been explained before the proposition. Precisely,
the existence of px, py follows from Theorem 2.5 for {Fi}i∈I . Define
Fi1(x, y) := Fi(x), Fi2(x, y) := Fi(y)
for i ∈ I. Then Proposition 2.6 for I1 = I × {1}, I2 = I × {2} yields the existence
of qx, qy which commute. To see that qx ≤ px recall from the proof of Theorem 2.5
that
px = sup{q ∈ R˜ ∩ {x}
′ : q < 1− [Fi(x)]}.
Note that qx ≤ 1− [Fi1(x, y)] = 1− [Fi(x)] and obviously qx ∈ R˜ ∩ {x}
′. Hence, qx
belongs to the set above, so qx ≤ px. Similarly qy ≤ py.
For the second part, denote by p11 + p10 + p01 + p00 = 1 the canonical decom-
position of the pair (x, y). If it exists, then px = p11 + p10, py = p11 + p01 so they
commute with both x, y. If px ∈ {x, y}
′ then, similarly as we showed qx ≤ px we
may show the reverse inequality. If px = qx, py = qy then px, py commute. One can
check that p11 = pxpy, p10 = px(1− py), p01 = (1− px)py, p00 = (1− px)(1− py) is
the canonical decomposition with respect to the property P . 
Recall that any pair of doubly commuting operators in B(H) admits a canonical
decomposition with respect to any hereditary property [6, Corollary 2.4]. Unfortu-
nately, the proof is based on von Neumann algebras, precisely Double Commutant
Theorem. In the case of Baer ∗-rings such a result, if it is correct, requires a dif-
ferent proof. By Theorem 2.1 if px may be obtained as a supremum of projections
commuting with y then it commutes with y as well (the notation as in Proposition
4.2). Such a condition is used to show the existence of a canonical decomposition
of a pair of doubly commuting isometries with respect to unitarity in [2]. However,
it is not the only way. One can imagine a set of projections pi ∈ {x}
′ such that
piy = ypi+1. Then pi /∈ {y}
′ but sup{pi} ∈ {y}
′.
Recall that the decomposition of an isometry with respect to unitarity is called
Wold decomposition and the corresponding canonical decomposition of a pair Wold-
S locin´ski decomposition. Such results in Baer ∗-rings are showed in [2]. Recall that
an isometry x is a unilateral shift if [xn(1− [x])] are pairwise orthogonal for n ≥ 0
and
∑∞
n=0[x
n(1− [x])] = 1.
Theorem 4.3 ([2, Theorem 2.4]). Let x be an isometry in a Baer ∗-ring R. Then
there is a unique projection pu ∈ {x}
′ such that,
• the compression pux is unitary and,
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• the compression (1 − pu)x is a unilateral shift.
The existence of Wold decomposition follows from Theorem 3.1. The important
advantage of the result in [2] is that a completely non unitary isometry is described
as a unilateral shift. The generalization of Wold-S locin´ski decomposition to Baer
∗-rings [2, Theorem 3.2] is only a decomposition. The models of all summands in
B(H) are known and can be generalized to Baer ∗-rings.
Theorem 4.4. Let (x, y) be a pair of doubly commuting isometries in a Baer ∗-
ring. There are unique puu, pus, psu, pss ∈ {x, y}
′ such that
puu + pus + psu + pss = 1
and
• (puux, puuy) is a pair of unitary elements,
• pusx is unitary and pusy is a unilateral shift and
pusx =
∞∑
i=0
pusx[y
i(1− [y])],
• psux is a unilateral shift and psuy is unitary and
psuy =
∞∑
i=0
psuy[x
i(1− [x])],
• (pssx, pssy) is a pair of unilateral shifts and
pss =
∑
m,n≥0
[pssx
myn(1− [x])(1 − [y])].
Proof. The existence of the decomposition is shown in [2, Theorem 3.2]. It was not
emphasized that it is unique. However, since unitarity is a hereditary property it is
unique. A precise proof is a consequence of uniqueness in Theorem 2.5. Indeed, by
Corollary 3.10 there is puu the maximal (so unique) projection compressing (x, y)
to unitary elements (normal isometries are unitary elements). On the other hand
puu + pus is the maximal projections compressing x to a unitary element which is
also unique by Theorem 3.1. Hence pus is unique as well as, by similar arguments,
psu. Consequently also pss is unique.
Since x, y doubly commute, x commute with [yn] for any n as well as y commute
with [xm] for any m ≥ 0 by Lemma 2.3.
Let us describe compression (pusx, pusy) (and similarly (psux, psuy)). By the
above and since x commute also with pus it doubly commutes with pusy
m(1− [y])
and, by Lemma 2.3, with [pusy
m(1− [y])]. Note that (pusy)
i(1− [pusy]) = pusy
i(1−
[y]). Hence, and since pusy is a unilateral shift,
∑∞
i=0[pusy
i(1 − [y])] = pus (recall
that unity in pusRpus is pus). Since by Corollary 2.4 [pusy
i(1−[y])] = pus[y
i(1−[y])]
we get
pusx =
∞∑
i=0
pusx[pusy
i(1− [y])] =
∞∑
i=0
pusx[y
i(1 − [y])]
which is a decomposition of pusx.
Let us show the last part. Since pssx, pssy are unilateral shifts and by Corollary
2.2
pss = p
2
ss =
(
∞∑
m=0
[pssx
m(1 − [x])]
)(
∞∑
n=0
[pssy
n(1− [y])]
)
=
∑
m,n≥0
[pssx
m(1 − [x])][pssy
n(1− [y])].
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It has left to show that
[pssx
m(1− [x])][pssy
n(1− [y])] = [pssx
myn(1− [x])(1 − [y])]
which by Corollary 2.4 is equivalent to
pss[x
m(1− [x])][yn(1− [y])] = pss[x
myn(1− [x])(1 − [y])].
Note that xm(1−[x]), yn(1−[y]) are partial isometries. Moreover, as (1−[x])(1−[y])
is a projection, also xmyn(1 − [x])(1 − [y]) is a partial isometry. Recall that for a
partial isometry z ∈ R there is [z] = zz∗. Hence one can check that
[xm(1− [x])] = [xm]− [xm+1],
[yn(1− [y])] = [yn]− [yn+1],
[xmyn(1− [x])(1 − [y])] = ([xm]− [xm+1])([yn]− [yn+1])
which finishes the proof. 
References
[1] G. A. Bagheri-Bardi, A. Elyaspour, and G. Esslamzadeh. The role of algebraic structure in
the invariant subspace theory. Linear Algebra Appl., aug 2019.
[2] G. A. Bagheri-Bardi, A. Elyaspour, and G. H. Esslamzadeh. Wold-type decompositions in
Baer -rings. Linear Algebra Appl., 539:117–133, 2018.
[3] S. K. Berberian. Baer *-Rings, volume 195 of Grundlehren der mathematischen Wis-
senschaften. Springer, Berlin, Heidelberg, 1972.
[4] Z. Burdak, M. Kosiek, P. Pagacz, and M. S locin´ski. On the commuting isometries. Linear
Algebra Appl., 516, 2017.
[5] Z. Burdak, M. Kosiek, and M. S locin´ski. Compatible pairs of commuting isometries. Linear
Algebra Appl., 479, 2015.
[6] X. Catepillan, M. Ptak, and W. Szymanski. Multiple Canonical Decompositions of Families
of Operators and a Model of Quasinormal Families. Proc. Am. Math. Soc., 121(4):1165, 2006.
[7] P. R. Halmos and L. J. Wallen. Powers of Partial Isometries. J. Math. Mech., 19:657–663,
1970.
[8] K. Hora´k and V. Mu¨ller. Functional model for commuting isometries. Czechoslov. Math. J.,
39(2):370–379, 1989.
[9] I. Kaplansky. Rings of Operators. Benjamin, New York, 1968.
[10] I. Suciu. On the semi-groups of isometries. Stud. Math., 30(1):101–110, 1968.
Zbigniew Burdak, Department of Applied Mathematics, University of Agriculture,
ul. Balicka 253c, 30-198 Krako´w, Poland.
E-mail address: rmburdak@cyf-kr.edu.pl
Marek Kosiek, Wydzia l Matematyki i Informatyki, Uniwersytet Jagiellon´ski, ul.
Prof. St.  Lojasiewicza 6, 30-348 Krako´w, Poland
E-mail address: Marek.Kosiek@im.uj.edu.pl
Patryk Pagacz, Wydzia l Matematyki i Informatyki, Uniwersytet Jagiellon´ski, ul.
Prof. St.  Lojasiewicza 6, 30-348 Krako´w, Poland
E-mail address: Patryk.Pagacz@im.uj.edu.pl
Marek S locin´ski, Wydzia l Matematyki i Informatyki, Uniwersytet Jagiellon´ski, ul.
Prof. St.  Lojasiewicza 6, 30-348 Krako´w, Poland
E-mail address: Marek.Slocinski@im.uj.edu.pl
