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ABSTRACT
We represent random variables Z that take values in <n f0g as Z = RY , where R is
a positive random variable and Y takes values in an (n 1)-dimensional space Y. By xing
the distribution of either R or Y , while imposing independence between them, dierent
classes of distributions on <n can be generated. As examples, the spherical, lq-spherical,
-spherical and anisotropic classes can be interpreted in this unifying framework.
We present a robust Bayesian analysis on a scale parameter in the pure scale model
and in the regression model. In particular, we consider robustness of posterior inference
on the scale parameter when the sampling distribution ranges over classes related to those
mentioned above. Some links between Bayesian and sampling-theory results are also high-
lighted.
AMS Subject Classications: 62F15, 60E05.




This paper investigates perfectly robust Bayesian inference on scale parameters. We
shall call an inference procedure robust if it is not aected by changes in the sampling
distribution over a particular class. Thus, we are not considering robustness with respect
to the data (extreme observations), or with respect to the prior specication, but we focus
on exact robustness with respect to the specication of the sampling model. In particular,
we analyze what Berger (1985, p.248) calls \model robustness".
In order to provide us with a natural way to dene classes of sampling distributions
over which we investigate robustness, Section 2 contains a representation of points in
<n f0g in terms of pairs (y; r), where r > 0 and y lies in some (n  1)-dimensional space
Y. This can be thought of as a generalization of the usual polar coordinates, where r is the
Euclidean norm and Y is the unit sphere Sn 1. Applying this representation to n-variate
random variables Z, we generate classes of distributions through xing the distribution of
either Y or R, as a number of examples illustrate.
The remaining sections of the paper examine inference robustness on scale parameters
within classes of sampling distributions generated in such a way. Section 3 is devoted to
the case of pure scale models, whereas the more limited robustness results for a scale
parameter in the regression model are presented in Section 4. The nal section groups
some conclusions.
2. CLASSES OF MULTIVARIATE DISTRIBUTIONS
2.1. A representation of <n
Fernandez, Osiewalski and Steel (1996) introduce a general representation of points
in <n, which has proven to be a useful tool for generating and analyzing multivariate
distributions and naturally induces certain useful classes of distributions in which robust-
ness results can be derived. They consider a one-to-one correspondence between points
z 2 <n   f0g and pairs (y; r), where r > 0 and y is in some set Y, such that z = ry.
This implicitly implies that Y is an (n  1)-dimensional manifold and can be represented
as Y = fk(w) : w 2 Wg, where W  <n 1 is the set of angular polar coordinates and k()
is a one-to-one function. Thus, we can also uniquely identify z 2 <n   f0g with a pair
(w; r) 2 W <+, such that z = rk(w).
In this representation, dierent choices of Y lead to dierent interpretations of r and y.
For instance, if Y is the unit sphere Sn 1, we obtain y = z=kzk2 2 S
n 1 and r = kzk2, the
Euclidean or l2-radius. This leads to the usual polar representation. Another possibility
would be to take Y = fx 2 <n : kxkq  (
Pn
i=1 jxij
q)1=q = 1g, the unit lq-sphere, for some
q 2 [1;1), in which case r = kzkq describes the lq-norm or lq-radius, whereas y = z=kzkq
is the corresponding point on the unit lq-sphere.
The representation described here allows us to uniquely identify a random variable Z
that takes values in <n   f0g with a pair (Y;R), where R is a positive random variable
and Y takes values in Y, through
Z = RY: (2:1)
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This naturally leads to the denition of classes of n-variate distributions characterized by
xing the distribution (marginal or conditional) of either R or Y . Many well-known families
of distributions can be generated in this way while imposing, in addition, independence
between R and Y . The next subsections discuss some of these classes.
2.2. Fixing the distribution of Y
Given a choice of Y and any probability distribution P1 on Y, we dene the class S
as the following set of random variables on <n   f0g
S = fZ : Z = RY through (2:1); with R and Y independent and Y distributed as P1g:
(2:2)
We now consider the class of distributions corresponding to the random variables in S. By
varying the choice of Y and P1, we generate many classes of multivariate distributions that
have appeared in the literature. In particular, we can mention the class of -spherical
distributions, introduced in Fernandez, Osiewalski and Steel (1995). They dene a con-
tinuous -spherical distribution through the following probability density function (p.d.f.)
of Z = (Z1; : : : ; Zn)
0 in <n:
p(z) = gf(z)g; (2:3)
where () is a scalar function, strictly positive for z 2 <n   f0g and such that (z) =
(z) for all  > 0 and z 2 <n, and g() is a nonnegative labelling function. Further-
more, () and g() are such that (2:3) is proper. For every admissible choice of (), the
corresponding class of continuous -spherical distributions is obtained by allowing g() to
be free. Thus, the class of continuous -spherical distributions exactly corresponds to the
class of all the densities that share the isodensity sets fz 2 <n : (z) = g (denoted as the
\-sphere" of \-radius" ) for  > 0.
Through judicious choices of () we can accommodate a wide range of possible iso-
density contours. For example, continuous spherical distributions are a special case of
continuous -spherical distributions where () is the Euclidean norm, whereas continu-
ous lq-spherical distributions, introduced in Osiewalski and Steel (1993), correspond to








if 0 < q <1
maxi=1;:::;n jzij if q =1,
(2:4)
i.e. the lq-norm when q  1 and its generalization when 0 < q < 1. Another interesting
example are the elliptical distributions, where (z) = (z0V  1z)1=2 for any positive
denite symmetric matrix V .
Consider the class S in (2:2) with Y chosen as the unit -sphere [for some given ()]
and P1 given through the following p.d.f. for the polar angles
f1(w) / s(w)[fh(w)g]
 n; (2:5)
where fh(w) : w 2 Wg = Sn 1 is the Euclidean unit sphere and s(w) is the factor in the
Jacobian of the polar transformation that involves w. Fernandez et al. (1996) show that
the class of continuous -spherical distributions is the subset of this S corresponding to any
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continuous distribution for the -radius R = (Z). By also allowing for any noncontinuous
distribution for R, we generate the entire -spherical class, which therefore ts in the
framework of (2:2).
Most of our robustness results will not require the independence between R and Y
assumed in (2:2). We will then instead consider the class
~S = fZ : Z = RY through (2:1); with Y distributed as P1g: (2:6)
Although ~S is much broader than S in (2:2), the latter will typically constitute its subclass
of greater interest. As an illustration of this fact, the shape of the isodensity sets is no longer
preserved when we move from -sphericity, which is an example of S, to the associated
class ~S.
2.3. Fixing the distribution of R
We now consider classes of multivariate distributions which are generated from the
representation in (2:1) by choosing a particular distribution for R.
Given a particular choice of Y and a xed probability distribution P2 on <+, we dene
the class of random variables
R = fZ : Z = RY through (2:1); with R and Y independent and R distributed as P2g:
(2:7)
Classes of distributions generated through choosing Y and P2 in (2:7) have received much
less attention in the literature than their counterparts based on S in (2:2). The only
example that we are aware of is the class of anisotropic distributions introduced in
Nachtsheim and Johnson (1988), which exactly ts into the framework of (2:7), by choos-
ing Y = Sn 1 and a
p
2n distribution for the Euclidean radius R = kZk2. Note that
Normality, which corresponds to uniformity of Y = Z=kZk2 on S
n 1, denes the intersec-
tion of the anisotropic and spherical classes.
Similarly, we can start from a situation where the n components of Z are independently
sampled from an exponential power distribution with p.d.f.
pq(zi) =

f21+1=q (1 + 1=q)g 1 exp( jzij
q=2); for 0 < q <1,
(1=2)I( 1;1)(zi); for q =1
(2:8)
[see Box and Tiao (1973, ch. 3)]. If we then x the distribution of Y = Z=q(Z) and leave
that of the lq-radiusR = q(Z) free, but independent of Y , we generate an lq-spherical class
as discussed in Subsection 2.2. Conversely, keeping R independent of Y and distributed
as (22n=q)
1=q for nite values of q and as Beta(n; 1) for q = 1 [see Osiewalski and Steel
(1993)], and letting the distribution of Y change, we will dene the class of lq-anisotropic
distributions through (2:7), for any given q 2 (0;1].
A more general version of the class R in (2:7) which will appear in connection with
our robustness results is given by
R = fZ : Z = RY through (2:1); with R given Y distributed as P Y2 g: (2:9)
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As was the case with (2:6), we have again relaxed the independence constraint. Note,
however, that R in (2:7) is not a subset of R, but it is instead obtained as a particular
case where P Y2 = P2.
3. BAYESIAN INFERENCE IN THE SCALE MODEL
In this section we focus on independent and identically distributed (i.i.d.) sampling
from the scale model
Xi = "i; i = 1; : : : ; p; (3:1)
where "1; : : : ; "p are i.i.d. n-dimensional variables with "i
d
= " (the distribution of which
does not depend on ), and  > 0 is a scale parameter. Using (2:1), we represent
"i = RiYi; i = 1; : : : ; p; and " = RY:
Thus, whenever we refer to Yi, Ri, Y or R later in the section, it should be understood
in this way. With a slight abuse of notation, we will not distinguish between the random
variable  and its realizations. The same convention will apply to  in Section 4.
We shall be concerned with robustness of inference on  with respect to the choice of
the sampling distribution. The next Theorem states our main result.
Theorem 1. Consider the scale model in (3:1), with the joint probability distribution of
(Y;R) factorized into the marginal distribution of Y , PY , and the conditional distribution
of R given Y , PRjY . Then, under any -nite prior measure for , the posterior distribution
of  given (X1; : : : ;Xp), provided it exists, does not depend on PY .
Proof: see Appendix. 
Theorem 1 establishes perfect robustness of posterior inference on the scale parameter
 with respect to the choice of PY . We therefore obtain exactly the same inference on 
under any distribution for " in a class R as in (2:9). Most practically relevant choices of this
class are given through R in (2:7), where independence between R and Y is assumed (this
corresponds to PRjY = PR in the notation of Theorem 1). Thus, inference on scale remains
entirely unaected by changes in the sampling distribution within e.g. the anisotropic or
any lq-anisotropic class. In simple terms, Theorem 1 states that whenever we know the
distribution of the \radius" R given the \direction" Y , we can conduct Bayesian inference
on the scale, irrespective of the particular distribution assigned to the \direction" Y .
From the proof of the Theorem follows that the key to this result is the product struc-
ture between the distributions of  and Y1; : : : ; Yp, which is preserved under the transfor-
mation from (; Y1; R1; : : : ; Yp; Rp) to (; Y1;1; : : : ; Yp;p), where i = Ri. Therefore,
the conditional distribution of  given (Y1;1; : : : ; Yp;p), whenever it is dened, does not
depend on PY . Note that, since (Yi;i) are the coordinates of Xi in the chosen represen-
tation of <n, we can immediately derive the posterior distribution of  given (X1; : : : ;Xp)
from the conditional distribution of  given (Y1;1; : : : ; Yp;p).
If the prior distribution of  is a probability measure, the posterior distribution of 
given (X1; : : : ;Xp) will always exist. However, if the prior distribution of  is improper,
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we require the predictive distribution [i.e. the marginal distribution of (X1; : : : ;Xp)] to be
-nite in order to obtain a proper posterior. From expression (A:2) in the Appendix
we can deduce that a necessary and sucient condition for a -nite distribution of
(Y1;1; : : : ; Yp;p), and, thus, of (X1; : : : ;Xp), is that there exist p sequences of mea-
surable sets in <+, fC
(l)
i gl2N (i = 1; : : : ; p), such that [l2NC
(l)





PRjY=yifr : r 2 C
(l)
i gD(d) <1; a:e:   (PY )
p; (3:2)
where D denotes the prior distribution of . We stress that in most practical situations
the prior chosen for  will either be a probability distribution, in which case the posterior
distribution is obviously dened, or the standard non-informative (Jereys') prior, with
density p() /  1, which can be shown from (3:2) to lead to a proper posterior even after
just one observation from (3:1). For this particular prior, however, a more straightforward
proof of the existence of the posterior (after one observation X = " = RY ) can be given
as follows: Due to the invariance of this prior with respect to scale transformations, the
joint distribution of ( = R; Y;R) is the product measure
D(;Y;R) = D  P(Y;R) = D  PY  PRjY ; (3:3)
where D again has density p() / 
 1. Thus, the conditional distribution of R given
(Y;) is just PRjY , which is proper by assumption. This directly implies that the distri-
bution of  = =R given (Y;), or alternatively X, is also well-dened.
Often, both PRjY and the prior distribution of  are given through density functions
(with respect to Lebesgue measure), say f2(r;Y ) and p(), respectively. The posterior
distribution of  given (X1; : : : ;Xp) is then characterized through the density



























for almost all (y1; : : : ; yp) with respect to (PY )
p and almost all (1; : : : ; p) with respect to
Lebesgue measure in <p+. Clearly, the density in (3:4) does not depend on the distribution
of Y , PY , as we already knew from Theorem 1.
To summarize our discussion so far, in the pure scale model in (3:1), inference on ,
whenever it can be conducted, does not depend on PY . Therefore, posterior inference on 
is perfectly robust when the distribution of the error term " = RY ranges within any class
R in (2:9). To illustrate this result, we now present an example concerning lq-anisotropic
classes.
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Example 3.1. Bayesian inference under independent sampling from an lq-anisotropic
scale model
Assume that p n-variate observations are generated from the scale model (3.1), where
the components of " are i.i.d. with an exponential power distribution as in (2:8) for some
value q 2 (0;1]. For the scale parameter , we assume a proper prior, corresponding to
b q  22a=q; for some a; b > 0; for q 2 (0;1); and
b 1  Beta(a; 1); for some a; b > 0; for q =1:
Since we have a proper prior, the posterior distribution of  will clearly exist. In order to
calculate the latter, we recall from Subsection 2.3 that the distribution of R = q("), with
q() dened in (2:4), given Y = "=q(") is characterized by the p.d.f.








2 n=qrn 1 exp( rq=2); for 0 < q <1; (3:5)
and by its limit
f2(r;Y ) = nr
n 1I(0;1)(r); for q =1: (3:6)







 q j (X1; : : : ;Xp)  
2





 1j (X1; : : : ;Xp)  Beta(a + np; 1); for q =1; (3:8)
where Xji, j = 1; : : : ; n, denote the n components of the i
th observation Xi. As long as
the distribution of R given Y remains as in (3:5) or (3:6), i.e. when " ranges in the entire
lq-anisotropic class for given q, Theorem 1 tells us that the posterior distribution of  does
not change.
We note that in the limit as a and b both tend to zero, the kernels of our prior densities
of  tend to p() /  1, which corresponds to the standard non-informative prior, and
the posterior distributions of  [in (3:7) and (3:8)] tend to the sampling distributions for
the pivots in the next example [see (3:10) and (3:12) below], considered as a function of .

Let us now look at inference robustness in the scale model (3:1) from a classical
(sampling theory) perspective. In some applied statistics problems, pivotal quantities
can be found that are only a function of (R1; : : : ; Rp). Clearly, such quantities will be
distribution-free as long as the marginal distribution PR of R is xed. Thus, we will
directly obtain perfect robustness under independent sampling from R in (2:7), and even
in the wider class where we x the marginal distribution of R without, however, imposing
independence between R and Y . The latter class, say ~R, is the counterpart of ~S in (2:6),
where the marginal distribution of Y is xed. Whereas ~R is obviously much wider than
R, the latter typically constitutes its most interesting subclass.
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Example 3.2. Classical inference under independent sampling from an lq-anisotropic
scale model
As in the previous example, we consider p i.i.d. replications from the scale model in
(3.1), where the n-vector " is the result of independent sampling from an exponential power
distribution, with xed q 2 (0;1].








2n=q; i = 1; : : : ; p; for 0 < q <1; (3:9)













qj  22np=q: (3:10)
On the other hand, we know from (3:6)
maxj=1;:::;n jXjij

= Ri  Beta(n; 1); i = 1; : : : ; p; for q =1; (3:11)











jXjijgj  Beta(np; 1): (3:12)
The pivotal quantities tq(X1=; : : : ;Xp=), which could be used for inference on , only
depend on (R1; : : : ; Rp). As an immediate consequence, their distributions remain as in
(3:10) and (3:12) as long as the marginal distribution of R stays xed as in (3:9) or,
respectively, (3:11). If, in addition, we impose independence between R and Y , we obtain
perfect robustness whenever " ranges in the lq-anisotropic class, for given q. 
We remark that the pivotal quantities considered here are only functions of (R1 =
1=; : : : ; Rp = p=), where (1; : : : ;p) denote the radial coordinates of each of the
observations in the representation chosen for <n. As a consequence, the sampling dis-
tributions of these pivotal quantities only depend on the marginal distribution of R, PR,
derived from P(Y;R). This immediately leads to robustness of classical inference on  with
respect to the choice of the conditional distribution PY jR. On the other hand, Theorem 1
establishes robustness of Bayesian inference on  with respect to the choice of the marginal
distribution of Y , PY . Thus, our classical and Bayesian robustness results refer to opposite
factorizations of the joint distribution of P(Y;R). From the proof of Theorem 1 we deduce,
however, that drawing inferences only on the basis of (1; : : : ;p), the radial coordinates
of the observations, while discarding the data on (Y1; : : : ; Yp), leads to a loss of relevant
information about  if R and Y are not independent [see also (3:4)]. If we only focus on
distributions of the error term " = RY that impose independence between R and Y , both
factorizations of P(Y;R) coincide and we obtain a parallelism between classical and Bayesian
results. In this case, both classical and Bayesian inference on scale are completely robust
when " ranges in the class R in (2:7). Examples 3.1 and 3.2 illustrate this parallelism
between Bayesian and classical robustness.
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It is worthwhile to note that some Bayesian robustness results for certain location
models follow directly from Theorem 1. We now assume that Xi in (3.1) only takes values
in <n+, the positive orthant of <
n, which simply means that we restrict attention to those
marginal distributions of Y , PY , that concentrate all the mass on Y+ = Y \<
n
+. By taking
natural logarithms, (3:1) can be transformed to
X
y
i = n + "
y
i ; i = 1; : : : ; p; (3:13)
i.e. a pure location model, where  = ln() 2 <, n is an n-dimensional vector of ones and
the superscript y denotes the coordinatewise natural logarithm transformation. Clearly,
the errors "
y




= "y = Ryn + Y
y, where Ry and Y y respectively take
values in < and Y
y
+ = fy
y 2 <n : y 2 Y+g. Direct application of Theorem 1 now implies
that posterior inference on  in the model (3:13) only depends on the distribution of
(Y y; Ry) through the conditional distribution of Ry given Y y, and is thus perfectly robust
with respect to the choice of the marginal distribution of Y y [on the (n   1)-dimensional
manifold Y
y
+]. An example of this robustness is now provided.
Example 3.3. Bayesian inference on the location parameter of an extreme value distri-
bution.
Assume that p observations are generated from the scale model (3.1), where the n
components of " are i.i.d. following a Gamma distribution with known mean and variance,
both equal to a. Note that this is the distribution of jZj1=a=2, if Z is a random variable
with the exponential power distribution in (2:8) for q = 1=a. Let R = 0n" 2 <+ and
Y = (0n")




ny = 1g correspond to the representation chosen for <
n.
Our distributional assumption on " implies that R is Gamma distributed, independent
of Y , with mean and variance both equal to na, whereas Y has a Dirichlet distribution
with all n parameters equal to a. In terms of the equivalent location model (3:13), the n
components of "y are i.i.d. with p.d.f. in <
p(t) = f (a)g 1 exp(at) expf  exp(t)g; (3:14)
which, for a = 1, is the density of an extreme value (Gumbel) distribution. Clearly, Ry
and Y y are independent, the distribution of Ry is given through the p.d.f.
f2(r
y) = f (na)g 1 exp(nary) expf  exp(ry)g; (3:15)
in <, whereas the distribution of Y y on Yy+ = f(y
y
1; : : : ; y
y
n)




j ) = 1g
corresponds to the Dirichlet distribution of Y on Y+. From Theorem 1 we can now deduce
that posterior inference on the common location  in (3:13) remains exactly the same if,
instead of pn independent errors with the extreme-value type distribution in (3:14), we have




= "y = Ryn + Y
y, where Ry and Y y are independent,
Ry has the p.d.f. in (3:15) and Y y has any distribution on Yy+. 
Let us now go back to the general scale model in (3:1) and, again, focus on inference
on scale. In a Bayesian context we can also obtain perfect robustness with respect to the
form of PRjY , although the results are much more moderate. In particular, our ndings
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only relate to posterior moments of the scale parameter rather than to its entire posterior
distribution. Moreover, they rely on a particular prior distribution, namely the scale
invariant Jereys' prior with density p() /  1, and can only be obtained for the case of
one observation X = " = RY from (3:1). These ndings are based on the fact that the
conditional distribution of R given (Y;) is then just PRjY , as shown in (3:3). Thus, for
any  2 <,
E(jX) = E(R jY;) = E(R jY );
i.e. the posterior expectation of , provided it exists, only depends on PRjY through its
( )th moment. Since, from Theorem 1, PY does not aect the posterior distribution of ,
we obtain perfect robustness of E(jX) when " ranges in the very large class of n-variate
distributions where PY is left free and only the ( )
th moment of PRjY is specied.
We stress again that this robustness of the th posterior moment with respect to the
form of PRjY only holds for a single n-variate observation, X, and does not extend to
independent sampling from (3:1). The reason is that such robustness relies on the scale
invariance of Jereys' prior for , which can then absorb the inuence of R and preserve
the product structure when we transform from (; Y;R) to ( = R; Y;R). In the case of
independent sampling we would need as many individual scale parameters (with Jereys'
prior on each of them) as vector observations in order to achieve such robustness.
Finally, in practice, we may want the scale parameter  to have some further meaning
in terms of sampling properties of the observables. A natural such condition would be, for
example, V (Xj) = 2In; i.e. where 
2 describes the variance of the sampling distribution.
This condition translates into V (") = V (RY ) = In; which is clearly not fullled in general,
unless we impose some restrictions on the distribution of (Y;R). Thus, in order for 2 to
have the interpretation of the sampling variance, we need to narrow down our previous
classes of distributions through incorporating this moment condition into the distribution
of (Y;R).
4. INFERENCE ON THE SCALE IN THE REGRESSION MODEL
Let us now consider the model
X = b() + "; (4:1)
where X is an n-variate vector observation, " is an n-dimensional random variable (the
distribution of which does not depend on  and ),  > 0 is the scale parameter and b()
is the location, parameterized in terms of a vector  2 B  <m(m  n) through a known
function b() from <m to <n. Again, using (2:1), we shall represent " as
" = RY:
Important examples of (4:1) are the standard location-scale model, where b() =  with
 2 <n, the case of a common location, where b() = n with scalar , and the regression
context, where b() depends on a matrix of exogenous variables D.
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Given , (4:1) leads to the pure scale model X   b() = ", and the results of the
previous section can thus be applied to the conditional posterior distribution of  [i.e. the
distribution of  given (X;)]. Since, however, interest usually focuses on marginal rather
than on conditional posterior inference, we need to integrate out  from the conditional
posterior distribution of  given (X;), using the marginal posterior distribution of  given
X. As the latter distribution typically depends on both PRjY and PY , our robustness
results in the previous section may not carry over to marginal posterior inference on . In
particular, the robustness with respect to the choice of PY (Theorem 1), no longer holds
after integrating out . On the other hand, the robustness with respect to the choice of
PRjY presented at the end of Section 3 can be shown to also apply to marginal posterior
inference on  in the context of (4:1). This section is devoted to establishing and discussing
this result.
We assume that X is generated by the model in (4:1), and that the prior distribution
of (; ) has the product structure
D(;) = D D;
where D is any  nite measure on B
and D has density p() / 
 1:
(4:2)
Following the same reasoning as in Section 3 [see (3:3)], the scale invariance property of
D leads to the following joint distribution for (; = R; Y;R):
D(;;Y;R) = D D  PY  PRjY ; (4:3)
where D = D. From (4:3) it is immediate that for any  2 <,
E(jX;) = E(jY;; ) = E(R jY;; ) = E(R jY ); (4:4)
where (Y;) are the coordinates of X   b() in the representation chosen for <n. In order
to obtain E(jX), we need to compute the expectation of E(jX;) with respect to
the distribution of  given X. Using Theorem 2 of Fernandez et al. (1996) we know that,
under the prior in (4:2), the joint distribution of (X;) does not depend on PRjY [i.e. it
is exactly the same for any choice of " in the class ~S in (2:6)]. Obviously, the same will
hold for the marginal posterior distribution of , provided it exists, which immediately
implies that E(jX) only depends on PRjY through E(R
 jY ). The following Theorem
highlights this nding.
Theorem2. Consider an n-variate observationX from (4:1), and the prior in (4:2). Then,
for any  2 <, E(jX), provided it exists, only depends on PRjY through E(R
 jY ).
Theorem 2 thus establishes perfect robustness of the th order marginal posterior
moment of , provided it exists, when " ranges in a subclass of ~S in (2:6) characterized by
a certain xed value of E(R jY ).
Often, the underlying distribution P1 in the class ~S is given through a p.d.f., say f1(),
for the polar angles w. For instance, when ~S corresponds to a class S in (2:2) of -spherical
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distributions, P1 is given through f1(w) in (2:5). In the case of a continuous P1, we can





kx   b()k n2 s(w)
 1f1(w)dxD(d); (4:5)
for each pair of measurable sets A  <n and B  B, and where k  k2 stands for the
Euclidean norm, w are the angular polar coordinates of x  b() and s(w) is the factor in
the Jacobian of the polar transformation that depends on w. Properness of the posterior
distribution requires that the marginal distribution of X, computed from D(X;) in (4:5),
is -nite. As noted in Fernandez et al. (1996), in most practically relevant situations
[like e.g. any -spherical class where () is such that the isodensity sets do not touch
the origin], the latter requirement will not be met in the pure location-scale model, where
b() = , and  2 <n is not restricted to a lower dimensional subspace. Thus, in order
to have a well-dened posterior in the Bayesian model (4:1)   (4:2), we typically require
a regression context with m < n. Provided that the posterior distribution exists, we can




E(R jY )kX   b()k n2 s(W )
 1f1(W )D(d)R
B
kX   b()k n2 s(W )
 1f1(W )D(d)
; (4:6)
where (Y;),  > 0, Y 2 Y, are the coordinates of X   b() in the representation chosen
for <n and W = k 1(Y ) denotes the angular polar coordinates of X   b() as explained
in Subsection 2.1.
In an applied setup, we may require that  has some further meaning in terms of
sampling properties of the observables, such as
V (Xj; ) = 2In; or; equivalently; V (") = V (RY ) = In: (4:7)
This implies a moment restriction on P(Y;R). As a consequence, we can not just consider
any class ~S in (2:6), since certain choices of PY [P1 in the notation of (2:6)] will preclude
(4:7). Once we have a valid choice for PY , we still need to restrict the corresponding
class ~S by only considering those distributions PRjY for which (4:7) is fullled. There are,
nevertheless, many rich classes of n-variate distributions that are compatible with these
assumptions, as will be illustrated in the ensuing examples.
Example 4.1. lq-spherical distributions with unitary variance
Assume the model in (4:1), X = b() + ", where " is an n-dimensional random
vector following an lq-spherical distribution with unitary variance, for some xed value of
q 2 (0;1]. We further consider the prior distribution in (4:2).
Following Osiewalski and Steel (1993), if " is lq-spherical,
E(") = 0 and V (") = c 1q E[q(")
2]In; (4:8)
























 for nite q:
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The unitary variance assumption [as in (4:7)] implies E[q(")
2] = cq, dening a subset of
the class of lq-spherical distributions through xing the second order moment of R = q(").
Applying (4:6) to  =  2, with f1(w) given by (2:5) with () = q(), the posterior










From (4:8) follows that E(Y ) = 0 and V (Y ) = c 1q In, where Y = "=q("). It is then
easy to see that V (") = In for any choice of PRjY such that E(RjY ) does not depend on
Y and E(R2jY ) = cq. From (4:6), the expression in (4:9) for E(
 2jX) extends to this
wider class. However, the case of independence between R and Y , i.e. the subset of the
lq-spherical class, seems the most interesting from a practical perspective. For instance,
we know that, in the continuous case, all distributions for " will only then share the same
isodensity sets. 
Example 4.2. Linear regression with elliptical errors
Let us consider the model X = D + ", where " is an n-variate elliptical random
vector with mean zero and a known positive denite symmetric covariance matrix V , and
D is a known nm matrix of full colum rank with n > m. In terms of X  V  1=2X and
"  V  1=2", we have a linear regression model with a spherical error vector,
X = V  1=2D + ";
where E(") = 0 and V (") = In, which directly ts into the framework of (4:7). Since "
follows a spherical distribution, Y = "=k"k2 is uniformly distributed over the unit sphere
Sn 1 and independent of R = k"k2. As the covariance matrix of the uniform distribution
over Sn 1 is 1
n
In [see Fang et al. (1990, p.34)], we obtain E(R
2) = n as the only restriction
on the distribution of R = k"k2, which can also be seen from the previous example with
q = 2.
Under the prior density p(; ) = p()p() /  1, the marginal posterior density for
, derived from (4:5), takes the form
p(jX) = p(jX) = fmS (jn m; ̂; ̂
 2D0V  1D);
which corresponds to the m-variate Student-t distribution with n m degrees of freedom,
location vector ̂ = (D0V  1D) 1D0V  1X, and precision matrix ̂ 2D0V  1D, where
̂ 2 = (̂2) 1 = (n  m)f(X  D̂)0V  1(X  D̂)g 1.
Integrating E( 2jX; ), obtained as in (4:4), with p(jX), leads to the posterior





(X  D)0V  1(X  D)
fmS (jn m; ̂; ̂
 2D0V  1D)d = ̂ 2;
common to all spherical distributions for " with unitary variance. From (4:6) follows that
the latter expression for E( 2jX) also applies in the wider class where Y and R are no
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longer independent but PRjY is such that E(R
2jY ) = n (while PY is uniform over S
n 1).
If, in addition, E(RjY ) does not depend on Y , 2 keeps its interpretation as the sampling
variance.
Since ̂2 is an unbiased estimator of 2, we have, for any elliptical distribution of "
with a xed covariance matrix V , an interesting classical-Bayesian parallel:
E( 2̂2j; ) = 1 and E(̂2 2jX) = 1;
rst noted by Osiewalski and Steel (1996). 
Finally, we remark that the robustness results in this section only hold for the case of
one single n-variate replication of (4:1), since they crucially hinge upon the scale invariance
of the prior distribution for , which is lost after one observation (see also the penultimate
paragraph in Section 3). From the ndings in Fernandez et al. (1996) follows that, in
order to obtain such robustness under independent sampling from (4:1), it is required that
each vector observation has its own scale parameter. Since our interest here focuses on a
particular scale parameter, we have only considered one n-variate observation X.
5. CONCLUSIONS
Bayesian robust inference on the scale parameter under i.i.d. sampling from the pure
scale model in (3:1) is seen to hold for any prior. In particular, we have found perfect
robustness with respect to the marginal distribution of Y . The Bayesian perspective
clearly shows that inference on the scale based on only R (as is the case for classical
inference based on some natural pivotal quantities) involves a loss of information, unless
R and Y are independent. However, under independence between R and Y , we have a
perfect parallel between robustness of sampling theory inference based on any function of
R and of Bayesian inference.
If we are interested in the posterior moments of the scale parameter in the context
of the regression model (4:1) under the prior (4:2), we nd that a Bayesian analysis will
lead to exactly the same values for such moments when " ranges over a certain subclass
of ~S in (2:6). As an interesting example, the posterior mean of the precision (inverse
variance) of the observables will only depend on the distribution of R given Y through the
second order moment E(R2jY ), so xing the latter will naturally lead to robustness. This
result, however, crucially depends on the particular choice of the prior for  made in (4:2),
and does not extend to independent sampling from (4:1). In the special case of a linear
regression model with elliptical errors, this nding also has a classical counterpart (which,
however, does not rely on ellipticity).
APPENDIX
Proof of Theorem 1
We present the proof for the case of one single observation X = " = RY from (3:1);
the extension to repeated sampling is straightforward.
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The joint distribution of (; Y;R), denoted by D(;Y;R), can be factorized as
D(;Y;R) = D  P(Y;R) = D  PY  PRjY ;
where D denotes the -nite prior distribution of . Transforming from (; Y;R) to
(; Y;), where  = R, we obtain for any measurable sets A and B






PRjY=yfr : r 2 B
ygD(d)PY (dy);
(A:1)
where BM = fy 2 Y : (y; ) 2 B for some  > 0g and B
y = f > 0 : (y; ) 2 Bg. From
(A:1) it is immediate that the conditional distribution of  given (Y;), provided it exists,
does not depend on PY . As (Y;) are the coordinates of X in the representation chosen
for <n, Theorem 1 follows.
Marginal distribution of (Y;)
In order for the conditional probability distribution of  given (Y;) to be dened,
we require that the marginal distribution of (Y;) is -nite. This marginal distribution,
derived from (A:1), takes the form





PRjY=yfr : r 2 B
ygD(d)PY (dy): (A:2)
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