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Abstract
Human texture vision has been modeled as a ﬁlter–rectify–ﬁlter (FRF) process, in which 2nd-order ﬁlters detect changes in the
rectiﬁed outputs of luminance-based 1st-order ﬁlters. This study tested the validity of the two basic assumptions of the standard
FRF model, namely (a) that the 2nd-order ﬁlters are sensitive to spatial modulations in both contrast and orientation, and (b) that
the 2nd-order ﬁlters are tuned to diﬀerent 1st-order orientations. In the ﬁrst experiment, we tested subthreshold summation between
two orthogonal carrier orientations in detection of a texture region, which was deﬁned by contrast modulations across regions in the
two carrier orientations, while systematically varying the relative change magnitudes between the two orientations. The results
showed that the detection thresholds were determined by spatial diﬀerence in the contrast integrated over the two orientations. Ori-
entation diﬀerence did act as a segregation cue, but only when there was no diﬀerences in carrier contrast. This suggests that two
mechanisms are involved in texture segregation; one that detects changes in luminance contrast and another that detects changes in
orientation. To further analyze the latter mechanism, a second experiment measured cross-orientation summation in the detection of
purely orientation-deﬁned textures, using stimuli that were density modulations of two orientations presented among randomly-ori-
entated distractors. Again, the relative modulation magnitudes between the two orientations was systematically varied. The results
are consistent with the notions that (a) the dominant orientation is extracted from the 1st-order outputs before the 2nd-order proc-
ess, and that (b) the 2nd-order, spatial comparison process integrates those dominant signals over diﬀerent orientations.
 2004 Elsevier Ltd. All rights reserved.
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The human visual system detects not only spatiotem-
poral variations in the luminance and color in an image,
but also variations in the 2nd-order attributes, such as
contrast, spatial frequency, and orientation in the tex-
ture. For example, we can eﬀortlessly ﬁnd a texture re-
gion consisting of elements whose orientation or
contrast is signiﬁcantly diﬀerent from those in the sur-
rounding region (Beck, 1966; Julesz, 1981). How does
the visual system detect these texture diﬀerences?0042-6989/$ - see front matter  2004 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2004.05.024
* Corresponding author.
E-mail address: motoyosi@apollo3.brl.ntt.co.jp (I. Motoyoshi).It has been suggested that the visual system detects
texture modulations via two processing stages (Graham,
1994; Kingdom, Keeble, & Moulden, 1995; Landy &
Bergen, 1991; Malik & Perona, 1990; Wilson, 1993).
The ﬁrst stage is a bank of 1st-order spatial ﬁlters, each
of which extracts local luminance contrasts with a par-
ticular orientation and spatial frequency in the image,
followed by a nonlinear transformation such as rectiﬁca-
tion and gain control. The second processing stage ex-
tracts spatial texture modulations by comparing the
nonlinear outputs of the 1st-order ﬁlters across space.
This two-stage model provides a simple and strong
framework for understanding the neural basis of orien-
tation-based segmentation. Recent psychophysical stud-
ies have extensively investigated various characteristics
of the 2nd-order process in texture vision (Graham &
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1999; Kingdom, Prins, & Hayes, 2003; Landy & Oruc,
2002; Motoyoshi & Kingdom, 2003; Motoyoshi & Nish-
ida, 2001, 2002a, 2002b; Regan, 1999; Sutter & Graham,
1995). However, how the 2nd-order process compares
the outputs of the 1st-order ﬁlters is still an open ques-
tion. Although this question concerns the fundamental
architecture of the texture mechanism, only a few studies
have been made for contrast-based segregation (Dakin
& Mareschal, 2000; Sutter, Sperling, & Chubb, 1995),
and no direct examination has been made for orienta-
tion-based segregation.
Many of the texture models proposed so far assume a
simple structure of the 2nd-order process as illustrated
in Fig. 1 (Graham, 1994; Landy & Oruc, 2002; Malik
& Perona, 1990). We here call this the ‘‘standard’’ ﬁl-
ter–rectify–ﬁlter (FRF) model. The standard FRF
model has two hypothetical features. First, a common
2nd-order process detects texture modulations regard-
less of whether they are deﬁned by a diﬀerence in lumi-
nance contrast, orientation, and/or spatial frequency
(cue invariance). Second, the 2nd-order process com-
pares the 1st-order inputs independently for each ﬁrst-
order orientation and spatial frequency. In the present
study, we examined these two hypotheses using a sub-
threshold summation technique that has been widely
employed to examine the independence of visual chan-
nels (Graham & Nachmias, 1971; Landy & Oruc, 2002).
To test the cross-orientation subthreshold summa-
tion between diﬀerent orientations, we introduced tex-
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Fig. 1. Schematic diagram of the ﬁlter–rectify–ﬁlter (FRF) model of
texture segregation. The 1st-order ﬁlters detect spatial changes in the
image luminance with a particular orientation, followed by a full-wave
rectiﬁcation. The 2nd-order ﬁlters then detect spatial changes in the
outputs from 1st-order ﬁlters. The 2nd-order ﬁltering is assumed to be
applied independently to the 1st-order outputs for diﬀerent orienta-
tions. IOR denotes the OR gate.spatial modulations in the strength of 1st-order signals
were independently varied for two orthogonal orienta-
tions of the 1st-order signals. For example, a target re-
gion was deﬁned by a modulation in the 1st-order
signals oriented 45 from the vertical, together with a
modulation in the signals oriented 45. We changed
the magnitudes of these modulations to obtain the tar-
get detection threshold, while keeping the relative mod-
ulation amplitude of the two components constant
(which maintained the modulation vector direction in
orthogonal orientation space, as described below).
According to the standard FRF model, the sensitivity
for detecting the target region should be determined
by the sensitivity for the 45 component, or for the
45 component, whichever is higher with regard to
the presented stimulus. There should be no subthresh-
old summation, other than probability summation, be-
tween the two orientations.
We tested this prediction for two types of texture
stimuli. In Experiment 1, we manipulated the strength
of each orientation signal by changing the luminance
contrast of texture elements having each orientation.
The results revealed the existence of two distinct classes
of 2nd-order processes; one detects changes in lumi-
nance contrast regardless of orientation, and the other
detects changes in texture orientation, inconsistent with
the notion of cue-invariance assumed by the standard
model. In Experiment 2, we manipulated the strength
of each orientation by changing the density of elements
having that orientation embedded in randomly oriented
elements (average luminance contrast was spatially
constant over the texture ﬁelds). This manipulation
enabled us to test the orientation independence of the
2nd-order process involved in orientation-diﬀerence
detection. The results showed considerable individual
diﬀerences among subjects, but on the whole, indicated
a signiﬁcant cross-orientation summation, inconsistent
with the standard FRF model.2. Experiment 1
In this experiment, we created a texture pattern as
shown in Fig. 2a, being inspired by a study of Landy
and Oruc (2002). The texture consisted of two overlap-
ping planes of texture images, each composed of ele-
ments with 45 or 45 orientation. Within each
orientation image, the luminance contrast of the ele-
ments was changed between the target and background
regions. Using this texture, we measured threshold con-
trast modulations for detecting the target region, for
various ratios of the relative contrast modulations of
the two orientation components. If the standard FRF
model were correct, one would expect the thresholds
to be determined by the maximum contrast modulation
of one of two orientation components; i.e., no sub-
Fig. 2. An example of the stimuli used in Experiment 1. The circular target region is deﬁned as contrast modulations in the two orientation planes, at
a vector direction of 22.5 with a magnitude of 0.7 (see Eq. (1)). (b) Any combination of the contrast modulation of each texture plane can be located
in the two-dimensional space (orthogonal-orientation space).
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tions in 45 and 45 plains.
As illustrated in Fig. 2b, any combination of the con-
trast modulations of the two orientation components
can be represented in a two-dimensional space, which
is analogous to the cone-contrast space in color-vision
studies (Boynton, 1979). In this space, which we here
term the orthogonal-orientation space, the abscissa
represents the contrast of the 45 component and the
ordinate represents that of the 45 component. The
origin indicates the base contrast of each component
(i.e., 0.5). In the ﬁrst quadrant (upper right), for exam-
ple, the contrast of both the 45 and 45 components
are increased, and in the second quadrant (lower right),
the contrast of 45 component is increased and that of
45 component is decreased. If thresholds for detecting
the target were determined by the highest contrast mod-
ulation involved either in the 45 (abscissa) component,
or in the 45 (ordinate) component, threshold values
should lie on a square, as indicated by a dotted line in
Fig. 2b, although the corners of the square of the actual
data would be rounded by probability summation.2.1. Methods
2.1.1. Apparatus
Stimuli were generated by a VSG2/5 card (Cambridge
Research Systems) controlled by a host computer
(DELL Dimension XPS T700r), and displayed on a
21-in. CRT (SONY GDM F500R) with a refresh rate
of 120 Hz and a luminance resolution of 14 bits. The
pixel resolution of the CRT was 1 min/pixel at the used
viewing distance of 143 cm.
2.1.2. Stimuli
A stimulus image was an 8·8 texture ﬁeld consist-
ing of two planes of texture images (Fig. 2). Each texture
plane was composed of Gabor elements with an orienta-tion of 45 or 45. Each Gabor element was a sinusoi-
dal grating of 10 c/deg whose contrast was modulated by
a Gaussian function with a standard deviation of 0.07.
For each texture plane, all elements were randomly dis-
tributed with the minimum center-to-center separation
of 0.14. The two orientation planes, having diﬀerent
patterns of element distribution, were linearly added.
The texture ﬁeld had the mean luminance of 51.2 cd/
m2, being surrounded by a uniform gray background
of the same mean luminance that subtended 13.3
(H)·10.0 (V).
At one of four quadrants in the texture ﬁeld, there
was a circular target region with a diameter of 2.7 lo-
cated at 2.3 from the center of the texture ﬁeld. The tar-
get region was deﬁned by modulations in the luminance
contrast of Gabor elements in the two texture planes.
We speciﬁed the magnitudes of the contrast modulation
by a two dimensional vector with a given direction (h)
and magnitude (M), in the following way:
C45 ¼ Cbase  ð1þ j M  cos hÞ
C45 ¼ Cbase  ð1þ j M  sin hÞ
ð1Þ
where C45 and C45 is the contrast of the 45 and 45
components, respectively, Cbase the base contrast (0.2). j
means the polarity of contrast modulation, which was
1.0 in the target region and was 1.0 in the background
region.
2.1.3. Procedure
We measured the threshold vector magnitude (M) for
detecting the target region at various vector directions in
the orthogonal-orientation space. In each trial, the tex-
ture ﬁeld was presented for 500 ms within a rectangular
temporal window. Subjects viewed the display binocu-
larly with steady ﬁxation on a black cross
(0.25·0.25), which was continuously presented at the
center of the display. The subjects then indicated the
location of the target region by pressing one of four
2570 I. Motoyoshi, S. Nishida / Vision Research 44 (2004) 2567–2576buttons. An incorrect response was followed by a feed-
back tone. The next trials started about 1 s after a sub-
jects response.
The threshold was estimated by means of the double-
random staircasemethod, separately for each of 16 vector
directions raging from 0 to 337.5 by a step of 22.5.
Within each staircase, the vector amplitude of contrast
modulationwas decreased by 0.05 log unit after three cor-
rect responses, and increased by the same amount after
one incorrect response. The staircase terminated at the
eighth reversal, and the geometric mean of the last six
reversals in both staircases was taken as an estimate of
the threshold. Four staircase sessions were run for each
vector direction. Since there was little diﬀerence in the
sensitivity to detect contrast modulation of the two orien-
tation components, the data for two vector directions
symmetric about the line ofC45=C45 were pooled to ob-
tain the ﬁnal estimate. For the vector directions of 22.5
and 67.5, for example, a single threshold estimate was
obtained from the geometric mean of the eight threshold
measurements. The estimate for the vector directions ly-
ing on the line of C45=C45 (45 and 225) was obtained
from the four thresholds measured for that direction.
2.1.4. Subjects
The two authors (IM, SN) and two naives (CH, YT)
served as subjects. All had corrected-to-normal vision.
2.2. Results
In the following analysis, we assume that the output of
1st-order ﬁlters tuned to +45 or 45 is proportional to
the contrast of each orientation component, since the
stimuli contained no other orientations (unlike those
used in Experiment 2). Fig. 3 shows the threshold magn-
itudes (M) plotted in the orthogonal-orientation space.
The threshold curves have a tilted rectangular shape,





















Fig. 3. The results of Experiment 1. Filled circles represent observed thresh
shows the results for each subject. Dotted lines represent the prediction of a li
and background.Thresholds in the ﬁrst quadrant (upper right),
where the contrast in the target region was increased
for both the 45 and 45 components, lie on a diag-
onal line that indicates a relationship where C45+C45
equals a positive constant. The threshold in the third
quadrant (lower left), where the target contrast was
decreased for both orientation components is on an-
other diagonal line that indicates a relationship where
C45+C45 equals a negative constant. The other data
points in the second and fourth quadrants also lie on
these lines, except for the data at 135 and 315
directions. This indicates that the threshold is deter-
mined by a linear sum of the two orientation signals,
except at 135 and 315 directions, where no net con-
trast change occurred between the target and back-
ground.
These results strongly suggest the existence of a
class of 2nd-order process that detects changes in
the amplitude of 1st-order inputs integrated across ori-
entations, which may be termed a contrast-modulation
detector. Recent psychophysical ﬁndings also indicate
that distinct mechanisms are involved in the detection
of spatial contrast modulations and in detection of
orientation or spatial-frequency modulations (King-
dom et al., 2003; Prins & Kingdom, 2003). The pre-
sent results provide further support for this notion,
arguing against the cue invariance of the standard
model.
For the directions of 135 and 315, the thresholds
are presumably determined by 2nd-order mechanisms
of another type that detects pure orientation diﬀer-
ences between the target and background. For the
other vector directions, the contribution of these
mechanisms was presumably masked by highly sensi-
tive contrast-modulation detectors. To see whether
these texture mechanisms independently process diﬀer-
ent orientation signals, we adopted a diﬀerent manip-























olds. The error bar represents a 95% conﬁdence interval. Each panel
near summation of the luminance-contrast diﬀerence between the target
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In this experiment, we manipulated the amount of
orientation signals by changing the density of 45 and
45 elements (signal) embedded among randomly ori-
ented elements (noise) as shown in Fig. 4. Since this
manipulation did not produce any contrast diﬀerence
between the target and background, it was expected that
we could adequately test the subthreshold summationFig. 4. (a) An example of the stimuli used in Experiment 2. The target
region is deﬁned by the population of the 45 and 45 elements
(signal) among randomly oriented elements (noise), at a vector
direction of 22.5 with a magnitude of 0.7 (see Eq. (2)). (b–e)
Examples of the target region at vector directions of 0 (b), 45 (c),
135 (d), and 225 (e), respectively.between two orientation signals in orientation-based tex-
ture segregation.
3.1. Methods
The texture stimulus was composed of particular
proportions of Gabor elements with 45 and 45 ori-
entations (signal) embedded in the other Gabor ele-
ments (noise). The orientation of the noise elements
was randomly sampled from the whole range of orien-
tation (1 step), excluding the two signal orientations.
The target region was deﬁned by a diﬀerence in the
proportion of signal elements from the background re-
gion. Speciﬁcally, the proportions of the 45 and 45
signal elements in the target and background region
were speciﬁed by
ptarget45 ¼ maxðM  cos h; 0Þ
ptarget45 ¼ maxðM  sin h; 0Þ
pbackground45 ¼ maxðM  cos h; 0Þ
pbackground45 ¼ maxðM  sin h; 0Þ
ð2Þ
where h is the direction andM the magnitude of the vec-
tor in the orthogonal-orientation space. These equations
mean that, when cosh (sinh) was positive, the 45 (45)
signal elements were added to the target region. When it
was negative, the signal elements were added to the
background region. We adopted this type of control in-
stead of that in Eq. (1) because the base signal level was
zero, and the signal proportion could have only positive
values. The other stimulus speciﬁcations were the same
as in Experiment 1.
As in Experiment 1, we measured the threshold vec-
tor magnitude (M) for detecting the target region at var-
ious vector directions in the orthogonal-orientation
space. We measured thresholds by means of the method
of constant stimuli, with showing all vector directions in
the same measurement session. This encouraged sub-
jects to detect a spontaneously segregated region rather
than searching for speciﬁc local features valid only for
speciﬁc vector directions. Six subjects (IM, SN, CH,
YT, MH, and HK), all of whom have corrected-to-nor-
mal vision and were naive except the authors (IM and
SN), participated in the experiment. One session con-
sisted of ﬁve trials for six diﬀerent vector magnitudes
(M) and 16 vector directions (h), with trials for diﬀerent
vectors being randomly ordered. Each subject ran 20
(IM, SN, CH, and YT), 30 (MH) or 41 (HK) sessions.
The data for two vector directions symmetric about
the line of P45=P45 were pooled as before. The ﬁnal
estimates of the threshold were based on the vector
magnitude that gave a 62.5% correct response. The
95% conﬁdence intervals of the threshold estimation
were obtained by means of the bootstrap method with
400 bootstrap samples.
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Filled circles in Fig. 5 shows the threshold vector
amplitudes (M) plotted in the orthogonal-orientation
space. Here we sought to infer the summation rule of
the 1st-order orientation signals in the 2nd-order proc-
ess by modeling the pattern of observed thresholds in
Fig. 5 as described below.
Unlike in Experiment 1, we cannot assume that the
output of 1st-order ﬁlters is proportional to the signal
strength, since the ﬁlters are sensitive to the back-
ground elements as well. To derive the prediction of
the standard FRF model for such stimuli, we ﬁrst
modeled the spatially averaged output of the 1st-order
ﬁlters for the both target and background region, given
as





ð1 P 45  P45Þ  wðh; hrndÞ; ð3Þ
where hrnd is the random orientation, and N the number
of elements. P45 and P45 are the proportions of signals
of 45 and 45 determined by Eq. (2), respectively.Fig. 5. The results of Experiment 2. Filled circles represent observed thresh
shows the results for each subject. Black lines are ﬁts of the dominant-orien
predicted from the probability summation between the 45 and 45 signalsw(h,h0) is the orientation tuning of the output of the sin-
gle 1st-order ﬁlter as approximated by a cyclic Gaussian:
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where h0 is the tuned orientation, r the orientation
bandwidth (SD) of the 1st-order ﬁlter, and s the orienta-
tion bandwidth of the single Gabor element in texture
stimuli, which was numerically estimated as 13.4. Fig.
6 illustrates examples of the distribution of the 1st-order
outputs along the orientation at the vector direction of
0, where only the proportion of 45 elements are chan-
ged (solid line), and at the vector direction of 45, where
the proportions of both 45 and 45 elements are chan-
ged (dashed line).
Next, we calculated the output of the 2nd-order proc-
ess. R(h) is the absolute diﬀerence of the outputs of 1st-
order ﬁlters tuned to h, between the target and
background regions consisting of a number of oriented
elements (e.g., 1000):
RðhÞ ¼ jrðhÞtarget  rðhÞbackgroundj: ð5Þolds. The error bar represents a 95% conﬁdence interval. Each panel
tation model described in the text. Gray lines are the threshold curves
. See text for detail.
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Fig. 6. Examples of the output distribution of the 1st-order oriented
ﬁlter in the orientation domain. The solid line represents the output
distributions when the proportion of 45 elements is changed (vector
directions of 0, 90), and the dashed line when the proportions of both
45 and 45 elements are changed (vector direction of 45). The upper
two panels show the original proportion of Gabor elements and the
elements orientation tuning. The lower two panels show the orienta-
tion tuning of the 1st-order ﬁlter and their output distribution,
assuming the ﬁlter had an orientation bandwidth of 0 (left) and 15
(right), respectively. Note that the peak ﬁlter output in the dashed line
is signiﬁcantly lower than that in the solid line, but the increments from
the minimum outputs (denoted by arrows) are nearly equal. Fig. 7. The normalized threshold curves predicted from the standard
FRF model with no cross-orientation summation, when it is assumed
that (a) the 2nd-order process directly receives the rectiﬁed outputs of
the 1st-order ﬁlters, and (b) the 2nd-order process receives the
dominant 1st-order outputs.
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vector direction, /, was deﬁned as a Quick form of sum-
mation of R(h) across orientations:







where A is the scaling factor and b the power coeﬃcient
considered as a measure of signal-summation rule across
orientation. b=1.0 means linear summation, and b>1.0
means vector summation. Speciﬁcally, b=2.0 means en-
ergy summation, indicating that the system computes
Euclid distance between two texture regions in the orien-
tation domain. b is expected to be much larger (e.g., 4–6)
in case of probability summation, which the standard
model predicts. Finally, b=1, means no summation.
Fig. 7a illustrates the normalized threshold curve (1/
S(/)) predicted by the standard FRF model, assuming
no summation (b=1), when the orientation bandwidth
of the 1st-order ﬁlter (r) was 0, 5, 10, or 20. The pre-
dicted curve shows a distortion, which increases with
r, and is clearly present even when r=0. This is be-cause, (a) as a result of orientation blur by Gabor ele-
ments (s) and 1st-order ﬁlters (r), a signiﬁcant amount
of background noise is fed to the 1st-order ﬁlters tuned
to the signal orientations; (b) the noise magnitude de-
creases as the signal magnitude increases, and this is
more so when the 45 and 45 signals are added to
the same area than to separate areas; and (c) thus, to at-
tain the same peak response of ﬁrst-order ﬁlters, more
signal is necessary for the 1st and 3rd quadrants than
for the 2nd and 4th quadrants (see, Fig. 6). Changing
the summation coeﬃcient (b) does not aﬀect the distor-
tion itself.
The distortions are actually seen in the data of some
subjects (IM, SN, and YT). However, the observed dis-
tortions are much weaker than the predicted distortion
even with the assumption of unrealistic zero orientation
bandwidth of the 1st-order ﬁlters (r=0). This suggests
that, before testing the summation rule, one should
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served threshold data.
How can we modify the FRF model to compromise
with the observed weak distortions? One simple way is
to add an assumption that, as has been demonstrated
by electrophysiological studies (Bauman & Bonds,
1991; Bonds, 1989; Ferster & Miller, 2000; Morrone,
Burr, & Maﬀei, 1982), the 1st-order orientation signals
are considerably sharpened by cross-orientation inhibi-
tion preceding the 2nd-order process. However, we
found that the sharpening should be extremely strong
for most of the subjects data. Particularly for the data
of CH, MH, and HK, where distortion is hardly seen,
sharpening should be nearly perfect so as to counteract
the stimulus-originated orientation blur. Such a strong
sharpening looks unrealistic considering the empiri-
cally-estimated orientation bandwidth of the 1st-order
ﬁlter (10–30; De Valois, Yund, & Hepler, 1982; Phil-
lips & Wilson, 1984). Accordingly, the FRF model with
mere orientation sharpening cannot explain the data
either.
As an alternative, we here propose the addition of a
process that removes the eﬀects of isotropic orientation
noise on the 1st-order orientation signals by calculating
the increment of orientation responses relative to the
minimum response. Speciﬁcally, we added an assump-
tion that the 1st-order orientation signal, r 0(h), is given:
r0ðhÞ ¼ rðhÞ  rmin; ð7Þ
where r(h) is the output of the linear 1st-order ﬁlter in
Eq. (3), and rmin its minimum along the orientation. A
similar preprocessing of the orientation signal (leader-
take-most algorithm) has been proposed by Malik and
Perona (1990) in their FRF model, which extracts the
dominant orientation of the texture regions preceding
the 2nd-order ﬁltering. Fig. 7b shows the resulting
threshold curves. In contrast to Fig. 7a, the distortions
are only evident in the ﬁrst and third quadrants and rea-
sonably weak; and almost no distortion is predicted
when the orientation bandwidth of the 1st-order ﬁlter
is below 15.
On the assumption of this dominant-orientation
extraction preprocess, we estimated the summation coef-
ﬁcient (b) and the orientation bandwidth of the linear
1st-order ﬁlter (r). Black lines in Fig. 5 show the least-
square ﬁt of the model to the threshold data. Estimated
parameters and correlation coeﬃcient (r) are [r,
b, r]= [16.9, 1.44, 0.98] for subject IM, [14.9, 1.59, 0.94]
for SN, [11.4, 1.74, 0.99] for YT, [10.0, 1.81, 0.90] for
CH, [10.0, 2.58, 0.92] for MH, and [10.0, 1.69, 0.97]
for HK. Gray lines are threshold curves predicted by
probability summation, together with the estimation of
the orientation bandwidth of the ﬁlter ([r, r]= [13.5,
0.92] for IM, [10.0, 0.52] for SN, [10.0, 0.98] for YT,
[10.0, 0.15] for CH, [10.2, 0.90] for MH, and [10.0,
0.85] for HK). For these curves, the threshold at eachvector direction was directly calculated from the psycho-
metric function derived by probability summation of the
two psychometric functions at cardinal directions (i.e.,
0 and 90). It is clear that the black lines capture the
data better than the gray lines for all subjects except
MH. These results thus support the notion that thresh-
olds are better than the probability summation between
the two orientations predicted by the standard FRF
model, indicating an integration between the two orien-
tations.4. General discussion
In two subthreshold-summation experiments, we
examined two basic predictions of the standard FRF
model of texture segregation (Fig. 1); cue invariance,
and orientation independence. Experiment 1 revealed
that against the notion of cue invariance, the visual sys-
tem has at least two classes of 2nd-order processing
pathways. The results of Experiment 2 are also incon-
sistent with the prediction of the standard FRF model,
since they indicate that the spatial comparison the 1st-
order orientation ﬁlter is not made independently for
diﬀerent orientations. The data support the notion that
the 2nd-order process extracts dominant orientation sig-
nals over a certain spatial range then compares them in
an integrative manner.
On the basis of these results, we propose a variation
of the FRF model as illustrated in Fig. 8. The model
has two pathways for the 2nd-order process; one for
detecting contrast modulations and the other for orien-
tation modulations. The notion of separated processing
pathways for these attributes is also supported by previ-
ous psychophysical studies for texture segregation
(Kingdom et al., 2003). In the contrast-modulation
pathway, the 2nd-order ﬁlter integrates the 1st-order sig-
nals across all orientations to extract their spatial
changes. Although our data suggests simple linear sum-
mation of contrasts across orthogonal orientations, it
has been reported that the human sensitivity to contrast
modulations signiﬁcantly depends on the relationships
in the orientation between the modulation and the car-
rier (Dakin & Mareschal, 2000).
On the other hand, the orientation-modulation path-
way can be modeled as three stages of processing: (1)
1st-order spatial ﬁltering and rectiﬁcation (orientation-
energy detection), (2) extraction of dominant 1st-order
orientations, and (3) comparison of the dominant 1st-
order outputs across the both space and orientation;
the 2nd-order process.
A number of physiological and psychophysical ﬁnd-
ings have demonstrated that the output of the 1st-order
ﬁlter involves a variety of non-linearity other than a sim-
ple rectiﬁcation, such as saturation, normalization, and
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Fig. 8. Schematic diagram of the FRF model consistent with the present results. There are two pathways of the 2nd-order ﬁltering: one for detecting
contrast modulations and the other for orientation modulations. In the contrast-modulation pathway, the 2nd-order process linearly sums the 1st-
order signals across all orientations to extract their spatial changes. In the orientation-modulation pathway, the 2nd-order ﬁlters receive the
dominant 1st-order output to detect their spatial changes in an integrative fashion across diﬀerent orientation bands (RMS denotes root-mean-square
computation).
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studies have further revealed that such a nonlinearity,
e.g., gain-control, operates over a wide spatial range
(Cavanaugh, Bair, & Movshon, 2002). Although there
is yet no general consensus concerning their computa-
tional basis, it is true that a type of gain-control network
is, in principle, capable of extracting a dominant orien-
tation from an orientationally-noisy texture (Carandini
et al., 1997; Morrone et al., 1982; Motoyoshi & King-
dom, 2003; Somers, Nelson, & Sur, 1995). We here
modeled such a process by a simple leaders-take-most
algorithm (Eq. (7)), which appears to represent its essen-
tial function, but more precise modeling based on the
cortical network will become available through future
research.
The present results suggest that the spatial compari-
son of the orientation signals in the 2nd-order texture
process is not made independently for diﬀerent orienta-
tions. According to our estimation of the combination
rule, b in Eq. (6) (1.8 on average), the 2nd-order process
seems to adopt the energy summation rule (b=2.0), cal-
culating the Euclid distance in the orientation domain
between diﬀerent texture regions. This implies that the
visual system is as eﬃcient at detecting a modulation
in local orientation structure when there is no singledominant orientation structure as when there is. With
regard to the point that texture similarity is optimally
computed from all orientations, our conclusion is con-
sistent with the model of Liu and Wang (2002), which
proposes that the v2 measure in the orientation histo-
gram between two textures can well predict the perform-
ance of human texture discrimination. The combination
rule estimated here requires further testing, since it is not
independent of the assumption that the 2nd-order proc-
ess extracts the dominant orientation in the way de-
scribed in Eq. (7).
Although we here schematically assume three stages
(Fig. 8), there is no strict distinction among the latter
two in terms of the algorithm or the neural implementa-
tion. If one considers the whole process subsequent to
the rectiﬁed output of the linear 1st-order ﬁlters to be
the 2nd-order process, this model suggests that the
2nd-order process is based on a highly nonlinear compu-
tation. On the other hand, it is interesting to see a sim-
ilarity between such a three-stage model (ﬁltering,
dominant output, and spatial comparison) and the clas-
sical early-vision models by Marr (1982) and Julesz
(1981), who have argued that texture discrimination is
based on spatial comparison of primitive features (or
tokens consisting of primitives; Marr, 1982) or of
2576 I. Motoyoshi, S. Nishida / Vision Research 44 (2004) 2567–2576textons (Julesz, 1981). They are said to be symbolic rep-
resentations extracted via complex, nonlinear preproc-
essing. Although their original theories have been
challenged by a number of later ﬁndings, the present re-
sults may lead us to re-revisit them, since the 1st-order
ﬁltering and nonlinear dominant-output extraction in
the modiﬁed FRF model can be considered as one of
conceptual equivalents as the extraction of those fea-
tures (e.g. lines).Acknowledgments
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