ABSTRACT. Let T 1 and T 2 be two commuting probability measure-preserving actions of a countable amenable group such that the group spanned by these actions acts ergodically. We show that µ(
e. for any g, h ∈ G. In the case G = , T 1 = T 2 , the ergodic theoretic version [Fur77] of the Roth theorem [Rot53] states that c g is positive on a syndetic set. The ergodic theoretic version of the corners theorem [AS74] says that the same continues to hold without the assumption T 1 = T 2 . This has been extended to general countable amenable groups in [BMZ97] .
In the ergodic case, namely if the only sets that are both T 1 -and T 2 -invariant are those with measure 0 or 1, one can say more. If G = and T 1 = T 2 , it is known the correlation function c g is not only positive on a syndetic set, but in fact bounded below by µ (A) 3 − ε on a syndetic set for any ε > 0 [BHK05, Theorem 1.2]. If G = but T 1 and T 2 are not necessarily equal, then the best result up to date is that c g is bounded below by µ (A) 4 −ε on a syndetic set for any ε > 0 [Chu11, Theorem 1.1]. The exponent 4 in the latter result cannot be improved to 3, see Theorem B.1. Our purpose is to obtain a similar lower bound for general countable amenable groups (in fact a similar result holds for locally compact second countable amenable groups, although its formulation is more involved, see Theorem 4.7).
Theorem 0.1. Let G be a countable amenable group and T 1 , T 2 be commuting measurepreserving left G-actions on a probability space (X , µ). Suppose that the group spanned by T 1 and T 2 acts ergodically on (X , µ). Then for every measurable set A ⊂ X and every ε > 0 the set R ε := {g ∈ G : µ(A ∩ T It is known that no result similar to Theorem 0.1 can hold for four commuting measurepreserving actions [BHK05, Theorem 1.3]. The question as to whether a power lower bound exists for three commuting actions remains open even for G = . A proof that the corresponding Cesàro limit is positive has been recently made available by Austin [Aus13] .
At a first glance it might appear that at least non-triviality of R ε in Theorem 0.1 would follow from the previously known case G = upon restriction to a suitable cyclic subgroup of G. However, there are at least two obstructions to such reasoning. Firstly, G can be a torsion group. Secondly, even if there exist copies of in G, the restrictions of (T 1 , T 2 ) to these copies can be non-ergodic, preventing one from applying the G = case.
Our arguments rely on a magic extension of the system (X , µ, T 1 , T 2 ) obtained as a sated extension in the sense of Austin [Aus10b] . The concept of a magic extension was introduced by Host [Hos09] . In course of the proof we obtain new proofs of two further results about commuting actions of amenable groups. The first result is an extension to arbitrary left Følner sequences of the convergence theorem for cubic averages due to Griesmer [Gri08] (Corollary 2.8). This has been previously shown by Bergelson and Leibman (private communication). The second result is the k = 3 case of the convergence theorem for multiple ergodic averages [ZK14, Theorem 1.1(2)] (Proposition A.1). Another proof (for arbitrary k) using sated extensions appeared after the completion of this work in [Aus13, Theorem A]. 
The space M (G) of complex Radon measures on G is a Banach * -algebra with the convo- Given a left Følner sequence F = (F N ), the sequence (m(
is a left Reiter sequence, which will be denoted by the same symbol F . The main conceptual reason to work with Reiter sequences rather than Følner sequences is that two-sided Reiter sequences also exist in non-unimodular groups, as opposed to two-sided Følner sequences. Since for our purposes both concepts work equally well, we chose to stick with the more general one.
For a fixed Reiter sequence F we write C− lim g u g := lim N u g dF N (g) for the Cesàro limit along F if this limit exists. If the Cesàro limit exists for every Reiter sequence, then it does not depend on the Reiter sequence. In this case we call it the uniform Cesàro limit and denote it by UC− lim g u g . Recall the van der Corput lemma. 
Proof. By definition of a Reiter sequence we have for every H ∈ (G)
Hence it suffices to estimate lim sup
where we used the triangle and the Cauchy-Schwarz inequalities. 
for some two-sided Reiter sequence F ′ .
Proof. Substitute H = F n in Lemma 1.1. By the Fubini theorem and the Reiter property we have
The inner integrand can be written as
and we obtain the conclusion with
1.2. Category of measure-preserving systems. From now on let G be a lcsc amenable group with a left Reiter sequence F N . Definition 1.3. The category k of k-tuples of commuting measure-preserving actions consists of the following data. The objects are the tuples (X , , µ, T 1 , . . . , T k ), where (X , , µ) is a regular Borel probability space and T 1 , . . . , T k are continuous commuting measurepreserving G-actions. The morphisms are the continuous factor maps, that is, continuous measure-preserving maps that intertwine the respective G-actions.
The restriction to continuous actions on regular Borel spaces is not substantial. Indeed, suppose that we are given a measurable measure-preserving G-action on a separable measure space X . The associated unitary antirepresentation on L 2 (X ) is weakly measurable, and therefore strongly continuous by [HR79, 22.20(b) ]. In view of [Ped79, Theorem 7.5.5] this implies that the action admits a topological model on a compact metric space.
Measure-preserving actions on X induce anti-actions on the spaces L p (X ) that are denoted by the same symbol.
1.3. Conditionally almost periodic and weakly mixing functions. The following result is folklore and goes back to Furstenberg in the case G = . A proof for Følner sequences in general lcsc amenable groups will appear in [Rob14] ; the same proof works without further changes for Reiter sequences. The very last assertion is a pure Hilbert space result whose proof may be found in [Dye65] . Theorem 1.4. Let G be a lcsc amenable group, T be a measure-preserving G-action on a regular Borel probability space X and X → Y be a factor map. Then we have
where
1 and (2) the space W (X |Y, T ) consists of the functions f such that every h ∈ L ∞ (X ) and some/every left Reiter sequence F we have
Moreover, for any two factor maps X 1 → Y and X 2 → Y we have 
In order to prove the converse inequality we use the regularity of the measures µ i . Let δ > 0. By inner regularity there exist compact subsets
m . By construction the compact set i C i is covered by the open sets i U m,i . Hence there exists a finite subset M ⊂ such that the corresponding open sets cover the whole compact set. By additivity of µ this implies
Since δ was arbitrary, this shows that µ is σ-subadditive. By the Carathéodory theorem the function µ has a unique extension to a probability measure on the space (X , ).
SATED SYSTEMS AND CUBIC AVERAGES
We will use notation and vocabulary from Austin's thesis [Aus10b] . A subclass of k is called idempotent if it contains the trivial system and is closed under measure-theoretic isomorphisms, inverse limits, and joinings. Let (X , , µ) be a measure space and ⊂ be a sub-σ-algebra. Two sub-σ-algebras
The notion of relative independence is in fact symmetric in 1 and 2 ; we refer to [Tao07, Appendix] for an exposition of several further characterizations of relative independence.
Suppose that is a subclass of k and k is an idempotent class. A system X in is called k -sated in if for every extension X ′ → X with X ′ in the factors X and k X ′ are relatively independent over k X . Note that Austin considers satedness only with = k ; we will have to work with a subclass in order to preserve ergodicity. Recall that the inverse limit of a sequence (X i∈ ) in k with factor maps π i+1,i :
Theorem 2.2. Suppose that is a subclass of k that is closed under inverse limits of sequences and k is an idempotent subclass of k . Then for every X in there exists an extension X
′ that is k -sated in .
Here and later denote by I i the σ-algebra of T i -invariant sets. We will use Theorem 2.2 with the subclass k of k consisting of systems X such that = I 1 ∨· · ·∨ I k and either with = k or with the subclass erg k of jointly ergodic tuples of measure-preserving actions. It is clear that the class k is idempotent.
The starting point of our investigation is a weak convergence result for cubic averages of dimension 2. For brevity we will write T g ε
We will omit braces from subscripts if no confusion is possible, for example T
, and any left Reiter sequences Φ, Ψ the limit
exists, and in particular it does not depend on Φ, Ψ. If in addition X is 2 -sated, then the limit vanishes provided that f 1,2 ⊥ 2 X .
Proof. Suppose first that X is 2 -sated and recall that we assume the underlying measure space (X , , µ) to be regular. Let B be a countable dense subalgebra of and pick a subsequence of Φ × Ψ, which we denote by the same symbol, such that
exists for any A ε ∈ B. The limit on the right-hand side of the above display is bounded by min ε µ(A ε ), and it follows that µ extends to a function on the semiring of sets of the form ε A ε , A ε ∈ , by the same formula. It is easy to see that µ is finitely additive.
By Lemma 1.5 the function µ has a unique extension to a probability measure on X 4 . Since µ is clearly invariant under the side transformations T ,1 and T ,2 given by
the uniqueness implies that the extension, which we again denote by the symbol µ , is invariant with respect to these transformations. Thus (X 4 , ⊗4 , µ , T ,1 , T ,2 ) is an extension of X under the projection π 1,2 . Moreover, ⊗ ε f ε dµ is given by the formula (2.4). Suppose now that f 1,2 ⊥ 2 X . By the satedness assumption the function f 1,2 • π 1,2 on the cube extension is orthogonal to I ,1 ∨ I ,2 under µ . On the over hand, if ε {1, 2}, then f ε • π ε is I ,i -measurable for any i ∈ ε, so that
Since this limit does not depend on the subsequence of Φ × Ψ that was chosen at the beginning, a subsubsequence argument shows that this limit in fact exists and vanishes for the original Reiter sequences.
On the other hand, in the case that f 1,2 is 2 X -measurable by density and linearity it suffices to consider f 1,2 = h 1 h 2 , where each h i is T i -invariant. In this case we obtain
by the mean ergodic theorem. This limit is manifestly independent of the Reiter sequences.
In the general case of a not necessarily 2 -sated system X we use Theorem 2.2 to pass to a sated extension and note that the existence of the limit (2.4) for functions on this extension implies the existence of that limit for functions on X .
Thus we obtain a measure µ on X 4 and two measure-preserving G-actions on (X 4 , µ ) such that the resulting measure-preserving system is an extension of X . This explicitly constructed extension allows us to exploit satedness. Specifically, we aim at obtaining systems with the following property.
Definition 2.5. We call a system X ∈ 2 magic if A(X |I 2 , T 1 ) = I 1 ∨ I 2 (recall that A(X |I 2 , T 1 ) was defined in Theorem 1.4).
An equivalent notion has been first introduced by Host [Hos09] for commutative G (in fact he introduced a corresponding notion for k-tuples of commuting -actions for every k ∈ ). The next proposition is our main tool for exploiting information about characteristic factors.
Proposition 2.6. Suppose that X ∈ 2 is 2 -sated. Then X is magic.
Proof. The inclusion A(X |I 2 , T 1 ) ⊇ I 1 ∨ I 2 holds in any measure-preserving system. For the converse consider
This vanishes by Lemma 2.3. Thus f 1 ⊥ A(X |I 2 , T 1 ).
In the remaining part of this section we extend Griesmer's cubic convergence result [Gri08, Theorem 1.4(1)] to arbitrary left Reiter sequences.
Proof. Since the ε = term is a bounded function that does not depend on g 1 , g 2 , we may discard it. We apply Corollary 1.2 to the map
To show that it converges to zero in the Cesàro sense along Φ × Ψ it thus suffices to show that
By Lemma 2.3 the limit superior in m is actually a limit and it does not depend on Φ, Ψ.
Thus we may replace Φ, Ψ by two-sided Reiter sequences (this is how we remove the twosidedness assumption from Griesmer's convergence result). The double limit equals
and by the mean ergodic theorem this equals
By the Cauchy-Schwarz inequality this is bounded by
and this vanishes by the assumption.
Corollary 2.8. Suppose that X ∈ 2 . Then for any f ε ∈ L ∞ (X ), ε ⊆ {1, 2}, and any left Reiter sequences Φ, Ψ the limit
exists in L 2 (X ) and does not depend on Φ, Ψ.
Proof. By Theorem 2.2 we may assume that X is 2 -sated. Then also the system (X , µ, T 2 , T 1 ) (in which the roles of the two actions were interchanged) is 2 -sated. By Proposition 2.6 it follows that I 1 ∨ I 2 = A(X |I 1 , T 2 ) = A(X |I 2 , T 1 ). By Lemma 2.7 we may assume that the functions f 1 and f 2 are measurable with respect to the σ-algebra I 1 ∨ I 2 . By density and linearity we may assume that f 2 = h 
and the conclusion follows from the mean ergodic theorem.
FURSTENBERG AVERAGES WITH ALMOST PERIODIC WEIGHTS
Recall that the right shift of a function f on G by an element g is defined by R g f (h) := f (hg) and the left shift by L g f (h) := f (g −1 h). The left and the right shifts are commuting
′ ∈ G} is totally bounded with respect to the metric induced by the supremum norm. The set of continuous almost periodic functions is denoted by AP(G), it is a closed conjugation invariant subalgebra of the space of bounded continuous functions on G. Proof. We will show that R is jointly continuous at every point
We recall a consequence of the Peter-Weyl theorem.
Theorem 3.2. Let f ∈ C(G). Then the following conditions are equivalent.
(1) f ∈ AP(G).
(2) There exists a compact group K and a continuous homomorphism ι :
is a uniform limit of matrix coefficients, that is, functions of the form g → π(g)v, w , where π : G → U(d) is a continuous finite-dimensional representation and v, w ∈ d . (4) f is a uniform limit of functions of the form χ(g) = w, π(g)v , where π : G → U(d)
is a measurable antihomomorphsm and v, w ∈ d .
Proof. If (2) holds, then L G R G f is totally bounded as an isometric image of a subset of L K R K f ′ , and this shows (1). Conversely, if (1) holds, then X := R G f ⊂ AP(G) is a compact metric space, and by Lemma 3.1 the G-action R is jointly continuous on X . Since R g is isometric for each g ∈ G and by [Aus88, §3, Theorem 2] we obtain a compactification ι :
for all g ∈ G. Let e : X → be the evaluation at the identity. Then f
Suppose now that f is a matrix coefficient associated to a representation π. Then f ∈ AP(G) since (2) is satisfied with ι = π. Since AP(G) is closed, this shows that (3) implies (1). Conversely, suppose that (2) holds. Then f ′ is a uniform limit of matrix coefficients on K by [Fol95, Theorem 5.11]. On the other hand, if χ is a matrix coefficient on K, then χ • ι is a matrix coefficient on G, so we obtain (3).
Finally, it is clear that (3) implies (4). Conversely, every measurable homomorphism G → U(d) is continuous [HR79, Theorem 22.18], so that (4) implies (3).

Corollary 3.3. For every χ ∈ AP(G) the uniform Cesàro limit UC− lim g χ(g) exists. If χ is positive and not identically zero, then UC− lim g χ(g) > 0.
Proof. By Theorem 3.2 we have χ = f • ι for some compactification ι : G → K and some f ∈ C(K). Since ι(G) is dense in K, the only G-invariant measure on K is the Haar measure ν. Hence UC− lim g χ g = UC− lim g f • ι(g) exists and equals K f dν by the ergodic theorem for uniquely ergodic actions.
If χ is positive and not identically zero, then the same is true of f , so X f dν > 0 since ν has full support.
, and let χ ∈ AP(G). Assume that f 1 ⊥ A(X |I 2 , T 1 ). Then we have
Proof. 
Since the conditional expectation is an orthogonal projection, this is bounded by
This vanishes by the assumption.
Corollary 3.5. Let X ∈ 2 , f 1 , f 2 ∈ L ∞ (X ), and let χ ∈ AP(G). Then
Proof. By Theorem 2.2 and Proposition 2.6 we may assume that X is magic. By Proposition 3.4 the above limit vanishes if f 1 ⊥ I 1 ∨ I 2 . Hence by density and linearity it suffices to consider f 1 = h 1 h 2 , where h i is T i -invariant. In this case we have
By Theorem 3.2 we may assume that χ(g) = w, π(g)v for a measurable antihomomorphism π : G → U(d). The conclusion follows because the map
by the mean ergodic theorem applied to the antirepresentation π ⊗ T 1,2 .
Here and later write K ε = K(T ε ) = A(X |trivial, T ε ) for the factor spanned by the finitedimensional T ε -invariant subspaces of L 2 (X ) for ε ⊆ {1, 2}. These factors are used as building blocks for characteristic factors for weighted Furstenberg averages.
, and χ ∈ AP(G). Suppose that X is magic. Then
Proof. By Corollary 3.5 the uniform Cesàro limits on both sides exist in L 2 (X ). By Proposition 3.4 we may assume that f 1 is A(X |I 1 , T 2 )-measurable, and hence I 1 ∨ I 2 -measurable by definition of a magic system. By density and linearity it suffices to consider f 1 = h 1 h 2 , where h j is T j -invariant. In this case we have
Suppose now that f 2 ⊥ I 2 ∨ K 1,2 , so that f 2 h 2 ⊥ K 1,2 and fix a left Reiter sequence F . By Theorem 3.2 we have χ(g) = κ(ι(g)) for some compactification ι : G → K and some κ ∈ C(K). We have a G-action on K by left translation by ι. By Theorem 1.4 we obtain κ ⊗ f 2 h 2 ⊥ A(K × X |trivial, ι × T 1,2 ). In particular,
Passing to a subsequence of our Reiter sequence we obtain
By uniform continuity the same actually holds for every k ∈ K, and substituting k = id K we obtain C− lim g χ(g)T g 1,2 ( f 2 h 2 ) = 0. Since this limit does not depend on the subsequence, a subsubsequence argument shows that UC− lim g χ(g)T g 1,2 ( f 2 h 2 ) = 0. The remaining case f 0 ⊥ I 1 ∨ K 1,2 can be handled similarly.
AN ALMOST PERIODIC CORRELATION FUNCTION AND THE RECURRENCE THEOREM
Before embarking on the proof of our recurrence theorem we state two lemmas that facilitate calculation of integrals. The first of them concerns relative independence, while the second deals with a certain trilinear form.
Lemma 4.1. Suppose that X ∈ 2 . Then the σ-algebras I 1 , I 2 are relatively independent over I 1 ∧ I 2 .
Proof. Let f i be T i -invariant and fix a left Reiter sequence F . By the mean ergodic theorem for the G × G-action (T 1 , T 2 ) we have
Since T 1 and T 2 commute, the conditional expectation operators onto I 1 and I 2 commute as well, so the above conditional expectations equal those on I 1 ∧ I 2 .
Similarly, one can show relative independence over I 1 ∧ I 2 for the pairs I 1 , I 1,2 and I 2 , I 1,2 . For instance for the first pair we obtain and f 0 ,
Proof. We can clearly replace f 0 by ( f 0 |I 1 ∨ I 2 ) on both sides. Since I 1 ∨ I 2 is T 1,2 -invariant, the conditional expectation (·, I 1 ∨ I 2 ) commutes with T 1,2 . Therefore this conditional expectation maps finite-dimensional T 1,2 -invariant subspaces to finite-dimensional T 1,2 -invariant subspaces. It follows that ( f 0 |I 1 ∨ I 2 ) is K 1,2 -measurable, so we may assume that the function f 0 is measurable with respect to the σ-algebra (I 1 ∨ I 2 ) ∧ K 1,2 = A(I 1 ∨ I 2 |trivial, T 1,2 ).
Since I 1 and I 2 are independent by Lemma 4.1 we have
by Theorem 1.4. Therefore we
The next result is central to our approach of establishing a lower bound for weighted ergodic averages. This is the place where the almost periodic function that will be used to construct the appropriate weight first arises. and f 0 ,
is almost periodic.
Proof. By density and linearity we may assume that f 0 = r 1 r 1,2 , f 1 = s 1 s 2 , f 2 = t 2 t 1,2 , where
, and r 1,2 , t 1,2 ∈ L ∞ (K 1,2 ). We have
By Lemma 4.3 this equals
. In view of Theorem 1.4, by density and linearity we may assume that h 1 ∈ H 1 and h 2 ∈ H 1,2 , where
and this is a matrix coefficient function.
Finally, we need to ensure existence of ergodic magic extensions.
Lemma 4.5. Suppose that X
is a finite linear combination of products of bounded T i -invariant functions for i = 1, . . . , k. Passing to a subsequence we may assume that the same is true in L 2 (ν y ) for almost every y, so that f ′ ∈ L ∞ ( k (Y, ν y )) for almost every y. Since almost every (Y, ν y ) is an (ergodic) extension of (X , µ) and by satedness of X in erg k this implies that
Integrating over y ∈ Y we obtain
and, since f ′ and f were arbitrary, this shows that k Y and X are relatively independent over k X . 
The idea to use an almost periodic weight in order to obtain a lower bound for multiple ergodic averages first appeared in the work of Frantzikinakis [Fra08] . Since the almost periodic function χ is necessarily bounded, Theorem 4.7 implies in particular that the uniform
Proof. By Corollary 4.6 we may assume that X is magic. Let ε > 0 be arbitrary. By Lemma 4.4 the function
is almost periodic. Note that we have 
. By Corollary 3.6 this implies
We note that the above proof also yields a generalization of [Chu11, Theorem 1.3] to actions of amenable groups. Indeed, if
Proof of Theorem 0.1. Suppose first that for some ε > 0 the set R ε is not left syndetic. Then there exists a left Følner sequence F in G none of whose members intersects R ε . Consider the matrix coefficient function χ given by Theorem 4.7 with f = 1 A and ε/2 in place of ε. By the assumption we have
for every g ∈ F N for every N , contradicting the conclusion of Theorem 4.7.
In order to see that R ε is also right syndetic it suffices to notice that
and this set is left syndetic by the above argument with the roles of T 1 and T 2 reversed.
COMBINATORIAL APPLICATION
Since the lower bound in our multiple recurrence theorem only holds for ergodic systems, we need an appropriate version of the Furstenberg correspondence principle.
Recall that a point x of a compact metric space X is called quasi-generic with respect to a probability measure µ for a continuous action T of G on X if there exists a left Følner sequence such that for every f ∈ C(X ) we have f dµ = lim N f (T g x)dF N (g). It follows from the mean ergodic theorem that if µ is ergodic, then µ-a.e. point is quasi-generic. As pointed out by Furstenberg, this implies the following version of [Fur81, Proposition 3.9] with identical proof. 
for any k ∈ and g 1 , . . . , g k ∈ G.
The G = case of Lemma 5.2 was first used by Bergelson, Host, and Kra [BHK05, Proposition 3.1], who got the idea from Lesigne.
Proof. If d(E)
= 0, then we can consider a one-point system X and take A to be the empty set. Thus we may assume that E has positive upper Banach density.
Consider X ′ = {0, 1} G with the product topology and the left G-action (T g x) h = x hg . Let e ∈ X ′ be the indicator function of E and set X := T G e. Set also A := {x ∈ X :
Passing to a subsequence we may assume that the sequence of measures ( δ T g e dF N (g)) N converges weakly. Its limit ν is a T -invariant probability measure supported on X such that ν(A) = d(E). By the ergodic decomposition there exists an ergodic T -invariant probability measure µ on X such that µ(A) ≥ ν(A). By Proposition 5.1 the point e is quasi-generic for µ. Let Φ be a left Følner sequence that witnesses the quasi-genericity. Since the set
Proof of Theorem 0.2. Let (X , µ, T ) and A ⊂ X be the ergodic system and the measurable subset obtained by applying Lemma 5.
. By Theorem 0.1 the latter quantity is bounded below by µ(A) 4 − ε for a set of g that is both left and right syndetic. On the other hand, µ(A)
and we obtain the claim.
In this appendix we give a new proof of the k = 3 case of [ZK14, Theorem 1.1(2)] using the machinery of sated extensions. Proposition A.1. Suppose that X ∈ 3 and f 1 , f 2 , f 3 ∈ L ∞ (X ). Then the limit
In order to use a satedness argument we have to construct an interesting extension of a system X ∈ 3 . We consider the Furstenberg coupling X F , which consists of the following data. The base space is X 3 and the measure is given by
This limit exists by Corollary 3.5, and Lemma 1.5 shows that this does determine a unique measure on X k+1 . We have the following G-actions on X F :
The action T F 1 preserves the measure µ F since T 1 commutes with T 2 and T 3 . The action T F 2 preserves the measure µ F by left invariance of the uniform Cesàro limit and the action T F 3 by right invariance of the uniform Cesàro limit. Moreover, these actions clearly commute. Hence we see that X F is an extension of X under the projection π onto the second coordinate.
We also need a special case of a lemma from We will now describe an example that shows that the exponent in Theorem 4.7 cannot be improved to 3. The construction is based on [Chu11, Theorem 1.2], but the function f that appears in the proof has been optimized numerically to maximize the exponent (however, we do not claim that this exponent is the best possible). As a pleasant side effect the optimal function has a particularly simple form. . Note that these actions preserve ν and commute. Therefore
is a system in 2 . Since the actions L and R are weakly mixing, it follows that T 1 and T 2 span a weakly mixing group action on X , and in particular we obtain X ∈ = µ(A) 3.19 .
