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Abstract
We present a novel classifier for a collection of nonnegative L1 functions. Given two sets of data, one set coming from “similar”
distributions labeled as normal, and the other unspecified labeled as abnormal. To understand the structure of normality, and further
to classify new data with minimal errors, we propose to find the smallest CKL spheres (based on Csiszar divergences) including
as many normal data as possible and excluding as many abnormal data as possible. We prove the existence and uniqueness of such
a classifier.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Often a major goal of data analysis is grouping (clustering, classification) of objects so that objects in each group
are similar according to some agreed upon measure of similarity. In this work we study this problem the similarity
measure being Kulback–Leibler divergence.
In our modern high-tech society collecting a lot of data has become easier and automatic. Often however, one is
interested only in specific information contained in the mass of data. Much of the data collected is irrelevant to the
problem at hand adds to confusion, makes the analysis costly and less reliable.
Much work exists in the literature on this classification mostly based on the L2 metric (e.g. [1,2,5]). In this work
we present a mathematical model applicable in L1 and based on the notion of Kullback–Leibler divergence because
it is closely connected with the likelihood concept.
Given two sets of nonnegative L1 functions {f1, . . . , fm}, and {g1, . . . , gn} defined on a finite measure space
(Ω,μ), called normal data and abnormal data, respectively. Our goal is to find some common feature in the nor-
mal data, which can be used to separate it from abnormal data. Our modeling approach incorporates some of the
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(see Definition 1.1) enclosing as many “normal data” as possible and simultaneously excluding as many “abnormal
data” as possible. This is done to allow for the possibilities of “outliers.” To do this, mathematically we minimize the
following cost functional:
L(h,R, ξ, η,w) := R + C1
m∑
i=1
ξi + C2
n∑
j=1
ηj + C3
∫
(w logw − w + 1) dμ, (1.1)
with respect to h ∈ L1+(Ω), R  0, ξ ∈Rm+, η ∈Rn+, w ∈ L1+(Ω), subject to constraints
∫
w(fi log fih − fi + h)dμ
R + ξi ,
∫
w(gj log
gj
h
− gj +h)dμR − ηj , where C1 > 0, C2 > 0, and C3 > 0 are parameters. The above formula-
tion is justified as follows: h and R will be the center and radius, respectively, of the smallest KL-sphere containing the
normal data. ξi and ηj measure the cost of misclassifying the normal and abnormal data, respectively. The fourth term
in the right-hand side being the CKL divergence (see Definition 1.1 below) between w and 1 weighs the components
of the mass μ most appropriate for our classifying problem.
Let us mention two important features of our model: First, in practice, the data collected contain a lot of infor-
mation, but most of this might be irrelevant to the improvement of classification process. Our model is looking for a
weight function w on Ω emphasizing the importance of the data on different parts of Ω , such that the classifier can
yield an optimal separation among training data.
Second, our model focuses on the classification of distributions (for the sake of clarity, hereafter called “data-
distributions”). A natural and generally accepted discriminant measuring the dissimilarity of two densities is
Kullback–Leibler divergence. One of the reasons is that by Stein’s lemma under a true distribution Q, the proba-
bility of drawing an empirical distribution P with sampling number n is e−r to the first order. Here the exponent r
is the product of n and the Kullback–Leibler divergence between P and Q. In our model, the “sphere” of smallest
radius enclosing two data-distributions in terms of Kullback–Leibler divergence is used to quantize their “distance.”
Intuitively, two data-distributions are close, or indistinguishable, when the likelihood that they can be drawn from
“close” distributions is large, i.e. Kullback–Leibler divergence is small.
The important assumption underlying our model is, that “normal data-distributions” are very similar to the center
of KL-sphere, if we discard irrelevant information, and are different from abnormal data. And optimal separation in
terms of Kullback–Leibler divergence is possible with an appropriately chosen weight function.
Mathematically, we will show that given two sets of nonnegative L1 functions, such a classifier—the solution of
our model exists uniquely. We have successfully applied this to classifying heart shapes as normal and abnormal.
Now we introduce notations and the precise mathematical model considered in this paper. First we introduce some
notation and terminology.
Let L1+(Ω,μ) denote the convex cone of nonnegative functions in L1(Ω,μ). We assume that μ is a finite measure.
Definition 1.1. Given any two functions f,g ∈ L1+(Ω,μ), their Csiszar divergence CKL(f, g) is given by
CKL(f, g) :=
∫ (
f log
f
g
− f + g
)
dμ.
When f,g ∈ L1+(Ω) satisfy
∫
f dμ = ∫ g dμ = 1, this reduces to the well-known Kullback–Leibler divergence
KL(f, g) :=
∫ (
f log
f
g
)
dμ.
Given two positive numbers x, y, by a well-known inequality
x log
x
y
− x + y  0,
with equality only at x = y, we know that the Csiszar divergence CKL(f, g) is always nonnegative, and equals zero
if and only if f = g. These two divergences are far from being metrics. Indeed it can easily happen that for three
nonnegative functions f,g,h, CKL(f,h) and CKL(g,h) are both small where as CKL(f, g) = ∞. Still we have
found this concept useful in our classification investigations.
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Or more generally, the normal region can be the union of several spheres, i.e. given a set of centers hi and radii Ri ,
i = 1, . . . ,K , the region is given by the set of functions ⋃i=1,...,K {f ∈ L1+(Ω): CKL(f,hi)Ri}.
In this paper, we will verify the existence of the optimal solution (h,R,w, ξ, η). Note that without the last term
in the cost functional, the optimal w is zero. The last term plays a role similar to that of a regularization term in
inverse problem [4]. The assumption of the absolute continuity simply reflects the fact that the information can only
be retrieved from the observed data.
It is easy to see that the optimal ξi, ηj are max(CKL(fi, h) − R,0),max(R − CKL(gj , h),0), respectively, once
h,R,μ′ are known. We call this (h,R,μ′) a location weighted classifier.
Our model can be extended to the cases where the normal data consist of several spheres, say K , rather than only
one. We can consider an overall cost functional L := L1 + · · · + LK , where each Li, i = 1, . . . ,K is the cost given
in 1.1 to separate normal data-distributions in group i from all abnormal data. The optimal grouping of normal data-
distributions is determined by achieving the above optimal overall cost. In this paper, we do not consider this general
case, and we will focus on one group of normal data-distributions.
This paper is organized as follows. In Section 2, we examine the case with the base measure fixed, i.e. no weight
function involved. We introduce the Primal problem and its associated Dual problem. We show the existence and
uniqueness of their solutions. In Section 3, we discuss the influence of parameters in the model. In Section 4, we
introduce the location weighted classifier and prove its existence and uniqueness. Finally, we give some conclusion
and remarks.
2. Primal problem v.s. Dual problem
2.1. Dissimilarity measurement
Given two functions f,g ∈ L1+(Ω), we propose the following functional as measure of similarity of f and g,
M(f,g) := min
h∈L1+(Ω)
max
(
CKL(f,h),CKL(g,h)
)
. (2.2)
The existence of the minimizer above is not obvious, but this will be establish in the sequel. Intuitively, we are
measuring the similarity of f and g by their “closeness” in the CKL divergence sense to an auxiliary third function h,
rather than CKL(f, g) or CKL(g, f ). A CKL-sphere can be viewed as a set of functions, among which any two
functions has the similarity no larger than the radius of the CKL-sphere. In other words, the radius is used to quantize
their similarity.
As mentioned in the introduction, we are given a set of data-distributions with two labels, called “normal,”
{fi ∈ L1+, i = 1, . . . ,m}, and “abnormal,” {gj ∈ L1+, j = 1, . . . , n}, together with the prior information that nor-
mal data is “similar” in the sense that they come from “similar” distributions, while abnormal data varies a lot. Our
aim is to explore the normality structure of the training data, so that new data may be correctly classified. In some
sense, ideally these similar normal data can be enclosed in a CKL-sphere. Our idea is to find a CKL-sphere separating
normal from abnormal training data. To this end, we propose the model (1.1) in the introduction.
Before we analyze this model, let use study a simpler model in which no weight function is involved. Our goal is
to find a proper CKL-sphere to separate the normal data and abnormal data without changing the base measure.
This simpler model is described in the following definition.
Definition 2.1 (Primal problem). Consider the space X = L1 × R, and X+ = L1+ × R = {(h,R): h 0, R  0}.
Given f1, . . . , fm,g1, . . . , gn ∈ L1+, C1 > 0, C2  0, define φ on X+ × Rm+n+ by
φ
(
(h,R), ξ, η
)= R + C1 m∑
i=1
ξi + C2
n∑
j=1
ηj . (2.3)
Consider the problem of minimizing φ on Γ ⊂ X+ × Rm+n+ , here
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(2.4)
The ξi, ηj , i = 1, . . . ,m, j = 1, . . . , n, are “slack” variables.
This minimization problem is called Primal problem.
Remark 2.2. This model 2.1 has the very nice property, we call “measure invariance”: Assume (h,R) is the optimal
classifier under the base measure μ. When we change the base measure μ to another measure μ′′ with dμ = udμ′′,
u ∈ L1+(Ω,μ′′), and change the data fi, gj to new data ufi, ugj , then the optimal solution is (uh,R). In other words,
even though the data fi, gj , h change with the base measure μ, and the radius of the minimal CKL-sphere, R, does
not change.
When only two normal data f1, f2, C1  1, and no abnormal data, the solution of the Primal problem provides
the solution to the minimax problem (2.2). Roughly, we aim to find the smallest CKL-sphere enclosing as many
normal data as possible, and excluding as many abnormal data as possible. The Primal problem is not easy to solve.
However, the Primal problem can be analyzed, and solved by finding the solution of its associated Dual problem. Let
us introduce the Dual problem.
Definition 2.3 (Dual problem). Consider fi, gj ∈ L1+(Ω), i = 1, . . . ,m, j = 1, . . . , n.
Given two positive real numbers C1  1m , C2  0, let p = (p1, . . . , pm), q = (q1, . . . , qn), restricted to the follow-
ing domain:
Δ′ =
{
(p1,p2, . . . , pm,q1, . . . , qn) ∈Rm+n: 0 pi C1, 0−qj  C2,
m∑
i=1
pi +
n∑
j=1
qj = 1
}
.
Denote 〈p,f 〉 := ∑mi=1 pifi , 〈q,g〉 := ∑nj=1 qjgj , denote f := (f1, . . . , fm), g := (g1, . . . , gn), and Δ :=
{(p, q) ∈ Δ′: 〈p,f 〉 + 〈q,g〉 0}, then define capacity functional
Mp,q(f, g) :=
∫ ( m∑
i=1
pifi log
fi
〈p,f 〉 + 〈q,g〉 +
n∑
j=1
qjgj log
gj
〈p,f 〉 + 〈q,g〉
)
dμ.
The Dual problem is to maximize the capacity functional for (p, q) ∈ Δ.
The reason why we call it capacity is explained in Appendix A. In the following, we will show that the integrand in
the functional Mp,q(f, g) is bounded below, and above by integrable functions, therefore it is integrable. Also, we will
show the existence and uniqueness of the maximizer (p∗, q∗) in the Dual problem by examining the relation between
the Primal and Dual problems.
Before proving these statements, we now show that the functional M is well defined.
Lemma 2.4. Here are several facts used in this paper.
• For x > 0, the function x logx is convex, and its minimum is −1/e at x = 1/e.
• For two positive numbers x, and y, we have x log x
y
− x + y  0 and equality holds only when x = y.
Theorem 2.5. Given {fi, i = 1, . . . ,m} ∈ L1+(Ω), {gj , j = 1, . . . , n} ∈ L1+(Ω), and some vector (p, q) ∈ Δ. For
h ∈ L1+(Ω),
m∑
i=1
pifi log
fi
h
+
n∑
j=1
qjgj log
gj
h
+ (h − 〈p,f 〉 − 〈q,g〉) (2.5)
is bounded below by
−
(
m∑
pi − 1
)
〈p,f 〉 − 1
e
n∑
gj .i=1 j=1
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Mp,q(f, g,h) :=
∫ m∑
i=1
pifi log
fi
h
+
n∑
j=1
qjgj log
gj
h
+ (h − 〈p,f 〉 − 〈q,g〉)dμ
is well defined. And among all h ∈ L1+(Ω), the minimum of Mp,q(f, g,h) is attained when h = h∗ = (〈p,f 〉+〈q,g〉).
In fact, the minimum is Mp,q(f, g).
The integrand in Mp,q(f, g) is integrable. Thus Mp,q(f, g) is finite over Δ. Besides, Mp,q(f, g) is concave in
(p, q) ∈ Δ.
Proof. First, we show that the integrand in Eq. (2.5) is bounded below by an integrable function.
Consider the expression
mp,q(x, y, z) :=
m∑
i=1
pixi log
xi
z
+
n∑
j=1
qjyj log
yj
z
,
where x := (x1, . . . , xm), xi  0, y := (y1, . . . , yn), yj  0, z > 0, pi  0, qj  0, and ∑mi=1 pi + ∑nj=1 qj = 1.
Clearly, this function mp,q(x, y, z) is continuous in (p, q, x, y, z) on the set (p  0, q  0, x  0, y  0, z > 0).
To extend to z 0 (under the condition ∑mi=1 pixi +∑nj=1 qjyj  0), we rewrite it as follows:
mp,q(x, y, z) =
m∑
i=1
pixi log
xi
A
+
n∑
j=1
qjyj log
yj
B
+
(
A log
A
z
− B log B
z
)
,
with
A := 〈p,x〉, B := −〈q, y〉, z > 0.
Note that this expression makes sense even when A or B vanish.
First, if A = B , then the last term vanishes, thus mp,q(x, y, z) is independent of z. Thus we may define
mp,q(x, y,0) = mp,q(x, y, z) for every z > 0.
If A > B , then write c := A − B > 0, we have
A log
A
z
− B log B
z
= c log c
z
+ A log A
c
− B log B
c
 c − z + A log A
c
− B log B
c
,
here the last inequality comes from the second property of Lemma 2.4. Thus, mp,q(x, y, z)− (c− z)mp,q(x, y, c),
mp,q(x, y, c) =
m∑
i=1
pixi log
xi
A
+
n∑
j=1
qjyj log
yj
B
+
(
A log
A
c
− B log B
c
)
.
And mp,q(x, y, z) tends to ∞ as z → 0.
Combining the cases A − B = 0, and A − B > 0, we know the above inequality holds for A − B  0.
Next, we claim the function mp,q(x, y, c) bounded below by an integrable function. Since A = B + c, B  0,
c  0, then A log A
c
− B log B
c
= (B + c) log A
c
− B log B
c
= B log A
B
+ c log A
c
 0, the second term in mp,q(x, y, c)
is nonnegative. Then we have
mp,q(x, y, c)
m∑
i=1
pixi log
xi
A
+
n∑
j=1
qjyj log
yj
B
(2.6)

m∑
i=1
pi(xi − A) +
∑
j∈J
qj yj log
yj
B
, here J is the index set {j : yj > B}. (2.7)
Note that if j ∈ J , then yj > B =∑nj=1(−qj )yj , and then −qj  1 and log yjB < log 1−qj .
Thus, using the first property of Lemma 2.4, the second term of Eq. (2.7) becomes∑
(−qj )yj log yj
B

∑
yj (−qj ) log
(
1
−qj
)
<
∑ yj
e
.j∈J j∈J j∈J
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mp,q(x, y, c)
m∑
i=1
pi(xi − A) − 1
e
∑
j∈J
yj .
This function mp,q(x, y, c) is also bounded above. Denote I = {i: xi > A}, thus for every i /∈ I , xi log xiA  0, we
have
mp,q(x, y, c)
∑
i∈I
pixi log
xi
A
+
n∑
j=1
qjyj log
yj
B
+ C log A
C
+ B log A
B
.
Also for every i ∈ I , we have xi > A =∑mi=1 pixi , then pi  1, and then
pixi log
xi
A
 pixi log
1
pi
 1
e
xi, qj yj log
yj
B
 qj (yj − B).
Thus, denoting P :=∑mi=1 pi = 1 −∑nj=1 qj , and using CA log CA − 1e , BA log BA − 1e , we have
mp,q(x, y, c)
1
e
m∑
i=1
xi +
n∑
j=1
qj (yj − B) − A · C
A
log
C
A
− A · B
A
log
B
A
 1
e
m∑
i=1
xi + (P − 1)B + 2
e
A.
Replacing x, y, c by f,g, 〈p,f 〉 + 〈q,g〉, we get Mp,q(f, g) is bounded below and above by integrable functions
−(P − 1)〈p,f 〉 − 1
e
n∑
j=1
gj and
1
e
m∑
j=1
fj + (P − 1)〈q,g〉 + 2
e
〈p,f 〉.
Thus, we know Mp,q(f, g) is finite over (p, q) ∈ Δ. Also it is easy to check its concavity by rewriting
Mp,q(f, g) =
∫ ( m∑
i=1
pifi logfi
)
+
(
n∑
j=1
qjgj loggj
)
− (〈p,f 〉 + 〈q,g〉) log(〈p,f 〉 + 〈q,g〉)dμ.
Based on the above discussion, given f,g,h ∈ L1+(Ω), the integrand in
Mp,q(f, g,h) :=
∫ m∑
i=1
pifi log
fi
h
+
n∑
j=1
qjgj log
gj
h
− (〈p,f 〉 + 〈q,g〉 − h)dμ
makes sense and since it is nonnegative, the integral itself makes sense. And its minimum is attained among all
h ∈ L1+(Ω) when h = 〈p,f 〉 + 〈q,g〉. 
For every component p∗i of an optimal point (p∗1, . . . , p∗m,q∗1 , . . . , q∗n), either p∗i is an interior point of (0,C1),
or pi = 0 or C1. Similar to the components q∗j , j = 1, . . . , n. In other words, the constraint 〈p∗, f 〉 + 〈q∗, g〉 0 is
always inactive.
Lemma 2.6. The constraint h∗  0 is always “inactive,” i.e. for every x ∈ Ω , h∗(x) = 0 if and only if for all i =
1, . . . ,m, p∗i fi(x) = 0, and for all j = 1, . . . , n, q∗j gj (x) = 0.
Proof. Denote
mp,q(x, y) :=
m∑
i=1
pixi log
xi∑m
i=1 pixi +
∑n
j=1 qjyj
+
n∑
j=1
qjyj log
yj∑m
i=1 pixi +
∑n
j=1 qjyj
.
Then mp,q(x, y, z) is nonnegative and concave in (p, q). Let P :=∑mi=1 p∗i  1, then (p∗/P,0) ∈ Δ. Since Δ is con-
vex, then let point (p(α), q(α)) := (p∗/P,0)α + (p∗, q∗)(1 − α) on the segment connecting (p∗, q∗) and (p∗/P,0)
is in Δ for all 0 α  1. For α > 0, note that
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dα
=
m∑
i=1
(
1
P
− 1
)
pi(α)
(
xi log
xi∑
pi(α)xi +∑nj=1 qj (α)yj − xi
)
+
∑
j
(−qj (α))(yj log yj∑m
i=1 pi(α)xi +
∑n
j=1 qj (α)yj
− yj
)
=
m∑
i=1
(
1
P
)
pi(α)
(
xi log
xi∑m
i=1 pi(α)xi +
∑n
j=1 qj (α)yj
− xi +
(
m∑
i=1
pi(α)xi +
n∑
j=1
qj (α)yj
))
− mp(α),q(α)(x, y).
Since
m∑
i=1
(
pi(α)
P
)(
fi log
fi∑m
i=1 pi(α)fi +
∑n
j=1 qj (α)gj
− fi +
(
m∑
i=1
pi(α)fi +
n∑
j=1
qj (α)gj
))
− mp(α),q(α)(f, g)
is integrable for all 1 > α > 0, denoting h(α) := 〈p(α),f 〉 + 〈q(α), g〉, then we have
dM(p(α),q(α))(f, g)
dα
=
m∑
i=1
(
pi(α)
P
)
CKL
(
fi, h(α)
)− Mp(α),q(α)(f, g). (2.8)
Suppose h∗(x) = 0 on some subset Ω ′ ⊂ Ω with the optimal maximizer (p∗, q∗) ∈ Δ. We just showed in Theo-
rem 2.5 that Mp(α),q(α)(f, g) is finite. Also the functional Mp,q(f, g) is concave in (p, q) ∈ Δ, then this functional is
continuous. Since (p∗, q∗) is the maximizer, then this directional derivative should be nonpositive.
However, note that the first term in Eq. (2.8) is nonnegative, and if pifi 
= 0 on Ω ′, then
lim
α→0
dM(p(α),q(α))(f, g)
dα
→ ∞.
Contradiction. Thus, the set {x ∈ Ω: h∗(x) = 0}∩ (⋃mi=1{x: pifi(x) 
= 0}) has measure zero. Also since∑mi=1 pifi +∑n
j=1 qjgj  0, we have qjgj vanishes on the set Ω ′. 
Remark 2.7. The result in this lemma in fact can be improved further. Suppose h∗(x) = 0 on the subset Ω ′, then
from this lemma we know for each i, pifi(x) = 0 on Ω ′. But for each i, if fi(x) > 0 on a subset of Ω ′, then
CKL(fi, h∗) = ∞, using the result in the next Remark 2.11, we know that R∗ is finite, then CKL(fi, h∗) is finite.
Thus, h∗(x) = 0 on Ω ′ implies fi(x) = 0 on Ω ′ for each i. That is, the set {x ∈ Ω: h∗(x) = 0}∩(⋃mi=1{x: fi(x) 
= 0})
has measure zero.
Owing to the above lemma, the optimal point “stays away from the constraint h∗  0,” then we can examine the
optimal solution h∗ by taking derivative with respect to each component of p∗, q∗. Then we can prove the existence
of an optimal solution of the Dual problem in the following theorem.
To this end, we need to examine the Weak Duality relation between the Primal problem and the Dual problem.
Recall that Primal problem is to minimize the functional
φ(x, ξ, η) := R + C1
m∑
i=1
ξi + C2
n∑
j=1
ηj , x := (h,R), (2.9)
with
(x, ξ, η) ∈ Γ, Γ := {(x, ξ, η): CKL(fi, h)R + ξi, CKL(gj , h)R − ηj , h ∈ L1+(Ω), ξi  0, ηj  0,
i = 1, . . . ,m, j = 1, . . . , n}.
922 P. Chen et al. / J. Math. Anal. Appl. 342 (2008) 915–930Lemma 2.8 (Weak duality). Let
L∗ = inf
(x,ξ,η)∈Γ φ(x, ξ, η), M
∗ = sup
(p,q)∈Δ
Mp,q(f, g),
then
L∗ M∗.
Proof. Introduce the Lagrangian
L
(
x := (h,R), ξ, λ, η, δ,α,β)= R − m∑
i=1
λi
(
R + ξi − CKL(fi, h)
)− m∑
i=1
αiξi + C1
m∑
i=1
ξi
−
n∑
j=1
δj
(
CKL(gj , h) − R + ηj
)− n∑
j=1
βjηj + C2
n∑
j=1
ηj , (2.10)
where four vectors λ = (λ1, . . . , λm)  0, δ = (δ1, . . . , δn)  0, α = (α1, . . . , αm)  0, β = (β1, . . . , βn)  0 are
Lagrangian multipliers and C1,C2 are tradeoff parameters for the penalty terms
∑m
i=1 ξi ,
∑n
j=1 ηj .
The vector (λ, δ,α,β) is called a KKT (Karush–Kuhn–Tucker) vector of multipliers if the minimum in (2.10) over
(x, ξ, η) is the same as that in (2.9).
Now we examine some necessary conditions for a vector to be a KKT vector. It is clear from right-hand side
in (2.10) that the infimum in the cost (2.10) over R is −∞ if ∑mi=1 λi −∑nj=1 δj > 1, and the optimal R is 0 if∑m
i=1 λi −
∑n
j=1 δj < 1. Also, the infimum of the Lagrangian over ξ is −∞, if for some i, λi + αi 
= C1. Similar
arguments imply δj + βj = C2 for all j . Also, if ∑mi=1 λifi +∑nj=1 δjgj < 0 on some subset Ω ′ ⊂ Ω with nonzero
measure, then take any h := 0 on Ω ′, then the infimum of the Lagrangian is −∞.
It follows that a KKT vector (λ, δ,α,β) must satisfy
m∑
i=1
λi −
n∑
j=1
δj = 1, λi + αi = C1, 1 i m, δj + βj = C2, 1 j  n,
m∑
i=1
λifi +
n∑
j=1
δjgj  0. (2.11)
In other words, (λ,−δ) ∈ Δ is a necessary condition to be a KKT vector.
On the other hand, if (λ, δ,α,β) is a vector satisfying (2.11), then using Theorem 2.5, replacing pi, qj by λi,−δj ,
we can rewrite the expression in (2.10),
L(x, ξ, η,λ, δ,α,β) =
m∑
i=1
λi CKL(fi, h) −
n∑
j=1
δj CKL(gj , h)

m∑
i=1
λi CKL
(
fi, h
∗)− n∑
j=1
δj CKL
(
gj ,h
∗), h∗ := (〈λ,f 〉 − 〈δ, g〉). (2.12)
Now, the supremum of the above equation over (λ, δ,α,β) is
sup
λ,δ,α,β
L(x, ξ, η,λ, δ,α,β) sup
λ,δ
Mλ,−δ(f, g). (2.13)
Then for (x, ξ, η) ∈ Γ , we have
L(x, ξ, η,λ, δ,α,β)R + C1
m∑
i=1
ξi + C2
n∑
j=1
ηj = φ(x, ξ, η). (2.14)
Then for (x, ξ, η) ∈ Γ , the supremum of this equation over λ, δ,α,β is
sup L(x, ξ, η,λ, δ,α,β) φ(x, ξ, η). (2.15)λ,δ,α,β
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φ(x, ξ, η) sup
(λ,−δ)∈Δ
Mλ,−δ(f, g) = M∗.
Finally, the infimum over (x, ξ, η) ∈ Γ is
L∗ M∗. 
Remark 2.9. This property that the optimal dual value is always an underestimate of the optimal primal value is
known as Weak Duality theorem [3].
Next, we will show that in fact L∗ = M∗. In other words, these two optimal values coincide.
Theorem 2.10 (Existence and uniqueness of solution). There exists a unique solution for the Dual problem. Besides,
the minimum of Primal problem is equal to the maximum of Dual problem, i.e. there is no duality gap between the
Primal problem and the Dual problem.
Proof. The Dual problem is to maximize Mp,q(f, g) over (p, q) ∈ Δ. For the sake of simplicity, denote
M(p,q) :=
∫ m∑
i=1
pifi log
fi
h∗
dμ +
n∑
j=1
qjgj log
gj
h∗
dμ,
with
h∗ =
m∑
i=1
pifi +
n∑
j=1
qjgj  0.
Since M(p,q) is bounded above, then there exists a sequence {(p, q)k ∈ Δ, k = 1,2, . . .} such that the sequence
{M((p,q)k)} converges to its maximum, say M∗.
Moreover, since Δ is compact, then there exists a subsequence {(p, q)k′ } from {(p, q)k} such that
lim
k′→∞
M
(
(p, q)k′
)= M∗,
and {(p, q)k′ } converges in Δ, say to (p∗, q∗).
Since the integrand in the integral defining in M is continuous in p,q , and bounded by an integrable function, by
Lebesgue Dominated Convergence theorem, we have
lim
(p,q)k′→(p∗,q∗)
M
(
(p, q)k′
)= M∗.
Thus, we have proved the existence of the solution.
Since M(p,q) is strictly concave in pi , i = 1, . . . ,m, and qj , j = 1, . . . , n, then we have a unique maximizer.
Due to the constraint
∑m
i=1 pi +
∑n
j=1 qj = 1, we form Lagrangian M̂(p, q) := M + λ(
∑m
i=1 pi +
∑n
j=1 qj − 1),
where λ is a Lagrange multiplier.
Taking derivative of M̂(p, q) with respect to pi and qj , we have
∂M̂
∂pi
=
∫
fi log
fi
h∗
− fi dμ + λ, ∂M̂
∂qj
=
∫
gj log
gj
h∗
− gj dμ + λ.
If any components of the optimal solution p∗i satisfy C1 > p∗i > 0 or q∗j satisfy C2 > −q∗j > 0, then the above
derivative with respect to these components vanish at (p∗, q∗). In other words, when these inequality constraints are
inactive, we have
CKL
(
fi, h
∗)= CKL(gj ,h∗)= ∥∥h∗∥∥− λ.
Denote R := ‖h∗‖ − λ. Then these functions fi and gj are on “ sphere,” i.e. CKL(fi, h∗) = CKL(gj , h∗) = R.
When p∗i = C1 or q∗j = 0, these derivatives are nonnegative,
CKL
(
fi, h
∗)− ∥∥h∗∥∥+ λ 0, CKL(gj ,h∗)− ∥∥h∗∥∥+ λ 0,
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(
fi, h
∗)R, CKL(gj ,h∗)R.
Finally when p∗i = 0 or q∗j = −C2, then these derivatives are nonpositive
CKL
(
fi, h
∗)− ∥∥h∗∥∥+ λ 0, CKL(gj ,h∗)− ∥∥h∗∥∥+ λ 0,
which means
CKL
(
fi, h
∗)R, CKL(gj ,h∗)R.
Denote ξi := max(CKL(fi, h∗) − R,0) and ηj := max(R − CKL(gj , h∗),0). Using these optimal properties of M ,
we can show that the minimum of the Primal problem is the same as the maximum of the Dual problem as follows,
M
(
p∗, q∗
)= m∑
i=1
∫
pi
(
fi log
fi
h∗
− fi + h∗
)
dμ +
n∑
j=1
∫
qj
(
gj log
gj
h∗
− gj + h∗
)
dμ
=
m∑
i=1
pi CKL
(
fi, h
∗)+ n∑
j=1
qj CKL
(
gj ,h
∗)
=
m∑
i=1
pi(R + ξi) +
n∑
j=1
qj (R − ηj )
= R + C1
m∑
i=1
ξi + C2
n∑
j=1
ηj
= L(R, ξ, η).
Then, using the result L∗ M∗ in the previous lemma, we have L∗ = M∗.
Thus, there is no duality gap. 
Since the maximizer (p∗, q∗) is unique, the minimizer (h∗,R) of the Primal problem is also unique.
Remark 2.11. We classify the {fi} into three groups:
CKL
(
fi, h
∗)⎧⎨⎩
= R + ξi, C1  p∗i > 0: fi is outside the sphere,
= R: fi is on the sphere,
< R, pi = 0: fi is inside the sphere.
The {gj } are also classified into three groups:
CKL
(
gj ,h
∗)⎧⎨⎩
= R − ηj , C2 −qj > 0: gj is inside the sphere,
= R: gj is on the sphere,
> R, qj = 0: gj is outside the sphere.
Numerically it is easier to solve the Dual problem than to solve the Primal problem, since the constraints in the Dual
problem are simple.
3. Effects of the parameters C1,C2
In the setting of the Dual problem, the assumption C1  1m is made to ensure that the feasible set is nonempty.
When C1 < 1m , the Dual problem max(p,q)∈Δ Mp,q(f, g) has no solution. What happens to the solution in the Primal
problem?
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R = 0, h = 1
m
m∑
i=1
fi, ξi = CKL(fi, h), and ηj = 0.
Proof. Let ĥ = 1
m
∑m
i=1 fi , R̂ = 0, ξ̂i = CKL(fi, ĥ), and η̂j = 0, then CKL(fi, ĥ) R̂ + ξ̂i , and CKL(gj , ĥ) 0 =
R̂ − η̂j . We claim that this solution is indeed the optimal one.
By Theorem 2.5, this ĥ satisfies
ĥ = arg min
h
m
m∑
i=1
1
m
CKL(fi, h) = arg min
h
m∑
i=1
CKL(fi, h).
For any (h,R, ξ, η) with CKL(fi, h)R+ξi , ξi  0, and CKL(gj , h)R−ηj , ηj  0, we have∑mi=1 CKL(fi, h)−∑m
i=1 CKL(fi, ĥ) 0, and
φ(h,R, ξ, η) − φ(̂h, R̂, ξ̂ , η̂) =
(
R + C1
m∑
i=1
ξi + C2
n∑
j=1
ηj
)
−
(
R̂ + C1
m∑
i=1
ξ̂i + C2
n∑
j=1
η̂j
)
 (1 − mC1)R + C1
m∑
i=1
(ξi + R) + C2
n∑
j=1
ηj − C1
(
m∑
i=1
ξ̂i
)
 0 + C1
(
m∑
i=1
CKL(fi, h) −
m∑
i=1
CKL(fi, ĥ)
)
+ 0 0.
Done. 
Definition 3.2. Let (h∗,R) be the minimizer of the Primal problem. We say that fi or gj is misclassified if
CKL(fi, h∗) > R or CKL(gj , h∗) < R.
Remark 3.3 (Case C2 = 0). Suppose C2 = 0, no g is involved in the cost. Consider the vector {CKL(fi, h), i =
1, . . . ,m} ∈ Rm, then its l1-norm is ∑mi=1 CKL(fi, h), and its l∞-norm is maxi CKL(fi, h). If C1  1m , the cost
functional φ(h,R, ξ) is C1
∑m
i=1 CKL(fi, h), and its minimizer is 1m
∑m
i=1 fi as shown in the previous theorem. On
the other hand, if C1  1, then since all pi < C1, and then we must have ξi = 0, i = 1, . . . ,m. The cost functional
φ(h,R, ξ) is equal to R. Thus, minimizing the cost is equivalent to minimizing the l∞ norm. That is, find the smallest
sphere enclosing all the distributions {fi}, in terms of Kullback–Leibler divergence.
Next, we explain that the ratio between these two parameters C1,C2 is related to the ratio between the total number
of misclassifications of two groups.
Theorem 3.4. Suppose (h∗,R∗, ξ, η) is the minimizer of Primal problem. Let C1 > 1m . Denote m1 = #{fi |
CKL(fi, h∗) > R}, the number of functions outside the CKL-sphere. Denote m2 = #{fi | CKL(fi, h∗) = R}, the num-
ber of functions on the CKL-sphere. Similarly, denote n1 = #{gi | CKL(gi, h∗) < R}, n2 = #{gi | CKL(gi, h∗) = R},
the numbers of functions inside or on the CKL-sphere among the abnormal data, respectively. Suppose the optimal
radius R = R∗ > 0, then
C1(m1 + m2) − C2n1 > 1 > C1m1 − (n1 + n2)C2.
Proof. Suppose (h∗,R∗, ξ∗, η∗) is the minimizer of the cost φ(R) = R + C1∑mi=1 ξi + C2∑nj=1 ηj . Fixing h∗, we
vary R from R∗ to R∗ + β with a positive number β small enough, at least 0 < β < min{i: ξi>0} ξi , then (ξ, η) varies
from (ξ∗, η∗) to (ξ∗ − β,η∗ + β).
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0 < φ
(
R∗ + β)− φ(R∗)
= (R∗ + β)+ C1 ∑
{i: ξiβ}
(
ξ∗i − β
)+ C2 ∑
{j : ηj0}
(
η∗j + β
)−(R∗ + C1 m∑
i=1
ξi + C2
n∑
j=1
ηj
)
= β − C1m1β + C2(n1 + n2)β,
this yields 1 − C1m1 + C2(n1 + n2) > 0.
Similar arguments may be applied, when R is varied from R∗ to R∗ − β ,
φ
(
R∗ − β)− φ(R∗)= −β + C1(m1 + m2)β − C2n1β > 0.
Hence, we conclude that C1(m1 + m2) − C2n1 > 1 > C1m1 − (n1 + n2)C2. 
Remark 3.5. If C2 = 0, n = 0, then m1 +m2 > 1C1 > m1, i.e. the number of fi outside the sphere is controlled by C1.
If C1,C2  1, then n1+n2+1m1 >
C1
C2
> n1
m1+m2 . The ratio of C1,C2 reflects the ratio of the numbers of the misclassified
functions. This result is similar to support vectors in Support Vector Machines [1].
4. Location weighted classifier
Now we examine the model (1.1) in the introduction. Due to a variety of reasons, the correct measure for the data
collected is usually not available, or missing. Directly measuring the similarity of the data may be not proper with
this base measure. In other words, even though the support of data is on the whole of Ω , some subset of Ω yields
larger influence on similarity than the rest. Mathematically, letting μ denote the base measure, and μ′ denote some
unknown measure with μ′  μ. Our goal is to look for μ′ such that the similarity in the data can be represented
by the CKL-sphere, i.e. if the normal data f1, . . . , fn are indeed similar based on the ground truth, the radius of
the minimal CKL-sphere enclosing {f1, . . . , fn} is small. By Radon–Nikodym theorem, there exists a function w
in L1+(Ω), such that dμ′(x) = w(x)dμ(x), x ∈ Ω . The task of seeking for μ′ is equivalent to finding w, called the
weight function. In practice, this μ′ and μ should not be too different, which is modeled as the cost CKL(w,1), i.e.
we define CKL(μ′,μ) := ∫ (w logw + 1 − w)dμ. Hence, we propose the following model: given a tradeoff constant
C3 > 0, minimize the following cost functional with respect to h,R, ξ, η,μ′ (assume μ(Ω) < ∞)
L(h,R, ξ, η,μ′) := R + C1
m∑
i=1
ξi + C2
n∑
j=1
ηj + C3 CKL(μ′,μ),
subject to constraints ∫ (fi log fih − fi + h)dμ′ R + ξi , ∫ (gj log gjh − gj + h)dμ′ R − ηj .
By the duality formulation of the first term, we have the following expression:
min
w(x)∈L1+(Ω)
(
max
(p,q)∈Δ
M(p,q,w)
)
,
M(p,q,w) :=
∫ ( m∑
i=1
wpifi log
fi
h∗
+
n∑
j=1
qjgj log
gj
h∗
)
dμ + C3
∫
(w logw − w + 1) dμ. (4.16)
Remark 4.1. Note that without the last term, the optimal solution w∗ is zero. Since we are in search of the measure μ′,
such that the classification result is optimal, this can be viewed as an inverse problem. Similar to standard approaches
in inverse problems, we add the cost function CKL(w,1) such that the optimal w∗ may be found in L1+(Ω).
Now, we show the existence of the optimal weight function.
Lemma 4.2. For any positive number b, the set A := {w ∈ L1+(Ω), ‖w logw − w + 1‖ b} is uniformly integrable.
Moreover, there exist a sequence {wi} ∈ A, and a function w∗ ∈ L1+(Ω), such that this sequence {wi} converges
weakly to w∗ in L1.
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b
∫
wα
(
w log
w
e
+ 1
)
dμ =
∫
wα
(
w log
α
e
)
dμ log α
e
∫
wα
w dμ,
∫
wα
w dμ b
log α
e
.
Therefore, for any  = 0 > 0, let α > exp ( b0 + 1), we have
∫
wα w dμ <  for any w in A. Hence, the set A is
uniformly integrable.
Therefore by the Dunford–Pettis theorem, the sequence {wi} has a weak limit, i.e. there exists a function w∗ ∈ L1,
such that by choosing a subsequence if necessary, we may assume wi converges weakly to w∗. In other words, given
any smooth function φ, we may assume
lim
i→∞
∫
wiφ dμ =
∫
w∗φ dμ. 
Theorem 4.3. Assume μ(Ω) < ∞, then the optimal weight function w∗(x) exists uniquely in L1+(Ω).
Proof. Denote
φ(w) := max
p,q
∫ [
wmp,q(f, g) + C3
(
w logw − (w − 1))]dμ.
Then φ(w) is strictly convex. Let A := {w ∈ L1+(Ω): φ(w)  B}, then the set A is convex. Now, we show that A
is strongly closed. Consider a sequence {wi ∈ A} converging to w strongly in L1. By choosing a subsequence if
necessary, suppose {wi} converges to w almost everywhere. By Fatou lemma,
lim inf
i→∞
∫
(wi logwi − wi + 1) dμ
∫
(w logw − w + 1) dμ.
Thus φ(w) is strongly lower semi-continuous, hence (being convex) is also weakly lower semi-continuous. So, the
convex set A is closed and weakly closed.
Consider a minimizing sequence {wi ∈ A} and let
m := min
w∈Aφ(w) = limi→∞φ(wi).
Since {wi} is uniformly integrable according to the last lemma, there exists a function w∗ ∈ A, such that by choosing
a subsequence if necessary, we may assume {wi} converges to w∗ weakly. By the weak lower continuity of φ,
m = lim
i→∞φ(wi) φ
(
w∗
)
m.
Thus, φ(w∗) = m. This establishes the existence of a minimizer, its uniqueness following from strict convexity
of φ. 
Remark 4.4. Suppose the feasible set of functions w is {w: w ∈ L1+(Ω), ‖w‖ = μ(Ω)}. For large B , simply replace
A := {w: φ(w) B, w ∈ L1+(Ω), ‖w‖ = μ(Ω)} in the above proof, then we have the existence and uniqueness of
the minimizer.
The cost functional is convex in w, and concave in (p, q), then the optimal solution (p, q,w) is a saddle point [8].
In fact, the optimal weight function w∗ has a further expression. Next, in Theorem 4.5, we will show that the optimal
solution (p∗, q∗,w∗) satisfies⎧⎪⎪⎨⎪⎪⎩
(
p∗, q∗
)= arg min
(p,q)∈Δ
∫
exp
(
− 1
C3
mp,q(f, g)
)
dμ,
w∗(x) = exp
(
− 1
C3
m(p∗,q∗)
(
f (x), g(x)
))
.
Intuitively, it shows that w∗(x) weighs more at locations where m(p∗,q∗)(f (x), g(x)) is smaller.
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C3
(
μ(Ω) − min
(p,q)∈Δ
∫
exp
(
− 1
C3
mp,q(f, g)
)
dμ
)
.
Let (p∗, q∗) be the minimizer, then the weight function is given by
w∗ := exp
(
− 1
C3
m(p∗,q∗)
(
f (x), g(x)
))
.
Proof. Consider the problem
max
(p,q)∈Δ
inf
w∈L1+(Ω)
M(p,q,w), M(p,q,w) :=
∫
wmp,q(f, g) + C3(w logw − w + 1) dμ. (4.17)
Note that for every w  0, we have the inequality
w logw − w + exp(v) vw or w logw − w + 1 − vw  1 − exp(v), (4.18)
and equality holds only when w = exp(v). (In fact, w logw − w and exp(v) are conjugate functions [3].)
Let v = − 1
C3
m(p,q)(f, g) in inequality (4.18), and denote w := exp(v), then we have
1
C3
wm(p,q)(f, g) + w logw − w + 1 = 1 − exp(v)
= 1 − exp
(
− 1
C3
m(p,q)(f, g)
)
 1
C3
wm(p,q)(f, g) + w logw − w + 1.
Thus, the problem (4.17) can be rewritten as
C3 max
(p,q)∈Δ
∫ (
1 − exp
(
− 1
C3
m(p,q)(f, g)
)
dμ
)
or
C3
[
μ(Ω) − min
(p,q)∈Δ
∫
exp
(
− 1
C3
m(p,q)(f, g)
)
dμ
]
. (4.19)
Denote by (p, q,w) the optimal solution of the problem (4.17).
Since the original functional (4.16) is strictly convex in w, and strictly concave in (p, q), there is at most one saddle
point. Hence to complete the proof, it suffices to show that this point (p, q,w) is a saddle point [8], i.e. we need to
show
M(p,q,w)M(p,q,w), for all w ∈ L1+(Ω),
and
M(p,q,w)M(p,q,w), for all (p, q) ∈ Δ.
First, by definition of w, we have
M(p,q,w)M(p,q,w), for all w ∈ L1+(Ω).
On the other hand, for any (p, q) and any λ ∈ (0,1), denote (pλ, qλ) = (1 − λ)(p, q) + λ(p,q), we have
M(pλ,qλ,w) (1 − λ)M(p,q,w) + λM(p,q,w).
If wλ = exp(− 1C3 mpλ,qλ(f, g)), then wλ is the minimizer of minw∈L1+ M(pλ,qλ,w), and
M(p,q,w)M(pλ,qλ,wλ) (1 − λ)M(p,q,wλ) + λM(p,q,wλ) (1 − λ)M(p,q,w) + λM(p,q,wλ).
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M(p,q,w)M(p,q,wλ).
As λ → 0, we have wλ → w a.e., and M(p,q,wλ) → M(p,q,w).
Thus
M(p,q,w)M(p,q,w), for all (p, q) ∈ Δ.
So, (p, q,w) is a saddle point.
Therefore,
max
(p,q)∈Δ
inf
w∈L1+(Ω)
M(p,q,w) = inf
w∈L1+(Ω)
max
(p,q)∈Δ
M(p,q,w) (4.20)
and (p, q,w) is their optimal solution. Thus, (4.19) is the solution of the origin problem (4.16). 
Numerically, consider the data f,g ∈ RN , the gradient descent method with Armijo rule can be used to find this
optimal solution of the problem (4.19).
5. Conclusion and future work
In this paper, we have proposed a model for an optimal location weighted classifier. We showed its existence and
uniqueness, and studied its mathematical properties. As in Support Vector Machines paradigm, the parameters in the
model control the ratio of misclassification numbers in normal and abnormal groups. Finally, its solution can easily
be found using the simpler equation in Theorem 4.5.
Csiszar divergence is used to measure the similarities in the normal and abnormal data. This divergence has the
attractive measure invariance property, thus this is a natural “distance” of L1+ functions.
In future work, we will further investigate its application in curve matching problems. Any smooth bijection map-
ping can be represented by a nonnegative L1 function. For example, consider two curves parameterized by arc length:
C1: θ1 = θ1(s1), and C2: θ2 = θ2(s2), then a bijection mapping g from C1 to C2 with s2 = g(s1) satisfies g′ ∈ L1+(Ω).
Searching for an optimal curve matching g is equivalent to finding a function g′ ∈ L1+(Ω) minimizing some desired
cost. Thus the theoretical work in this paper can be used to classify two sets of curves and to find the weight function.
This will be discussed in future works.
Appendix A. Why do we call it capacity?
The capacity functional is one of important concepts in information theory [6,7]. A discrete channel consists of
two finite sets X ,Y and a collection of probability mass functions p(y|x), x ∈ X , y ∈ Y . The definition of a channel
capacity C is given by
C = max
p(x)
I (X;Y), I (X;Y) =
∑
x∈X , y∈Y
p(x, y) log
p(x, y)
p(x)p(y)
=
∑
x∈X , y∈Y
p(x)p(y|x) log p(y|x)
p(y)
,
where the maximum is taken over all possible input distributions p(x), and I (X,Y ) is the mutual information of the
input X, and the output Y of the channel [6, p. 184]. This is the maximum rate at which the source message can be
reconstructed at the output of this channel with no error.
Let us return to the Dual problem stated in Definition 2.3. In case C1  1, and no abnormal data involved, our Dual
problem becomes a maximization problem:
max
n∑
i=1
∫ (
pifi log
fi
〈p,f 〉
)
dμ, subject to
n∑
i=1
pi = 1, pi  0.
This expression is the same as the definition of channel capacity, obtained by replacing p(x), p(y|x), p(y) by pi , fi ,
〈p,f 〉. At the same time, the Primal problem is to find the smallest sphere enclosing all the distributions {fi}, in terms
of Kullback–Leibler divergence.
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