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1は じめに
対象が組合せ的,離 散的な条件の下での最適化 を組合せ最適化問題 と呼び,
配送計画問題,生 産スケジュール問題および工場施設配置問題など多 くの意思
決定の問題で利用 されている。 しかし,この問題の特徴 として問題のサイズに
したがって組合せ的爆発 をおこし,計算機で も数兆年の時間を要する計算困難
な問題 となる。そこで,近 似解 を求め代替する戦略として,近 年メタ戦略の有
効性が示 されている。これまで様々なメタ戦略の改良アルゴリズムが提案 され
てきた。 しかしなが ら,実際的な利用に際 してはそれらの改良アルゴリズムよ
りも基本的な構成のアルゴリズムを用いることが一般的であるが,こ れ らの基
本的な構成のアルゴリズムの優劣は明確ではなく,各応用分野における利用に
際 して総合的な評価 を行い特質を明 らかにすることが求め られる。ここでは組
合せ最適化問題の代表的な問題であるグラフ分割問題 を対象 として,基 本的な
構成による各種メタ戦略を複雑度の高い複数分割問題 に適用 し,評価実験を行
い各アルゴリズムの基本性能を比較評価す るものである。
また,これらのメタ戦略は計算機の進化 とともに飛躍的な発展 を遂げてきた。
しか しながら最近は従来の計算機 アーキテクチャではすでに計算能力が頭打ち
の状況であ り,新 しいパラダイムとして並列計算機が注 目されている。これは
従来の逐次的なアルゴリズムとは異なるアプローチが要求されるものである
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が,並 列計算機は複数のプロセッサで処理を複数同時に行 うことで計算性能を
大きく向上させるものであ り,そのメリットは非常に大 きい。そこで,探 索時
問 を要するTabuSearchを並列化 し探索時間及 び解 の質の改善 を試みた。
TabuSearchは探索する近傍空間のサイズが大 きくなると多大な計算時間を
要する。そこで近傍探索を分割することで複数のプロセッサで分散 して探索す
ることによる計算時間の短縮を試みた。さらに,各 プロセッサ上で部分解を同
時に複数生成 し,TabuSearchによる局所的な探索 を複数同時に行 うことで
解の質の向上を試みた。これは問題を独立 した部分問題に分割 し,各プロセ ッ
サ上で部分問題に対 して探索を行い収束させ,部 分解を生成する。各プロセ ッ
サで生成された部分解は通信 によって完全解へ合成する。 これを繰 り返すこと
で収束性に優れ,探 索時間も短いアルゴリズムを提案 した。 このアルゴリズム
を構成する上で,TokenPassingという手法を用いた。この手法では計算環境
にとらわれずに比較的 自由な実装を可能とレ 効果的に各プロセッサにスケジ
ューリングを行 うことができる。各プロセッサには完全に独立 した部分問題が
割 り当てられ,独 立 した探索 を行うことが可能なことか ら,各プロセ ッサは他
のプロゼッサ と異なるアプローチで解を収束させ,同 時に他のプロセ ッサの状
態に依存せずに非同期に探索 を行 うことも実現で きるものである。
2グ ラフ分割問題
グラフ分割問題は,NP一困難な組合せ最適化問題の一種であ り,VLSIの回
路設計等のCADや 配置 ・配送問題,プ ログラム分割問題などに応用 されるも
のである。 この問題 はウェイ トをもつ 〃ノー ド(頂点)と コス トをもつエ ッ
ジ(辺)か らなるグラフを各部分集合に分割 し,そ の異なる部分集合聞のエ ッ
ジコス ト総和が最小 にする問題である。ノー ド数 πが十分に小 さい場合,厳
密解法によって解 くことがで きるが,あ る程度を超えると組合せ的爆発 により
厳密解を得 るのは難 しくなる。 また本問題は多分割のため,従 来研究されてい
る2分 割に比べ て汎用的であるが複雑度が高くなる。
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今回対象 とする問題 は,頂 点集合Vと 無向辺集合Eか らなるグラフZ)(V,
E)において,そ のカットエ ッジの コス トが最小 となるような多分割を求める
問題であ り,制約条件 として分割 した各部分集合における頂点のウェイ ト総和
がある値 乃 をこえないものとする。この問題は以下のように定式化される。
minΣei」
i∈Vi,ゴ∈巧 ・ゴ≠ゴ
subjecttoΣw(の ≦Pi,i=1,_,ん
刀∈レ}
ここで,〃 ω)は頂点"の ウェイ トとする。また,ブ ロックサイズ 乃 と分割
数 たは与えられた数である。
3メ タ戦略
組合せ最適化問題 はNP一困難な問題 とされ,厳 密 な完全解 を求めることは
計算量の問題から非常に困難である。そこで何 らかの近似解法によって問題を
解 き,近似解を求めることになる。
近年では組合せ最適化問題を解 くためにヒューリスティックな知識を有機的
に組合わせて,よ り高度なアルゴリズムを構成 したメタ戦略の研究が盛んに行
われてお り,従来の近似解法を超えたパ ラダイムとして注 目されている。メタ
戦略はヒューリスティックにパラメータを追加 し,その自由度 を用いて問題を
解 くテクニ ックであるため,パ ラメータを適正値に設定する作業が不可欠 とな
る[1]。これ らのメタ戦略はこれまで改善アルゴリズムも多 く提示 されている。
しかし,問題解決のための実際的な利用では,通常は標準的な構成で利用 され
るのが常である。 しか しながら,各種メタ戦略の標準的な構成の能力はあまり
知 られていないため,実 際的な評価 を行いその特質を明 らかにする。ここでは
まずメタ戦略の基本的な考え方 とグラフ分割問題への適用における構成を示
す。
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3.1近 傍の構成
メタ戦略においては,そ のほとんどが近傍 を基礎 として構築されてお り,近
傍構成の設計が重要 となる。近傍の構成は問題依存であ り,各問題に適用する
には問題の特性に合わせて設計す る必要がある。
近傍Nは 実行可能解の集合Xを 与えたとき,以下の写像 として定義 される。
!V:X→2x
す なわち,実 行可能解 の集合か ら,そ のべ き集合(部 分集合 の集合)へ の写像
が近傍 であ る。実行 可能解x∈Xで,f(x)≦ ノ●(y),∀.y∈N(x)を満 たす もの を,
近傍Nに 対す る局所 的最適解(10caloptimalsolution)と呼ぶ。[1]
ここで用 い るグラフ分割問題 の近傍 は通常用 い られ るブ ロック問の頂点の交
換 に基 くもの を使用す る。 この とき,解 κを
x=(Sl,S2,_,Sn)
とし,&は 分割された頂点の部分集合を表す もの として,こ の解 κに対 して
近傍構造 万(のを以下のように定義する。
2V(x)ニ{x'=(Sl,S2,_,S'v,_,S/w,_,Sn):S/v=(Sv＼li})∪{ブ},
S'w=(Sw＼{ブ})U{i},fori≠ ブ,∀i,∀ ブ}
3.2LocalSearch
LocalSearchはメ タ戦略 の基 本 となる アル ゴ リズ ムで あ り,今 回対 象 とす
るアル ゴ リズ ム もGeneticAlgorithmを除い ては このLocalSearchを基本 的
な構造 と してい る。今 回実験 を行 ったLocalSearchは最 も基本 的 な もの であ
る。探索 は まず現在 の解 の近傍 の中か ら,最 も解 を改善す る もの を選択 す る。
これ を次 の解 として採用 し,近 傍 の中 にこれ以上 改善す る解 がな くなった時点
で探索 を終 了す る。 このLocalSearchの短 所 は局所 最適解 に陥 りや すい こ と
であ り,一 旦 局所 最適解 に陥 る と,脱 出手段 を持 た ないLocalSearchではそ
こで探索 を終了 して しまう。 このため,他 のアル ゴリズ ム と比較 して解 の質は
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それほど良 くない。LocalSearchの近傍生成は標準的なものとして,解xの
近傍N(x)の中か ら最良な解 を選択 し,次 の解に移動するものとする。この解
生成を関数 勿ρω と表現 し,以下のように定義する。
imP(x)一{乙;ifminlcost(x')}<礁廊 送綴
3、3TabuSearch
TabuSearchはLocalSearchの変形 で,一 度交換 した頂点 をTabuListTL
に一定期 間記 憶 し,同 じ解 の探索 を禁止す るこ とで解 のサ イク リングを防 ぐも
ので ある。近傍 生成 は標準 的 な もの として,解 κの近傍 万(κ)の中 か ら π に
含 まれ る もの を除 いたなかで最良 な解 を選択 し,次の解 に移 動す る もの とす る。
これ を関tWimPTL(x,TL)と表現 し,以 下の ように定義 され る。
i〃ipT,乙(x,TL)=〆if!(〆)≦!(ン)forallツ∈(N(x)＼TL)
通常,TabuListは解そのものを保持するのではな く,解の移動に関連する何
らかの属性 をTabuの要素 とす る。今回は移動 した頂点 を属性 としてTabu
Listに記憶 し,一度移動 した頂点は一定期間の移動を禁止した。
今回はこれに長期メモリ(Long-termmemory)を付加 したものを採用 した。
一般的なTabuListはTabuLengthとして与 えられた期間のサ イクリングを
防 ぐものであるが,長 期 メモリは長期的なサイクリングを防ぐものであり,探
索が終了するまで保持される。長期メモリは配列LT(n)に頂点の移動回数を
記憶するもの とした。 この とき,頂点 ゼと頂点ブを交換 したときのコス トを以
下の式で評価する。
f(Si7・)+(卿)×B阻s去珊)×BIAS)
これは,頂 点 ♂とブを交換 したときのコス トノ(8毎・)に頂点 ゴとブの移動回数に
応 じたコス トを評価時に加えることで,頻 繁に移動を繰 り返す頂点を移動 しに
くくするものである。
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3.4SimulatedAnnealing
SimulatedAnnealingは,局所探索をランダムに行い,解 が改悪された場合
でも新 しい解にある確率で移ることで,局 所最適解に補足されることを防ぐア
ルゴリズムである。
このアルゴリズムは,「温度」をゆっくりと低下 させることで結晶構造を安
定させる焼 き鈍しのアナロジーを用いている。SimulatedAnnealingでは,近
傍から新 しい解を確率的に選択する。選択 された解は,現 在の解 よりも改善 さ
れるものであれば無条件に受理(Accept)される。改悪するものであった場合,
次式のように温度を用いて確率的に受理す るかどうかを決定する。
?ー
・xp(c
∫(κ)一∫(め
iff(xノ)≦二!(x)
)iff(x')〉!ω
cは温度であ り,f(x)は現在の解のコス ト,!(xノ)は新 しい解のコス トである。
これはつまり,解が改悪される場合はe『△/Cの確率で受理することを意味する。
この温度cは 一定の係数によって減少 してい く。温度が高い ときは改悪される
解は受理されやすいが,温 度が低 くなるにつれ改悪される解は受理 されにくく
なる。
3.5GeneticAlgorithm
GeneticAlgorithmは自然 淘汰 や突然変 異 といった,生 物 の進 化論 をモ デル
とした アルゴ リズムで ある。GeneticAlgorithmでは,Reproduction,Cross-
over,Mutationの3つの オペ レー タによって遺伝 子 を進化 させ る ものであ る。
このア ルゴ リズム は,集 団 と して多 数の解 を個体 として保持 す る。Reproduc-
tionでは,こ れ らの集団か ら目的関数値 の高 い個体 を高 い確 率で複製 す る。次
に,Crossoverによっ て個 体 同士 を交 叉 し,そ れぞ れの よ り良 い部 分 を合 成
して新 しい個体 を生成す る。 また,Mutationでは複製 の際 にあ る確率 で突然
変異 を発 生 させ る。 これ によって個体群 に多様 性 を もたせ るものであ る。
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GeneticAlgorithmにおける遺伝子の要素は記号列であ り,対象 とする問題
を記号列 として表現 しなければならない。今回GeneticAlgorithmで採用 した
近傍構造は,す でに実績があ り一定の結果を示 しているものを採用 した[9]。
各ブロック毎に頂点を線形に配置 し,各頂点を遺伝子 として扱 うものとした。
ここで用いる交叉は,親遺伝子か ら優位な部分集合 を確率的に選択し,対応す
る遺伝子部分を保持する。それ以外の遺伝子部分を他の親遺伝子からコピーす
るものとした。
Parent-A
Parent-B
Block1 Block2 Block3
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図1:GeneticAlgorithmCrossover
図1は 交 叉の一例 であ る。まず,8ノ ー ド3ブ ロックか らな るグラフにおいて,
各頂 点 を線形 に配置 す る。Parent-BからParent-Aへ交叉 し次 世代 の解 を生
成す る場合,優 位 なブ ロ ックをBlock2とす る と,Parent-AのBlock2をまず
保 存 し,そ れ 以 外 の ノー ドをBlock-Bのも の と置 き換 え る。 つ ま り,
Parent-Bにお け るBlock1のノ・一・ド8と7をParent-AのBlock1ヘコ ピーす
る。 これ でParent-AのBlock1は埋 まっ たので次 はBlock2であ るが,Block2
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は優位 なブロ ックで あるた め,そ の まま保存 す る。 次にParent-Aの優 位 なブ
ロ ック に含 まれ るノー ドを除いて,Parent-AのBlock3へParent-Bからノー
ドを同様 にコピーす る。結 果,Parent-Aの優 位 なブ ロ ック を保存 した まま,
Parent-Bの情報 と交叉で きる ことになる。
また今 回採用 した親遺伝子 の選 択 は,個 体 の コス ト値 に応 じて優秀 な ものか
ら確率 的に選択す る,適 応度比例 方式(ル ー レッ ト選択)と した。 この とき使
用 した適応 度関数 は次 式であ る。
1Fit
ness=cost
つまり,コス トが小さいほど適応度が高い ものとした。また交叉点の選択は,
選択 した親が保持する解のなかで最 も優秀なブロックを保存するものとした。
このとき,各 ブロックの内部 コス トが大 きいものは外部 コス ト(カットエ ッジ
コス ト)が小 さい傾向であることか ら,内部コス トが もっとも大 きいブロック
を保存するものとした。また,突 然変異は指定 した確率でランダムに選択 され
た頂点をブロック間で強制的に交換するものとし,これを全ての親遺伝子に対
して行った。
4メ タ戦略の数値実験による評価分析
今回の各メタ戦略の基本的な構成による実験では,100～500ノー ドのランダ
ムグラフを対象 とした。ランダムグラフの生成は,ノー ドxか らx+1へのエ ッ
ジを全ノー ドに対 して生成することで,closedなグラフであることを保証 し,
さらに各ノー ドか らノー ド数の10%つつランダムにエ ッジを発生 させた。よっ
て,nノ ー ドグラフのエッジの総数はn×{(〃/10)+IIである。また,各 エ ッ
ジのウェイ トは1～10の範囲でランダムに設定し,各 グラフにおける各 ノー ド
のウェイ トは固定 とした。
メタ戦略の重要な要素 としてパ ラメータの設定があ り,これによって解の質
が大きく左右 される。通常,こ れらの値は事前の数値実験によって設定を行う
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もので ある。TabuSearchでは,TabuLengthの設 定が 必要 であ る。Tabu
Lengthは事前 に500ノー ドの グラ フでい くつ かのパ ラメー タで実験 を行 った。
この予備実験 は異 なる10種類 のグ ラフ,グ ラ フ1～ グラ フ10に対 して行 い,そ
の 平 均 か ら20が最 良 で あ った た めTabuLengthとして採 用 した。 また,
LongtermmemoryのBIAS値も同様 に実験 を行 った ところ,0.20が最 良で あ
った ため,0.20に設 定 した。SimulatedAnnealingに関 しては初期温度,温 度
減少係数,終 了基準温 度,内 側 ルー プの 回数,そ の増加係 数の設定が必 要で あ
る。初期温 度 は高 いほ ど良い コス トが得 られるが,高 す ぎる と無駄 な探 索が増
え,計 算 時 間が増加 す る。初期 温度 と終 了基準 はAcceptanceRatioと同時 に
計測 し,AcceptanceRatioが0.7～0,0003となる ように初期温 度 を15,終了基
準 を0.01に設 定 した。 つ ぎに温度 の減少係数 は1に 近 いほ どゆ っ くりと冷却 さ
れる こ とにな るた め,1に 近い ほ どコス トが改 善 され るが,こ れ も同様 に大 き
す ぎると計算 時間が劇 的に増加す る。 これ も同様 にい くつ かの係数 に対 して コ
ス トと計算時 間 を計測 した ところ,0.97までは コス トの改 善が見 られるが,そ
れ以上 はコス トは改善 されず計算時 問だ けが増加 す るため,0.97を採用 した。
また,内 部 ループの 回数 は100とし,増 加 係数 は計算 時間 との トレ 一ー・ドオフで
1.03とした。GeneticAlgorithmではPopulation数と突然 変異 発生 率 を設 定
す る必 要が あ る。Population数は個体 群 に含 まれ る個体 の総数 で あ り,多 い
程 良い コス トが得 られ る傾 向 にあ るが,多 い程計算 時聞が増加 す る。 これ もい
くつか のPopulationで実験 を行 った。Populationを増加 させ るほ どコス トが
低 下す るが,計 算 時 間 も劇 的に増加 す る。実 験の結 果,300まで は減 少傾 向 を
示 したが,そ れ 以上 は停 滞傾 向で あった ため300を採用 した。 また,突 然変 異
発生率 も同様 に実験 を行 い,最 良で あった0.04を採 用 した。 これは1イ テ レー
シ ョンにお ける各個 体 に対 する確 率 である。
今 回 実 験 に 用 い た 環 境 はlnte1CeleronProcessor/400MHzを搭 載 した
PC/AT互換 機 のLinux上で実験 を行 った。表1に8ブ ロ ックの分割 問題 にお
ける実験 結果 を示 した。SimulatedAnnealing,GeneticAlgorithmに関 して
はアル ゴリズ ム中 に確 率要素 があ るため,そ れ ぞれ10回実験 を行 い,そ の平均
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表1:ComputationalResultobtainedusingLS,TS,SAandGA
Algorithm 100 200 300 400 500
LocalSearch 3838.016526.038252.069282.0108484.0
TabuSearch 3812.016335.037710.068843.0108055.0
Simulated
Annealing
AVG 3704.816269.637794.068968.8108425.6
MIN 3687.016238.037744.068770.0108302.0
MAX 3734.016342.037879.069104.0108526.0
GeneticAlgorithm
AVG 4491.418559.42671.075423.0118619.4
MIN 4346.018438.042580.075204.0118457.0
MAX 4558.018647.042765.075822.0118936.0
表2ComputationalTimeobtainedusingLS,TS,SAandGA(sec)
Algorithm 100 200 300 400 500
LocalSearch 1.40 24.58 137.78756.561391.83
TabuSearch 7.25 93.66 423.361357.882210.26
SimulatedAnnealing29.49 75.41 147.51 230.50307.12
GeneticAlgorithm 1ユ0.8ユ 500.45974.5ユ 1814.661886.03
をAVGに,最 小値をMINに,最 大値 をMAXに 示 した。また,表2は その
計算時間を示 した。
LocalSearchは,TabuSearchやSimulatedAnnealing等と比較 してそれ
ほど良いコス トは得 られなかった。このアルゴリズムは局所最適解に陥ると脱
出手段 をもたないため,こ れ以上の改善を行うことができなくなる。最初に局
所最適解に陥った時点で探索 を終了 してしまうことから,他 の局所最適解から
の脱出手段をもつアルゴリズムと比較 して解の質が劣 ることは明らかである。
TabuSearchは比較 的 良い結果 を出 してい るが,今 回採用 したTabu
Searchの近傍 は全近傍を探索す る必要があるため,計 算時間が大 きく,ノー
ド数の増加 とともに計算時間が増加する。このため,TabuSearchは比較的
少ないノー ド数のグラフにおいては効果的であるが,ノ ー ド数が多いグラフに
対 しては現実的ではない。
SimulatedAnnealingに関 してはTabuSearchと同レベルの コス トが得 ら
れた。少ないノー ド数のグラフにおいては計算時間が他のアルゴリズムよりも
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長いが,比 較的大規模なグラフに対 しては他のアルゴリズムよりも圧倒的に短
い計算時間で探索 を完了する。
SimulatedAnnealingの近傍生成は,確 率的にノー ドを選択するものである
ため,他 のLocalSearchやTabuSearchのように全近傍 を探索するものに比
較するど圧倒的に短い時間で1イテレーシ ョンを完了する。さらに,ノ ー ド数
やブロック数の影響 も受けにくい。実験結果で示される,ノ ー ド数に対する計
算時間の増加のほとん どはSimulatedAnnealingのアルゴリズムそのものでは
なく,ノー ドの交換処理などのグラフ操作に関する部分が大部分を占めるのが
原因である。
また,GeneticAlgorithmは今回の標準的な構成のアルゴリズムにおいては
LocalSearchにも及ばなかった。GeneticAlgorithmに関しては近傍構造の改
善等で若干改善が得 られる可能性 もあるが,本 質的に本問題のような組合せ最
適化問題には適用 しにくいアルゴリズムであ り,LocalSearchなどの局所性
のあるアルゴリズムとのハイブリッ ドが有効であろう。
5並 列処理とMPl
これまでのアルゴリズムは逐次的に実行 を行う,い わゆるフォンノイマ ンマ
シンと呼ばれる逐次計算モデルに基いたコンピュータで計算 されるものであ
る。このモデルはシンプルである反面,単 一のプロセッサで全ての処理を行 う
ため処理能力はそのプロセ ッサの能力に依存する。 これまで組合せ最適化問題
を解 くためのアルゴリズムはコンピュータの進化 とともに発展 してきた。 しか
しなが ら単一のプロセッサの性能はすでに限界に達 してお り,ベク トル計算機
等のスーパーコンピュータもすでに頭打ちの状態で,並 列化によって性能を確
保 しているのが現状である[2]。並列処理は複数のプロセッサを協調させて利
用することで計算時間を短縮 させ る新 しいパラダイムであ り,組合せ最適化問
題に対す る新たな近似解法を展開するものであろう。
今回の実験では,並 列処理を実現する手段 としてMPI(MessagePassing
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Interface)ライブ ラ リを採用 した。MPIは メ ッセー ジ通信 を行 うた めの ライ
ブ ラリ標 準 であ るが,そ の利 点 はポー タビ リテ ィ と使 いやす さにあ る。MPI
は分散 メモ リのマルチ プロセ ッサ,ワ ー クス テーシ ョンの ネ ッ トワー ク,ま た
これ らの組み合 わせ の環境 で も動作す る ように設計 され,さ らに共有 メモ リで
も実現 可能 である[3]。
今 回並 列 アル ゴ リズム の実験 を行 っ た環境 は,い くつ か の独 立 した コ ンピ
ュー タをネ ッ トワー クに接続 し,そ れ をプ ロセ ッサ間の通信路 として利用す る
もので,ワ ークステー シ ョンクラス タの一形態 である。そ のネ ッ トワーク構 成
は,100BASE-TXEthernetを用 い,各 コ ン ピュー タをFastEthernetSwitch-
ingHUBへ接 続 した。 コ ン ピュー タはIntelCeleronProcessor/400MHzを搭
載 した同性 能の コ ンピュー タを4台 使用 し,OperatingSystemにはLinuxを
採用 した。
この環境 にお いてMPIの 通信 パ フオーマ ンス テス トを行 った ところ,1024
バ イ トブ ロ ックの 実効転 送速 度 は1.3Mbps程度 であ った。 また,ブ ロ ックサ
イズ を大 きくした ピー ク性能 で も23Mbps程度 であ った。 この通信路 のバ ン ド
幅 の狭 さは弱結合 であ るワークステ ーシ ョンクラス タの欠点 であ り,専 用 の並
列計算 機等 と比 べて大 きく劣 る点 となってい るこ とか ら,ア ルゴ リズ ムを構 成
す る際 に通信量 をで きるだけ抑 えるこ とが求 め られる。
6近 傍分割並列TabuSearch
TabuSearchは全近傍 を探索す る性質上,多 大 な計算時間を必要 とし一定
のノー ドを超えると現実的な計算時間では解 を得ることがで きな くなる。そこ
で,近 傍分割並列TabuSearchはTabuSearchの近傍探索プロセスを並列化
することで探索時間を短縮するものである。
このアルゴリズムでは,プ ロセス数p個 において探索する近傍空間N(x)を
Nl(x),N2(x),...,!曽(x)に分割 し各プロセスに割 り当てることで1プ ロセスあ
た りの探索する領域を制限することで,探 索時間を短縮する。 これは探索する
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ブロックのペアを各 プロセスに割 り当てることによって行 った。
このアルゴリズムは通常のTabuSearchと同様に全組合せに対 して探索 を
行うが,プ ロセスあた りの探索範囲が限定されるため探索量 を大幅に削減する
ことがで きる。 とくにTabuSearchでは交換対象 ノー ドの探索が計算時間の
もっとも大 きなウェイ トを占めてお り,この部分の改善は大幅な計算時間短縮
を期待することができる。
7TokenPassing並列TabuSearch
近傍分割並列TabuSearchではTabuSearchにおける近傍探索 を並列化
し,計算時間の短縮を試みた ものであるが,確 かに計算時間は効率的に縮約で
きるが解の質は従来の逐次的なTabuSearchと同一である。 ここで提案する
アルゴリズムはTabuSearchを基礎 として高度に並列化す ることで,探 索時
間の短縮,及 びさらなる解の質の改善を狙うものである。
このアルゴリズムは図2に 示 されるように割 り当てを管理するTokenを用
いて問題を複数の部分問題 に分割 し,それを各プロセ ッサに割 り当て局所的に
TabuSearchによる探索を行 うものである。さらにSuperMoveによって集合
的な移動を行い,生 成 された部分解 を各プロセッサ間で互いに交換することで
完全解 を生成し整合を得る。この種の問題を並列化する際に問題となるのは,
分割方法 と同期である。近傍分割並列TabuSearchでは近傍 を分割 して探索
を分散させることで計算時間は短縮するが解の質は逐次アルゴリズムと同等で
ある。並列環境 において解の質を改善するためには複数の探索 を同時に行 うこ
とで探索数を増やすことが求め られる。しか し,複数の探索を行 うと複数の解
が生成され,そ れを同期 させ整合性を保たなければならない。
以上の問題 を解決するために,こ のアルゴリズムでは,問題そのものを分割
して各プロセスに割 り当てるものとし,探索するブロックのペアを割 り当てる
が,こ のときにプロセス間での独立性 を高め不整合 を防 ぐために同じブロック
が複数のプロセスに割 り当てられる重複を防 ぐように割 り当てる必要がある。
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図2:TokenPassingParallelTabuSearch
これ を実現す るため に,TokenPassingを採 用 した。TokenPassingは
Tokenと呼ばれる配列 を各プロセス問で巡回させ るものである。Tokenはブ
ロックの割 り当て情報 を記録 し,Tokenを持 っているプロセスだけがブロッ
ク割 り当てを行 う権利 を有する。Tokenを持つプロセスはTokenに記録 され
ている割 り当て情報を参照し,割り当て られていない空 きブロックを予約する。
この とき,Tokenに割 り当て済みのマークをしてから次のプロセスへ送信す
る。この仕組みにより,各プロセス問のブロック割 り当ての調停時に重複 を防
ぐもの とした。
各プロセス間の解の整合性 に関 しては,一 定期間の探索を終えた ら結果を各
プロセスに送信することで整合性 を得るものとした。各プロセスはTokenか
ら得たブロックのペアを一定期間探索 し,その間移動 した頂点を記憶 してお く。
探索終了時に移動 した頂点の情報を各プロセスに送信 し,他 のプロセスは任意
の時点で受信 した移動を強制的に行う。 この とき,各 プロセスに割 り当てられ
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ているブロックは独立 したものであ り,重複 は有 り得ないため,他 のプロセス
の探索には全 く影響 しない。 このように各プロセスが非同期で探索 を行うこと
で,同期タイミングにとらわれない自由度の高い探索を行 うことが可能 となる。
以上のように各プロセスは,Tokenの取得,ブ ロックの割 り当て,探 索,
解 の同期,Tokenの開放を繰 り返すことで解 を収束させていく。探索 を他の
プロセス より先に終えた場合 において も,Tokenさえ取得で きれば新 しい探
索を他のプロセス と非同期に行えることが このアルゴリズムの特徴である。 こ
の方法では,グ ラフのブロック数や並列環境のプロセス数,ま た各プロセスの
計算速度などに影響 されずに,か つ リソースをで きるだけ有効に利用すること
が可能 となる。また,こ の方法によってプロセス間でブロック割 り当ての調停
を行った場合,各 プロセスはそれぞれ完全に独立 した部分問題を持つため,各
プロセス上で異なる戦略を取ることもで きる。また,ブ ロック割 り当て時に各
プロセスが持つ戦略に最も適 したブロックペアを各プロセスのポリシーにより
選択することも可能となる。
今回採用 した戦略は,い くつかの実験を行 った結果 ランダムにブロックを割
り当て多様性 を持たせ,TabuSearchによって短時間で収束させ ることが最
も良い結果であったためこれを採用 した。この戦略の特徴は,Tokenが一周
するだけの割 り当てしか行わないことである。例えば,8ブ ロックのグラフで
あった場合,そ のブロックのペアの組み合わせは28通りあるが,こ れを4プ ロ
セスで探索 した場合,4ペ アの組み合わせ しか探索を行わない ことを示す。探
索範囲の限定は解の質を低下させ る原因 ともな りうるが,こ のアルゴリズムで
は各プロセッサで局所的に探索を強化 し,部分解の生成を行うことで解 の質を
向上させた。
さらに,各 プロセスにおいて割 り当て られたブロックの探索を終 え,同期を
取 るまえにSuperMoveを行った。SuperMoveはブロック内のあるノー ド
集合 をまとめて交換す るものである。図3は その一例である。まず2つ のブロ
ック内からノー ドをい くつか選択する。それらの各ノー ドに接続 されているエ
ッジのなかで最 もエ ッジコス トが大きい ものを1つ選択 し,'その先にあるノー
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ドを選択する。図の例だとノー ドaに接続 されているエ ッジで最 もエッジコス
トが大 きいエッジAを 選択 し,そ の先 にあるノー ドbを選択する。この2つ
のノー ドと1つのエ ッジを1セ ットとし,ブロックか ら選択 されたい くつかの
ノー ドに対 してこのセットを生成する。これを2つ のブロックに対 して行った
後,生 成されたセ ットの交換 で発生するコス ト差 を計算する。その中で最もコ
ス トを改善するセ ットのペアを交換する。
この戦略は,例 えばノー ドaのみを移動 した場合,エ ッジAが 新たに外部
コス トとなるが,こ のコス トが大 きい場合,ノ ー ドa及びノー ドb単 体では
移動 しに くいことになる。そこで,ノ ー ドaとb及 びエ ッジAを まとめて他
のブロ ックへ移動 させ ることによりエ ッジAを 外部 コス トにすることな く
ノー ドを移動 させることが可能 となる。また,こ れらのノー ドを効果的に選択
するために,ブ ロックか らノー ドを選択するときに最も移動回数の少ないノー
ドを選択するというTabu効果 とは逆の移動を促進す るための選択を行 う戦略
を採用 した。 これはLongtermMemoryを用 いることで移動回数の少ない頂
点を選択することによって実現 した。
図4に その アル ゴリズム を示 す。4:=CatchToken(xt);は,Tokenを取得
し解xtか ら部 分 問題 を割 り当て る 関数 で あ る。 また,SendSubSolution(イ,
q;q・1,2,...n,p≠q);は,プロセ ッサp上 で生 成 した部分解4を 他 の プロセ ッ
サqへ 送信す る関数で あ り,ReceiveSubSolution(x9,q=1,2,...,n,p≠q);は,
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t:=0;
xo:=InitialSolution;
repeat
x努:=CatchToken(Xt);
repeat
曜+1:=impTL(xg,TL);
TL:=TLU{xg}＼{ω卜TL}
t:=t十1;
untilIocal-100P
SuperMove(xg);
SendSubSolution(xg,(1;q=1,2,...n,P≠9・);
x9=ReceiveSubSolution(ω2;q=1,2,_n,p≠q);
xt:=SynchronizeSolution(xg;P=1,2,_n);
untilstoP-criterion
図4:TokenPassingParallelTabuSearch
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プ ロ セ ッサq上 で 生成 され た部 分 解 κ7を受信 す る関 数 を意 味 す る。Xt:=
SynchronizeSolution(イ;p=1,2,_n);は各 プ ロセ ッサpで 生成 され た部 分解
を整合し完全解 κ,を生成す るものである。
8並 列実験結果
実験 に用いたグラフは逐次アルゴリズムに用いたもの と同様なグラフ構造で
ある。また,この実験は近傍分割並列TabuSearchでは2か ら4プ ロセッサの,
TokenPassing並列TabuSearchでは4プ ロセッサによる比較を行った。
並列TabuSearchにおいても,逐 次アルゴリズムと同様 にパラメータを適
切に設定 しなければならない。これも同様に事前の数値実験 によって設定を行
う。
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近傍 分割型TabuSearchはTabuSearchの近 傍探索 部分 のみ をその まま並
列化 した もの であ るた め,必 要 なパ ラメー タは通常 のTabuSearchと同様 に
TabuLengthの設 定が必 要 であ る。 この値 は対象 とす る問題 に対 して適切 に
設 定 しなけれ ば な らない。 今 回 はSequencialと同様 に予備 実験 に よ り20を採
用 した。
TokenPassingによる並 列TabuSearchにお いて は,通 常 のTabuLength
などのパ ラメー タに加 えて,ロ ー カルループの 回数 を設定す る必要 があ る。各
プ ロセ ッサは まず ロー カルループで指定 された イテ レー シ ョンの問,割 り当て
られ た ブ ロック に関 して,ロ ー カ ルでTabuSearchによる探 索 を行 う。 探索
を終 えたのち に通信 を行 い部分解 を合成す る。 このロー カル ループ数 は短す ぎ
る と部分解 の合 成の ための通信 が頻繁 に発生 し,粒 度 が細 か くな り全体 のパ フ
ォーマ ンスが低 下す る。 しか しなが ら,長 す ぎると解 の質が低下す る傾向 にあ
る。500ノー ド16ブロ ックと1000ノー ド8ブ ロ ックで実験 を行 った結果,5が
最 良 であ ったた め5回 を採用 した。 またTabuLengthは通常 のTabuと 異 な
り,部 分問題 に対 す る長 さであ るため,こ れ も同様 に計測 を行 った。この結 果,
2が最良 であったた め2を 採用 した。
8。1近 傍分割型並列TabuSearch
実験結果を図5に 示 した。SeqTSは通常のTabuSearchであ り,PTS-2p
は2プ ロセ ッサの,PTS-4pは4プロセ ッサの近傍分割型並列TabuSearch
である。 このアルゴリズムはTabuSearchの近傍探索部分を並列化 したもの
であ り,解の質はTabuSearchと同一であるため,探 索時間のみを示 した。
このアルゴリズムでは近傍探索範囲を各プロセッサに分散させることで計算
時間の短縮を狙 うものであるが,こ の近傍探索範囲の分割はブロックのペア単
位で行われる。2つ のブロックの組み合わせ数が実行環境のプロセ ッサ数で割
り切れる値であれば,計 算時間の理論値 は1∠Processorである。今回は4プ ロ
セッサで実験を行ったが,計 算時間は2プ ロセッサで平均1/1.63に,4フ.ロセ
ッサで平均1/2.98に改善 されている。これは並列処理特有のプロセ ッサ問通信
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図5:近 傍分割並列TabuSearchTime(sec)
等の処理が入るため,線 形に減少はしないものの比較的に効率的に並列化 され
ていることが確認できる。TabuSearchの近傍探索は非常に計算時間を要す
る処理であ り,交換するデータも非常に少ないことから,粒度が粗 く通信量の
少ないアルゴリズムであるといえる。
8.2TokenPassing並列TabuSearch
実、験結 果 を表3に は100から500ノー ドの コス トを,表4に は600から1000ノー
ドの コス トを,ま た表5に は100から500ノー ドの計算 時 間 を,表6に は600か
ら1000ノー ドの計算 時 間 を示 した。TSは 通 常 のTabuSearchであ り,SA
はSimulatedAnnealing,TP.TSはTokenPassing並列TabuSearchであ る。
TokenPassing並列TabuSearchにお いて は,SequencialTabuSearchと
比較 して,計 算時 間,解 の 質の両方 にお いて改善が認 め られた。 このアル ゴ リ
ズ ムでは,近 傍探索 にお いてブ ロックの組合 せ をプロセ ッサ数 に限定す る。従
来 のTabuSearchの全 探索 で は8分 割 に対 して28通りの ブロ ックの組合 せ に
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表3:ComputationakResultobtainedusingTS,SAandTP.TS(100-500node)
Algorithm 100 200 300 400 500
TS
1
3812.016335.037710.0 68843.0108055.0
SA AVG 3704.816269.6 37794.068968.8108425.6
SA MIN 3687.016238.037744.068770.0108302.0
SA
.
MAX 3734.016342.037879.069104.0108526.0
TP,TS AVG 3787.216270.037645.068653.6107607.6
TP.TS
I
MIN 3774.016219.037583.068520.0107427.0
TP.TS
I
MAX 3801.016334.037706.068761.0107761.0
表4:ComputationalResultobtainedusingTS,SAandTP.TS(600-1000node》
Algorithm 600 700 800 900 1000
TS 157788.0216037.0284427.0362989.0448997.0
SA AVG
.
157643.2216348.2284325.4362909.4447511.0
SA MIN
.
157549.0216155.0284153.0362369.0447367.0
SA MAX 157880.0216730.0284828.0363012.0447840.0
TP。TS AVG 156887.2215295.8283407.8361363.8446172.0
TP.TS MIN 156746.0215183.0283134.0361204.0445922.0
TP.TS
I
MAX
1
156988.0215356.0283778.0361571.0446351.0
表5:ComputationalTimeobtainedusingTS,SAIandTP.TS(100-500nodeXsec)
Algorithm 100 200 300 400 500
TS 7.25 93.66 423.36 1357.882210.26
SA 29.49 75.41 147.51 230.50 307.12
TP.TS 3.50 24.51 90.8 254.34 573.07
表6:Computational丁imeobtainedusingTS,SAandTP.TS(600-1000nodeXsec)
Algorithm 600 700 800 900 1000
TS
1
4456.195797.717385.289205.0010832.89
SA 385.80 464.98 548.88 628.17 700.38
TP.TS 1068.531100.84 2059.992659.273543.63
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対 して探索を行 うが,今 回実験を行った4プ ロセッサ上では4通 り組合せに対
する探索 しか行わないものであ り,これによって計算時間の大幅な短縮 を実現
するとともに,有 効な解を導出 しているのが特徴である。また,こ の探索は各
プロセッサ上のローカルループで局所的な探索が複数行われることで表3,4
よ り解の質の改善が確認され,ノー ド数が少ないものを除いて,最悪値(MAX)
で さえSimulatedAnnealingを凌 ぐ解 が得 られた。計 算時 間 もSimulated
Annealingには至 らない ものの,従 来の逐次的なTabuSearchより大幅に時
間が短縮 され実用的な時間内で探索可能な効率的な並列アルゴリズムと言え
る。
9お わ りに
グラフ分割問題 に対 して基本的な構成からなる各種メタ戦略アルゴリズムを
構成 し数値実験に よって実際的 な評価 を行った。 その結果,GeneticAlg()-
rithmは本問題のような組合せ最適化問題に対 しては良い結果が得 られなかっ
た。一方,SimulatedAnnealing,TabuSearchは優 れた結果を示 し,と く
にSimulatedAnnealingにおいては解の質,計 算時間ともに他のアルゴリズム
を凌 ぐ結果を示 し,問題のサイズが大 きいものに対 しては計算時間の観点か ら
SimulatedAnnealingが最も効果的であるといえる。以上の実際的な分析 は応
用分野における利用に際 しての有効な知識 となるであろう。
また,TabuSearchにおいてはその性質上,多 大な計算時間を要 した。そ
こで新 た な並列 とい うパ ラダイム を組 み込んだ近傍分 割型 の並 列Tabu
Searchを提案 し,TabuSearchにおいて最も計算時間を要する近傍探索部分
を各プロセ ッサに分散させることで効率的な並列化を行うことで計算時間を大
幅に縮約することができた。 この手法は問題サイズにあわせてプロセッサ数を
増加 させることで,計 算時間をさらに短縮することも可能であり,よ り大 きな
問題で も現実的な時間で解 を得 ることがで きるであろう。 さらに,Token
Passingを用いた問題分割型の並列TabuSearchを提案し,こ のアルゴリズム
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によって計算時間の大幅な短縮 を可能 とし通常のSimulatedAnnealingを凌 ぐ
解 を得 ることができた。 この手法ではTokenによって並列計算環境 に依存せ
ずに部分問題を割 り当てることを可能とした資源管理を考案 し,プ ロセッサ数
やプロセッサ性能が異なるものが混在するシステムにおいてもで きるだけ効率
的に解を得 ることを可能とした。 また,各 プロセッサには完全 に独立 した部分
問題が割 り当て られるため,プ ロセッサ独自の戦略で部分問題 を解 くこともで
き,一つの問題に対 して様々な戦略を複数同時に適用することも実現できる。
同時に各プロセ ッサにおいて他のプロセッサの状態に依存せずに非同期に探索
を行うこともできるであろう。このようにシステムに対 して柔軟 な対応を実現
したことで,ワ ークステーションクラスタ特有のスケーラビリティを生かした
アルゴリズムであるといえる。
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