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complex via subsurface projections
Yohsuke Watanabe∗
Abstract
A classical inequality which is due to Lickorish and Hempel says that
the distance between two curves in the curve complex can be measured
by their intersection number. In this paper, we show a converse version;
the intersection number of two curves can be measured by the sum of
all subsurface projection distances between them. As an application of
this result, we obtain a coarse decreasing property of the intersection
numbers of the multicurves contained in tight multigeodesics. Further-
more, by using this property, we give an algorithm for determining the
distance between two curves in the curve complex. Indeed, such algo-
rithms have been also found by Birman–Margalit–Menasco, Leasure,
Shackleton, and Webb: we will briefly compare our algorithm with
some of their algorithms, for detailed quantitative comparison of all
known algorithms including our algorithm, we refer the reader to the
paper of Birman–Margalit–Menasco [1].
1 Introduction
Let S = Sg,n be a compact surface of genus g and n boundary components.
Throughout the paper, we assume
• curves are simple, closed, essential, and not parallel to any boundary
component. Arcs are simple and essential.
• the isotopy of curves is free and the isotopy of arcs is relative to the
boundaries setwise unless we say pointwise.
∗The author was partially supported from U.S. National Science Foundation grants DMS
1107452, 1107263, 1107367 ”RNMS: Geometric Structures and Representation Varieties”
(the GEAR Network).
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We denote the complexity of Sg,n by ξ(Sg,n) = 3g + n − 3 and the Euler
characteristic of Sg,n by χ(Sg,n) = 2− 2g − n.
In [4], Harvey associated the set of curves in S with the simplicial complex,
the curve complex C(S). Suppose ξ(S) ≥ 1. The vertices of C(S) are isotopy
classes of curves and the simplices of C(S) are collections of curves that can
be mutually realized to intersect the minimal possible geometric intersection
number, which is 0 for ξ(S) > 1, 1 for S = S1,1, and 2 for S = S0,4. We
also review the arc complex A(S), and the arc and curve complex AC(S).
Suppose ξ(S) ≥ 0, the vertices of A(S) (AC(S)) are isotopy classes of arcs
(arcs and curves) and the simplices of A(S) (AC(S)) are collections of arcs
(arcs and curves) that can be mutually realized to be disjoint in S.
In this paper, we focus on the 1–skeletons of the above complexes. We
assign length 1 to each edge, then they are all geodesic metric spaces, see [3].
Suppose x, y ∈ C(S) and A,B ⊆ C(S); we let dS(x, y) denote the length of
a geodesic between x and y, and we define dS(A,B) as the diameter of A∪B
in C(S). Suppose x, y ∈ AC(S) and A,B ⊆ AC(S); the intersection number,
i(x, y) is the number of minimal possible geometric intersections of x and
y in their isotopy classes. We say x and y are in minimal position if they
realize the intersection number. Lastly, we define i(A,B) =
∑
a∈A,b∈B
i(a, b).
We review the following classical inequality, which is due to Lickorish [8]
and Hempel [5]. For the rest of this paper, we always assume the base of log
functions is 2, and we treat log 0 = 0.
Lemma 1.1 ([5],[8]). Let x, y ∈ C(S). Then,
dS(x, y) ≤ 2 · log i(x, y) + 2.
In this paper, we prove a converse to Lemma 1.1. However, since we can
easily find x, y ∈ C(S) such that i(x, y)  0 and dS(x, y) = 2, we need to
manipulate the left–hand side of the above inequality; we take all subsurface
projection distances into account. Before we state our results, we recall a
beautiful formula derived by Choi–Rafi [2]. First, we define the following.
Definition 1.2. Suppose n,m ∈ Z.
• By n
K,C
≤ m, we mean that there exist K ≥ 1 and C ≥ 0 so that
n ≤ Km+C. By n K,C= m, we mean that there exist K ≥ 1 and C ≥ 0
so that
1
K
·m−C ≤ n ≤ Km+C. We call K a multiplicative constant
and C an additive constant. We also use notations n  m, n ≺ m
instead of n
K,C
= m, n
K,C
≤ m respectively.
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• We let [n]m = 0 if n ≤ m and [n]m = n if n > m. We call m a cut–off
constant.
Recall that a marking is a collection of curves which fill a surface.
Choi–Rafi showed
Theorem 1.3 ([2]). There exists k such that for any markings σ and τ on
S,
log i(x, y) 
∑
Z⊆S
[dZ(σ, τ)]k +
∑
A⊆S
log[dA(σ, τ)]k,
where the sum is taken over all subsurfaces Z which are not annuli and A
which are annuli.
Choi–Rafi used Masur–Minsky’s well–known distance formula [9] to derive
one direction of the above quasi–equality, which is Theorem 1.5 in the setting
of markings; the argument goes back to Rafi’s work in [10]. In this paper, we
also prove that direction in the setting of curves where we have more freedom
on cut–off constants. We note that our result (in the setting of curves) and
Choi-Rafi’s result (in the setting of markings) are closely related, see [12].
However, in this paper, we give a more direct approach; in particular, we
do not use the distance formula in our proofs. As a consequence of this
approach, we can compute cut–off, additive and multiplicative constants, see
Theorem 1.4 and Theorem 1.5; this effectivizes Choi–Rafi’s work since those
constants are not given in [2].
Now, we state our results. Throughout the paper, we often use the
expression on the right–hand side of the formula in Theorem 1.3. We always
assume the subsurfaces with log are annuli and the subsurfaces without log
are non–annuli. We also note that in some cases, we will take a sum over
specific subsurfaces; therefore, we always specify them under the
∑
–symbols.
For instance, in Theorem 1.3,
∑
Z⊆S
and
∑
A⊆S
indicate that all subsurfaces in
S are considered.
Let M = 200. We first show
Theorem 1.4. Suppose ξ(S) = 1. Let x, y ∈ C(S). We have
• log i(x, y) ≤ k3 ·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
+ k3 for all
k ≥M .
• log i(x, y) ≥ 1
2
·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
− 2 for all k ≥
3M .
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In order to prove Theorem 1.4, we make new observations in §3 such as
Theorem 3.4.
Furthermore, by an inductive argument on the complexity, we prove
Theorem 1.5. Suppose ξ(S) > 1. Let x, y ∈ C(S). For all k > 0, we have
log i(x, y) ≤ V (k) ·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
+ V (k)
where V (k) =
(
M2|χ(S)| · (k + ξ(S) ·M))ξ(S)+2.
As an application of the above theorems, we study the intersection
numbers of the multicurves which are contained in tight multigeodesics; we
will observe a special behavior of tight geodesics under subsurface projections,
which is Lemma 2.8, and apply the above theorems. This is a new approach
to study the intersection numbers on tight multigeodesics: we obtain the most
effective result known so far. For the rest of this paper, given x, y ∈ C(S),
gx,y will denote a geodesic between x and y, unless we specify that it is a
multigeodesic.
We show
Theorem 1.6. Suppose ξ(S) ≥ 1. Let x, y ∈ C(S) and gx,y = {xi} be a
tight multigeodesic such that dS(x, xi) = i for all i. We have
i(xi, y) ≤ Ri · i(x, y) for all i, where R = ξ(S) · 2V (M).
We note that we have a stronger statement in Theorem 1.6 when ξ(S) = 1,
see Lemma 3.2.
Indeed, we can use Theorem 1.6 to compute the distance between two
curves in the curve complex:
Corollary 1.7. There exists an algorithm (based on Theorem 1.6) which
determines the distance between two curves in the curve complex.
We remark that such algorithms have been also found by Birman–
Margalit–Menasco [1], Leasure [7], Shackleton [11], and Webb [14]. Here, we
omit the details of the comparison on all known algorithms since it has been
discussed carefully in the paper of Birman–Margalit–Menasco [1]. However,
for example,
• our algorithm is more effective than Shackleton’s algorithm [11] since
Theorem 1.6 is more effective than Theorem 6.1, which was proved by
Shackleton in [11].
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• our algorithm is more effective than Birman–Margalit–Menasco’s al-
gorithm [1] when the distance between two curves is “large”, while
their algorithm is more effective than our algorithm when the distance
between two curves is “small”.
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2 Background
The goal of this section is to establish our basic tools which are subsurface
projections and tight geodesics from [9].
2.1 Subsurface projections
We let R(A) be a regular neighborhood of A in S where A is a subset of S.
Also, we let P(C(S)) and P(AC(S)) be the set of subsets in each complex.
2.1.1 Non–annular projections
Suppose Z ⊆ S is not an annulus. We define the map
iZ : AC(S)→ P(AC(Z))
such that iZ(x) is the set of arcs or a curve obtained by x ∩ Z where x and
∂Z are in minimal position.
Also we define the map
pZ : AC(Z)→ P(C(Z))
such that pZ(x) = ∂R(x ∪ z ∪ z′), where z, z′ ⊆ ∂Z such that z ∩ ∂(x) 6= ∅
and z′ ∩ ∂(x) 6= ∅. See Fig. 1. If x ∈ C(Z) then pZ(x) = x. We observe
|{pZ(x)}| ≤ 2.
The subsurface projection to Z is the map
piZ = pZ ◦ iZ : AC(S)→ P(C(Z)).
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Figure 1: pZ(x) = ∂R(x ∪ z ∪ z′).
If C ⊆ AC(S), we define piZ(C) =
⋃
c∈C
piZ(c).
Now, we observe the following.
Lemma 2.1. Suppose Z ⊆ S is not an annulus. If x ∈ AC(S), then
|{iZ(x)}| ≤ 3|χ(S)| and |{piZ(x)}| ≤ 6|χ(S)|.
Proof. The first inequality follows from the fact that the dimension of AC(Z)
is bounded by 3|χ(Z)| − 1 ≤ 3|χ(S)| − 1, which can be proved by an Euler
characteristic argument; for instance, see [6].
For the second inequality, we observe that if y ∈ AC(Z) then |{pZ(y)}| ≤
2.
2.1.2 Annular projections
Suppose Z ⊆ S is an annulus. Fix a hyperbolic metric on S, compactify
the cover of S which corresponds to pi1(Z) with its Gromov boundary, and
denote the resulting surface by SZ . Here, we define the curve complex of
annuli by altering the original definition; we define the vertices of C(Z) to be
the isotopy classes of arcs whose endpoints lie on two boundaries of SZ , here
the isotopy is relative to ∂SZ pointwise. Two vertices of C(Z) are distance
one apart if they can be isotoped to be disjoint in the interior of SZ , again
the isotopy is relative to ∂SZ pointwise.
The subsurface projection to Z is the map
piZ : AC(S)→ P(C(Z))
such that piZ(x) is the set of all arcs obtained by the lift of x. As in the
previous case, if C ⊆ AC(S), we define piZ(C) =
⋃
c∈C
piZ(c).
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2.1.3 Subsurface projection distances
Suppose A,B ⊆ AC(S); we define dZ(A,B) as the diameter of piZ(A)∪piZ(B)
in C(Z).
We recall important results regarding subsurface projection distances.
Lemma 2.2 ([9]). Suppose ξ(S) ≥ 1. If x, y ∈ C(S) such that dS(x, y) = 1,
then dZ(x, y) ≤ 3 for all Z ⊆ S.
Now, we observe the following lemma for annular projections.
Lemma 2.3 ([9]). Suppose Z is an annulus in S and the core curve of Z
is x ∈ C(S). Let Tx be the Dehn twist along x. If y ∈ C(S) such that
piZ(y) 6= ∅, then
dZ(y, T
n
x (y)) = |n|+ 2 for n 6= 0.
If y intersects x exactly twice with opposite orientation, then the half twist
about x of y produces a curve Hx(y), defined by taking x ∪ y and resolving
the intersections in a way consistent with the orientation: H2x(y) = Tx(y),
and
dZ(y,H
n
x (y)) =
⌊ |n|
2
⌋
+ 2 for n 6= 0.
Lastly, we recall the Bounded Geodesic Image Theorem which was first
proved by Masur–Minsky [9] and recently by Webb [15] by a more direct
approach.
Theorem 2.4 (Bounded Geodesic Image Theorem). Suppose ξ(S) ≥ 1.
There exists M such that the following holds. If {xi}n0 is a (multi)geodesic
in C(S) and piZ(xi) 6= ∅ for all i where Z ( S, then
dZ(x0, xn) ≤M.
In the rest of this paper, we mean M as M in the statement of the
Bounded Geodesic Image Theorem. We remark that M is computable, and
also uniform for all surfaces. In particular, we take M = 200 in this paper.
See [15].
2.2 Tight geodesics
A multicurve is a set of curves that form a simplex in the curve complex. Let
V and W be multicurves in S; we say V and W fill S if there is no curve in
the complementary components of V ∪W in S. Take R(V ∪W ) and fill in a
disk for every complementary component of R(V ∪W ) in S which is a disk,
then V and W fill this subsurface. We denote this subsurface by F (V,W ).
We observe
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Lemma 2.5. Suppose ξ(S) > 1. Let V and W be multicurves in S. Then,
V and W fill S if and only if dS(V,W ) > 2.
Now, we define tight geodesics.
Definition 2.6. Suppose ξ(S) > 1.
• A multigeodesic is a sequence of multicurves {Vi} such that dS(a, b) =
|p− q| for all a ∈ Vp, b ∈ Vq, and p 6= q.
• A tight multigeodesic is a multigeodesic {Vi} such that Vi = ∂F (Vi−1, Vi+1)
for all i.
• Let x, y ∈ C(S). A tight geodesic between x and y is a geodesic {xi}
such that xi ∈ Vi for all i, where {Vi} is a tight multigeodesic between
x and y.
Masur–Minsky showed
Theorem 2.7 ([9]). There exists a tight geodesic between any two points in
C(S).
Lastly, we observe the following lemma, which states a special behavior
of tight geodesics under subsurface projections:
Lemma 2.8 ([13]). Suppose ξ(S) ≥ 1 and Z ( S. Let x, y ∈ C(S) and {Vj}
be a tight (multi)geodesic between x and y such that dS(x, Vj) = j for all j.
If piZ(Vi) 6= ∅, then
dZ(x, Vi) ≤M or dZ(Vi, y) ≤M.
Proof. We assume ξ(S) > 1 since this case requires more work. Also, we
assume {Vj} is a tight multigeodesic. The proof applies to the case when
{Vj} is a tight geodesic.
Suppose piZ(Vj) 6= ∅ for all j > i. By Theorem 2.4, we have dZ(Vi, y) ≤
M.
Suppose piZ(Vk) = ∅ for some k > i. We have two cases.
If k > i+ 1: By Lemma 2.5, we observe piZ(Vj) 6= ∅ for all j < i since
dS(Vk, Vj) > 2, i.e., Vk and Vj fill S. By Theorem 2.4, we have dZ(x, Vi) ≤M.
If k = i+ 1: By tightness, Vi = ∂F (Vi−1, Vi+1); therefore, Z must es-
sentially intersect with F (Vi−1, Vi+1) so that piZ(Vi) 6= ∅. Furthermore, we
observe that Vi−1 and Vi+1 fill F (Vi−1, Vi+1); therefore, if piZ(Vi+1) = ∅ then
piZ(Vi−1) 6= ∅. As in the previous case, we have dZ(x, Vi) ≤ M by Lemma
2.5 and Theorem 2.4.
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3 A Farey graph via the Bounded Geodesic Image
Theorem
Recall that the 1–skeletons of the curve complexes of S1,1 and S0,4 are both
Farey graphs; the vertices are identified with Q ∪ {10 =∞} ⊂ S1.
The following observation is elementary, yet useful in this section.
Lemma 3.1. Suppose ξ(S) = 1. Let x, y ∈ C(S) such that dS(x, y) = 1. If
I and I ′ are the two (open) intervals obtained by removing {x, y} from S1,
then any geodesic between a curve in I and a curve in I ′ needs to contain x
or y.
Proof. Since dS(x, y) = 1, there exists the edge between x and y. The
statement follows from the fact that the interiors of any two distinct edges
of a Farey graph are disjoint.
We will use the above lemma throughout this section. The goal of this
section is to observe Theorem 3.4. First, we prove Lemma 3.2 and Lemma
3.3.
Lemma 3.2. Suppose ξ(S) = 1. Let x, y ∈ C(S) and gx,y = {xi} such that
dS(x, xi) = i for all i. Then, for all 0 < i < dS(x, y), we have
i(xi−1, y)
i(xi, y)
>
3
2
.
Proof. We recall that if st ,
p
q ∈ C(S), then i
(
s
t ,
p
q
)
= k · |sq−pt| where k = 1, 2
if S = S1,1, S0,4 respectively.
We may assume xi−1 = 01 and xi =
1
0 . Let y =
p
q ; we have
• i(xi−1, y) = i
(
0
1 ,
p
q
)
= k · |p|.
• i(xi, y) = i
(
1
0 ,
p
q
)
= k · |q|.
Thus, we have
|y| = |p||q| =
k · |p|
k · |q| =
i(xi−1, y)
i(xi, y)
.
Therefore, it suffices to prove |y| > 32 .
Proof. We suppose |y| ≤ 32 , and derive a contradiction. Assume y > 0,
the same argument works for the case y < 0.
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Assume y ≤ 1: Since there exists the edge between xi−1 = 0 and 1,
gxi,y needs to contain 1, but since dS(xi−1, 1) = 1, our assumption implies
dS(xi−1, y) ≤ dS(xi, y), a contradiction.
Assume 1 < y ≤ 32 : There exists the edge between 1 and 2. Therefore,
gxi,y needs to contain 2 since gxi,y does not contain 1. Furthermore, we
notice that there exists the edge between 32 and 1, so gxi,y needs to contain
3
2 .
However, since dS(xi−1, 32) = 2 as xi−1 = 0, 1,
3
2 is a geodesic, our assumption
implies dS(xi−1, y) ≤ dS(xi, y), a contradiction.
We show
Lemma 3.3. Suppose ξ(S) = 1. Let x, y ∈ C(S) and gx,y = {xi} such that
dS(x, xi) = i for all i. If dR(xi)(x, y) = L, then, for all 0 < i < dS(x, y), we
have
L− 2M ≤ dR(xi)(xi−1, byc) ≤ L+ 2M
or
L− 2M ≤ dR(xi)(xi−1, dye) ≤ L+ 2M,
where xi =
1
0 .
Proof. To prove the statement, it suffices to show the following.
• L−M ≤ dR(xi)(xi−1, y) ≤ L+M.
• dR(xi)(y, byc) ≤M or dR(xi)(y, dye) ≤M.
First inequality: Since piR(xi)(xj) 6= ∅ for all j < i, we have dR(xi)(x, xi−1) ≤
M by Theorem 2.4. Therefore, we have
• dR(xi)(xi−1, y) ≥ dR(xi)(x, y)− dR(xi)(x, xi−1) ≥ L−M.
• dR(xi)(xi−1, y) ≤ dR(xi)(xi−1, x) + dR(xi)(x, y) ≤M + L.
Second inequality: Recall that we assumed xi =
1
0 . There are two cases.
If i = dS(x, y)− 1, then since the set of all vertices which are distance 1
apart from xi is Z,
y = byc or y = dye. =⇒ dR(xi)(y, byc) = 0 or dR(xi)(y, dye) = 0.
If i < dS(x, y)− 1, then y 6= byc and y 6= dye. Consider the two intervals
obtained by removing {dye, byc} from S1. Let Iy be one of those intervals
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Figure 2: When i < dS(x, y)− 1, we have xi /∈ gbyc,y or xi /∈ gdye,y.
which contains y. See Fig. 2. Since there exists the edge between dye and
byc, gxi,y needs to contain byc or dye. This implies
xi /∈ gbyc,y or xi /∈ gdye,y. Theorem 2.4=⇒ dR(xi)(y, byc) ≤M or dR(xi)(y, dye) ≤M.
We have the following key theorem.
Theorem 3.4. Suppose ξ(S) = 1. Let x, y ∈ C(S) and gx,y = {xi} such
that dS(x, xi) = i for all i. If dR(xi)(x, y) = L, then, for all 0 < i < dS(x, y),
we have
L− 2M − 3 ≤ i(xi−1, y)
i(xi, y)
≤ 2(L+ 2M).
Proof. We may assume that xi−1 = 01 and xi =
1
0 . (If we do not have
xi−1 = 01 and xi =
1
0 initially, we can find a mapping class which acts on gx,y
so that we have them.) Therefore, |y| = i(xi−1,y)i(xi,y) . By Lemma 3.2, we observe
that byc 6= 0 and dye 6= 0. Let n ∈ {byc, dye}. Since n = Tnxi(xi−1), Hnxi(xi−1)
if S = S1,1, S0,4 respectively, by Lemma 2.3 we have
dR(xi)(xi−1, n) =

|n|+ 2 if S = S1,1.⌊ |n|
2
⌋
+ 2 if S = S0,4.
Since we always have |n| − 1 ≤ |y| ≤ |n|+ 1 (independent of y > 0 or y < 0),
by the above observation, we have
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• dR(xi)(xi−1, n)−3 ≤ |n|−1 ≤ |y| ≤ |n|+1 ≤ dR(xi)(xi−1, n) if S = S1,1.
• 2·(dR(xi)(xi−1, n)−3) ≤ |n|−1 ≤ |y| ≤ |n|+1 ≤ 2·dR(xi)(xi−1, n) if S =
S0,4.
Therefore, we always have
dR(xi)(xi−1, n)− 3 ≤ |y| ≤ 2 · dR(xi)(xi−1, n).
Here we use Lemma 3.3, and we have
(L− 2M)− 3 ≤ |y| ≤ 2 · (L+ 2M).
We are done by letting |y| = i(xi−1,y)i(xi,y) .
4 Theorem 1.4
By using Theorem 3.4, we prove Theorem 1.4. We first observe the following
lemma which enables us to pick any geodesic between x, y ∈ C(S) to show
Theorem 1.4.
Lemma 4.1. Suppose ξ(S) = 1 and A ( S, i.e., A is an annulus. Let
x, y ∈ C(S). If dA(x, y) > M then ∂A is contained in every geodesic between
x and y.
Proof. By Theorem 2.4, some vertex of gx,y does not project to A, which
means that ∂A is contained in gx,y.
Now, we show
Theorem 4.2. Suppose ξ(S) = 1. Let x, y ∈ C(S). We have
• log i(x, y) ≤ U+ ·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
+ U+ for all
k ≥M , where U+ = k · log k2 ≤ k3.
• log i(x, y) ≥ 1
U−
·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
− U− for all
k ≥ 3M, where U− = max{2, (log 32)−1, log 32} = 2.
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Proof. Let gx,y = {xi} such that dS(x, xi) = i for all i. By Lemma 4.1, if
[dA(x, y)]k > 0 then ∂A = xj for some j.
Let dR(xi)(x, y) = Li for all 0 < i < dS(x, y). By Lemma 3.2 and Theorem
3.4, we have
max
{
3
2
, Li − 2M − 3
}
≤ i(xi−1, y)
i(xi, y)
≤ 2(Li + 2M).
Recall M = 200.
First statement: First, we define L+i = k
2 if Li ≤ k and L+i = k2Li if
Li > k. Then, since k ≥ M , we have 2(Li + 2M) ≤ L+i ; in particular, we
have
i(xi−1, y)
i(xi, y)
≤ 2(Li + 2M) ≤ L+i .
Therefore, we have
dS(x,y)−1∏
i=1
i(xi−1, y)
i(xi, y)
=
i(x, y)
i(xdS(x,y)−1, y)
≤
dS(x,y)−1∏
i=1
L+i .
By taking log, we have
log i(x, y) ≤ log i(xdS(x,y)−1, y) +
dS(x,y)−1∑
i=1
logL+i .
Since i(xdS(x,y)−1, y) = 1, 2 if S = S1,1, S0,4 respectively, we have
log i(x, y) ≤ log 2 +
dS(x,y)−1∑
i=1
logL+i
= log 2 + log k2 · (dS(x, y)− 1) +
(∑
A⊆S
log[dA(x, y)]k
)
≤ log k2 · dS(x, y) +
(∑
A⊆S
log[dA(x, y)]k
)
.
If [dS(x, y)]k > 0, then we have
log i(x, y) ≤ log k2 ·
(
[dS(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
.
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If [dS(x, y)]k = 0, then we have
log i(x, y) ≤
(
[dS(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
+ k · log k2.
Second statement: The proof is analogous to the proof of the previous
case; we briefly go over the proof.
First, we define L−i =
3
2 if Li ≤ k and L−i = 32
√
Li if Li > k. Then, since
k ≥ 3M , we have L−i ≤ max{32 , Li − 2M − 3}. Therefore, we have
L−i ≤
i(xi−1, y)
i(xi, y)
. =⇒
dS(x,y)−1∑
i=1
logL−i + log i(xdS(x,y)−1, y) ≤ log i(x, y).
Lastly, let i(xdS(x,y)−1, y) = 1, and observe
dS(x,y)−1∑
i=1
logL−i = log
3
2
· (dS(x, y)− 1) + 1
2
·
(∑
A⊆S
log[dA(x, y)]k
)
.
4.1 Intersections of arcs and curves
The goal of this section is to observe a technical fact, Lemma 4.3. We use it
in our inductive argument to prove Theorem 1.5 in the next section.
Suppose C is a subset of S; we let S−C denote the set of complementary
components of C in S, which we treat as embedded subsurfaces in S.
We say that two curves a and b in S form a bigon if there is an embedded
disk in S whose boundary is the union of an interval of a and an interval
of b meeting in exactly two points. It is well–known that two curves are in
minimal position if and only if they do not form a bigon. This fact is called
the bigon criteria in [3]. It is also well–known that two curves a and b are in
minimal position if and only if every arc obtained by b ∩ (S − a) is essential
in S − a.
We show
Lemma 4.3. Let x ∈ C(S) and y ∈ A(S) such that they are in minimal
position.
• Suppose ∂y is contained in two distinct boundary components of S.
Then we have i(x, piS(y)) = 2 · i(x, y).
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• Suppose ∂y is contained in a single boundary component of S. Then
we have i(x, Y ) = i(x, y) for some Y ∈ {piS(y)}.
In particular, we always have i(x, y) ≤ i(x, piS(y)).
Proof. It suffices to show that the arcs obtained by piS(y) ∩ (S − x) are all
essential in S − x. (If ∂y lie on a boundary of S then piS(y) can contain two
components; in this case we need to show the essentiality of arcs for one of
the components.)
Let {ai} be the set of arcs obtained by y ∩ (S − x); they are all essential
in S − x since x and y are in minimal position.
First statement: Pick ap, aq ∈ {ai} such that one of ∂ap lies on B ∈ ∂S
and one of ∂aq lies on B
′ ∈ ∂S. Let Rp = ∂R(ap ∪B) and Rq = ∂R(aq ∪B′);
we note Rp, Rq ∈ {piS(y)∩(S−x)}. By the definition of subsurface projections,
every element in {piS(y) ∩ (S − x)} \ {Rp, Rq} is parallel to some element in
{ai} \ {ap, aq}, which is originally essential in S − x.
We observe that if Rp and Rq are both essential in S − x, then every
other element in {piS(y)∩ (S − x)} stays essential in S − x. Indeed, Rp is an
essential arc in S − x, otherwise B and x would be isotopic. See Fig. 3. The
same argument works for Rq.
Second statement: Pick ap, aq ∈ {ai} such that c ∈ ∂ap and c′ ∈ ∂aq
lie on B ∈ ∂S. Now, we have two cases, i.e., their other boundaries lie on
two distinct boundaries (Case 1) or the same boundary (Case 2) of S − x,
which come from cutting S along x. Let B1 and B2 be the closure of the
intervals of B, which are obtained by removing {c, c′} from B. See Fig. 4.
For both cases, it suffices to check the essentiality of ∂R(ap∪B1∪aq) = R1
or ∂R(ap ∪B2 ∪ aq) = R2 in S − x.
Case 1: R1 and R2 are both essential in S − x since the endpoints of
them are contained in two distinct boundaries of S − x.
Case 2: R1 or R2 needs to be essential in S−x, otherwise B and x would
be isotopic.
5 Theorem 1.5
The goal of this section is completing the proof of Theorem 1.5. It will
be proved by an inductive argument on the complexity; the base case was
proved in Theorem 1.4. We note Lemma 5.4 is the key for this induction.
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aB
x
p
Figure 3: Rp = ∂R(ap ∪B) ∈ {piS(y) ∩ (S − x)} in S − x.
apqa
aq pa
x x x
B
c c'
B
Bc c'B
1
2
1 1
2
Figure 4: Case 1 is on left and Case 2 is on right. B = B1 ∪B2.
In order to simplify our notations for the rest of this section, we define
the following.
Definition 5.1. Suppose ξ(S) > 1.
• Let x, y ∈ C(S) and gx,y = {xi} such that dS(x, xi) = i for all i. We
define
– Gi(k) =
∑
Z⊆S−xi
[dZ(xi−1, y)]k +
∑
A⊆S−xi
log[dA(xi−1, y)]k.
– G(k) =
dS(x,y)−1∑
i=1
Gi(k).
• Let NSg,n be the smallest cut-off constant so that Theorem 1.5 holds for
Sg,n; take k ≥ NSg,n , we let PSg,n(k) and QSg,n(k) be the multiplicative
and additive constants on Theorem 1.5 respectively, i.e.,
log i(x, y) ≤ PSg,n(k)·
( ∑
Z⊆Sg,n
[dZ(x, y)]k+
∑
A⊆Sg,n
log[dA(x, y)]k
)
+QSg,n(k).
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We let
N = max{NSg,n |ξ(Sg,n) < ξ(S)}.
For k ≥ N , we let
– P (k) = max{PSg,n(k)|ξ(Sg,n) < ξ(S)}.
– Q(k) = max{QSg,n(k)|ξ(Sg,n) < ξ(S)}.
In particular, P (k), Q(k) ≥ k3 and N ≥M . See Theorem 4.2.
As a warm–up of the proof of Lemma 5.4, we first show
Lemma 5.2. Suppose ξ(S) > 1. Let x, y ∈ C(S) such that dS(x, y) = 2.
For all n ≥ N , we have
log i(x, y)
P (n),Q(n)
≤ G1(n).
Proof. Let gx,y = {xi} such that dS(x, xi) = i for all i. We let S − x1 =
{S′, S′′}. (If x1 does not separate S, then we treat S − x1 = {S′}.) Since
i(x, y) > 0, x and y are contained in the same component, say S′; we can
use the inductive hypothesis, and we have
log i(x, y)
P (n),Q(n)
≤
∑
Z⊆S′
[dZ(x, y)]n +
∑
A⊆S′
log[dA(x, y)]n.
Recall that the subsurfaces which are considered in G1(n) are taken from
S − x1. However, if W ⊆ S′′, then neither x nor y projects to W ; therefore,
the right–hand side of the above is same as G1(n).
We state the following algebraic identity. Recall that we treat log 0 = 0.
Lemma 5.3. Suppose {mi}li=1 ∈ N≥0. Then, log
( l∑
i=1
mi
)
≤
( l∑
i=1
logmi
)
+
log l.
Proof. If mi = 0 for all i, then we are done. If not, without loss of generality,
we assume mi > 0 for all i; we observe
l∑
i=1
mi ≤
(
max
i
mi
) · l ≤ ( l∏
i=1
mi
)
·
l.
Now, we have the following key fact.
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Lemma 5.4. Suppose ξ(S) > 1. Let x, y ∈ C(S). For all n ≥ N , we have
log i(x, y)
K(n),C(n)·dS(x,y)≤ G(n)
where K(n) = 6|χ(S)| · P (n) and C(n) = 6|χ(S)| · (Q(n) + 1).
Proof. Let gx,y = {xi} such that dS(x, xi) = i for all i. Let S′ be a comple-
mentary component of xi+1 such that xi ∈ C(S′). Recall Lemma 2.1, we
have
|iS′(y) = {aj}| ≤ 3|χ(S)| and |piS′(y) = {cj}| ≤ 6|χ(S)|.
Let nj be the number of arcs obtained by y ∩ S′ which are isotopic to aj .
We first state the main steps of the proof.
• Step 1 (Topological step): By making topological observations, we
show
log i(xi, y)− log i(xi+1, y) ≺
∑
j
log i(xi, cj) for all i < dS(x, y)− 2.
• Step 2 (Inductive step by complexity): By using inductive hy-
pothesis on the complexity, we show∑
j
log i(xi, cj) ≺ Gi+1(n) for all i < dS(x, y)− 2.
• Step 3 (Deriving K and C): By the same proof of Lemma 5.2, we
have
log i(xdS(x,y)−2, y) ≺ GdS(x,y)−1(n).
With this observation and the results from Step 1 and Step 2, we derive
K and C.
Now, we start the proof. For Step 1 and Step 2, we assume i = 0 for
simplicity; the same proof works for all i < dS(x, y)− 2. Also, by abuse of
notation, we denote P (n), Q(n) by P,Q respectively for the rest of the proof.
Step 1: We first observe
• i(x, y) =
∑
j
nj · i(x, aj) by the definitions of aj and nj .
• i(x1, y) =
∑
j
nj when x1 does not separate S and i(x1, y) = 2 ·
∑
j
nj
when x1 separates S.
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Therefore, we have
i(x, y) =
∑
j
nj · i(x, aj).
nj≤i(x1,y)
=⇒ i(x, y) ≤ i(x1, y) ·
(∑
j
i(x, aj)
)
.
Lemma 4.3
=⇒ i(x, y) ≤ i(x1, y) ·
(∑
j
i(x, cj)
)
.
=⇒ log i(x, y)− log i(x1, y) ≤ log
(∑
j
i(x, cj)
)
.
With Lemma 5.3, we have
log i(x, y)− log i(x1, y) ≤ log
(∑
j
i(x, cj)
)
≤
∑
j
log i(x, cj) + 6|χ(S)|. (1)
Step 2: Since x, cj are contained in the same complementary component
of x1, as in the proof of Lemma 5.2, we can use the inductive hypothesis on
the complexity for all n ≥ N . We have
log i(x, cj)
P,Q
≤
∑
Z⊆S−x1
[dZ(x, cj)]n +
∑
A⊆S−x1
log[dA(x, cj)]n for all j.
Since the right–hand side of the above is bounded by G1(n) and |{cj}| ≤
6|χ(S)|, we have
∑
j
log i(x, cj)
6|χ(S)|·P,6|χ(S)|·Q
≤ G1(n).
Take P ′ = 6|χ(S)| · P and Q′ = 6|χ(S)| · (Q+ 1); with (5.1), we have
log i(x, y)− log i(x1, y)
P ′,Q′
≤ G1(n). (2)
Step 3: The same arguments on the previous steps yield the desired
inequality, that is (5.2), for all i < dS(x, y)− 2. Namely, we have
log i(xi, y)− log i(xi+1, y)
P ′,Q′
≤ Gi+1(n) for all i < dS(x, y)− 2.
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Therefore, we have
dS(x,y)−3∑
i=0
log i(xi, y)− log i(xi+1, y)
P ′,Q′·(dS(x,y)−2)≤
dS(x,y)−3∑
i=0
Gi+1(n),
which is that
log i(x, y)− log i(xdS(x,y)−2, y)
P ′,Q′·(dS(x,y)−2)≤ G(n)−GdS(x,y)−1(n). (3)
Apply the same proof of Lemma 5.2 on log i(xdS(x,y)−2, y), and obtain
log i(xdS(x,y)−2, y)
P,Q
≤ GdS(x,y)−1(n). (4)
Since P ′ ≥ P and Q′ ≥ Q, by (5.3) and (5.4) we have
log i(x, y)
P ′,Q′·dS(x,y)≤ G(n).
Lastly, we let K = P ′ = 6|χ(S)| · P and C = Q′ = 6|χ(S)| · (Q+ 1), and
we are done.
We obtain the following important corollary; once we have it, we compute
the constants, and that is Theorem 1.5.
Corollary 5.5. Suppose ξ(S) > 1. Let x, y ∈ C(S). For all k > N −M , we
have
log i(x, y) ≤ A(k) ·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
+B(k)
where A(k) = max{6M ·K(k +M), C(k +M)} and B(k) = k · C(k +M).
Proof. Let gx,y = {xi} such that dS(x, xi) = i for all i. We define
• Hi(n) =
∑
Z⊆S−xi
[dZ(x, y)]n +
∑
A⊆S−xi
log[dA(x, y)]n.
• H(n) =
dS(x,y)−1∑
i=1
Hi(n).
For the rest of the proof, we assume gx,y is a tight geodesic.
Recall Definition 5.1, we first show Gi(k+M) ≤ 2M ·Hi(k) for all i. Sup-
pose W ⊆ S−xi such that [dW (xi−1, y)]k+M > 0; then we have dW (x, xi−1) ≤
M by tightness, i.e., Lemma 2.8. Therefore, we have [dW (x, y)]k > 0; in
particular, we have
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• [dW (xi−1, y)]k+M ≤ 2M · [dW (x, y)]k.
• log[dW (xi−1, y)]k+M ≤ 2M · log[dW (x, y)]k.
Thus, we obtain
Gi(k +M) ≤ 2M ·Hi(k) for all i. =⇒ G(k +M) ≤ 2M · H(k).
Suppose W ⊆ S − xi; then W can be contained in the compliment of at
most three vertices (including xi) in gx,y by Lemma 2.5. Therefore, we have
H(k) ≤ 3 ·
(∑
Z(S
[dZ(x, y)]k +
∑
A(S
log[dA(x, y)]k
)
.
Lastly, since k + M ≥ N , we can apply Lemma 5.4 on log i(x, y); by
abuse of notation, we denote K(k +M), C(k +M) by K,C respectively for
the rest of the proof. We have
log i(x, y) ≤ K · G(k +M) + C · dS(x, y).
All together, we have
log i(x, y) ≤ K · G(k +M) + C · dS(x, y)
≤ 2M ·K · H(k) + C · dS(x, y)
≤ 6M ·K ·
(∑
Z(S
[dZ(x, y)]k +
∑
A(S
log[dA(x, y)]k
)
+ C · dS(x, y).
If [dS(x, y)]k > 0, then we have
log i(x, y) ≤ max{6M ·K,C} ·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
.
If [dS(x, y)]k = 0, then we have
log i(x, y) ≤ 6M ·K ·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
+ k · C.
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We observe from Corollary 5.5 that we can take any positive integer as
the minimum cut–off constant for ξ(S) > 1. Now, we complete the proof of
Theorem 1.5.
Theorem 5.6 (Effective version of Corollary 5.5). Suppose ξ(S) > 1. Let
x, y ∈ C(S). For all k > 0, we have
log i(x, y) ≤ V (k) ·
(∑
Z⊆S
[dZ(x, y)]k +
∑
A⊆S
log[dA(x, y)]k
)
+ V (k)
where V (k) =
(
M2|χ(S)| · (k + ξ(S) ·M))ξ(S)+2.
Proof. Recall Corollary 5.5; A(k) = max{6M ·K(k +M), C(k +M)} and
B(k) = k · C(k +M). Combining with Lemma 5.4, we have
• 6M ·K(k +M) = 36M |χ(S)| · P (k +M) ≤M2|χ(S)| · P (k +M).
• C(k +M) = 6|χ(S)| · (Q(k +M) + 1) ≤M |χ(S)| ·Q(k +M).
Therefore, it suffices to let
• A(k) = max{M2|χ(S)| · P (k +M),M2|χ(S)| ·Q(k +M)}
• B(k) = k ·M2|χ(S)| ·Q(k +M)
in Corollary 5.5.
Recall Theorem 1.4; the multiplicative and additive constants can be
taken to be k3 when ξ(S) = 1. Hence, it suffices to understand the growth
of B(k). One can check
B(k) ≤ (M2|χ(S)| · (k + ξ(S) ·M))ξ(S)+2.
6 Application
We show that given x, y ∈ C(S), if {xi} is a tight multigeodesic between x
and y such that dS(x, xi) = i for all i, then i(xi+1, y) decreases from i(xi, y)
with a multiplicative factor for all i where the multiplicative constant depends
only on the surface. Indeed, this type of result has been obtained before by
Shackleton; we recall Shackleton’s result from [11]. Let F : N→ N,
F (n) = n · T b2 lognc
where T = 45 · ξ(S)3. Let F j = F ◦ F ◦ · · · ◦ F︸ ︷︷ ︸
j many F ’s
.
Shackleton showed
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Theorem 6.1 ([11]). Suppose ξ(S) > 1. Let x, y ∈ C(S) and gx,y = {xi} be
a tight multigeodesic such that dS(x, xi) = i for all i, then
i(xi, y) ≤ F i(i(x, y)) for all i.
We improve on Shackleton’s result; we show that F in the above can be
taken to be a linear function G : N→ N,
G(n) = R · n
where R = ξ(S) · 2V (M).
We show
Theorem 6.2. Suppose ξ(S) ≥ 1. Let x, y ∈ C(S) and gx,y = {xi} be a
tight multigeodesic such that dS(x, xi) = i for all i, then
i(xi, y) ≤ Ri · i(x, y) for all i.
Proof. We prove
i(xi+1, y) ≤ R · i(xi, y) for all i,
which gives the statement of this theorem.
Suppose ξ(S) = 1. We can take R = 23 by Lemma 3.2.
Suppose ξ(S) > 1. Let b ∈ xi+1 and let S′ be a complementary component
of xi such that b ∈ C(S′). We note ξ(S′) ≥ 1. Lastly, we let {ai} be the set
of arcs obtained by y ∩ S′.
Let at ∈ {ai}; by Lemma 4.3, we can choose a component At ∈ {piS′(at)}
such that i(b, at) ≤ i(b, At). With Theorem 1.5, we have
log i(b, at) ≤ log i(b, At)
≤ V (k) ·
( ∑
Z⊆S′
[dZ(b, At)]k +
∑
A⊆S′
log[dA(b, At)]k
)
+ V (k).
Now, we show that [dW (b, At)]M = 0 for all W ⊆ S′. Since piW (xi) = ∅, we
have piW (xi+2) 6= ∅ by tightness. With Lemma 2.5 and Theorem 2.4, we
have [dW (b, y)]M = 0. By the definition of subsurface projections, we have
dW (b, At) ≤ dW (b, y); therefore, [dW (b, At)]M = 0. All together, we have
log i(b, at) ≤ log i(b, At) ≤ V (M) · 0 + V (M);
and we obtain
i(b, at) ≤ 2V (M). (†)
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Since i(xi+1, y) =
∑
b∈xi+1
i(b, y) and i(b, y) =
∑
t
i(b, at), we have
i(xi+1, y) ≤
∑
b∈xi+1
(∑
t
i(b, at)
)
≤
∑
b∈xi+1
(
i(b, at) · |{at}|
)
.
We notice that each at contributes to i(xi, y); we have |{at}| ≤ i(xi, y).
Therefore, we have
i(xi+1, y) ≤
∑
b∈xi+1
(
i(b, at) · i(xi, y)
)
.
Since xi+1 is a multicurve, it can contain at most ξ(S) many curves, so we
have
i(xi+1, y) ≤ ξ(S) ·
(
i(b, at) · i(xi, y)
)
.
With (†), we obtain
i(xi+1, y) ≤ ξ(S) · 2V (M) · i(xi, y).
Lastly, we let
R = ξ(S) · 2V (M).
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