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Images are commonly used on a daily basis for research, information and 
entertainment. The introduction of digital cameras and especially the incorporation of 
cameras in mobile phones makes people able to snap photos almost everywhere at any 
time since their mobile phone is almost always brought with them. 
The fast evolution in hardware enables users to store large image collection without 
high costs. Making use of these image collections requires efficient image retrieval 
techniques. Traditional image retrieval techniques like text-based image retrieval and 
content-based image retrieval techniques have shortcomings. New techniques or 
combination of existing techniques must be established to provide users with adequate 
image retrieval functionality. 
 
This thesis describes two systems enabling users to retrieve information such as 
images, textual information, WAP-links or videos using SMS or MMS. 
 
One of the services, M2S is meant for tourists to retrieve information about attractions 
in Lofoten. M2S uses content-based image retrieval to retrieve the information 
requested. This service is designed and implemented in cooperation with Telenor 
R&I. 
 
The other system, CAIR is meant for users who want to retrieve images from an 
image collection using SMS. CAIR uses a context-based image retrieval to retrieve 
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In this thesis we will describe two mobile services that enables users to retrieve 
images, videos, textual descriptions or other types of information from a data 
collection using MMS (Multimedia Messaging Service) or SMS (Short Message 
System). In this chapter we will first present the motivation for this thesis. Traditional 
techniques for image retrieval and context will then be introduced. A goal for this 
thesis will be established and sub-goals will be listed. We will then describe what we 




The number of images, both private and public increases every day due to the rapid 
growth in mobile technology the latest years. Mobile entities include PDA’s (Personal 
Digital Assistant) and mobile phones. This has encouraged the use of digital images 
as one of the most important communication media for daily life. Images are 
commonly used on a daily basis for research, information and entertainment. The 
introduction of the digital camera and especially the incorporation of these into 
mobile devices such as PDA’s and mobile telephones, enables people to take pictures 
almost anywhere and at any time. Several applications have been developed to 
support this trend, and more is yet to come. People can for instance distribute images 
quickly and easily by sending an MMS with their mobile phones. People have got 
used to retrieve desired information when and where they want it, since their mobile 
phone is almost always with them. The desired information is often only a call or 
SMS /MMS away. 
 
Storage capacity to both consumers and businesses has increased due to development 
in storage mediums and the decreasing costs of hardware in general. Capturing and 
storing pictures is easy. Since lack of storage space is not an issue, consumers have 
the possibility of storing images without regard to their quality and future use. Images 
are captured and stored in large scale and this leads to image collections getting larger 
and harder to handle. 
 
To exploit the potential of all the images taken, users must have a way to locate 
desired images. In contrast to the growth of hardware, the software for managing 
large image collections is quite limited. The biggest challenge concerning 
management of image collections is probably the retrieval of images. There have been 
many attempts to make full worthy image retrieval software. The ones that exist can 
roughly be put in two categories, text-based image retrieval (TBIR) and content-based 
image retrieval (CBIR). Current image retrieval solves some issues related to image 
retrieval but leaves some problems unsolved. We want to study and test information 
retrieval in mobile environment. We also want to investigate context as supplement 
for text-based and content-based image retrieval. 
 
This is background for designing two mobile services where the goal is to provide 




1.2 Current image retrieval techniques 
Text-based image retrieval finds images based on textual metadata associated with the 
image. The metadata can for instance be information like location, time, what the 
picture is about, who is on the picture and who captured it. Text-based image retrieval 
requires manual annotation of images. Annotating every image in a collection 
manually is a very time-consuming task that few users prioritize. Even if users 
annotate the images, this is a highly subjective task and personal phrases are chosen. 
A user can make use of synonyms and the annotation text can vary a lot from person 
to person. This makes the retrieval difficult. The query is formulated as text and 
because string comparison is simple and fast, the search itself is fast, but often very 
inaccurate. 
 
Content-based image retrieval techniques analyze the actual image. Low-level 
features of the image like color, shape and texture are extracted and compared to other 
images to find matches. The query is formulated as a drawing, sketch or an example 
image. It can also be formulated using specific color compositions. The query and the 
content of an image collection are compared and results are returned based on a 
similarity algorithm. There are several problematic issues with these image retrieval 
techniques that are yet to be solved. Using the visual contents of an image for image 
retrieval returns far from satisfying results. For controlled environments like 
fingerprint and face recognition, such applications are successful. However for 
general purpose applications these are not sufficient techniques [1] [2]. 
 
As mentioned content-based image retrieval techniques extract the low-level features 
of an image such as color, texture and shape. Humans have the ability to perceive 
high-level features of images that computers are unable to detect, such as the 
happening depicted in the image. This creates a gap between what the user wants and 
what he is actually capable to express in a query. This is referred to as The Semantic 
Gap and is the most important problem addressed in image retrieval theory [3]. 
Developing applications that meet the human way of formulating queries is very 
difficult and several approaches are tested [2] [4]. 
 
This thesis is part of the CAIM-project (Context-Aware Image Management) [5], 
which uses context to narrow the semantic gap. CAIM is a cooperation project 
between the University of Bergen (UiB), Norwegian University of Science and 
Technology (NTNU), Telenor and the University of Tromsø (UiTø). 
 
 
1.3 What is context? 
Context is a very wide concept and it is used in several fields. Giving a clear 
definition of context is not easy. However, there have been several attempts to make 
one. We believe Dey’s [6] definition suits our use: 
 
“Context is any information that can be used to characterize the situation of an entity. 
An entity is a person, place, or object that is considered relevant to the interaction 
between a user and an application, including the user and applications themselves”. 
 
Context is the where, who, what and when of an object. If a piece of information can 
be used to characterize the situation of a participant in an interaction or conversation, 
this information is context [6] [7]. A word can be interpreted different depending on 
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the setting it is brought up in. The same word can be interpreted quite different from 
person to person. People’s background and understanding is essential to have the 
same comprehension of a context [6] [7].  
 
This can easily be illustrated with an example. The word “Java” can have different 
meanings. If the word Java is brought up in a discussion among computer scientists, it 
is most likely the programming language Java they refer to. If the word Java is 
brought up in a discussion about traveling, it might be in the meaning of the island of 
Indonesia, or if the discussion is between baristas, the Java in that context is probably 
the type of coffee. 
 
The Java-example illustrates how a word can have different meaning depending on 
who interpret it. This also applies to images. Every image has a context and the 
happening (event) in a picture is interpreted differently depending on the person who 
sees it. People’s minds make their own interpretation of the picture. A drawing or 
picture of a man with an apple in his hand might be interpreted quite differently 
between a nutritionist and a physicist. The nutritionist might immediately think of a 
healthy person and the physicist might immediately think of Isaac Newton and the 
apple that supposedly hit his head. Even if two persons have a very similar 
understanding of the world and how it works, the probability that they will interpret 
the same image differently is very high. 
 
A word can also have different meaning dependent of the situation the person is in. 
When he is in the coffee-shop, he intuitively perceives Java as coffee, while he is at 
the traveling agency, Java is the Island of Indonesia and when he is the computer lab 
Java is the programming language. The person is the same, but the person’s context 
has changed. 
 
Humans use context on daily basis. We do not explain to each other every detail of 
what we want to communicate because some of this information is already perceived 
by the user. Computers however, do not have this ability. We want computers to be 
more context-aware. By context-aware we mean computers ability to be aware of and 
adapt to the context that surrounds them [7] [6] [8] [9] [10]. Ideally we want 
computers to be able to perceive the “silent knowledge” that humans share, that 
enables us to interpret what is communicated without expressing it explicit. Humans 
are surrounded by different context and handle it naturally. Some of the user’s context 
is of a nature that makes it easy for computers to retrieve images. Time and location 
are examples of such types of context and they are applied a lot in the world of 
context-awareness. The far most used context in context-aware computing is location. 
 
 
1.4 Information retrieval in mobile environments 
We live in an information society and people are overloaded with information. TV- 
and radio-commercials, posters and other types of advertisements are displayed and 
distributed on busses, airports, in shopping centers, to mailboxes and e-mailboxes. 
People are getting lots of information without asking for it. This might give rise to the 
expectation that when they need information about something they will get it right 
away. Allan et al. [11] have defined what information retrieval concerns: 
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Information retrieval is a field concerned with the structure, analysis, organization, 
storage, searching, and retrieval of information [11]. 
 
Information retrieval technology has continually grown to meet challenges presented 
by new forms of usage. One new and expanding application environment is that of 
wireless mobile devices such as mobile phones and PDA’s. It is therefore natural to 
suggest that users will to a larger extent base their information retrieval on using their 
networked mobile devices. With mobile applications, some aspects of the user's 
context, for instance their location, are often available, and this context can affect 
what information is relevant to the user [8] [12]. 
 
Today, information retrieval systems go beyond the retrieval of traditional documents. 
Question answering, topic detection and tracking, summarization, multimedia 
retrieval (for instance image, video and music), software engineering, chemical and 
biological informatics, text structuring, text mining, and genomics are fields where 
information retrieval plays a leading part [11]. It is common for users to have access 
to large amounts of distributed information through wireless connections. The mobile 
phones have played a major part in the fierce entry of mobile entities. This transfer of 
user environment raises new challenges regarding the development of information 
systems appropriate for mobile environments. Developers will meet challenges 
regarding resource management, information retrieval and data distribution [13]. 
 
 
1.5  Goal 
The goal of this thesis is to investigate context-aware image retrieval in a mobile 
environment. This thesis also has two sub-goals: 
• An intermediate aim of this thesis is to design and develop a content-based 
information retrieval for mobile environment. We want to make a fun, easy-to-
use, entertaining and useful service meant for mobile phones. We also want to 
look into content-based image retrieval techniques because this is and has 
been a debated technique in the literature and many commercial companies are 
now investigating the use of content-based image retrieval in their services. 
• Another intermediate aim is to design a context-based image retrieval service 
for mobile environment. The use of context is said to solve problems related to 
content and text-based information retrieval. We wanted to experience 




We have studied the use of image retrieval techniques such as content-based and text-
based image retrieval and investigated the use of context and how context can be used 
for information retrieval. Mobile environments have been considered and how image 
retrieval can be applied to such environments. We have designed and developed a 
service called M2S (MMS To Search) that enables users to retrieve information about 
a specific entity using MMS. M2S has been developed and tested. We have also 
designed a service called CAIR (Context-Aware Image Retrieval) that enables users 




When designing and developing we have used an iterative approach. By iterative we 
mean that during the work with the designs and implementation of the systems we 
have had to go back to the drawing table and discuss alternative solutions as problems 
were encountered. Testing and evaluation of M2S also led to new requirements and 
changes in the design. When designing and planning the implementation of CAIR, we 




This thesis is made as a part of the CAIM-project [5]. M2S is designed and 
implemented in cooperation with Telenor R&I (Telenor Research and Innovation) and 
belongs to the MOVE-project [14]. The MOVE-project develops information- and 
communication infrastructure to provide tourists with digital information and services. 
M2S has been developed and partly tested. The development and testing was done at 
Telenor R&I. The other service, CAIR, belongs to the CAIM-project. CAIR is 
designed but not yet implemented. However, we have a plan for how to implement 
this service. 
 
There are several contributions in this thesis, but the main contributions are related to 
the design and development of M2S, the design of CAIR and discussions related to 
these. The contributions are in the following list: 
 
• First we will describe M2S. M2S is a mobile application that enables users to 
retrieve information about entities photographed while the user is on the move. 
The photograph is sent as MMS and is used as a query to retrieve information. A 
possible use is for tourists that want information about attractions they are 
passing while traveling. The application is, at the time being, only for a demo 
purpose and is restricted for use in Lofoten only. The purpose of the demo is to 
show that it is possible to provide users with requested information initiated 















My contribution. Developed in 




Figure 1: M2S architecture [15]. 
 
Figure 1 illustrates what the different participators have contributed with. The dark 
grey shaded boxes represent the components of M2S that were developed as part of 
this project. The blue shaded boxes illustrate what others at Telenor R&I have 
developed [15] and the white boxes illustrate an open source program that we have 
utilized for image indexing and searching. M2S is fully described in chapter 5. 
 
• CAIR is a mobile application that enables users to retrieve images from image 
collections based on context and using SMS. The context in this thesis is 
location and time, it is formulated as text and the query is sent to the service. 
The system has not been implemented due to time restrictions but we will 








Figure 2: Illustrates the progress in CAIR. 
 
Figure 2 illustrates the process flow in CAIR. For more details see Figure 35. CAIR is 
fully described in chapter 6. 
 
• We will contribute with a study of different content-based image retrieval 
services. In Figure 1 the white boxes of M2S illustrate an open source image 
retrieval function that we have utilized. Before deciding which image retrieval 
function to use, a study considering several such functions was carried out. This 
study can be viewed further in subsection 5.5.1. 
 
• We will give a summary of theory that is used in developing M2S and CAIR. 
The theory includes motivation for M2S and CAIR, discussions about 
techniques and concepts that we utilize and important concerns to remember 
when designing for instance for mobile environments. This theory can be 
viewed in chapter 2. A description of systems that relating to M2S and CAIR is 
presented in chapter 3. 
 
 
1.8 Outline of thesis 
Chapter 2 reviews the background material and theory for this thesis. The background 
material is mainly about images and image management, image annotation, traditional 
image retrieval techniques, the semantic gap and ways to measure the performance of 
image retrieval techniques (precision, recall and F-score). Chapter 2 also includes 
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discussions about context, how to use context for image management and how to use 
context in mobile settings. 
 
Chapter 3 gives an overview of the systems that relate to our work. These systems are 
important references when designing information retrieval services for mobile 
environments. 
 
Chapter 4 gives an introduction to the services presented in chapter 5 and 6. We will 
give a short description of the M2S and CAIR and present a scenario where the 
services are suitable. 
 
Chapter 5 describes the content-based image retrieval service M2S in detail. We 
present a prototype of a working system. We discuss advantages and disadvantages 
and we propose alternative solutions of the service. This chapter also contains an 
evaluation of a selection of content-based image retrieval systems that were 
considered for use in M2S. 
 
Chapter 6 describes the context-based image retrieval service CAIR in detail. We 
present a design overview of the service and discuss advantages, disadvantages and 
alternative solutions of the service. The chapter 6 will also include an outline for 
future work for CAIR. 
 
Chapter 7 gives a summary of this thesis and evaluates the services discussed in 
chapter 5 and 6. Chapter 7 will conclude this thesis. 
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2 Background 
This chapter presents the background material for this thesis and together with chapter 
3 forms the foundation of the work presented in chapter 4, 5, 6 and 7. M2S and CAIR 
are based on the theory concerning images, content-based image retrieval, text-based 
image retrieval, context and context-awareness, image annotation, The Semantic Gap, 
precision and recall, relevance feedback and theory concerning mobile environments. 
These concepts will be described here. 
 
2.1 Introduction 
People collect images for archiving memories, story telling and personal enjoyment. 
There are several ways to organize an image collection of paper images. Images are 
normally organized in wallets, in photo albums in a chronological order, or, for the 
not so organized ones, images are put in shoeboxes. Today most images do not have a 
paper copy. The introduction of the digital camera enables people to own large digital 
image collections and these may become hard to organize in a way that makes it easy 
to locate specific images. The images are stored digitally on computers and that 
introduces new matters of concern. Computer based systems to store these collections, 
facilitating future browsing and retrieval, will therefore become increasingly 
important. The images can be organized by time, location, events or any other way. 
Consumers often organize their photos in terms of events both for browsing and 
retrieval, as well as for sharing selected photos with others [16] [17] [18]. 
 
 
An event is what is happening in the 
picture, what the picture is about. 
Events are naturally associated with 
specific times and places such as a 
child’s birthday, a vacation or a party. 
However, events are difficult to define 
quantitatively or consistently. The 
photos associated with an event often 
exhibit little coherence in terms of both 
low-level image features and visual 
similarity [16]. As an example of an 
event, consider pictures taken during a 
holiday trip to Venice. The photos can 
show different persons, buildings or 
vehicles. Just imagine how major the 
differences in the images taken inside 
and outside of a building can be. 
 
 
It is easier for the human mind to remember a specific happening like a trip than it is 
to remember the date the trip was made. However, users seem to remember roughly 
the date and start browsing the collection up and down with this date as the starting 
point [16] [19]. 
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The application areas that consider image retrieval as a primary activity are both 
numerous and disparate. The applications include medical informatics, digital 
libraries, document image processing and office information systems, remote sensing 
and management of earth resources, geographic information systems and cartographic 
modeling, interactive computer-aided design and computer-integrated manufacturing 
system, scientific databases, law enforcement and criminal investigation, and home 
entertainment. Because of the diversity in the image retrieval application areas, the 
features in the existing image retrieval systems have essentially evolved from domain 
specific considerations [4]. 
 
There are several techniques for image retrieval. Some techniques base their retrieval 
on the metadata of text that physically surrounds the image. Other techniques base 
their query on the visual content of the image. There are also systems that base their 
query on the image context. In the next sections we will discuss these techniques and 
as we will see they have several advantages. We will also see that the techniques have 
some drawbacks and shortcomings. 
 
 
2.2 About images 
Information can be represented in different ways, as sound, text, symbols and images. 
Users can hold large amounts of information and it would be a great advantage to 
have efficient technique in order to retrieve the desired information. The complexity 
of the information retrieval depends on how the information is represented. To search 
for a specific piece of text is far more efficient than search for a specific piece of 
sound based on the text and/or the sound itself. 
 
2.2.1 Image annotation 
People seem to use very little time to annotate their personal images. How many 
amateur photographers are determined enough and have enough time and energy to go 
through developed pictures, and put them into albums, instead of just sticking the 
pictures in a shoebox? How many people go through their digital photos and give 
each one a unique file name in an appropriate directory instead of leaving them in the 
default directory created by the camera software? Not many [9]. As a result, more and 
more people have thousands of digital photos with little or no organization, and they 
are resigned to gaining no more benefit or enjoyment from them than the photos 
stored in overfilled shoeboxes around the house. Well-performed annotation has the 
power to transform this almost random collection of images into a powerful, 
searchable and rich record of events in people’s lives [20]. 
 
There are two kinds of information associated with a visual object, which can be 
either image or video: Structured information about the object, called its metadata, 
and information contained within the object, called its visual features. Metadata is 
information connected to the object and can consist of digits and letters that are also 
referred to as text. It can also consist of sounds sketches or drawings. Visual features 
are usually automatically extracted from the image. These features are usually size, 
color, shapes and sketches [21]. 
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2.2.2 What is annotation? 
The goal of annotation of images is to assign semantically meaningful information to 
images. Text is the most common and relevant way of annotation [20]. An annotation 
can be for instance: “The celebration of Helen’s 25th birthday”. Other ways of 
assigning information can be by drawings and sketches where these are used as 
basis/input in searches where the image searched for and the sketch/drawing looks 
alike [22]. A recording of audio works the same way. An audio file is assigned the 
image and when the image is searched for, the input can be in form of singing, 
humming or whistling into the microphone [20]. 
 
Metadata may be used in a number of ways: 
• Embedding the metadata in the web page using META-tags in the HTML 
coding of the page. 
• As a separate HTML document linked to the resource it describes. 
• In a database linked to the resource. The records may either have been directly 
created within the database or extracted from another source, such as web 
pages [23]. 
 
Time is an important factor when it comes to image annotation. As times goes by, 
humans forget what the image is about. This specially applies for images that are hard 
to identify without having other images of the same context to compare it against. 
This is also a strong argument for annotation and also a strong argument for doing it 
right away. There exist several standard for organizing and storing metadata. 
 
• MPEG-7 is an ISO/IEC standard developed by MPEG (Moving Picture 
Experts Group) for describing the multimedia content data in a broad range of 
applications [24]. 
• Dublin Core (DC) is another standard to describe the metadata for digital 
objects to increase their visibility, accessibility and interoperability [25]. 
• EXIF (Exchangeable Image File Format), and is a standard used in most of 
today’s digital cameras for storing metadata in image files [26]. The metadata 
stored is typically date, time, shutter speed and ISO sensitivity.  
 
2.2.3 Methods for image annotation 
There are several ways to annotate image collections. This can be either done 
manually, semi-automatic or automatic. 
 
2.2.3.1 Manual image annotation 
This is the “old-fashioned” approach where people have non-digital paper-pictures in 
photo albums and write the associated text. Manual annotation is a completely human 
oriented task that deals with human oriented information. This type of metadata can 
be the event of the image, the photographer, the title and similar information. The 
advantage of manual annotation is the accuracy in extracting semantic information at 
several levels. It is the most precise way of annotation and for now, the only way of 
full value to add semantics to images. 
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Manual annotation is manageable for small image collections, but for larger image 
collections it is far too time consuming to annotate each single image in the collection 
and this is the biggest disadvantage of manual annotation [20] [17]. The investigation 
done by Rodden [17] shows some of the users’ behavior regarding their personal 
digital image collections. Images are downloaded from the camera, labeled with a 
software-generated name and placed in a folder. The name automatically generated by 
the camera software most often consists of letters and digits that do not have any 
semantic value. Most users do not interfere with the software’s decisions then and to 
change the name of the images later on, is a task that is most often not carried out. 
 
Another drawback is that the task of describing the content of images is highly 
subjective. The perspective of textual descriptions given by an annotator could be 
different from the perspective of a user. A picture can mean different things to 
different people. It can also mean different things to the same person at different 
times. 
 
A picture is worth more than a 
thousand words!
Even with the same perspective, the words 
used to describe the content could vary from 
one person to another. In other words, there 
could be a variety of inconsistencies 
between user textual queries and image 
annotations or descriptions [27]. To be able 
to compose a query that will result in 
relevant images, the annotator and retriever 
must have some common vocabulary and a 
common understanding of the world. If the annotated text and the query-text are 
completely different this might return no relevant results even if they potentially exist. 
Based on the work of Kustanowitz et al. [20], we believe it is naive to think that users 
will manually annotate large image collections if they are given other options [20] 
[28] –and even if they are not! 
 
2.2.3.2 Semi-automatic image annotation 
Semi-automatic annotation is manual annotation with machine extraction of some 
information. It depends on the user’s interaction to some degree. The technical 
information (see automatic annotation) is added automatically from, for instance, a 
camera, the user can then be prompted to add additional information to the image. The 
manually added information is typically semantic information. [29]. Semi-automatic 
annotation combines the efficiency of automatic annotation and the accuracy of 
manual annotation of images. Human interaction can also provide an initial query or 
feedback during the annotation [20] [30]. Wenyin et al. [30] describe a semi-
automatic image annotation process that combines content-based image retrieval and 
user verification to achieve correct high-level metadata. Semi-automatic image 
annotation carries the advantages and disadvantages of manual image annotation and, 




2.2.3.3 Automatic image annotation 
Automatic annotation is machine annotation, where humans only verify the task. The 
information added by a camera is of a technical nature and is automatically added. 
This information is typically time, location, resolution of the image, camera model, 
which number the image has in the range of images taken, name of the image and 
other technical information. As we see from this type of information automatic 
annotation is limited due to computers lacking ability to extract semantic information 
from images. Even in an ideal world where face recognition and shape detection 
works perfectly, a computer will not be able to abstract event information like “The 
celebration of Helen’s 25th birthday” or other deep semantic information [20]. There 
are several situations where the images are automatically generated and have 
minimum of information attached. A surveillance camera may take series of photos 
and store them in a database without any human interaction. The image might be 
stored in folders annotated with the actual date. Specific images from a specific time 
will then be impossible to retrieve without browsing the image collection. To annotate 
each image in such a collection would be useless. 
 
 
2.3 Traditional techniques for image retrieval 
In the next subsections we will discuss traditional techniques for image retrieval. The 
techniques that we will describe are text-based image retrieval, content-based image 
retrieval and a variant of content-based image retrieval called region-based image 
retrieval. 
 
2.3.1 Text-based image retrieval (TBIR) 
The most common way to manage large image collections is to store text in the form 
of keywords together with the image. We separate between text based image retrieval 
techniques that use the surrounding text of the image and text based techniques where 
each image or image collection is annotated. The approach that deals with 
surrounding text searches the keywords that are physically close to the image. Search 
engines that use this techniques are Google [31] Yahoo [32] and altavista [33]. This 
way to retrieve images is based on the assumption that the surrounding text describes 
the image. The technique relies on text surrounding the image such as filenames, 
captions and the “alt”-tag in HTML and paragraphs close to the image with possible 
relevant text. A problem with these techniques is that the search engine considers an 
image relevant because it is annotated with a specific keyword. A relevant image 
might be left out due to the lack of specific keywords. There are situations where 
there might be no relevant text surrounding the picture. In fact, there might exist web 
pages where the surrounding text has nothing to do with the image. In these cases the 
returned results might be irrelevant and have nothing in common with the requested 
image. 
 
The other approach uses image annotation of the images and is often a manual task. 
Annotation of images lets the provider annotate the image with the text (metadata) 
that is considered relevant. The text can be time, event, location, participants or 
whatever the user finds relevant. The largest drawback with this approach is that is it 
very time-consuming to annotate every image, and it is therefore most often not done. 
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To retrieve images the user constructs a query consisting of the keywords that 
describes the desired image. There are advantages of text-based image retrieval. They 
are: 
• It is the only way to search for the semantics of the image. It is possible to 
perform queries like “Honeymoon to Bangkok”. It is of course a premise that 
the image is annotated with such text. 
• It is the most commonly used technique for image retrieval and it is easy to 
construct queries. There is no need for tools for drawing, audio recognition or 
other advanced tools for constructing queries. 
• The retrieval is fast. Sting matching is a relatively resource-friendly task. 
 
 
There are also disadvantages of text-based image retrieval. They are: 
• Many text-based image retrieval techniques base the comparison on exact 
string matching. If the query string is misspelled there are no results returned. 
• It is dependent on images being annotated. If there is no text associated with 
the image, text-based image retrieval cannot assist retrieving images. 
• In large image collections where images are automatically annotated with a 
minimum of information (for instance from a surveillance camera), it is hard 
to retrieve one specific image from the collection without some browsing. 
• The retrieval depends on the image annotator and the image retriever sharing 
some common vocabulary and language. The general user’s usage of the 
system will be very limited since they are not skilled in manual annotation of 
the images with appropriate information.  
• The use of synonyms would result in missed results that would otherwise be 
returned. 
• A single word can mean radically different things and the result might consist 
of a mix of concepts that are lexically identical but otherwise different. 
 
Critics of text-based approach argue that to have as correct image annotation as 
possible, this part must be automated. As we discussed in the section above, the 
automatic annotation is limited due to its lack of extracting semantic information from 
the image. Only automatic annotation of images in combination with pure text-based 
image retrieval will in many cases prove inadequate. The available metadata will be 
limited to the technical information surrounding the image, such as camera model, 
time, resolution of the image and name of the image. Critics of text-based image 
retrieval argue that users may find it difficult to use text to perform a query for some 
portion of the content of an image. Text-based image retrieval techniques ar naturally 
limited to search the metadata that is tagged to the image. If the text queried is not 
annotated the image, the image is not returned. This means that if a particular piece of 
the image is interesting this must be explicit included in the metadata. If the desired 
object is not a main part of a main happening in the picture, this is often not described 
in the metadata and cannot be a result from a query describing such portions of the 
image. If a user wants an image of a vase this is most likely not to be found if it is not 
the main happening in the image. 
 
One of the disadvantages of text-based image retrieval is that a word can have 
different meanings. This problem is best illustrated with an example. Searching any 
news database for ex-president Gerald Ford would return many hits about the Ford 
Motor Car Company. While everything but the name is different, the two concepts are 
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lexically identical. The search engines don’t have reliable ways to separate the 
concepts. These problems are present even in systems with automatic synonym lists 
or thesaurus capabilities [34]. There exist several text-based image retrieval services 
today, where Google [31] is a large player. 
 
Google Image Search [31] uses text based image retrieval. A crawler (also referred to 
as a spider or robot) follows all links on the web and finds keywords. These keywords 
are indexed in a database and when a query is performed using the search engine’s 
web browser, links to the web pages containing the images are displayed as a list. The 
results are sorted on relevance and how popular the site is. To use Google Image 
Search, the user submits a text-based query against their database. The results are in 
form of a thumbnail of an image and a link to the site where the original image is 
situated. 
 
   
2.3.2 Content-based image retrieval (CBIR) 
Much of the motivation behind content-based image retrieval is for users to avoid 
annotation of images. In some systems text based annotation and retrieval of images is 
inadequate. It might include images from surveillance cameras, fingerprint 
recognition or x-ray pictures. Motivated by the lack of an efficient image retrieval 
technique, content-based image retrieval was introduced. “Content-based” means that 
the technology makes direct use of content of the image rather than relying on human 
annotation of metadata with keywords. From a user’s perspective an optimal content-
based image retrieval function would allow what is referred to as semantic retrieval 
where the users can perform query like “find images of a horse” or “find images of 
Mother Theresa”. This kind of task is very difficult for a computer to perform. A 
Shetland pony looks very different from a Friesian and Mother Theresa does not 
always face the camera in the same pose. However, if the query is “horse” it might be 
irrelevant if the image is of a Shetland pony or a Friesian. 
 
Current content-based image retrieval systems make use of low-level features to 
retrieve desired images from image collections. These image features are normally 
basic image information like shapes, color and texture. To have efficient image 
retrieval, tools like pattern recognition and statistics are well used. Different 
implementations of content-based image retrieval functions make use of different 
types of queries. There are three main approaches in content-based image retrieval 
[1]: 
 
• Query by example. The user selects images and the image retrieval system 
returns a selection of images based on a set of matching points. 
• Specifying colors. 
• Sketches/drawings. The user creates a rough sketch to find matching images. 
 
Some systems use a combination of these features. Octagon [35] lets users manually 
adjust to which extent the color should play a part. 
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To use content-based image retrieval is a big challenge not only to the system 
designer but also to the users. For the search to return good results the user must have 
an idea of what the particular image or scene looks like. The users submit a rough 
sketch/painting of the required image and the results returned are images that have 
been ranked in terms of the similarity with the submitted sketch/painting. Content-
based image retrieval requires users to adopt new and often complex and challenging 
search strategies based on the visual aspects of images rather than a semantic 
description of the image’s content. The search procedure must have enough 
information about the indexed pictures to match the query, but it should not straighten 
the requirements so images that should be a part of the result are not considered [4] 
[36] [37]. 
 
The object on the pictures of Figure 3 is the Merlion in Singapore. The pictures are all 
taken from different angles and distances. Picture number one and two are relatively 
similar and a content-based image retrieval system should be able to match these. 
Picture number three is taken from the backside of The Merlion and it is less likely 




Figure 3: Three images of the same object [38]. 
 
In Figure 4 it is very hard to determine what the user is focusing on. At first glance 
the picture can in theory be of the skyline of any city in the world. At second glance it 
is possible to see The Merlion by the sea. If the user wants images of The Merlion or 
the skyline of Singapore this is not a good query image. The Merlion is hardly visible 
and the probability that the result image will be of the Singapore skyline is relatively 






Figure 4: The skyline of Singapore with The Merlion less striking [38]. 
 
Figure 4 shows the skyline with the Merlion less striking than the former image. In 
fact, the Merlion can hardly be seen at all. In such cases where the primary object of 
the image is hardly visible it is hard to find matches among the images. Systems that 
are based on content-based image retrieval include QBIC [2], imgSeek [39], 
VisualSEEk [40] and GIFT [41]. There are several advantages to content-based image 
retrieval [36] [4] [37]. 
 
• It may be possible to search for objects in the picture that is not part of the 
main activity of the image. 
• The user can select portions of an image, submit this as a query and receive 
images that look like the partial picture. 
• Annotation of the image is superfluous. In a purely content-based approach 
text is not used. 
• If the user has an image and want to find similar images, this image can be 
submitted as a query-by-example. This is an easier approach than make the 
user describe the content of the image as text and submit the text as query. 
 
There are also disadvantages to this approach: 
• Indexing of large image repositories is time and resource consuming. A major 
limitation of content-based image retrieval systems is that they are limited to 
relatively small databases. 
• It is not possible to search for the semantic of the images. 
• Tools to construct and/or submit a query image can be complicated to use. 
 
QBIC [2] is an image retrieval system that lets users find pictorial information in large 
image and video databases based on their visual information like color, shapes and 
sketches. QBIC allows queries on large image and video databases based on: 
 
• Example images. The user searches with a query image. The image can be 
provided by the user or chosen from a selection of images. The software finds 
images similar to it based on various low-level features. 
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• User constructed sketches and drawings. The user draws a rough sketch of the 
image they are looking for and the software retrieves images whose layout 
matches the sketch. 
• Selected color and texture patterns. 
• Camera and object motion. 





During the population of the database the images are processed to extract the features 
that describe the image. These describing features can be color, shapes, textures and 
camera and object motion and these are stored in a database. Videos are broken up 
into clips and representative frames are generated for each shot. These frames are 
processed the same way as images. To retrieve results from the database the users 
formulate a graphical query. Features are extracted from the query and compared to 
the features describing the images to find similarities [2]. 
 
2.3.3 Region Based Image Retrieval (RBIR) 
Region Based Image Retrieval (RBIR) is an extension of content-based image 
retrieval techniques [42]. Region-based image retrieval systems provide new query 
types to search for objects embedded in an arbitrary environment. An RBIR system 
automatically segments images into a variable number of regions, and uses a 
segmentation algorithm to extract a set of features (like color, shapes and sketches) 
for each region. A function determines the differences between the database image 
and a set of reference regions. Unfortunately, the large evaluation costs of the 
dissimilarity function are restricting region-based image retrieval to relatively small 
databases [42]. The most crucial part of this approach is the segmentation of the 
regions. There exists several techniques to do this, but to describe the different 
techniques are beyond the scope of this thesis. Systems that use region-based image 




Figure 5: Images with similar regions [44]. 
 
 
2.4 Relevance feedback 
Some image retrieval systems, both text-based image retrieval and content-based 
image retrieval provide relevance feedback [46]. Relevance feedback refers to the 
feedback from a user on specific terms regarding their relevance to a target image. 
These terms can be both textual information for text-based image retrieval or 
sketches/drawings and image examples in content-based image retrieval. Relevance 
feedback is an important concept in interactive information retrieval. The idea is that 
based on the feedback from a user during the retrieval process about the previously 
retrieved objects, the system can adjust the query to better represent the user’s 
information needs [27]. Rui et al. [46] argue that relevance feedback is a way to 
narrow the gap between high level concepts and low level features that causes the 
semantic gap. They also argue that relevance feedback in some degree tries to solve 
subjectivity of human perception of visual content. 
 
2.4.1 Relevance feedback for TBIR 
To alleviate the problem related to the inconsistency in vocabulary described in the 
section for manual annotation and text-based image retrieval, different strategies for 
relevance feedback can be potentially applied. For general information retrieval 
systems a strategy utilized by CiteSeer [47] is frequently applied. The strategy 
provides users with alternative search strings when the performed search was fruitless. 
If the search string is “mobile context information retrieval” returns zero results, the 
search engine comes suggestions of how to improve the search and provides a list 
with alternative search strings using the proposed features. This was the suggestion 




Use "or" to separate alternatives. 
If searching for an author try using only the last name. 
Adjacent query terms default to one word proximity (words must occur next to 
each other). 
Suggested query: information 
Suggested query: mobile or context or information or retrieval 
Suggested query: mobile and context and information and retrieval 
 
 
A way to provide relevance feedback for text-based image retrieval [27] is to show 
textual descriptions of similar images to narrow the user’s query. Lycos [48] use this 
approach. A test with Lycos shows that the query “two friends” result in a list with 
textual descriptions of sub-queries that will narrow the search: 
 
• Friends at School 
• Two Best Friends 
• Two Friends Talking 
• Friends Playing Basketball 
• Cartoon Friends 
• Two Friends Clipart 
• Poems on Friends 
• Old Friends 
• Male Friends 
 
2.4.2 Relevance feedback for CBIR 
Relevance feedback is more often used with content-based image retrieval than text-
based image retrieval. Content-based image retrieval systems often support relevance 
feedback. Relevance feedback for content-based image retrieval means that the user 
can mark the results of the query as “relevant”, “not relevant” or “neutral” before the 
query is performed again with the new information [37]. This is a way for the system 
to learn and to personalize the answers. The query with the new information is 
resubmitted and improved results are returned. Content-based image retrieval systems 
that uses this approach are GIFT [41], PicHunter [49] and MindReader [50]. 
 
 
2.5 The semantic gap 
The biggest challenge in image retrieval is to bridge the semantic gap. Users often 
have an abstract idea of what image he wants to find. The problem it to construct a 
query that the computers understand and provide users with images matching his 
notion. The low-level features of the images are easily measured and computed, but 
the queries given by the user is based on high-level concepts that describe what the 
images are about. The problem is to translate these high-level concepts to low-level 
features as illustrated in Figure 6. The lack of this translation results in a semantic gap 










Figure 6: Illustrates what is meant by The Semantic Gap [52]. 
 
It is said that a picture is worth more than a thousand words. Image content are much 
more versatile compared to text, and the amount of visual data is already enormous 
and still expanding very rapidly. The search engines cannot completely satisfy queries 
from the user, and therefore the retrieved result is often thousands of pages containing 
little relevance, or thousands of “hits” known as information overload. Most search 




2.6 Precision and recall 
The next subsections will ways to measure the performance of information retrieval 
functions. 
2.6.1 Image retrieval 
Image retrieval is a subclass of information retrieval and inherits therefore many of 
the aspects that encompasses information retrieval. Image retrieval is concerned with 
retrieving images that are relevant to the user’s request from collections of images. 
The essential aims of information retrieval are to be efficient and effective. Efficiency 
means delivering information quickly and without excessive demands on resources, 
even when there is a massive amount of information to be retrieved. Clearly 
efficiency is extremely relevant to information retrieval where late response is often 
useless information. Effectiveness is concerned with retrieving relevant documents. 
This implies that the user finds the information useful. If a user keeps retrieving 
information of low relevance it is natural to believe that the user quit using the system 
[9]. 
 
An important thing to have in mind when testing the effectiveness of image retrieval 
systems is that the similarity criteria can vary from user to user. What is adequate for 
one person might not be adequate for another person. We still have some methods for 
deciding what is relevant and what is not. Information retrieval is often defined in 
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terms of the location and delivery of documents to a user according to the information 
needed. This seems to be very easy, but has proven to be a very complex task. Take 
the Internet for instance, it is very easy to publish information, but it is difficult to find 
relevant information. Search engines returns a set of results. The results are most 
often a combination ranging from relevant results to irrelevant results. It is common to 
evaluate the performance of information retrieval system and there exist several 
techniques to achieve this. The most common techniques are called recall and 
precision [12]. Recall is the proportion of the number of relevant items retrieved of 
the total number of relevant items available. If a search has high recall it refers to the 
experience of getting thousands of hits, which is also known as information overload. 
Precision is the proportion of all relevant items of all the items retrieved. Search 
engines focuses on their software’s ability to retrieve high amount of hits and focuses 
less on the relevance of the pages. A test using Google Image Search [31] shows that 
if you use the word “cat” you get 3 080 000 hits. Who goes through that many hits to 















Consider an example of an information request I that is a collection of information. In 
this collection of information there is a set of relevant documents, R, where |R| is the 
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number of documents in the set. Assuming that an information retrieval strategy 
processes the information request I, and generates an answer set A where |A| is the 
number of documents in the set. Let |Ra| be the number of documents in the 
intersection if the sets R and A. These sets are illustrated in Figure 7. The recall and 
precision are measured as follows [12]: 
 
• Recall is the fraction of the relevant documents (the set R) that has been 
retrieved. 
 





• Precision is the fraction of the retrieved documents (the set A) that is relevant. 
 
 





Precision and recall are tested on a fixed and relatively small set of documents and 
has predefined queries to decide which documents goes with which queries. This is 
not a task that is done completely automatic. To construct the predefined set of 
matches is a manual and highly subjective task. Precision and recall measurements 
might therefore not be as correct as desired [12]. Because recall and precision are not 
always the most appropriate measures for evaluating information retrieval 
performance other approaches has been proposed. The precision and recall scores are 
often combined into a single measure of performance, known as the F-score. F-score 
is the weighted harmonic mean of precision and recall. F-score gives an average score 
of the efficiency of the system without specifying the value of precision and recall 












The F-score is also known as the F1 measure, because precision and recall are equally 
weighted. There is also F05-measure that weighs precision twice as much as recall and 
measure F2 that weights recall twice as much as precision. The idea is to allow the 
user to specify whether he is more interested in recall or in precision. This value is 
often given in percentage and the higher the percentage, the better search strategies. 
All three measures consider documents as either relevant or irrelevant. In practice 
documents can have degrees of relevancy. In this thesis we refer to precision and 




2.7 Context and context awareness 
The next subsections will discuss context, image context, context-awareness and the 
role of context in information retrieval. We will then discuss time and location as 
context. 
 
2.7.1 What is context? 
Context is a general term used across many different fields. Dey [53] describes 
context as situational implicit information that helps the communicating parts to 
understand what is said based on the setting the parts are situated in. Said in other 
words, context is everything about the situation that is relevant to the application and 
its users. 
 
When humans interact with each other we are able to use this implicit situational 
information described above to increase the conversational bandwidth. Humans have 
a common understanding of how the world works and don’t have to describe a 
situation down to every detail. This concept can be easily explained with an example. 
If a person leaves a room and another person asks him to shut the door, it is tacitly 
understood that it is the door closest to them he want to get shut and not some other 
door far away. The closest door is a part of the situation and is therefore context. The 
remote door does not affect the conversation (situation) and therefore it is not a part of 
the user’s context. This concept does not transfer well in human-computer interaction 
and that makes context a poorly used resource in traditional computing environments. 
The current lack of efficient techniques to provide input to computers makes them 
unable to take full advantage of this rich source of information. By strengthening the 
computers ability to use context we will enable computers to communicate in a richer 
way and make more useful programs in the future [6]. Hofer [54] has a distinction of 
different context dimensions, physical and logical context. The physical dimension 
refers to context that can be measured by hardware sensors such as temperature, light 
conditions, movement, touch, sounds and air pressure. The logical dimension is 
mostly specified by the user or captured by monitoring user interactions/behavior like 
the user’s goals, tasks, work context, business processes and the user’s emotional 
state. 
 
2.7.2 Image context 
We consider pictures to be associated with multiple contexts. An image can have two 
types of context associated with it, static and dynamic. Static context often refer to 
context that can be measured by hardware sensors, e.g. location, time, light, sound, 
movement, touch, temperature, humidity and air pressure. Static context is 
information added to the image when the image is created/captured. This context 
never changes in time. After the image is taken, there is no way to change e.g. the 
location where the image was taken. Because the nature of static context is objective, 
image retrieval based on static information is relatively easy. By objective we mean 
that this information is perceived equally by most people. Most context-aware 
systems make use of static context as it provides very useful data, such as location 
information. The other type of context is called dynamic context. This context is 
added after the image is taken and can change in time, situation and it is dependent of 
who the viewer is. 
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An example of dynamic context is an image of the leaning tower of Pisa. The tower 
could be seen on an illustration of Italian old architecture in tourist guides in Italy. 
The same image can appear in the syllabus for 
students in construction class as an example of 
what consequences too soft soil can have in 
building constructions. The very same picture can 
also appear in a science book. Galileo Galilei is 
said to have dropped two cannon balls with 
different mass from the leaning tower of Pisa to 
test his hypothesis that their descending speed 
was independent of their mass. This shows that 
dynamic context is subjective by nature and 
events can be perceived different from person to 
person. 
 
Context like date and time can be automatically 
annotated when the image is captured so the user 
doesn’t have to be concerned about this. Time and 
date are automatically attached to the image by all 
digital cameras. Location is a different matter. 
Today, few digital cameras and mobile phones 
have the ability to automatically tag the location 
to the captured image. We believe that this is only 
a matter of time before all cameras are equipped with this feature. 
 
2.7.3 Context awareness and context aware computing 
Context-awareness is the ability to use context information. When we use context 
with applications, we call this context-aware computing. Dey [6] defines context-
aware computing as: 
 
“A system is context-aware if it uses context to provide relevant information and/or 
services to the user, where relevancy depends on the user’s task.”  
 
Computers have until the latest years been relatively stationary. A desktop-server 
approach has been and is still the common way for communication between client and 
server. This also applies for the applications belonging to this hardware [55]. In the 
same way researchers have tried to specify the important features of a context-
awareness, they specify the features of context-aware applications. Dey [6] proposes a 
categorization that combines the ideas from previous taxonomies and attempts to 
generalize them to satisfy all existing content-aware applications. There are three 
categories of features that a context-aware application can support [55]: 
 
• Presentation of information and services to a user. 
• Automatic execution of a service for a user. 
• Tagging of context to information to support later retrieval. 
 
Context-awareness has become an important consideration in the development of 
mobile, ubiquitous and pervasive computing. Schilit et al. [56] defines context-aware 
applications to be applications that dynamically change or adapt their behavior based 
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on the context. Context-aware applications are applications that are able to adapt their 
behavior and without explicit user intervention, tries to increase the usability and 
effectiveness with the use of relevant context [56]. Context-aware systems offer new 
opportunities for application development and use by collecting context information 
and adapting systems behavior accordingly. To make such an information system 
work, the need to distinguish relevant from irrelevant information increases. Because 
this is a highly individual point of view, it becomes a difficult task. The success will 
depend entirely on their ability to filter the context and deliver the relevant 
information at the right place and at the right time. As context can rapidly change it is 
important with “quick responding applications” [55]. 
 
2.7.4 The role of context in information retrieval 
Information retrieval has traditionally regarded users working inside a “world of 
information”, using desk-based computer systems. The development in mobile and 
wireless computing means that information retrieval systems are now embedded in 
the real physical world with technology such as sensors to perceive and provide rich 
information about the surroundings. 
 
The use of context makes software developers able to provide users with personalized 
services. The application monitors the user’s context and reacts properly to it. The 
information can be provided to the user automatically, resulting in a minimum of 
interaction. We imagine users retrieving desired information without asking explicitly 
for it. The user will have quick access to the information or service that he needs in 
his current context [57]. The potential areas for context aware applications are many 
including travel information, shopping, entertainment, event information and different 
mobile professions. The more sources of context information, the more adaptive, user 
flexible and useful systems can be developed. 
 
2.7.5 Time and location as context 
Time and location are probably the most used context in context-aware computing. 
This context can be automatically added to images assuming that the camera has 
location detection functionality GPS (Global Positioning System) and clock. 
 
To use time as context can be problematic. To set time on cameras is an individual 
and manual task and is it not required to set the time before images are captured so 
this is often not done. Even if the time is set when the camera is put to use, it can 
easily be wrong adjusted without users taking notice of it. Even if users set the time 
correct it has to be recalibrated once in a while. This means that the time set on 
images can be wrong and then be erroneous to use as basis for a search. Gurrin et al. 
[58] elucidates some of the problems using time as context. In most places in the 
world a photo taken at 10 am will most often be in daylight, but it is not always the 
case. In locations very far north or far south the location will be bathed in pitch 
darkness in wintertime. A photo taken at 2 am will imply darkness of night, but the 
locations mentioned above can just as well have midnight sun and daylight 
conditions. 
 
The number of features that merges photo and mobile entities are increasing and this 
is currently a hot topic of developers at mobile phone companies. Nokia [59] has just 
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launched a new series of mobile phones and they focus a lot on image and video 
management. Together with other features, their new model N95 has fully integrated 
GPS solution with complete maps of the world. The images will be automatically 
annotated with the GPS position where they were taken. We believe that users will 
discover the advantages with this feature and that Nokia’s competitors like Sony 
Ericsson will follow this trend.  
 
 
Figure 8: Nokia N95 with built in GPS [59]. 
 
Nokia N95 enables users to automatically annotate images with location information. 
It automatically codes the pictures with geographical information, storing latitude and 
longitude details in the EXIF information within the image file. 
 
Location is the far most used context in context-aware computing. In contrast to other 
contexts, location can today be easily detected. There are different technologies like 
GPS, mobile phone towers, badge proximity detectors, cameras, magnetic card 
readers, bar code readers, Bluetooth, IR (Infra Red) and ultrasonic sound to detect 
users position [60]. Some of these technologies demand clear sight to the receiver and 
some can travel through walls. Location-aware applications utilizes the knowledge 
about the physical location of real-world objects such as persons and devices to adapt 
their functional behavior and their appearance to the user [61]. Location-aware 
applications can be developed for both indoor and outdoor use. For outdoor use, GPS 
is a handy way to localize users. For indoor use other approaches such as for instance 
IR-beacons are better suited. 
 
 
2.8 Location aware applications 
Location information is used in a considerable number of applications. Toyama et al. 
[62] describes a system that capitalizes geographic location tags on digital images. 
They argue that the location where the photo was taken is important because it says a 
lot about the semantics of the picture. This information also makes it easy to index 
and search though image collections. The geographic location where the photographs 
were taken provides useful context to the image. 
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Location is a universally understood context if it is presented properly. Location is 
tightly bound to the semantic of the picture. If the picture is taken on the top of Mount 
Everest the location says a lot about the picture without even displaying a single pixel. 
 
CybreMinder [63] is a context-aware system for supporting reminders. CybreMinder 
is a context-aware tool that supports users in sending and receiving reminders. The 
delivery of the reminder can be triggered by the user’s context such as time, location, 
situation or more sophisticated types of context. For instance, while a user is in 
specific situations (for instance cinemas or meetings) the reminder is not delivered 
before the user has left the situation he is in. 
 
The Active Badge Location System [64] and The Marble Museum PDA application 
[65] are location-aware systems for indoor use. In The Active Badge Location System 
the members of the staff wear badges that transmit signals providing information 
about their location to a centralized location service, through a network of sensors. 
The system is meant to be an efficient way to keep track of employees in large 
companies like hospitals where the employees are often hard to localize [64]. There 
have been several attempts to develop hand-held guides for tourists visiting museums. 
GUIDE [66] and Electronic Guidebook [67] are such applications. The Marble 
Museum PDA application is a location-aware guide for visitors of The Marble 
Museum of Carrara in Italy. The visitor’s guide uses automatic detection of a change 
in environment to trigger the presentation of multi-modal context-dependent 
information through a PDA. The application uses IR-beacons that localize the visitors 




2.9 Mobile environment and contexts 
The emergence of new information retrieval techniques, such as those used in mobile 
computing, raises new challenges for information retrieval. It is argued that context is 
going to be an important component when solving these challenges [6] [7] [68].  
 
Mobile applications make use of context in a new way. Information is now made 
available in situations it previously has not been available in. In “the old days” you 
had to watch the weather forecast before you left home, but today you can get updated 
information about the weather on your mobile phone or PDA. Context-aware systems 
dealing with location information are widespread and the demand for them is growing 
due to the increasing spread of mobile devices. We have just described several 
examples of location-aware systems, such as various tourist guide projects where 
information about the tourist current location is crucial for a successful service.  
 
Some information is of a kind that makes it interesting only if it is delivered the user 
in a specific situation. Such information can for instance be weather conditions. 
Weather conditions three days ago is irrelevant to a user that is on his way to Mount 
Everest and wondering whether he shall continue to the top or not. This example 
illustrates that the user is embedded in the real world and will most often require 
updated information relating to their physical surroundings [68]. As the system 
CybreMinder [63] illustrates the user are often primarily engaged in other activities 
than information searching and is likely to want rapid access to relevant information 
to assist them. 
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It is challenging to develop context-aware applications as a user’s context can change 
rapidly. The context-aware systems must collect and interpret the dynamic context 
information and adapt the behaviour accordingly. It's always possible to do image 
recognition that is better than nothing, but it is hard to do something that is perfect. 
 
Mobile computing devices range from semi-portable e.g. laptop, to truly mobile 
devices like mobile phones and PDA’s, though sometimes these devices are 
incorporated in a user’s environment like for instance a car/driver computer. This 
development change how information retrieval systems are taken “outside the office”. 
An outcome of this is that the users amount of nature and context increases. Sensors 
are becoming cheaper and more ubiquitous. If the mobile information retrieval system 
is equipped with such sensors, much physical context such as temperature and 
humidity, is potentially available. In these settings the users are often primarily doing 
some other activity, so it is likely that they want the information retrieval system to 
assist them improve the activity they are in. It is therefore crucial that the system’s 
response is rapid and correct [68] [63]. The response might be in the form of an SMS, 
MMS or a program to run. We will however not discuss the display-issue in this 
thesis. 
 
Users have now in much higher degree access to information where they want it when 
they want it. Here we can use context to help select the information needed. Location 
as context often plays a key role in context-based mobile applications. However, we 
believe that use of richer context including i.e. temperature, time, date and sound 
makes more suitable and wanted applications. A document, such as an image, may 
have contextual fields representing an associated context such as location and 
temperature. An outdoor café is for instance only suitable in certain temperatures [9]. 
This extra information does not necessarily need to be directly involved in the process 
of query, but can improve the quality of the material delivered to the user. The more 
an application knows about a user’s context, the more likely is higher precision [10]. 
 
The introduction of information delivery directly to the user introduces another 
concept in information retrieval called proactive information retrieval, where a device 
may automatically perform a request to a search engine or may trigger information 
when the user enters a specific context. Another important issue when it comes to use 
of context in information retrieval within ubiquitous computing is to determine the 
manner and timing of any information passed to the user. There exist both hardware 
and software that can help determine if it is appropriate or safe to disturb the user at a 
given time in a given position. Since the information requested is based on the user’s 
current context the information must be delivered in a timely fashion since the context 
can change. The information is often useless if it is delivered outside a context the 
user has just left [9] [63]. 
 
In context-aware retrieval systems the matching scores are very important. As well as 
being used for ranking, they can be used in deciding weather results should be 
delivered at all. For example a proactive system may decide that since the best 
matching results has a rather low score, it does not make sense to distract the user 
with it resulting that it is not delivered at all [69]. The score might indicate that the 
information is not relevant enough even if the user is available. 
 
 29
There are well-known problems and restrictions with mobile environments and these 
are important to have fresh in mind when we develop applications for mobile systems. 
Known problems are that they unexpectedly disconnect, they can be unavailable for 
periods and the systems are often very heterogeneous. An obvious restriction is the 
size of these devices. Handheld mobile devices are far less powerful than stationary 
computers, when it comes to CPU, memory, link capacity, the limited battery life and 
so forth. The screen is also much smaller and therefore limits the use of these entities 




This chapter has given an understanding of the background material for this thesis. 
We have discussed ways to annotate images both manual, semi-automatic and fully 
automatic and we discussed advantages and disadvantages with these approaches. A 
picture can mean different things to different people and the manual expression of 
metadata becomes problematic when the images are searched for. 
 
Traditional image retrieval techniques include text-based image retrieval and content-
based image retrieval. There are several advantages and drawbacks to these 
approaches that we have discussed. Content-based image retrieval makes it possible 
for users to search for parts of an image that is not a part of the main activity of the 
image. Because content-based image retrieval techniques base their search only on the 
contents of the images, annotation is superfluous. 
 
We also discussed that the lack of semantics creates a gap between what the user want 
and what he is actually capable to express in a query. This gap is called the semantic 
gap and is a main challenge in image management. The semantic gap leads to low 
precision and recall; it is frustrating to search for information, get thousands of hits, 
but few of them are relevant. 
 
Until now computers environment have been relatively static. We discussed mobile 
technology has made its entry and full worthy applications must be made to support 
this trend. To develop more software that does not narrow or tighten the semantic gap 
will only provide another inadequate system to the users. We discussed the role of 
context in this situation and how it is predicted to support information retrieval in 
applications. Context-aware image retrieval is a technique which potential has not 
been fully discovered yet. We used Dey’s [6] definitions to understand what context 
and context-awareness is. 
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3 Related work 
This section/chapter relates our work to other research projects when it comes to 
image retrieval techniques and context-aware computing in mobile environments. The 
systems that we particularly want to focus on are systems that use location to derive 
information in a mobile environment.  
 
It is not a goal for this thesis to give a full description of every system that somehow 
is similar to our system, but describe some of the systems that explores the concepts 
that we use. We will also give a short description of the limitation of these systems. 
 
We describe general web-based photo management solutions. We will see how these 
solutions provide users with search and browsing functionalities but little more than 
this. We will then describe systems that take photo management to a further step and 
provide users with additional information. The systems that we first describe are 
context-based services that provide users with some information. These systems are 
Cyberguide, The Photo Navigator System and a context-based system for browsing 
personal digital photo collections. The system SnapToTell uses a combination of 
content- and context based retrieval to provide information to users. The systems 
described are not necessarily complete systems in the way that they are fully 
developed. They can be descriptions with respect to design, architecture and may be 
partly implementation. For every system described we will compare it to M2S and 
CAIR and discuss similarities and differences. 
 
 
3.1 Web-based photo management solutions 
There exist several web-based photo management systems such as Flickr [70] and 
Snapfish [71] that provides users a limited space where they can upload images or 
browse the image collection from any location. The services most often require the 








A we discussed in chapter 2 it is not advised to have a large number of images 
displayed on small mobile devices or rely on very extensive browse or search 
functionality. We have also discussed manual annotation of images and how this is a 
time consuming and error prone task.  
 
Snapfish does not make use of content or context in any way. In Flickr the images can 
be tagged with location information and be placed on a world map based on this 
location information. It is then possible to the user in an easy and intuitive way to 
retrieve images based on the location where they were taken. The next systems that 
we describe make use of context like location or/and time in a greater degree to 




The Cyberguide project [73] is a series of prototypes of mobile context-aware tour 
guides used for outdoor and indoor use. The prototypes differ in several ways, but we 
want to describe the core functionality and architecture.  
 
The intention was to develop an intelligent handheld tour-guide that should be as 
good as a real tour guide. Museums could provide these to visitors allowing them to 
take personalized tours seeing any sight desired in any order. Knowledge about the 
user’s current location and the history of his past locations, are used to provide a 
service that is normally expected from a real tour guide. Information about the sights 
is moved into the hand-held tour guides. Instead of having real tour guides each user 
is given a hand-held tour guide. As the user moves in the area he’s provided 
information about the sight he is physically close to. The context (such as position and 
surroundings) of the user is displayed at the screen of the hand-held device. The 
service has automatic positioning of the users so they can be given correct 
information according to their context along their tour. The hand-held guide is also 
equipped with functionality for interaction. The user can ask questions like “Who 
painted that picture?” and get an immediate answer. The user can also communicate 
by sending e-mail, printing information etc. The Cyberguide architecture consists of 
four components. The components functions independently, but each component can 
vary from prototype to prototype. The four components are map component, 
information component, position component and a communication component. 
 
The map component has knowledge about the physical surroundings, such as location 
of buildings or pathways that the tourist can access. This information is displayed to 
the user in a map. Visualizing and manipulating the map dominates the user interface 
of Cyberguide. It can be viewed at different levels of detail and scrolled around. 
 
The information component provides access to information about sights that the user 
might encounter during their visit. This includes descriptions of buildings, who lived 
there, etc. This component also handles the user asking questions like the ones 
mentioned above. The information is displayed by a pen touch on the map or by 
walking up to the sight. The information is realized as a repository of information 
about physical sights. 
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Figure 10: Map and information interface of the Cyberguide prototype [73]. 
Figure 10 shows the map, to the left, and information interface, to the right, of the 
Cyberguide prototype. 
 
The positioning component is charting the position of the user within the physical 
surroundings. The component provides constantly updated information of the location 
and surroundings of the tourist. To provide a complete service it is important to know 
where the user is to display the correct surroundings on the map or give the correct 
answer to questions like “What am I looking at?”. Cyberguide bases the indoor 
location functionality on IR transceiver units. The area is divided into cells. As the 
tourist moves and passes into the range of a new cell, the position is updated on the 
map. For outdoor positioning they use GPS. Positioning information in the entire area 
is important, but without knowing the orientation of the user (for instance what 
someone is looking at), the physical position information of the user is of limited 
value. Rather than distribute a positioning system around the physical area, it is just as 
useful to collect detailed positioning information around sights of expected interest in 
the area. 
 
The communication component is the wireless communication component that 
enables users to send and receive messages. Such information can be e-mails, printing 
documents, broadcasting of group messages such as “The bus will be leaving in 15 
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Figure 11: Shows a broadcast message to the individual Cyberguide units [73]. 
Figure 11 shows an example what a broadcast message from the Network to the 
individual Cyberguide units could look like. 
 
The architecture of Cyberguide is modular. This means that the different components 
can be changed with a minimum of influence on the other components. Components 
can also be added to the service. 
 
Cyberguide is related to our system CAIR in the way that they both utilize user’s 
context (location) to provide the users with information. The information is assumed 
to be of interest for the user due to his location. The information provided by both 
services may be of the same nature such as history, happenings, relevant persons etc 
about the attraction of the location or the location itself. The systems are nevertheless 
different in several ways. In Cyberguide the user is not necessarily aware of his 
location, but in CAIR the user must have explicit knowledge about the location, such 
as the name, he wants more information about. Cyberguide constantly supervise the 
user’s location and constantly provides the user with information at the right time 
according to his location. This is opposite to CAIR and M2S where the user initiates 
the queries and is given as many results as he has submitted queries. 
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If the timing is not right, the information provided might be of less use or maybe 
useless. If a tourist is looking at a painting made by Leonardo DaVinci and the 
information presented by Cyberguide is about the artist Michelangelo this information 
is misplaced and of less value now than if it was actually presented while the tourist 
was viewing pictures of Michelangelo. 
 
Cyberguide is based on the assumption that the user wants information about his 
surroundings and is given the user without further instructions. In CAIR and M2S the 




3.3 The Photo Navigator System 
Pauty et al. [74] proposes a system that makes users able to navigate through a photo 
collection using context. Photo Navigator makes use of the users current location to 
propose him photos that are taken near him. The motivation behind Photo Navigator 
is to let a user get an improved understanding of his surroundings. Instead of having a 
stand-alone image collection the thought is to have a global network of images that 
can be shared by different users. The context that is used is time and location and the 
images must be annotated with this context and added to the image collection. 
 
 
Figure 12: The user’s context in the physical world [75]. 
 
Photo Navigator consists of two navigators; a physical and a virtual navigator. The 
physical navigator displays photos from the user’s current location. The client 
terminal is a Pocket PC equipped with GPS receiver to monitor the user’s location. 
The images in the collection are annotated with GPS-coordinates. The user’s context 
is kept updated and is matched against the GPS-coordinates of the images in the 
collection. The images close to the user location are displayed to the user. The virtual 
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navigator displays photos from the user’s current context or the user’s virtual context 
that is by location a bit ahead of the user. The service can in this way be used to see if 
an attraction is interesting or not. A user scenario will help explain how the service 
works and how it can be useful: 
 
The user starts the information system and his location is determined. The photos 
displayed on the users screen are by location close to him. While he moves the user’s 
context is automatically updated and the service responds by reflecting the updates on 
the screen. The automatic update of user’s context keeps explicit user interaction to a 
minimum. He is now standing outside a castle and wonders whether to enter it or not. 
He continues the tour, but this time it is virtually. He starts the virtual navigation of 
the service. The photo of the castle is a part of the user’s context while it is close to 
him. He selects a photo of the castle and the location of the castle becomes the user’s 
virtual location. The user’s context is updated reflecting his virtual location and 
making some virtual jumps the photos displayed can now be from inside the castle. 
By making virtual jumps in one direction, the user can know if the action is 
interesting enough to be taken in the physical world. Some buildings are not meant for 
tourist to enter and this technology still makes it possible. 
 
 
Figure 13: Shows how a user can go from physical to virtual navigation [75]. 
 
The application can also use time as context to display photos that are from a different 
year, time of year or day. An attraction can look very different if it is for instance 
covered with snow. The user might wonder how it looks in wintertime. The navigator 
can be set back in time; to wintertime or several years back in time. The user can see 
the castle covered in snow or he can see the castle and it surroundings from The 
Second World War and how it looked like then [74]. 
 
Photo Navigator is related to M2S and CAIR in the way that the user can explore 
locations by using his context. Photo Navigator has to constantly monitor the user’s 
location and provide the user with constantly updated information. In CAIR the user’s 
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current location is sent in an SMS to the service. After his result is returned he is not 
provided additional information before he sends another query. The creators of Photo 
Navigator also stress the advantage that they have a minimum of explicit user 
interaction. This is however not something that we want to emphasize with CAIR. If 
the user wants to send loads of queries, that is consistent with our wishes. It is 
however important that CAIR provides users with “sufficient” information in each 
query SMS. CAIR is also similar to Photo Navigator in the way that it offers users 
images from a specified point of time. Photo Navigator can view images from 
different seasons and it has the ability to show images from specified years. CAIR has 
functionality to display images from a specified season, but does not have the ability 
to display images from a specified year. This functionality is however not difficult to 




Microsoft [76] has developed a research prototype of a service they call Lincoln [77]. 
The service allows users to search for information about an object by just taking a 
photo of it. Instead of letting users type the text describing photos, the user snaps a 
photo with the camera build in the mobile phone. The photo is matched against a 
database of images tagged with relevant web pages and comments supplied by a 
community of users. If a match is found this is returned to the user. 
 
Microsoft argue that one way to use this service is to capture a picture of a movie 
poster or DVD-cover and use this as basis for the search. The result will then contain 
information about or a link to a website containing information about the current 
movie. To provide users with valuable results the database must be of large-scale to 
have a true utility value. 
 
Figure 14: Shows retrieval of website requested using an image [78]. 
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Figure 14 shows how a user can take a picture of a magazine with the mobile phone 
and be directed to the magazine’s website. 
 
At the moment the bottleneck of the system is in the communication part. According 
to Technologyreview [78] the image search takes about one second while uploading 
and downloading of images takes about four to five seconds. At the heart of the 
image-recognition engine is an algorithm that analyzes a picture and creates a 
signature that concisely describes the picture. This signature consists of information 
that describes the relative position of the pixels and the intensity of a certain feature in 
a picture. For efficient retrieval and matching, they group the features into sets of 
three, known as triplets. Lincoln does not describe any further what a triplet is or how 
the grouping is done, but an example triplet is shown in image 2 in Figure 15. Take 
for instance the painting of Mona Lisa. For this picture the algorithm will consider her 




Figure 15: Illustration of how Lincoln works [76]. 
 
The algorithm creates these data sets and using an inverse look-up table, compares 
them to already created sets of triplets of the pictures in the database. To verify the 
correct match, the spatial relationship between the matching triplets is checked for 
consistency [76]. 
 
Microsoft's claims that their approach makes searching through large databases more 
efficient than other methods that compare a large number of individual features one 
by one. Microsoft also argue that their engine is efficient because it only has to search 
for the triplets of data and not the hole image. This is because they consider the odds 
that there exist many images with the same three data sets are small [76] [78]. Even if 
there exist several images with the same triplets the developers have to consider the 
trade-off between computing time and precision. 
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According to Microsoft, there are two factors that distinguish this technology from 
others. First, the fact that anyone can contribute with images, links, and comments to 
the database. Second, they believe that the image-recognition system that they have 
developed will be able to search through millions of images quickly [76] [78]. 
Currently Lincoln can only be downloaded for free using Internet Explorer 6 and 7 
and it can only run on smart phones equipped with Windows Mobile 5.0 and 
PocketPCs. 
 
Some aspects of Lincoln are very similar to M2S. They both provide users with 
information about an entity he has taken a photo of and send to the server. In both 
services the query is formulated as an image and has a content-based image retrieval 
algorithm running in the heart of the application. As discussed, Lincoln use a 
techniques that group features of images in three known as triplets. These triplets 
form a signature that is matched against the already processed images. M2S use a 
content-based image retrieval program called Lire (Lucene Image REtrieval) [79]. 
Lire will be described later. 
 
Both services provide users with information about the photographed entity, but the 
information is presented in different ways. Lincoln focuses on sending the user a web-
link to information about the entity. M2S will first and foremost give users 
information in form of audio clips, web-links, textual information and series of 
images. 
 
The services use databases with information. Today, the image database of Lincoln 
contains about 30.000 images. These are mainly of DVD-covers that link to movie 
reviews uploaded by Microsoft researchers. To achieve a larger database of images, 
any user can upload pictures and links to the database. Microsoft hopes that people 
will fill it with pictures and links to anything from information about graffiti art to 
scavenger-hunt clues [76]. Currently it is a small database containing MMS’ and web-
links. The database of M2S is generated by the developers of M2S and none but the 
developers has access to add any information to the database. Together with the fact 
that to construct rich MMS’ is a more complex task than uploading a web-link to a 
database the evolvement of M2S’s database will go accordingly slower than for 
instance Lincoln. 
 
The way to communicate between mobile client and server are different. Lincoln 
uploads images via an Internet-connection between the mobile entity and the server. 
M2S makes users wrap the image taken in an MMS and send it to a specific phone 
number. There are disadvantages to the approach made by Lincoln. The bandwidth of 
the communication link can vary. Large images can take a long time to upload. This is 
also dependent on a constant link. As we discussed in the subchapter concerning 
issues with mobile entities, mobile entities can easily disconnect and be unavailable 
for periods. As mentioned the communication is the bottleneck of the service. At the 
moment MMS is a more stabile communication channel and is not so error prone. If 
the user is out of range of the mobile network, the MMS will be reside at the server 
side until the user is in range again. People are also more used to MMS and are 





Lim et al. [38] proposes a service called SnapToTell (also called Snap2Tell). The 
proposal makes users able to retrieve information about sights by using their mobile 
phone. The idea is that a user can take a picture of an attraction and send to a service 
provider via MMS. He then receives either an audio clip or textual information that 




Figure 16: An application scenario with SnapToTell [38]. 
 
SnapToTell use a two-phase retrieval approach: one on the context (location) and one 
of the content (color histograms) of the image. The image is sent as MMS to an 
application server that handles the request. The user’s location is determined and 
added to the MMS before it is sent. With the location identified, the Snap2Tell server 
sends a query to the database to retrieve the image metadata for the scenes related to 
the location. The image is extracted from the MMS and used as basis to search for 
similar images using an image comparison algorithm. The algorithm for image 
matching and indexing is based on color histograms (color comparison). If the best 
matching score is above a certain value descriptions of this best matched image is 
extracted from the database. Otherwise, a no match situation has occurred. In either 
case, the reply is formatted as an MMS and sent to the mobile phone of the user who 
initiated the query via MMS [38]. 
 
The developers argue that content-based image retrieval functions are in them selves 
not sufficient to base the service on. They therefore add the user’s location to narrow 
down possible objects that the MMS contains. It would be possible to use location 
alone, but this could easily be a more inaccurate service. Detection of the user’s 
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location determines the user’s position, but cannot capture the user’s intention. What 
direction is he facing? What is he looking at? This is a description of how the service 
ideally would work. The authors have not developed the full worthy service, but have 
made a temporary solution due to the problems they encountered during the 
development. 
 
The developers of the service were dependent on extern technology to work properly. 
As this technology was not available, they had to use other solutions. Already at the 
level of communication the technology failed. When the service was designed, there 
existed no GSM-modem that supported MMS. They therefore had no way to send and 
receive the MMS’. Instead the developers used a Bluetooth interface to communicate 
between the client phone and the SnapToTell application server. At the time the 
system was designed the mobile phones on the marked had no support for 
determining the user’s location. The developers discuss GPS and the GSM cellular 
network infrastructure as possible tools as solutions. They argue that GPS is the most 
accurate method to obtain location information, but due to drawbacks such as higher 
hardware cost, power consumption, warming-up, satellite visibility in urban area they 
do not foresee GPS-equipped phones to become common in the near future [80]. 
 
The client phone (Nokia 7650) was not able to provide the developers with realistic 
location information. Therefore they had to simulate the location by a location ID sent 




Figure 17: Sample of SnapToTell screens on the mobile client [38]. 
 
SnapToTell is in many aspects similar to M2S. They both provide information to 
users by an MMS dialog. The results however can be different. SnapToTell can 
provide audio clips and textual information. M2S has the opportunity to send audio 
clips, web-links, textual information and series of images. As we have seen 
SnapToTell uses color histograms for image comparison. SnapToTell utilize HSV 
(Hue, Saturation, Value) color space for color histogram. Color histograms are widely 
used for content-based image retrieval. M2S use a content-based image retrieval 
program called Lire [79] to compare images. Lire utilize Caliph [81] to create an 
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index of the images in the database. The images are indexed from scalable color, color 
layout, dominant color and edge histogram. Lire utilizes the information retrieval API 
Lucene [82] to the retrieve the most equal images. M2S has the advantage that it does 
not require users to be at the location of the attraction while taking the picture. As 
long as the user has the tourist brochure he can use the service from anywhere in the 
world as long as he is in range of a mobile phone network. In SnapToTell the user 
must take a picture of the attraction in itself. Together with the location information 
SnapToTell ties the user to the location where the attraction is situated. 
 
SnapToTell is also similar to CAIR in some aspects. They both provide users with 
location-aware information, although SnapToTell does not use location alone to 
achieve this. CAIR is a context based information retrieval service and the query is 
formulated as text and is therefore wrapped as SMS instead of MMS. The result from 
the query is also different while CAIR offer the users series of images. 
 
 
3.6 Mobile Access to Personal Digital Photograph Archives using 
context 
Gurrin et al. [58] describes a system for context-based browsing of personal digital 
photo collections in mobile environments. They describe how they use contextual data 
such as time and location of image capture to manage a personal digital photo archive. 
A key assumption of their work is that use of context information like location, will 
improve user search and browsing, both on desktop and mobile devices, than time-
based organization alone. After the photo is taken the context information is used to 
fetch additional context-based information such as weather and daylight conditions.  
 
They argue that this is particularly applicable on mobile devices where the data 
handling, such as data entry, is restricted. With a GPS embedded for positioning, the 
time and location of image capture are easily available through the camera. Each 
photo is labeled with time and GPS location. An advantage of using context this way 
is that photos are automatically indexed and removes the need for manual annotation 
and indexing of photos. Another advantage is that the service is developed for mobile 
environments so it gives the users ubiquitous access to their photo collection. 
 
There are about 10.000 weather stations positioned around the world that monitor the 
weather and log this information. Given this information and readily available access 
to it through the Internet the images can be automatically annotated with weather 
information from the weather station physically closest to the user at the time the 
image was captured. The weather information can be descriptions such as; sunny, 
cloudy, rainy etc. This means that a user can search for images taken on for instance a 
sunny day. The subject of the image is not taken into consideration, but the weather is 
sunny. To fetch additional context like weather information is optional. The camera 













Figure 18: Illustrates the gathering of context information. 
 
Figure 18 illustrates that weather information from the nearest weather station is 
added to the image as it is captured. 
 
The developers have tried to follow guidelines for developing applications for mobile 
devices suggested in the literature. These guidelines include: 
 
• Minimize user input. They provide simple user selections or simple 
hyperlinking instead of asking the user to formulate queries or to use visually 
demanding browsing that requires careful inspection of the screen. 
• Filter out information so only a small amount of the most important 
information can be quickly and readily accessed. 
• Provide proactively search and collect potentially useful pieces of information 
for a user and present it to him. 
 
In addition they have developed an interface that also follow the guidelines: 
 
• “My favourites” is the first screen the user meets when accessing the photo 
archive. This is a personal thumbnail displaying the top ten photos based on 




Figure 19: “My favourites” photos with search frame [58]. 
 
• “The search” functionality is based on location and automatic annotations. The 
intention is to reduce the amount of user interaction when locating relevant 
photos. The snapshots in Figure 19 and Figure 21 are on from mobile entities. 
To make fully use of the screen the search options are hidden in a slider that 








• “Browsing” functionality supports browsing of the images when the above 
functionalities are insufficient. There might exist photos taken at the same 
time and location where browsing the images might be the only option. 
 
Figure 20 shows how to search the photo archive. The figure also displays the slider 
that is displayed when the user needs it. 
 
The first screen that meets the user are the “my favorites” screen. If the desired photo 
is not among the favorites, the user engages in the process of search and retrieval 
followed by browsing the result photos. The developers argue against browsing 
functionality. They also argue that it is important to keep user interaction to a 
minimum. Despite the effort the developers have made to avoid these issues, they 
have not come up with a solution that actually employs these. 
 
This system is similar to CAIR in the way that context is used to provide users with 
information. In Gurrin et al.’s system this is an optional functionality that can be 
turned off. In CAIR this is the core purpose of the service. In CAIR the user must 
explicitly know the name of the location he wants information about. In Gurrin et al.’s 
system the user captures the picture and does not need to know anything about the 
location or for instance weather stations close to him. 
 
 













CBIR    X X  X  
Context  X X  X X  X 




Browse X        
Constant  X X      Info. Query X X  X X X X X 
MMS    X X  X X 
SMS        X 
Web X X X      
Comm. 
WAP    X   X X 
User X   X  X  X Up-
loading 
info 
Service  X   X  X  
 
Table 1: Illustrates similarities between related work, M2S and CAIR. 
 
In cases where the developers of the service have not described the technology or 
choices, this cell in Table 1 is left empty. The table illustrates the similarities and 





In this chapter we have described systems that relates to our systems. We have 
emphasized systems that utilize systems that use context in mobile settings to provide 
users with information. By describing these systems we have enlightened different 
ways of using context to serve the same purpose.  
 
Typical web-services provide users with search and browsing functionality that 
simplifies the user’s photo management but offer users little more than this. The users 
must explicit create queries and browse the photo collection. Cyberguide and Photo 
Navigator are far more automatic. The information is given the user in a constant flow 
as they move in the area and the users don’t have to have any knowledge about their 
location. 
 
In CyberGuide and Photo Navigator the user’s can interfere with the software, but this 
is not decisive for the applications to function. In CyberGuide the user can for 
instance ask questions to “the guide”. If no interaction is performed the user is given a 
standard tour. In Photo Navigator the user can decide to “enter” a building using the 
virtual guide or he can set the time on the navigator to see how the area looked like in 
the past. The user must explicitly ask to enter the building or this will not happen. 
 
Lincoln enables users to retrieve information about an entity by taking a photo of it 
and upload it to specific servers. Databases are searched to find more information (in 
form of web-links) about this entity based on the image. The information is not given 
to the user automatically as in for instance Photo Navigator and Cyberguide but the 
user has to ask specifically for it. User gets as many “answers” as he has performed 
queries. 
 
In SnapToTell the user has to ask explicitly for information by expressing a query 
consisting of an image, while the location is automatically added to the image. The 
user is then offered audio clips or textual information about the object. This form of 
communication is more like the traditional server-client inquiries and the user is 
provided with as many “answers” as he has asked for. 
 
In Gurrin et al.’s system the information is automatically added to the image as 
annotation while the picture is captured, but the user has ask specifically for that 
information to make use of it. He can for instance search for images taken on sunny 
days and he will receive images displaying any subject, but the weather is sunny. The 
strongest quality of this service is the annotation of the image. The query in it self is a 
traditional client-server communication. 
 
We have described the systems design and architecture and compared these to our two 
systems M2S and CAIR. We have also discussed some of the limitations, advantages 
and disadvantages regarding the related systems. 
 46
4 Introduction to M2S and CAIR 
We have seen some of the systems designed for mobile entities that enable users to 
retrieve information. We will in this chapter discuss in what ways and situation people 
use their mobile phones, and further, how this provides a breeding ground for our 
services. 
 
We will then introduce our services, M2S and CAIR, and see how the basic 
architecture of the services is the same and illustrates the use with a user scenario that 
applies to the services. We will give an overall description of the services and how 
they work. In this chapter we will emphasize the similarities and differences of the 
services. The similarities of the services are that they share much of the same 
motivation and they share the architecture, both services communicate by transmitting 
messages and they both have an image retrieval function. The differences are the type 
of messages transmitted, the type of image retrieval function used and how the 
information provided is represented in the database. 
 
M2S and CAIR will be described and discussed in detail in respectively chapter 5 and 
6 where the differences of the services will be more apparent. In chapter 7 we will 




In chapter 2 we argued that users bring their mobile phones almost everywhere and at 
almost all times. The mobile phone is much more than an entity used for oral 
communication. People use mobile phones to listen to music, gaming, instant 
messaging, sending and receiving MMS’ and SMS’, listening to radio, sound 
recording, watching TV, capture pictures and videos, surfing the internet while they 
are richly equipped with tools for alternative ways of communication. Today mobile 
phones can also communicate with other technical entities such as PCs, PDA’s, other 
mobile phones, projectors and so on. Users are aware of the possibilities of the mobile 
phone as a multi-tool and users continuously discover the possibilities their mobile 
phone offers them. At the same time, as we saw in chapter 1, people are getting more 
used to being overloaded with information in “every” situation. Together, these issues 
support the users behaviour and perception of information and information retrieval. 
If the user is getting a lot of information about uninteresting topics at all times, why 
should he not be able to retrieve information about interesting subjects when he needs 
it?  
 
We imagine that a user find himself in a setting where he wants more information 
about an object, location or attraction. He has brought his mobile phone, like he 
always has, and wants to use it to retrieve the desired information. For the user to be 
aware of information retrieval services and how they are used the services must be 
properly marketed. This is a crucial factor but beyond the scope of this thesis. It is 
now important that the service is easy to use and that it returns satisfying results. 
 
Tourists visiting interesting places take a lot of pictures. Their mobile phone offers 
them the possibility to take a picture and instantly send it to family and friends 
together with comments like “look at where we are now”! Standard digital cameras 
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are not (yet!) equipped with communication tools to provide this facility, so the only 
way to take a picture and instantly send to friends and family is by using his mobile 
phone. The tourist can of course take the picture, transfer the pictures to his laptop 
when he arrives at his overnight stop and send it by e-mail. But this is a far larger 
operation than the former method and the pictures are not sent instantly. 
 
More and more information retrieval services are offered. Filmweb.no [83] provides 
users with a WAP-message with link to a webpage. The webpage offers a program for 
all cinemas in Norway. Users can see all premieres the current week and it is possible 
to watch trailers and retrieve news about the movies and about topics that are related 
to national cinemas. It is also a “Top 10” list displaying the ten most popular films. It 
is still not possible to order tickets via this WAP-link, but we believe it is only a 
matter of time before this functionality is in place. 
 
Interactive TV-shows is another example of how people use their mobile phone by 
sending greetings to each other, answering quiz’s, participate in contests and sending 
in personal pictures even though they have no guarantees that the message actually 
will be displayed on TV. As several TV channels offer such programs, this trend is 
increasing. We believe that one of the reasons why people use these programs is that 
it is easy and a fun way to use the mobile phone. The contest providers promote 
attractive prizes like gaming consoles, computer games, money and music collections. 
The winners of the contests are elected consecutive during the show and one of he 
advantages with live broadcast of contests is that the winners are elected instantly and 
they do not have to wait days or weeks for the winner to be announced. In the same 
way we want users to consider our services a fun way of using their mobile phone for 
interaction. As long as it is fun and provides satisfying results, we believe it will be 
used.  
 
It is normal to see tourists carrying around tourist guidebooks. Our services are an 
alternative to or supplement to reading guidebooks and brochures. A guidebook can 
only display photographs and text. Our services, meant for mobile entities can display 
photographs, text, audio, video and multimedia clips. 
 
In chapter 3 we described several systems that utilize mobile entities to provide users 
with supplying information about an object, attraction or location. We will in this 
chapter introduce two services, M2S and CAIR. The two services are of the same 
nature as many of the services described in chapter 3 in the way that both services 
provide users with desired information in mobile environments. 
 
 
4.2 M2S and CAIR 
The services demonstrate the use of different technology to achieve information 
retrieval. Both services are standalone services and they are interesting and relevant 
services because they try to solve user’s instant need for information in mobile 
environments. This is a setting that has become more and more common the last 
years. The services can in theory be used on any portable device such as PDA’s and 
mobile phones with functionality for camera and to send and receive MMS. It is 
however only tested on two different mobile phones. 
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The user is in a situation where he finds himself wanting (more) information about an 
entity. This is often a tourist setting. After watching commercials for our services he 
remembers the service number 2034. The user sends a request for information to 
number 2034. This request is formulated according to the chosen service’s pattern for 
request. The Telenor Message Server sorts the messages sent to 2034 by the first 
string in the request. The request is then forwarded to the proper service. In our case 
this will be either M2S or CAIR. The service handles the request for information and 
sends a reply to the user. The reply is also formulated according to the service’s 
requirements. 
 
The services have similarities, but they also have differences. The services are 
different in the way the images and the associated information are represented, the 
way queries are formulated and the formulation of the result. We will return to these 
differences in chapter 5 and 6. Figure 21 illustrates some of the differences between 








Step 1: Formulate and send query as SMS
Step 2: Use the text to perform query against 
database of images and information
Step 3: Retrieve images that matches the 
query
Step 4: Wrap result as series of images in a 
MMS
Step 5: Send result. MMS and/or WAP
Step 1. Formulate and send query as MMS
Step 2: Use image to perform query against 
database of images
Step 3: If match, use the name of the image to 
search the information database
Step 4: Find premade information about the 
image
Step 5: Send result MMS or WAP
 




M2S and CAIR use the same communication mechanisms, but there are several other 
differences. The way the information and the images in the databases are represented 
and he formulation of the query and reply themselves are different. In M2S the query 
is formulated as an image and sent as MMS. The query image is the photographed 
entity that the user seeks more information about. In CAIR the query is formulated as 
text and is sent as SMS. The query text consists of a service name, a location and a 
point of time. In M2S the reply can be an MMS or WAP URL. In CAIR the reply can 





 SMS MMS WAP 
M2S  X X 
CAIR X X X 
Table 2: Illustrates the message type used for communication. 
 
The query and reply will be described further in this chapter and in chapter 5 and 6. 
The communication between user and service is illustrated in Figure 22. The services 
use mobile phones to communicate with the remote information retrieval server. Both 























Figure 22: Illustrates how the communication of M2S and CAIR functions. 
 
 
4.4 Communication between client and server 
In both M2S and CAIR the client and server communicate by transmitting messages. 
The messages used in the services are SMS, MMS or WAP. In M2S the client 
initiates the communication with an MMS. The service treats the MMS as a request 
for information. Dependent on the contents of the information database, the service 
sends a message corresponding to the match. In M2S this can be either MMS or 
WAP. 
 
In CAIR the initiating message is an SMS. Like M2S, CAIR treats the message as a 
request for information. The answer of the request is in form of either an SMS or 
MMS dependent of the information in the database. 
 
4.4.1 SMS 
SMS is a message of text that can be transmitted between mobile phones, other 
handheld devices such as PDA’s and stationary telephones. Messages are sent to a 
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SMSC (Short Message Service Centre), which provides a store-and-forward 
mechanism. It attempts to send messages to their recipients. If a recipient is not 
reachable, the SMSC normally queues the message for later retry. Today, practically 
all mobile phones are equipped with functionality for transmitting. SMS. Transmitting 
SMS has become extremely popular and has made changes to the way people 
communicate with each other [84] [85].  
 
4.4.2 MMS 
MMS is a further development of SMS. MMS enables user to transmit multimedia 
messages that can include images, sound, text and videos in one message. With MMS, 
a mobile device is no longer confined text messages only. As with functionality for 
transmitting SMS, practically all mobile phone are equipped with functionality to 
transmit MMS and most media companies, such as Telenor, supports this as well [84]. 
There are two modes of delivery in MMS: immediate or deferred [85]: 
 
Immediate delivery: When the MMS client on the mobile phone receives the MMS 
notification, it then immediately (without user intervention or knowledge) retrieves 
the MMS message from the MMSC (Multimedia Messaging Service Center) that sent 
the notification. After retrieval, the subscriber is alerted to the presence of the arrived 
MMS message. 
 
Deferred delivery: The MMS client alerts the subscriber that an MMS message is 
available, and allows the subscriber to choose if and when to retrieve the MMS 
message. 
 
As with the MMS sending, the MMS retrieval request, whether immediate or 
deferred, occurs with an HTTP request. The MMSC responds by transmitting the 
MMS message in an HTTP response to the MMS client, after which the subscriber is 
finally alerted that the MMS message is available [84] [85]. 
 
4.4.3 WAP 
WAP (Wireless Application Protocol) enables users to access Internet from a mobile 
phone or PDA. A WAP browser provides all of the basic services for a computer 
based web browser but is simplified to operate within restrictions that come with hand 
held mobile entities. WAP is now the protocol used for the majority of the world's 
mobile Internet sites, known as WAP sites. Before the introduction of WAP services 
providers for mobile contents had very limited opportunities to offer interactive 
mobile services [84] [85]. 
 
4.4.4 API 
An API (Application Programming Interface) is a source code interface that a 
computer system or program library provides in order to support requests for services 
to be made of it by a computer program [85]. 
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4.4.5 PATS and the four-digit number 
Four-digit numbers are also known as a short code [85] and are common to use for 
this kind of service. This four-digit number is controlled by PATS [86]. PATS is a 
research cooperation between the Norwegian University of Science and Technology 
(NTNU) Department of Telematics, Ericsson, Telenor and Hewlett-Packard 
Background. The PATS lab is facilitating the development of new telecom services 
such as for instance M2S and CAIR. To register and operate such numbers is 
relatively expensive and therefore several services share the same four-digit number. 
PATS must somehow identify which message goes to what service. This problem is 
solved by including a service name in the messages. A typical message name for M2S 
could be “M2S” and a typical message name for CAIR would be “CAIR”. These 
service names should be case- insensitive. The service number is put in the text field 
of the message (SMS or MMS). When the message is received at the message server 
at the PATS lab, the message is sorted on the service name and is forwarded to the 
corresponding service [15]. 
 
 
4.5 The Query 
The request for information is always initialized by the user by formulating a query 
and sent to the service number 2034. As we have seen, the two services require 
different formulations. The core functionality for the services is the image retrieval 
functions. This core function requires a picture to compare directly against the service 
provider’s image database. The query must therefore be formulated as an image. 
 
Because the image retrieval function that runs in the heart of the M2S is content-
based, the best solution is to have the query formulated as an image. In this way the 
image is just extracted from the MMS and is fed directly to the content-based image 
retrieval function. When the service receives the MMS, the image is extracted from 
the MMS and is directly compared against the image collection. 
 
CAIR uses a context-based approach (location and time). The query is text-based. A 
query is formulated and sent as an SMS. To run the image retrieval function in CAIR 
the query and the image annotation must have the same format. If needed the query is 
reformatted and compared to the context of the images in the image collection. 
 
As Dey’s definition also includes “objects that is considered relevant to the 
interaction between the user and the application” it is possible to consider M2S a 
context-aware information retrieval service as M2S utilizes the tourist brochure that 




4.6 The Reply 
In M2S the result information in the MMS’ are pre-made. Complete videos and image 
series are made in advance, wrapped as MMS and added to a database. A specific 
query results in specific answers, meaning that a picture of an attraction always 
returns the same information. There might be several results connected to the same 
picture but the query will never end in an unexpected result. The information can be 
represented as textual information, audio, a series of images or multimedia. 
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CAIR returns series of images that are built on the fly by the server. For each match in 
time and location the image is added to an array and the array is wrapped as MMS. 
 
In CAIR there are not different formats on the result, but only series of images and 
they are not pre-made. If a match in time and location is found, the image is added to 
an array and wrapped as an MMS. If several images is found these are added to the 
array too. This process is done on the fly. The message will be displayed to the user as 
a series of images and can consist of one or several images. The query: CAIR 
LOFOTEN SUMMER, results in a series of images from Lofoten. This series might 
be different from other results even if it has the same query. It also means that the 




In these services the user’s mobile entity is the client and the service host is the 
server. In Figure 22 the client is the part marked with “user with mobile entity” and 
the server is the “information retrieval service”. 
 
When designing a client-server application, it must be decided which parts of the task 
should be handled on the client, and which parts should be handled on the server. As 
we will see, this decision can crucially affect the cost of clients and servers, the 
robustness and security of the application as a whole, and the flexibility of the design 
for later modification or porting [85]. A client-server interaction requires some 
communication between the participants. The communication can be achieved in 
several ways, for instance Bluetooth, IR or messages like SMS. This is of course 
dependent of what tools the client is equipped with. Although there is a range of client 
architectures in the degree they are equipped, there are two main categories: thin and 
thick clients. 
 
4.7.1 Thick client 
At thick clients (also known as fat or rich clients) the logic and persistent data will 
reside at the client side. The logic and the data can be updated, but this is a more 
complicated task while the clients can have different architecture and require model 
specific software. Thick clients are therefore less portable than thin clients. It can also 
contribute to clients computing on non-consistent data. Many people prefer thick 
clients while they can be heavily equipped with applications and can store large 
amounts of data and the client is able to function independent of the server. This is a 
major advantage when the wireless connection is unstable as it can easily be in mobile 
networks. Another advantage is that users have more control over what programs are 
installed and specific system configuration [87]. 
 
4.7.2 Thin client 
At thin clients (also known as lean client) the logic and persistent data reside on the 
server side, also the client-specific logic. The server receives a request for 
computation and if required sends the result to the client who initiated the 
communication. A consequence of using thin clients is that users do not have to install 
any software while the clients are already equipped with the required software 
needed. The thin client architecture also makes the system very portable. It will in 
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many cases be possible to reuse former developed concepts and therefore could 
shorten the generation time considerable. Because the data resides at the server side, 
they are easily updated and requires close to no support. There are also benefits of 
extremely high security in reduced vulnerability to viruses, spyware and other 
malware [87] [88]. 
 
M2S and CAIR only require use of thin clients while the workload is carried out at the 
server side. In order to use M2S the client must be equipped with a camera and the 
client must have MMS, SMS and WAP functionalities. In order to use CAIR the 
client must have functionality for MMS, SMS and WAP. Today, practically every 
mobile phone is equipped with these functionalities, so users can employ their 




4.8 Representation of information 
In M2S and CAIR the information and the images are represented differently. In M2S 
the image itself is used to find similar images. If a similar image is found the name of 
the image found is used as basis for a lookup in the information database. In other 
words: the information and the images are not stored together and the operation is a 
two-phase operation. In CAIR the context, time and location, is represented as text. In 
CAIR the images and information are stored together. The images are annotated with 
time and location and it is this text that is searched. 
 
We want the results in M2S and CAIR to have high precision. Using a relevant/not 
relevant classification as described in section 2.6.1 the result MMS as one is in M2S 
considered either relevant or irrelevant. In CAIR each image in the result MMS might 
be considered relevant or irrelevant. 
 
 
4.9 Image retrieval function 
The services use different techniques to retrieve the images. M2S use a content-based 
image retrieval technique. The image snapped by the users is used as query and is 
directly compared against the images in the database. CAIR use a context-based 
approach. The image-capturing device automatically annotates the images with 
context (text) like time and location. This text is used as basis for the search for 




In this chapter it is given an introduction of what situations people utilize their mobile 
entities for information retrieval. An introduction of two services, M2S and CAIR is 
given. The services are designed to cover a need for information in mobile 
environments. We have given a scenario for in which situations our services are 
useful.  
 
The M2S and CAIR have similarities and differences. The similarities are in the 
architecture and the communication part. Both services use SMS/MMS to 
communicate with the service. The differences are mostly in aspect to the formulation 
of query and answer, the representation of the information (how the information and 
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images are stored) and the image retrieval function running in the bottom of the 
services. We have described the different types of message the services use and 
MMS, SMS and WAP are described. PATS is also described. PATS provide us with 
the opportunity to transmit MMS and SMS. 
 
This chapter has given a brief description of the services. Both services will be 




In this chapter we will describe M2S, the motivation behind, alternative solutions to 
the service, the solution we chose, the design, the implementation, test results and 
evaluation of the service. This chapter will also include matters like tourist behaviour 
and tourist information to help build motivation for M2S. 
  
The description of M2S in this thesis is identical to the design of M2S as it was when 
I finished the summer work of M2S at Telenor R&I the summer 2006. Since then the 
project has been developed further by Anders Schürmann et al. and the project can be 
viewed in the Research Note "Let a picture initiate the dialog! A mobile multimedia 




M2S is a mobile service meant for tourists in Lofoten. It is a mobile service that offers 
tourists in Lofoten information in an untraditional way. M2S belongs to the MOVE-
project [14] at Telenor R&I. The MOVE-project examines the tourists information 
need and provides them with services for mobile environments that meet these needs. 
 
The aim of the MOVE-project is to enhance the traveler’s experiences through new 
aesthetic expressions mediated by technological solutions that merge people, objects 
and places with their network digital representations. In parallel, attention is given to 
the many kinds of tourist providers and their efforts to face the tourists at the right 
moment with the right information [89]. 
 
The MOVE-project focuses on developing a digital marketplace for services in 
Lofoten [90]. The marketplace will be a junction for actors like buyers and sellers. A 
buyer will typically be a tourist seeking information and the seller will typically be a 
tourist agent or agency offering a service. The marketplace has information- and 
communication infrastructure to broadcast digital information and services. One 
service offered at the marketplace is our M2S service. Other services that are offered 
at the digital marketplace are mobileMap [87] and Geopuzzles [91]. The goal was to 
develop a service that made it possible for a user to take a picture of a tourist 




5.2 The M2S service 
The service enables a person to take a picture of a picture in the Lofoten Info-Guide 
(provided by Destination Lofoten), send this to a specific phone number and retrieve 
information about the entity photographed. The query picture is sent as an MMS and 
initiates the dialog with the service. In less than a minute, the user receives an MMS 
from the service. The answer MMS can consist of a video, series of images, textual 




Figure 23: The Lofoten Info-Guide provided by Destination Lofoten [92]. 
 
5.2.1 Specification 
Telenor R&I wanted developed a service that provides users with information while 
they are on the move. Their suggestion was that the service was going to: 
• provide users with valuable information 
• use MMS to communicate with the users. 
• use a content-based approach to recognize the query image. 
• use a tourist brochure as work-around because of shortcomings of content-
based image retrieval functionality. 
• use a pre-made content-based image retrieval service. 
 
The pre-made content-based image retrieval functionality should be: 
• free of charge. 
• open source or have an API that we could program against. 
 
5.2.2 Restrictions of the service 
The users cannot take a picture of whatever attraction they see, but has to take a 
picture of a picture of the tourist brochure, the Lofoten Info-Guide, provided by 
Destination Lofoten. The service is fully dependent of the tourist brochure and it has 
to be in the hands of the tourist for him to use it. The desired attraction has to be 
displayed in the tourist brochure and it is not adequate with textual descriptions of the 
attraction. If a tourist wants information about an attraction that is not in the brochure, 
this service cannot be used to retrieve information about it. He can of course take a 
picture of the attraction itself if he happens to be at the location of the attraction, but 
the chances that the image of a free-standing attraction will trigger a hit in the image 
index is very small. This is related to shortcomings to content-based image retrieval 




5.3 In what situations is our solution helpful? 
Before visiting a new place many tourists carry out research about the destination 
before they leave home [93] [94]. The information that tourists seek often includes 
maps of the country and city that will give them an idea about transportation 
networks. They check essential conveniences like overnight stops, good restaurants 
(like the Michelin Guide 1) and other tourist attractions. A tourist may be interested in 
having a basic idea about the country’s way of life, such as its markets, characteristic 
architecture, traditional clothing and everyday phrases of the national language [93]. 
 
We believe that the target group for our service is so called leisure travelers2. Leisure 
travelers are tourists that travel in their spare time. Consumer surveys show that 50% 
of decisions about which tourist attractions to visit are taken during the trip [94]. It is 
logical to assume that the tourist will investigate more about possible attractions while 
visiting the destination. This means that it is really important for agents from the 
travel-business to provide the user with useful information while they are traveling. 
 
Attraction is a very important keyword in the travel-business. When a facility is so 
special that it attracts visitors because it is something beyond the ordinary, we are 
taking about an attraction. It varies a lot how strong an attraction is, or how much 
appeal the attraction has on the tourists. An attraction that is interesting to some 
people might be uninteresting to others. We have two different types of attractions; so 
called “free goods” like fresh air, clean water or nature or it can be something that 
tourists will pay to use or get access to like museums or boat trips [95]. Leiper [96] 
holds that there exist several types of attractions. Primary attractions are attractions 
that can be a main argument for a journey. The attraction is pronounced and known to 
the tourist in advance of the journey. A good example is The North Cape that is an 
attraction itself. Secondary attractions are also known in advance of the trip and might 
support the selection of destination, but are not the main reason for visiting the 
destination. A collection of secondary attractions can together form the choice of 
destination. Tertiary attractions are unknown to the tourist before departure but can be 
discovered during the journey based on information retrieval. In such cases the tourist 
explores their destination to enrich the journey [96] [15]. 
 
Traditional ways for the tourist to retrieve information is from tourist brochures, TV- 
commercials, travel agencies and other travelers. We believe that users are more 
demanding when it comes to information retrieval today than a few years ago. People 
are used to getting information faster and therefore their expectations of when and 
where they can get desired information is increasing. The mobile phone is a powerful 
tool to help developers meet the user’s expectations in this area. This is meant to be 
an easier and more fun way to retrieve information. We want to exploit the features of 
mobile phones. The mobile phone makes users able to retrieve videos, sound and 
images instantly independent of the user’s location. In this way one can distribute 
information beyond the abilities of traditional media’s. 
 
The information sought helps the tourists decide what to see and what to do at their 
destination. This information often consists of other tourist’s description about the 
place they are about to visit, images, videos and so on. Consumer surveys also shows 
                                                 
1 http://www.michelinguide.com 
2 Fritidsreisende, freely translated. 
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that the active tourists are most satisfied. This supports the idea on which the MOVE- 
project is founded, namely to ease access to regional and dynamic information and 
make it accessible for users via a wireless mobile connection. [14] [15]. 
 
Dynamic information includes information about local happenings such as football 
matches, hotel vacancy, restaurant menus, weather dependent activities, etc. This 
information may change, some more rapidly than others, and therefore cannot be 
printed in a tourist brochure that is distributed months before the tourist season 
begins. A service that offer tourists information about such dynamic and regional 
events can enrich a tourists visit by providing such valuable information about 
attractions that are otherwise not easily available [15]. 
 
5.3.1 Information retrieval in a tourist setting 
A growing tendency in the Nordic countries is that tourists travel around on their own 
in a private car, with or without a caravan or mobile home. This challenges the way of 
distributing information to the target group in a systematic way. Flognfeldt [95] says 
there are three points of time for tourists to retrieve information: 
 
• Information retrieval before the trip is made. 
• Information retrieval during the trip to the destination. 
• Information retrieval after arriving at the destination. 
 
We want to introduce a fourth point of time of information retrieval: 
 
• Information retrieval after the trip is made. 
 
The information retrieval before the trip is made is also called marketing on domicile 
and is the information retrieval before the user leaves home. The information about 
the destination can be in form of an advertising film, posters, brochures, or from the 
Internet [95]. The former kind of advertising is normally expensive and difficult 
because it demands that the distributed information distinguishes from all the other 
information from the other actors in advertising. The Internet has become a common 
channel for retrieving information about conceivable destinations. A frequent problem 
related to Internet as information retrieval channel is that it often gives too much 
information. The information is also often outdated, insufficient and of varying 
quality and to retrieve correct information fast is often not as easy as it seems. Much 
of the information sought in this phase can be hard to bring into the next phase of the 
travel. The most obvious solution is to print the information or note keywords of the 
information. However, this information might consist of videos and these are not that 
easily brought [87]. 
 
The information retrieval that is made during the trip to the destination is typically 
brochures received at traffic junctions like ferries and airports or information agencies 
[95]. The information in this phase is normally specific to the user’s current location 
or information about their final or next destination. 
 
The information retrieval after arriving at the destination is typically in form of a 
brochure from a local travel agency or information agency, the Internet or it can come 
from other travelers [95]. The rapid development and improvement of the hand held 
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devices as PDA’s and mobile phones together with fast communication channels, 
enables user to transfer relatively large amounts of data. This enables users to digitally 
orientate themselves during their travel and after arriving at the destination. Location-
aware services would have a great potential in these phases. As mentioned, the 
information sought is most often specific for their location. A mobile phone could 
function as the tourist guide and constantly provide him with updated information in a 
personalized way. The information can be customized to fit the user’s language, 
interests or otherwise fit the users context such as for instance his sense of hearing. 
The information retrieved can be everything from overnight stops, places to eat, 
events, shopping facilities, traveling options, time tables and attractions [87]. 
 
The information retrieval after the trip is made covers the information retrieval after 
the user has arrived home. At this point he might want to seek more information about 
an attraction he visited during the trip, either for a later visit or to show friends where 
he has been. This phase is an important phase where people remember the trip. As 
long as the tourist has the brochure it is possible to retrieve information using M2S. 
We hope that M2S can provide users with information in all these phases of time. We 
hope that users will consider M2S an untraditional, modern and fun way to retrieve 
information about a destination and a supplementary to traditional tourist guides. 
 
We imagine users, a young couple from Bergen, have decided to spend their holiday 
in Lofoten. They are particularly interested in fishing. To seek more information they 
visit http://www.lofoten.info. This site promotes M2S and the young couple gets 
curious. They want more information about options for fishing and they decide to try 
this information retrieval service. They order the tourist brochure and it arrives in the 
mailbox after a couple of days. The brochure gives them a good impression of 
Lofoten and using M2S gives them additional information of for instance fishing 
facilities. As they travel north they can easily fetch information As long as they have 
the brochure they can fetch information as they travel. This solution provides mobility 
and independence of opening hours of the tourist information office and other local 
information providers. As the couple returns to Bergen they can still fetch information 
and it can be shared with friends and family. 
 
The reason why we chose Lofoten as demo-destination was because this is a 
geographically limited destination that requires transportation by ferry or airplane, 
and thus an opportunity to provide travelers with brochures. Lofoten has also been, 
compared to other Norwegian destinations, profiled a lot abroad. Destination Lofoten 
has its own tourist brochure that covers many of the attractions in Lofoten. Lofoten 
offers many attractions a great variation in the types of attractions, which is also 
reflected in the tourist brochure The Lofoten Info-Guide. Variation in types of 
attractions also gives variation in the information we want to provide. 
 
5.3.2 User scenario 
M2S is built upon the following scenario [15]: A tourist is visiting Lofoten and at a 
petrol station he finds the Lofoten Info-Guide. It is a well-written guide full of 
advertisements and glossy pictures of attractions in Lofoten. He looks at the beautiful 
pictures taken on a sunny day in an advertisement for The Ferry of Lofoten. The 
pictures look appealing maybe a Trollfjord cruise might be amusing?  
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To get more information about the cruise, the 
tourist picks up his mobile telephone and 
takes a picture of the picture of the ferry. He 
dials a four-digit number that he remembers 
and sends the picture to this number. 
 
 
Within a short period of time he receives an 
MMS containing a video from the last days 
Troll-cruises and an inspiring and confident 
voice invites him to participate. The weather 
forecast for the next day looks promising and 
there are still tickets for tomorrows’ cruise 
available. He cannot wait to forward the 
MMS to her friends with her personal 
message: Look, this is tomorrow’s adventure! 
[15]. 
 
The described demo is meant for tourists in 
Lofoten and is dependent on the Info-Guide, 
but as content-based image retrieval 
techniques become more highly developed, 
we believe it will be possible to free us from this dependency and it will be possible to 
take pictures of freestanding attractions and use as basis for search for information 
about the motive. Problems with content-based image retrieval techniques and future 





Figure 24: Illustrates what an MMS ready for transfer could look like [15]. 
 
Figure 24 shows a query MMS containing a picture of the Lofoten Ferry ready to be 
transferred. The image is extracted from the MMS and is used as basis for the query. 
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The visual content of the image is compared to the other images in the database and 
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5.4 Design and architecture of M2S 
Figure 27 shows an overall description of how M2S functions. The figure illustrates 



















Figure 27: Gives an overall description of how M2S functions. 
 
Figure 28 shows a more detailed description of the “M2S” part of Figure 27. The 
figure is also a more specific variant of Figure 22. Figure 27 illustrates the 
communication between the user and the M2S server. The query is send to the short 
number 2034, the messages go via PATS and ends at the M2S server. The M2S 
server, where the service runs, is marked with dark blue shadings of Figure 27. The 
details of this part are illustrated in Figure 28. As can be seen in Figure 28 we have 
chosen a modular design of M2S for easy exchange and updates modules handling the 
image comparison and messaging functionality. In Figure 28 the blue shaded boxes 
illustrates the main progress in the service. The grey-shaded boxes illustrate the image 
retrieval functionality and the white boxes illustrate the information retrieval 
functionality. This means that at the moment there is available a improved image 
retrieval programs the former image retrieval program can easily be exchanged with 
an new one with a minimum of impact on the rest of the service. The database can 
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Figure 28: Shows the process flow in M2S. 
 
Figure 28 is based on a figure 2.2 in Schürmann et al. [15]. The figure also shows that 
image retrieval is possible with Lire [97], Eikon [98] and any image search program 
that has an API that it is possible to program against. The dotted lines to the search 
programs (Lire, Eikon and other) illustrates that this part is more loosely tied to the 
rest of the service than the other modules. To make the program dynamic in this way, 
we have made use of a concept called reflection. 
 
Reflection is when the program has the ability to detect and possibly modify its own 
structure and behavior to improve its flexibility [99]. Reflection allows us to bind to a 
specific searching service at runtime. The name of the search program is read from a 
configuration file (properties.txt) during runtime and the main method of the program 
is run. To change the search program, the name of the program in the configuration 
file is changed. The search program that is run must take a string as parameter. This 
parameter is the name of the image searched for. 
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5.4.1 Information flow in M2S 
Figure 29 illustrates the information flow in M2S. The figure shows the progress in 
M2S depending on the events. The preferable progress of M2S is following the 
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Figure 29: Information flow in M2S. 
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5.4.2 User requirements 
It is not required for users of the service to download or install any software on the 
client entity. All the functionality needed such as transmitting messages is nowadays 
included in the majority of mobile phones. It is advantageous that the users do not 
have to install anything before it can be used. If users are confronted with tricky 
settings or software that is hard to install we believe many users easily give up even 
before they have actually tried. Even if the software is said to be easy to install we 
believe this is a threshold for most people. How big/high the threshold is, depends on 
among other things the user’s technical skills, what he believes he can gain from 
using the service (self-efficacy) and pressure from his social acquaintances (social 
pressure) [87]. 
 
The mobile phone must have functionality for transmitting MMS and WAP URLs and 
it must be equipped with a camera. 
 
 
5.5 The content-based image retrieval functionality 
This chapter will discuss issues related to the content-based image retrieval in M2S. 
 
One of the requirements of the service was that it should be easy and fun to use. We 
believe that snapping a photo of an attraction and use as query, either if it is from the 
brochure or not, satisfies both these requirements. Receiving a photo without any 
metadata, we had to somehow identify what the picture was about. We concluded that 
a content-based image retrieval function could solve this problem. 
 
Developing a content-based image retrieval function was a too complex task for the 
summer project and this thesis. We therefore decided to use a freely available 
program to handle this part of M2S. Before deciding what content-based image 
retrieval program to use, several content-based image retrieval programs were 
evaluated. 
 
In chapter 2 we described content-based image retrieval and what difficulties that 
surrounds this concept. We have experienced some of these difficulties personally and 
based on these experiences we believe that content-based image retrieval has a long 
way to go before it is an adequate technique to be used in large scale for image 
retrieval. 
 
We will present the programs considered. The content-based image retrieval program 
we chose for M2S is called Lire. Lire will be presented and we will describe some of 
the details about how Lire functions. 
 
5.5.1 Evaluation of content-based image retrieval programs 
Since M2S is, for the time being, only for demo-use we want to use a content-based 
image retrieval program that is free of costs. This means that the function that we 
have chosen to use is not necessarily the most efficient one. Commercial systems like 
QBIC [2] might be give better retrieval results then the ones we have tested, but this is 
not necessarily the case. 
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The content-based image retrieval system had to be free of costs. It had to be open 
source or at least a published API that it would be possible to program against. The 
system had to be able to find obvious features of images and find the same features at 
similar images. If for instance the systems did not have a published API or they 
provided relevance feedback, we did not consider the system further. We have 
considered several search programs, but most of them have features, or lack of them, 
that makes them unfit for our use. Among the considered programs are Lire [79], 
Octagon [35], MascoT [100], The GIFT [41], Eikon [101], BolinOS [102], ImgSEEk 
[39], ImageSeeker [103], CIRES [104], In-Two [105], MUVIS [106], Riya [107], 
SCHEMA [108], Viper [109], VIRAGE [110], Istorama [111], Blobworld [43], 
WALRUS [44], PictureFinder [112] and SIMBA [113] . 
 
Because the image retrieval is a completely automated task with no human 
interaction, systems like Viper and Istorama where the systems rely on relevance 
feedback are not applicable for M2S. As discussed in section 2.4, relevance feedback 
is a completely manual task and cannot be applied to an completely automated 
system. Even if the system is otherwise a program matching our requirements, they 
are unfit because of the relevance feedback feature. Some systems like COMPASS 
[114] provide relevance feedback as an optional feature. COMPASS is a non-
commercial system that neither meets our requirements due to its lack of a published 
API. Systems like Riya and Istorama provides a content-based search over the 
Internet only and therefore cannot be used by M2S. 
 
SIMBA only had online demo of the system with a predefined set of query images. 
The nature of the images in the predefined set of images was totally different from the 
ones we wanted to test with. SIMBA might be a good enough content-based image 
retrieval system, but as we could not test it with our own pictures it is hard to say if it 
would suite our need. Systems like Blobworld and WALRUS are research project and 
do not have any demo or API. Only a research paper is available. PictureFinder, 
Octagon and MascoT allowed users to upload personal images for testing and some of 
the results from Octagon looked promising, but none of these had an API available. 
The developer of Octagon considered developing one, but he had no timeline for this 
and we could not base our work on an extern source like this. 
  
Most of the programs that we tested did not recognize images even if they to the 
human eye looked very similar. We are not sure why this was so, but we believe the 
image comparison algorithms are not complex enough. After experimenting with a lot 
of content-based image retrieval systems, we have not found one system that 
completely meets our requirements. If the systems were comparing relatively simple 
images such as a picture of an orange on white background, almost all the systems 
were able to find similar pictures. If the query image was more complex, like a photo 
of nature, this was a much harder task. Even the best content-based system came up 
with a lot of results that were not similar to the query image at all. 
  
The two systems that best fit our use were Lire and Eikon. They performed relatively 
equally, but at this point of time we had already started to explore Lire so we decided 
to use Lire in M2S. Lire is easy to use and we believe it is easy to integrate with M2S. 
As discussed in section 2.3.2 there are three ways content-based image retrieval 
techniques can be used: query by example, specifying colors and by composing a 
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sketch /drawing. Lire utilizes query by example that suits our use well. Lire also has 
can also adjust the weighing of colors. 
 
5.5.2 LIRE 
Lire is open source, Java-based and freeware program that utilizes the Apache Lucene 
library and files from the Caliph/Emir program to provide indexing and searching of 
images (the developer of Lire and Caliph/Emir is the same person). Caliph & Emir are 
MPEG-7 based Java prototypes for digital photo and image annotation and retrieval 
supporting graph like annotation for semantic metadata and content based image 
retrieval using MPEG-7 [24] descriptors. The Lire library a simple way to create a 
Lucene index of image features for content-based image retrieval. The ImageSearcher 
uses a Lucene IndexReader and does the retrieval with a linear search in the index. 
The results are returned as ImageSearchHits object, which aims to simulate a Lucene 
Hits object. Apache Lucene is also referred to only as Lucene and is a free and open 
source information retrieval library implemented in Java. However, Lucene has been 
ported to other programming languages including Perl, C#, C++, Python, Ruby and 
PHP [97]. 
 
Lucene is a powerful, flexible and scalable architecture that enables developers to 
implement traditional indexing functionality. Lucene is a library, not an application 
that offers users prototyping and a variety of indexing and search strategies by 
providing an API. One of the core functionalities within Lucene is the presentation of 
the “documents”. For every source to be indexed, the appropriate parser is used to 
create a Lucene document of searchable fields, where each field is constructed using a 
name-value pair. Lucene allows indexed text to be stored with easy retrieval and 
display, without having to retrieve the documents from any secondary storage [82] 
[115]. 
 
When indexing, Lucene enables developers to maintain information about the 
documents such as expression counts such as the frequency and position information 
such as location of the indexed expressions from a particular document. Lucene lets 
developers utilize this information to determine the relevancy of queries and ranking 
of results. The ranking can for instance determine in what order the results are 
presented to the user [79] [115] [82]. 
 
5.5.3 Rating of images in Lire 
There is also a weighting of the different matching aspects of the images in Lire. 
These matching aspects are colorHistogramWeigh, colorDistributionWeight and 
textureWeigh. The different weightings should be in notation [0,1] whereas a weight 
of 0 implies that the feature is not taken into account for searching. 
colorHistogramWeight defines the importance of overall color of the image and 
colorDistributionWeight defines the importance of color distribution, which color is 
where, in the image. textureWeight defines the importance of texture, which edges 
goes where, in the images [79]. Lire also has a limit for maximum hits in the image 
index that returns a list of the images that best matches the query.  
 
Together, the weighting parameters described above, except for maximum hits, form a 
score. When an image comparison is done Lire returns a list of the maximum number 
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of images that is most similar to the query image. Independent of how similar the 
images that best matches the query are, the list is returned. The images in the list are 
rated where the best score is 1.0. In M2S we chose to set the limit to 0.4. It is possible 
to have a list of 10 hits of the index where the score is ranged from 0.1 to 0.3. If the 
images are rated lower than a predefined limit this is considered a poor score and the 
query image is probably quite different from the listed images. Therefore no lookup in 
the information database is performed and hence no results returned. If the image’s 
score is high enough that is reaches the predefined minimum value, the information 
associated with the image matched is looked up in the information database. The 
higher the score limit is set, the smaller chance for a result returned to the user but the 
higher chance that this is actually what the user requested. The lower score the higher 
chance for a returned message but the higher chance that this is not what the user 
requested. 
 
M2S does not actually need the list of maximum number of images returned. How 
many matches found in M2S is irrelevant, only the result with the highest score and 
the score of this result is interesting. The weighting parameters and the score can be 
changed if its needs to be adjusted one or several of these and this is done in the 
source code of the service. 
 
 
5.6 Communication using MMS 
Because a content-based image retrieval approach was chosen, we considered MMS a 
natural tool for posting the query. Uploading images via web-links was also an option, 
but this requires more technical understanding of the mobile phone than using MMS. 
Tools for navigation on web-sites are limited and this makes uploading of images a 
more complicated task than using MMS. We also believe that most people consider 
MMS a fun way of communicating. 
 
 
5.7 Development tools 
5.7.1 Hardware 
The M2S is developed on an IBM Thinkpad T23 with an Intel(R) Pentium (R) III 
Mobile with CPU 1133 MHz and 384 MB RAM. The service also functioned as 
server as it was tested on this machine. 
 
The service is developed to run on practically all mobile phones but is was developed 
considering a Sony Ericsson W600i with camera resolution 1,3 megapixels and Sony 
Ericsson K700i with a 0,3 megapixel resolution camera [116]. 
 
5.7.2 Software 
The operating system used during the development of the system is Windows 2000 
and Windows XP. The implementation of the core-service is developed in Java. 
Because we use a free-available, open source image retrieval function which only 
requirement is that it is possible to program against, this part is not necessarily 
developed in Java JDK 1.5.0.07. The system was implemented using Eclipse release 
3.1.2 [117]. As we have seen M2S utilizes Lire [79] and Lire utilize the Caliph and 
Emir project [81] for content-based image retrieval. 
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The database we have used is MySQL version 5.0.22 [118], which is a free, open 
source and easy-to-use database. The details of the implementation of the database 




This chapter will describe the implementation of the service. We will first give a 
detailed overview of the database and then give describe the implementation of the 
service. 
 
5.8.1 The database 
In cases where the image search finds a similar image, a suitable answer has to be 
created and sent back to the originator of the MMS. The mapping of images and 
answers is kept in a database. The database is a very simple one, but it can easily be 
expanded if it should be necessary [15]. The database is called M2S and it contains 
information about the attractions, the name of the images and provides a mapping 
between these. A row in the database looks like this: 
 
M2S
Image ID WAP URLMMS
 
Table 3: The data field in the M2S information database. 
 
The database contains only one table. Image ID is the primary key of the database. 
MMS contains the MMS belonging to the image. WAP URL contains a website to the 
specific attraction. 
 
Every attraction in the tourist brochure has a unique name that is the Image ID field. 
The image ID is stored in a database together with the information about the 
attraction. The information comes in different formats, either MMS or WAP-link, and 
they have different priority. We want to provide rich, entertaining and good-quality 
MMS’ for most attractions. The MMS can contain series of images and/or textual 
information and/or a video. We consider this a fun, entertaining and alternative way to 
receive information by mobile phone. If there exist an MMS about the attraction in 
the database this is sent to the user. If it does not exist any MMS, a WAP-link to 
information about that specific attraction is sent. If it does not exist specific 
information about the attraction a WAP-link to a site containing general information 
about Lofoten (http://www.lofoten.info) is sent to the user. We will however avoid the 
last option, because this is not what the users wants and we believe that too many 
results like this will lead to less or no use of the service. 
 
The way M2S utilize the concept of content-based image retrieval differ from 
traditional content-based image retrieval services. Traditional content-based image 
retrieval services searches a set of relevant images that is returned. The number of 
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images returned varies from service to service. M2S searches a collection of images 
and returns (preferably) an MMS that is mapped to the image matched. 
 
5.8.2 Client side 
Both the initiating message and the answer message transmitted with the client 
is done using already existing functionality at the client side, there is no need 
for any further implementation at the client side. 
 
5.8.3 Server side 
All the implementation done resides on the server side. These are the text files, 
classes and interfaces used. 
5.8.3.1 loadDatabase 
This file a text file contains what kind of information the attraction has 
connected to it; if the type of information is an MMS, a WAP URL to 
general information or to specific information. 
5.8.3.2 properties 
This is a text file that contains the properties of the application such as the 
name of the image retrieval program that is to be used. This file also 
contains the telephone number used when testing the service because it 
would normally be contained in the incoming MMS and this functionality 
is not in place. 
5.8.3.3 Lire 
This class contains the Lire program. This code is downloaded from the 
home page of Lire. The class contains methods that creates an index and 
searches the index. If the properties file contains another name but Lire, 
for instance Eikon, the Eikon class is loaded instead of the Lire class. This 
file is part of the Caliph and Emir project [81]. 
5.8.3.4 LookUpData 
This class controls the database. The class is used for the information 
retrieval when a match is found. This class is also used to load the 
information into the database. 
5.8.3.5 ControlFile 
This is the control file of the application. The class holds the name of the 
images that are to be indexed. This files connects to the database and 
invokes the main method of the search program that is read from the 
properties file. 
5.8.3.6 SendRecieveMsg 
This class handles the sending of WAP sites. As the opposite to 
transmitting MMS, this is an easy task that required no additional 
functionality in the mobile network than the ones that already existed. 
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5.8.3.7 PushClient 
This class is a help class to provide the sending of WAP URLs. 
5.8.3.8 AbstractDocumentBuilder 
This class uses javax.imageio.ImageIO to create a BufferedImage (a 
Lucene document) from an InputStream. The identifier can be used like an 
id (e.g. the file name or the URL of the image). This file and the rest of the 
files listed are part of the Caliph and Emir project. 
5.8.3.9 AbstractImageSearcher 
This class searches for images similar to the given image using 
javax.imageio.ImageIO. 
5.8.3.10 DocumentBuilder 
This class creates a new Lucene document from a BufferedImage. The 
identifier can be used like an id (e.g. the file name or the URL of the 
image). 
5.8.3.11 DocumentBuilderFactory 
DocumentBuilderFactory creates a DocumentBuilder, which will create 
Lucene Documents from images. 
5.8.3.12 ImageSearcher 
This interface, ImageSearcher, retrieves images that is similar to the 
indexed images. 
5.8.3.13 TestImageSearcherWeighted 
Returns a new ImageSearcher with a predefined number of maximum hits 
and the specified weights on the different matching aspects. The search 
can be weighted with a maximum number of returned hits, colorhistogram, 
color distribution and texture. 
5.8.3.14 ImageSearcherFactory 
ImageSearcherFactory creates an ImageSearcher, which will retrieve the 
images from the index. 
5.8.3.15 FileUtils 
Returns all jpg images from a directory in an array. 
5.8.3.16 ImageUtils 




5.9 Advantages and disadvantages with M2S 
M2S has several advantages compared to similar systems and today’s traditional ways 
of retrieving information. Most systems also have disadvantages of some kind and 




As with other content-based image retrieval programs there are advantages with M2S 
related to this. M2S does not need to manage metadata, neither for annotating images 
or extracting metadata from the image files.  
 
As described in the chapter concerning content-based image retrieval there are 
advantages to content-based image retrieval. What is referred to as the biggest 
disadvantage concerning content-based image retrieval is that there is no way to 
capture the semantics of an image. There hardly exist any tools to capture and 
describe the happening in the image and the ones that exist are very limited. One of 
the advantages with M2S is that there is no need to extract the semantics. The query 
image is formulated the same way as the answer is, as an image, and the algorithm 
searches for similar technical features of images. The use of a query image makes it 
easy to understand the principal means how the service works even for the not so 
technical users. In principal this also makes the service easy to use, but as the content-
based retrieval part is very sensitive to its input, this is not the case. 
 
Because the service depends on the tourist brochure this means that as long as the 
tourist has the brochure in hand he is able to retrieve information from our database 
regardless of his location, Bergen, Stavanger, Trondheim and Oslo or any location 
gives results. This is clearly an advantage of M2S. We have not tested the service 
from abroad, but we believe the Norwegian four digit numbers cannot be reached 
directly outside the borders of Norway. 
 
If there is a misprint or changes in the brochure after it is distributed all the tourists 
will be misinformed. It is very expensive to inform travelers later on and this is most 
often not done. If there are several misprints and this leads to unsuccessful trips for 
the tourists, the destination can easily gain a bad reputation. M2S can help prevent 
such consequences. The brochure can be changed to only contain images and core 
information of attractions like name and what the attraction is about and leave the 
detailed information on the database that can be retrieved for users of M2S. This will 
be an economical and environmental friendly solution. This means that the tourists 
can retrieve updated information about opening hours, availability and prices about 
the attractions. This requires that the database must be kept up to date to be 
successful. 
 
If the query were text-based there would have to be some functionality to extract a 
textual formulation of the semantics of the image. As discussed earlier annotation can 
be a source of much errors and it is a time-consuming task. It also requires that the 
images are annotated in some way to retrieve the images by textual queries. 
 
We believe this is a fun way to retrieve information and as long as we provide correct, 




As mentioned among the restrictions M2S is dependent of the tourist brochure. As the 
tourist brochure provides mobility and independency from several actors, it is also a 
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disadvantage in the way that the user must have the brochure at hand. The brochure is 
expensive to distribute in large scale and cannot be uncritically distributed. 
 
Most of the problems with M2S are related to the content-based image retrieval 
program. We discovered several disadvantages with content-based image retrieval. 
The light conditions on the image taken and the indexed image had to be almost 
identical. Even if the light conditions were relatively equal, the program was not able 
to recognize the image. We experienced the same difficulties with the resolution. If 
the two compared images had just the smallest differences in resolution the images 
was not considered equal. To make sure that the search program does not exclude 
otherwise similar images, we have to adjust the images so all have the same 
resolution. This can be done in two different ways. One way is to inform the users that 
the images taken meant for M2S must be of one specific resolution. This is not a very 
good solution while not all camera phones come with settings for this. 
 
The users must also somehow be informed of the current resolution. It can of course 
be printed in the brochure but that means more room for errors. It is easily happen that 
users overlook the information about the resolution and this can result in unsuccessful 
searches. 
 
The easiest and best way of solving this is to automatically adjust the resolution of the 
image when it arrives at the M2S server to match the resolution of the images in the 
database. 
 
The short number and service name must be remembered or printed in the brochure. 
This can be a major challenge while there is much competition among services that 
are based on interaction with a short number. There are however solution to help 
people remember the service number. Digits can be formed as easily remembered 
phrases that mentally replace the digits of the number with letters. For instance does 
Rema 1000 in Norway use phone “number” 0REMA instead of number 07362 as the 
former is easy to remember while the latter is not. 
 
 
5.10 Alternative solutions to the content-based approach 
The service was going to be fun and easy to use and give good results. We also 
wanted to experience content-based image retrieval by utilizing and testing this 
technique. We believed it would be advantageous that it is ready for use and users do 
not have to install anything in beforehand. Content-based image retrieval has been 
discussed relatively much lately (especially after Google bought Neven Vision3) that 
inspired us to want to experience content-based image retrieval. 
 
We had several alternatives of what search criteria we were going to use that enabled 
us to provide the user with the best experience possible. Options considered included 
the use of number codes, bar codes, context-based, content-based, text-based or 
combinations of these. 
 
                                                 
3 http://www.nevenvision.com/ and http://picasa.google.com/ 
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5.10.1 Bar code 
A bar code can be placed in a top corner of every image in the tourist brochure for the 
program to recognize. When a picture of a picture in the brochure is snapped and used 
as query, the bar code can be used as basis for the search instead of motive on the 
picture. A bar code reader could be used but this is not very practical. Instead we 
could use the bar code as basis for the content-based search. The search functionality 
would still be dependent of a clear image that brings out the bars in the bar code, but 
the search is much faster due to its black/white appearance and simple structure. 
 
There are some advantages to this approach. The search time is heavily reduced 
compared to a traditional content-based search. As we discussed in the background 
chapter traditional content-based image retrieval is quite resource demanding. 
 
Assuming that the bar code is read correct the search with bar codes are also more 
precise than today’s content-based retrieval techniques so the possibility that it will 
return relevant results is much higher. This is possibly the strongest argument for bar 
codes because the probability that it would lead to satisfied users is much higher than 
the probability that the content-based search would. 
 
Bar codes are not only advantageous. For the service to return correct results it is 
crucial that the user includes the bar code in the picture. If the bar code is partial or 
completely left out of the image, the program has no foundation for the image 
comparison and therefore cannot return any relevant information. Again the service 
will be completely dependent of the brochure and future versions of it. 
 
5.10.2 Unique numbers 
A number code can be used the same way as bar codes if it is uses within content-
based image retrieval. It is a unique number placed in a corner of the image that is to 
be recognized by the program. Depending of the clarity of the image, this approach 
can easily be more accurate than bar codes. 
 
A text-based approach where the user must type in the unique number, is also 
applicable here. An advantage is that a number can to a certain degree be remembered 
by a user so this is a more flexible solution than bar codes. 
 
A bar code is more dependent of the brochure than the use of unique numbers. With 
the use of unique numbers it is possible to free us from the tourist brochure. Each 
unique number would map to an attraction. A bar code is a too long sequence of 
numbers for normal people to remember or bother to type. A unique number would 
(for this demo) consist of about 3 digits and is non-problematic to type in to the 
mobile phone. It is then possible for the user to type in the number directly into an 
SMS or MMS and receive information based only on the number.  
 
In this way the service can be used without the brochure, but the users must somehow 
be informed about what number corresponds to what information. The tourists can for 
instance retrieve this information at special places like the tourist information office 
or at the destination itself. This makes our service less mobile and flexible: an 
approach like this moves away from the concept of delivering information there and 
then when the user want it. 
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5.10.3 Text-based information retrieval 
Text-based image retrieval is probably the most traditional and most used way to 
retrieve images. When it comes to information retrieval users are relatively impatient 
and they most often want the information as soon as possible. We believe that much 
of the reason for the success of text-based image retrieval is that the search is done 
very fast. It is also a method that is easy to understand and easy to use. Most often the 
user just types in keywords describing the image and receives results of varying 
relevance. 
 
5.10.3.1 Specific keywords 
The user can type in keywords describing the attraction in an SMS and send to 
number 2034. Based on the keywords the user can retrieve information about the 
attraction. Varying combinations of the keywords gives different results. The keyword 
describing the attraction can be name, what it is, location etc. One combination can be 
keywords like viking, museum, Borg and ship. Based on these keywords the user can 
retrieve a video from the Viking Museum demonstrating how the Vikings 
acted/operated at sea. Another combination like viking, museum, Borg and weapons 
can result in a video of how the vikings made weapons and how they were used. 
These are quite advanced combinations and we believe that the users must be 
somehow told what keywords it is possible to combine. The keywords could be 
printed on a board together with information about our service at the tourist 
information office or at the attraction itself. The moment the users are located at the 
attraction the need for information about the attraction from extern information 
retrieval service decreases. Visiting attractions such as the Viking Museum at Borg 
one expect to receive the desired information about the museum and the vikings 
during the visit. Users visiting other types of attraction, such as the whale safari have 
a larger benefit from M2S. At the departure place for whale safari, it would be 
possible for users to watch a video from whale safari to decide whether to join the 
safari or not. 
 
The use of specific keywords printed on boards makes the service dependent of a 
board that is not portable. This makes the information retrieval the opposite of the 
solution we want to develop: a mobile and flexible solution. 
 
5.10.3.2 General keywords 
The users do not necessarily need to be informed about the combinations of 
keywords. It is of course possible to think logically and guess keywords that describe 
a specific attraction but then we cannot in the same way guarantee relevant results. It 
is logical that the combination galleri and Espolin Johnsen could return a video 
guiding the users through the Gallery Espolin. It is not however so logical that the 
combination field trip and mountains would give any results. We are facing the 
problems that are typical for text-based image retrieval. Espolin Johnsen is concrete 
keyword that has no synonyms and most users would intuitively use the name of the 
artist in a query. Field trip and mountains on the other hand has synonyms and can 
easily result in a miss in the database despite that there were results, but the use of 
wrong keyword did not trigger them. 
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A text-based image retrieval approach has sources of conflicts. It is more time 
consuming to type in the keywords describing the attraction, than to take a picture of 
it. It is also more time consuming to type in the keywords in a foreign language than 
the users first language. It can easily arise type errors that can result in a response 
from the database that it would not normally give. Another source of conflict is if the 
user has a different keyboard than the Norwegian one, (i.e. the Russians use the 
Cyrillic alphabet) and has to switch the language on the mobile phone before they can 
use our service. Since we in the future want to completely break free from the tourist 
brochure, we do not want to be dependent on other written information. This is the 
approach that CAIR use. CAIR will be described in chapter 6. 
 
5.10.4 Combination of content-based and context-aware image retrieval 
As we saw in the chapter concerning related work, it is possible to combine several 
concepts to achieve image retrieval. SnapToTell [38] combines content-based image 
retrieval with information about the users context. The context they use is location. 
Like SnapToTell it would be possible to add context, such as location, to the search to 
narrow down the number of possible attraction the users want information about. The 
use of location requires an approach to determine the user’s location. The most 
applicable strategy would be to use GPS. In chapter 2 we introduced a mobile phone, 
Nokia N95 that comes with GPS. The query image could be automatically added with 
the location information before it was sent to the service. 
 
The service would use the location information to define the area where the user and 
the actual attraction reside. The service would then compare the query image against 
the images of attractions in the database that have GPS-coordinates ranging within the 
area provided by the users GPS. 
 
There are clearly disadvantages with this technology. Let us say that the radius of the 
users position is set to one kilometer and all attractions within this range is considered 
the actual attraction. GPS can give wrong position information, if the position of the 
user is measured incorrect, the selection of possible attraction would be wrong. The 
actual attraction would maybe not be considered at all and clearly, information about 




The next sections will discuss the testing done on M2S. We will discuss the testing 
compared with testing of other systems. Problems encountered will also be discussed 
here. 
 
5.11.1 Testing of M2S 
When testing this service we had a limited selection of images and associated 
information to these images. 
 
If a service like this is going to be a success, the response has to be quick and precise. 
One of the core needs we want to meet is the user’s demand for information there and 
then when he needs it. If he sends a request for information and the service is slow 
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responding, the user’s location and interests might have changed since he started the 
interaction, and the information delivered might now be uninteresting to him. This is 
something that we want to avoid. Since this is a alternative and fun way to retrieve 
information and not a service that is strictly necessary, we believe that this must be a 
reasonable service and will rather calculate on frequently use. 
 
During the testing we experienced that to retrieve hits in the image database using a 
query image, the image practically identical to the matching image in the database for 
the service to find a match. As we mentioned earlier the light conditions when the 
image was taken and the resolution of the camera had major impact of what results we 
retrieved. Very different light conditions resulted in far from similar images. Little 
light could result in dark and unclear images that did not reflect the colors of the 
query image in the brochure. Too much light could give reflections in the surface of 
the image photographed. The same thing applied for the resolution. When we had 
similar light conditions as the images in the database and more alike resolution we got 
more precise hits. 
 
Because the functionality for transmitting MMS was not working, we never got to test 
the service as whole. For testing the rest of the service we transmitted the picture 
photographed with the mobile phone to the server by Bluetooth. The image was then 
compared against the image database and the belonging information was fetched. The 
functionality for WAP was in place, so we were able to send WAP messages as result 
to the initiating mobile phone. To send a response to the client the telephone number 
of the client had to be known to the service. Normally this number would be 
contained in the incoming MMS. Because the functionality of MMS was not in place, 
the telephone number instead had to be fetched from a properties file for testing 
purpose. 
 
5.11.2 The testing compared to other systems 
Performance evaluation is often a neglected topic of content-based image retrieval 
research [119]. Hard information on the performance of automatic CBIR techniques is 
difficult to come by. It is difficult to say anything about how effective Lire compared 
to other content-based image retrieval systems while there has not been performed 
any comprehensive comparative evaluation studies [1]. The testing that is done is 
often carried out on small fixed sets of images where the visual contents of the images 
are simple. This restricts their prime usefulness to specialist application areas such as 
fingerprint matching, trademark retrieval or fabric selection. Within these 
applications, content-based image retrieval technology appears to be capable of 
delivering useful results [1] [119].  
 
5.11.3 Problems encountered 
We encountered several problems during the development of M2S. The biggest 
challenge was to implement functionality for transmitting MMS. At first we planned 
to use the PATS-lab that has an interface for sending and receiving MMS. PATS is a 
research agreement between the Norwegian University of Science and Technology 
(NTNU) Department of Telematics, Ericsson, Telenor and Hewlett-Packard [86]. 
PATS is among other things a test-bed for projects like M2S. PATS have a node in 
Tromsø that we can communicate directly with. We were told that to send MMS via 
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PATS would not be a problem, but the problems would appear with receiving MMS. 
There is a lot of traffic on these four-digit numbers and the services has unique 
service names or codes that separates the MMS’ to make sure that they end up in the 
correct service. There was however no support for service names/codes in PATS and 
we had therefore no way of filter out the MMS’ that were meant for our service. This 
could be solved if M2S got its own unique four-digit number, but this was not an 
option. We believe it was because PATS manages a very restricted amount of these 
special numbers. It is important to notice that PATS do function for systems that are 
commercially available. 
 
The communication is a very crucial part of M2S. Without functionality for sending 
and receiving MMS we would not have any service. A company called Geomatikk, a 
former subsidiary of Telenor, could maybe provide us with tools for transmitting 
MMS so we could make a solution that worked. At the time the summer project was 
finished the tools for developing functionality for transmitting MMS was not in place. 
However, at the time this thesis is finished the functionality is in place and as far as 
we know, it works well. This functionality was developed by Schürmann et al. [15]. 
 
 
5.12 Future work and the potential of CBIR 
To have a well working content-based image retrieval program has an enormous 
potential within several areas, but particularly in the field of web shop this will be 
especially applicable. Lets imagine that we in the future can take a picture of a 
handbag or a pair of shoes and retrieve these from the Internet, without having any 
further information about the article like the item number. The article might be taken 
out of production, is not available in normal stores and therefore hard to find. We 
imagine further that users can get information about where it is possible to buy this 
article and for what price. 
 
Like Microsoft, Google [31] has several projects that deal with content-based image 
recognition. Google has bought Neven Vision to enhance the service Picasa. The 
vision is to make users able to take a picture of a movie-poster, send it to a specific 
number and based on the picture they can retrieve a movie trailer, localize the nearest 
cinema and order tickets. A hit in the database can trigger other services like 
downloading ring tones, price lists and map services [120]. 
 
If we see this in a tourist perspective it would be possible for the tourist to snap a 
photo of whatever freestanding attraction and submit as a query for information. It 
does not have to be limited to constructed attractions but can for instance be landscape 
or mountain formations. Actors like Google works with a solution like this. 
 
The concept of retrieval of information that has similar features of the query 
information can be applied to other fields like sound. It is possible to recognize parts 
of a soundtrack and provide users with information about this soundtrack. This 
concept easily applies to other areas like for instance the music industry. The 
introduction of portable MP3-players and specially the integration of these into 
mobile phones make it easier for users to listen to music. People bring their mobile 
phone and also their playback unit. Portable CD-players used to be the best alternative 
for mobile music, but these do not have the same functionality to record music as 
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today’s music playback units. The usage of this concept can be illustrated with an 
example. 
 
A user is sitting on the bus as is about to turn on his MP3-player combined with radio. 
When turning it on the song that is playing on the radio just ends but he recognizes 
the song from earlier playbacks. He likes the song and would like to purchase it but he 
do not know the name of the song. How is he going to find the soundtrack at the 
Internet where he can buy it? He can of course go to the nearest music store and sing 
or hum parts of the soundtrack hoping that the staff recognizes the soundtrack but this 
is wanted by far from all people. Instead he can record the last part of the song and 
send it to a specific service. The song is recognized and he can for instance get an 
MMS with information about the song such as the name of the artist, the name of the 
actual album and maybe other albums that the artist has made. Best of all, he can get a 
web-link to where he can download the song and the music video and to what price. 





In this chapter we have described the information retrieval service M2S. We have 
seen how M2S fits in a tourist setting. Most tourist seek information while traveling 
and M2S can offer rich and entertaining videos and images and provide tourists with 
web-links to additional information about Lofoten. We have seen that the dependency 
of the tourist brochure, the Lofoten Info-Guide, is an advantage and disadvantage. 
 
We have described the design and architecture. M2S has a modular design that makes 
exchange of components as easy as possible. We want exchange of one component to 
have as little impact as possible on the rest of the service. Regarding the architecture 
we have described what development tools we have used and how the database is 
constructed.  
 
We have described the implementation and what classes we have used. We also 
discussed concepts like reflection that we have made use of when including Lire in 
M2S. 
 
The service has not been tested properly yet while there was not yet developed a test 
bed for this at Telenor R&I. The testing was limited due to this, but we did a 
workaround to test the service minus the communication parts. The service as it is 
now with the Lire program would not be a complete service. The image retrieval part 
is very limited due to its sensitivity. A user cannot snap a picture of a picture in the 
brochure without consider the light conditions and resolution of the picture.  
 
Alternative solutions to the content-based approach and advantages and disadvantages 
related to this have been discussed. We have seen that the use of bar codes and unique 
number could help improve the service. The use of text is also a solution that is 
possible to use in M2S. We decided to use an existing content-based program and 
during the process of finding one we got personal experience with several content-
based image retrieval programs. 
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We encountered problems during the development of the service and we have 
described these issues. The problems were mainly concerning the content-based 
image retrieval functions and the transmission of MMS. We have discussed future 
work and the potential of content-based image retrieval. We have seen that when 
more adequate techniques for content-based image retrieval exist, the fields of use 
will be several. 
 
We will give an evaluation of M2S in chapter 7 together with an evaluation of CAIR 
that will be described in the next chapter.  
 82
 
6 CAIR- a context-based image retrieval service 
We imagine that CAIR can be used to retrieve images from an image collection. The 
retrieval is accomplished by sending an SMS that contains a textual query. CAIR 
utilizes concepts like context and mobile environment that are well-used. We want to 
combine these concepts into one solution that, hopefully, has not been investigated 
before, that is using SMS to initiate the image retrieval. In this chapter we will discuss 
the motivation behind CAIR and introduce the service. We will then discuss different 
ways location can be used to retrieve information. CAIR is designed but it is not yet 
implemented. A detailed design overview will be given together with a description of 
how we want to extract the metadata from the images. The section concerning future 
work will give a plan of how the service can be implemented. We will then discuss 




As we have seen, many of current image retrieval techniques are insufficient in the 
way that they often do not meet the user’s query. What is searched for is often not 
what is retrieved. There have been several attempts to provide users with services that 
retrieves exactly the information the user wants and little or preferably nothing else. 
This is however much harder than it appears. One of the projects that try to resolve 
issues related to this is the CAIM-project. The CAIM-project aims to “develop 
methods and tools for context aware image management in distributed, multimodal 
and mobile environments” [5]. 
 
With the use of context information to support semantic-based image retrieval the 
CAIM-project [5] aims to tighten The Semantic Gap. A goal of this thesis was to 
design a system that enabled users to retrieve images from a specific location and 
point of time to his mobile phone. Using mobile phone or retrieving images does not 
bring anything new, but using SMS to retrieve images this way has, hopefully, not 




M2S and CAIR share much of the same motivation. As with M2S, the motivation for 
CAIR is that mobile phones with image capturing functionality is brought almost 
everywhere. This enables people to capture events and create memories in a 
spontaneous way and it provides a great opportunity for users to exchange images 
while on the move. As mobile phones with an cameras have become more common, 
storage capacity on the mobile phones are much larger and the transfer rate increases, 
people share images between these devices in a larger scale. This requires an efficient 
way of retrieving images from a collection. 
 
In chapter 3 and 5 we discussed M2S and problems with content-based image 
retrieval. As discussed, the biggest challenge to content-based image retrieval is that 
there are few and very limited ways to capture the semantics of an image. While 
textual queries are the most common way of retrieving images and is based search on 
metadata, this is a problematic combination. In this chapter we introduce another 
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concept, called context-based image retrieval that aims to solve some of the problems 
that content-based image retrieval brings. 
 
As discussed in chapter 2 the amount of context-aware systems dealing with location 
information is increasing due to the growth of mobile phones in the 
telecommunication market. Some examples of location-aware applications are the 
variants of digital tourist guides where location dependent information is displayed to 
the users. In section 2.8 we introduced such systems and in chapter 3 we described 
Cyberguide quite thoroughly.  
 
The motivation was to make a program that utilizes context to retrieve images from a 
image collection using SMS. 
 
 
6.3 The CAIR service 
CAIR is context-aware in the way that it utilizes the time and location of the user the 
moment the user captures an image. When the image is snapped it is automatically 
annotated with information about time and location. When the image is added to the 
database, image information is extracted and added to its respective column and is 
used for later retrieval. The user formulates a textual query in an SMS describing the 
location and the time he wants the image series from together with the service name 
“CAIR”. The SMS is sent to the short number 2034 that is a message server managed 
by PATS. PATS’s message server forwards the SMS to our service, CAIR. The 
service searches the database for image’s context matching the specific location and 
time. If matching context is found, the corresponding image or images is added to an 
MMS and sent to the user. The MMS contains a series of images from the location 
and time the user requested. The database is also searched for WAP URLs. If there is 
a corresponding URL this is added to the MMS for users to enter after watching the 
image series. The URL provides the users with additional information about the 
location and possibly how to buy tickets, opening hours etc. There cannot be a WAP 
URL in database if it does not have an image associated. If there is no match on 
image’s context in the database an SMS is sent to the user explaining that there was 
no images found matching the query context. The use of many types of contexts is 
possible, but in this thesis we use location and time 
 
The context in form of metadata has on beforehand been extracted from the image and 
added to separate column the table in the database. The user can receive a maximum 
of n number of images. We believe a suitable number of received images are 




Figure 30: What the initiating SMS might look like. 
 
The request SMS must contain a service number so the message server can sort the 
message to the correct service. This is illustrated in Figure 30. 
 
The <location> parameter is required. If no parameter for location is set, the service 
will not know what location the images shall be from. 
 
The <time> parameter is optional. If this parameter is set, the images will be from the 
current point of time. If there are no images in the database from the specified time, 
the user receives images from the location, from random periods of time. If no 
parameter for time is set, the user will receive a mix of period of times. It can be a 
combination of images taken in summer time, wintertime, autumn and spring; some of 
the images can display the sunrise and some images can be taken in the evening or in 
the night. 
 
If the database does not contain images from the specified point of time, but it 
contains images from the requested location but from other periods, these images are 
sent as MMS to the user instead. The MMS also contains a message that explains that 
there were no images from the requested point of time, he is offered images from the 
same location but from other periods. The MMS will also contain a message that 
explains that the image database did not contain any images from the requested period 
of time. 
 
If there are no images in the database, the user receives an SMS explaining that there 
were no images found. Similar to M2S this is a case that users are not satisfied with, 
so we want to avoid this case. The service can of course be designed with more 
options, like for instance an option for a maximum or minimum amount of images a 
user wants. However, this makes the service harder to use because there is more for 




6.3.1 Information flow 
Figure 31 illustrates the information flow in CAIR. The figure shows the progress in 
CAIR depending on the events. The preferable progress of M2S is following the 
horizontal line of events, meaning that an MMS with associated WAP URL is 
returned. 
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6.3.2 Restrictions of the service 
CAIR is designed for mobile entities and specially mobile phones. The mobile entity 
must be equipped with functionality to transmit SMS, receiving MMS and WAP 
URLs and display images. 
 
CAIR is designed to use time and location as context. It is possible to use other types 
of context too, but we have limited the use context to include these two types. The 
service is limited to use the images in the database. It is therefore crucial that the 
database contains nice pictures that the users find interesting.  
 
The use of MMS can also be disadvantageous when requesting information. Most 
users of search engines use relatively powerful computers that allow constant retrieval 
of web-links. If a search does not return the expected results, a new query can easily 
be performed without any further costs. This does not apply for the use of MMS. In 
CAIR, if a query returns unexpected results, the user maybe tries another time, but if 




6.4 In what situations is our service useful? 
We hope that a service like CAIR could be useful for most people. When people 
decide to visit places this decision is often taken based on what information they have 
about the location. The information is often formulated as images. One major 
advantage with images as information is that they are independent of language. If you 
speak English, Norwegian, German, Mandarin, Swahili or other languages an image 
does not have to be translated. This does not mean that images are unambiguous, but 
we believe that most people would find an image of the midnight sun, the mountains 
in Lofoten and the northern light beautiful and attractive. 
 
CAIR provides a general service that provides information about any entity or 
location. The information provided suites tourists as well as the local population. The 
usefulness of the service is best elucidated with a user scenario. 
 
6.4.1 User scenario 
Two friends from Oslo are visiting Lofoten in summer time. So far they have enjoyed 
their stay and they have visited several tourist attractions and participated in many 
activities, such as the whale safari. The weather is perfect; it is sunny and it is a gentle 
breeze. At the moment they are a bit short of time and they are wondering whether to 
stay in Henningsvær or to travel towards Sortland. 
 
It is almost impossible to visit Lototen without noticing the spectacular mountain 







They just heard about a particular mountain called Svolværgeita. They just met a 
couple that had been there. The couple had taken some photos that made the mountain 
look tempting. Because they are a bit short of time they want to set their priorities 
right. To decide whether to stay or travel further they would like to see some more 
pictures of Svolværgeita. 
 
They compose an SMS with “CAIR” “svolværgeita” and “summer” and send it to a 
short number. The service handles the request and returns a series of images from 
Svolværgeita in summer time. The two friends find the images very satisfying. It 























The WAP URL in the end of the image series links to a site where they get 
information about guided climbing in Svolværgeita. There are places left for today’s 
tour, and via the WAP URL they buy tickets and reserve mountain climbing gear. 
They also receive information about weather conditions and suitable clothing. 
 
The example is from Lofoten, but this service is not restricted to Lofoten. As opposite 
to M2S, CAIR is not dependent of any brochure. As long as the information is in the 
database it can be retrieved. 
 
6.4.2 User requirements 
The mobile phone must have functionality for transmitting SMS, receiving MMS and 
WAP. It must also have functionality to display images. 
 
As with M2S it would not be required for users of CAIR to download or install any 
software on the client entity. All the functionality needed such as transmitting 
messages is included in the majority of mobile phones. As discussed in section 5.4.2, 
downloading and installing software can be a threshold for many people and it is a 
clear advantage of this service that no software has to be installed. 
 
 
6.5 Design and architecture 
As mentioned in the introduction to this chapter, CAIR is not yet implemented. 
However we have made a design overview of the service CAIR and have planned 
some details regarding the implementation. The design and plans for implementation 
will be given in this section. The solutions that we have chosen and plan to implement 
are inspired from the design and implementation of M2S. 
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Figure 34 shows an overall architecture of CAIR. The figure illustrates transmission 
of messages. The user initiates a query and sends it to a short number. The short 
number is directed to a message server at for instance Telenor. The message server 
sorts the message on the service name and the query is forwarded to our service. The 
query is handled and a proper response is composed. The answer is sent, via the 
message server, to the mobile phone with the initiating SMS. Figure 35 shows a 



















Figure 34: An overall description of CAIR. 
 
As with M2S we want to make a modular design for easy exchange and updates of 
modules. The functionality for mapping the notations of locations, the database and 
messaging functionality can be easily exchanged. In Figure 35 the blue shaded boxes 
illustrates the main progress in the service. The dark grey-shaded boxes illustrate the 























Figure 35: Shows a more detailed description of CAIR. 
 
In M2S the MMS’ are pre-made. They can be contained in the database ready to be 
sent to the user if the MMS is the answer for a query. In the CAIR database the MMS’ 
can be made on the fly when suitable images are found. If a series of, lets say 12 
images are found in the database, these are wrapped as MMS and sent to the user. 
 
6.5.1 Communication using SMS 
Because the query was context-based (text) using SMS was a natural choice of 
communication medium. Basing the communication on SMS is convenient because 
most people are familiar with sending SMS. SMS is also cheaper than for instance 
MMS. 
 
6.5.2 Image database 
The database should contain nice pictures that users find valuable. We want the image 
database to grow quickly and soon have a broad collection of images with associated 
WAP URLs. The database will be called CAIR and contain information about images 





Image ID WAP URLImage TimeGPScoordinatesKeywords
 
Table 4: Illustrates the database of CAIR. 
 
Image ID is the primary key in this database. Image contains the images and WAP 
URL contains the URLs mapping to the images. Location is the textual annotation of 
location. GPS-coordinates and time are the context extracted from the image’s 
metadata. 
 
To add rich images, associated metadata and URL is a time-consuming task for large 
databases. To quickly achieve a large and heavily equipped database we want the 
information in the database, images with associated metadata and URL’s, to be 
uploaded by users. As users take interesting images these are uploaded to the 
database. If the images have a relevant URL, this can be uploaded too. The metadata 
that is automatically added to the image, time and GPS-coordinates, if available, are 
extracted from the images. The images are then annotated with keywords describing 
the location. The images are then annotated with keywords describing the image. As 
discussed this can be done manually, automatic or a combination of both. 
 
There are problems related to let everybody have access to the uploading 
functionality. The database can easily contain images that are not interesting for the 
general user and the images can easily lack or have a misleading annotation. Because 
users often do not bother to annotate images for private collections, we do not expect 
users taking the time to be exact when annotating images in a public image collection 
like CAIR. The database can also easily contain irrelevant, offensive, illegal and/or 
strictly commercial URLs. Controlling this manually can easily become time-
consuming as the database becomes larger. Controlling these issues automatically is 
problematic while some actors often have creative solutions of notation that is hard 
for software to detect. 
 
The users can be obliged to establish a user profile protected with username and 
password. This is a practical way of controlling the access to the service. If 
information of the unwanted type is uploaded it can easily be detected from what 
account the information was uploaded and consequences can be made. Another way 
to control the uploading of information is to let trusted groups be responsible for this. 
These groups could be travel associations such as Destination Lofoten or The 
Norwegian Travel Association. As these groups take interesting pictures they can be 
uploaded to CAIR and then be shared with users. To let trusted parties control the 
uploading of information is a way to make sure that also the URLs are appropriate. It 
is also important that the URLs are relevant to the images and not URLs linking to 
strictly commercial sights that have nothing to do with the images. 
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6.5.3 Extracting metadata of the image 
Most digital cameras now use the EXIF format for storing metadata [26] and is the 
standard that we have in mind when designing CAIR. There exist several libraries for 
extracting metadata from image files, but because we plan to implement CAIR in Java 
we want to use a Java class called ImageInfo to handle this part [122]. This is some 
sample code on how to use the class. The implementation works and parts of the 










public class Test2 { 
        public static void main (String [] args) throws Exception { 
                printMetadata (new File ("c:/test.jpg")); 
        } 
 
// This approach reads all types of known Jpeg metadata in a single call         
        public static void printMetadata (File file) throws Exception { 
                Metadata metadata = JpegMetadataReader.readMetadata (file); 
                Iterator directories = metadata.getDirectoryIterator (); 
                while(directories.hasNext ()) { 
                        Directory directory = (Directory) directories.next (); 
                        Iterator tags = directory.getTagIterator (); 
                        while (tags.hasNext ()) { 
                                Tag tag = (Tag) tags.next (); 
                                System.out.println (tag); 
                        } 
                } 
        } 
} 
 
The tags hold the EXIF info. A sample of the output looks like this: 
 
[Exif] Model - Canon DIGITAL IXUS 430 
[Exif] Orientation - Top, left side (Horizontal / normal) 
[Exif] X Resolution - 180 dots per inch 
[Exif] Y Resolution - 180 dots per inch 
[Exif] Resolution Unit - Inch 
[Exif] Date/Time Original - 2007:03:20 16:22:01 
[Exif] Date/Time Digitized - 2007:03:20 16:22:01 
[Exif] Shutter Speed Value - 1/158 sec 
[Exif] Exif Version - 2.20 
 
The EXIF info holding the time is highlighted. If GPS becomes standard in digital 




6.6 Metadata notations 
In the next subsections we will discuss metadata notations for location and time. 
 
6.6.1 Notations of time 
Practically all image capture devices today have functionality to tell the time. The 
time is automatically annotated the image when it is snapped. When the image is 
added to the database, this metadata is extracted from the image and added to a 
specific column in the database. The point of time when the image was captured is 
now searchable. The notation of the time is very precisely, for instance 12.May 2006, 
12:20:12. 
 
Queries are most often not this accurate. Common queries when requesting a point of 
time could be: “winter”, “August”, “12th May”, “daytime” and “night”. 
 
Because there can be inconsistency between query and the metadata, there has to be a 
mapping between points of time. “August” and “12th May” are unambiguous. Other 
notations, such as “winter”, “daytime” and “night” must be defined. An example of 
mapping between dates and seasons is shown in Table 5. 
 
 
Time of year From date To date 
Summer 16th May 15th August 
Autumn 16th August 01st October 
Winter 02nd November  31st March 
Spring 01st April 15th May 
Table 5: Mapping of dates and seasons. 
 
Table 5 shows an example of mapping between dates and seasons. There are several 
issues related to this mapping. If a user types in “summer”, this is not as unambiguous 
as it seems. What is “summer”? From what date and to what date is defined as 
summer? If an image in the database is annotated with the date 20th August, is this 
summer or autumn? This will also vary from what part of the country the image is 
taken. The autumn comes earlier at northern parts of Norway than the southern parts. 
At 20th of August it may be autumn at Svalbard, but still summer in Oslo. It can easily 
snow in Tromsø on 17th of May even if this is in the above table is defined as summer. 
If the user wants images from Tromsdalstinden at summertime, images from 
Tromsdalstinden with autumn colors and leaves falling from the trees is not what the 
user requested. If a user snaps photos in Australia, which is situated below the 
equator, in Australian summer time and ads these to the database, these images will 
then not reflect the Norwegian understanding of summer. The same thing applies with 
images snapped with cameras having the wrong settings for time. Some of these 
issues were discussed in section 2.7.5. 
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6.6.2 Notation of location 
Some image capturing devices, such as Nokia N95, are equipped with a GPS and have 
functionality to add the current GPS-coordinates to the image’s metadata the moment 
it is captured. A GPS can determine the user’s position with small margin of errors. 
When the image is added to the database the GPS-coordinates, if they are available, 
are extracted and added to a specific column in the database. The location where the 
image was captured is now searchable. However, typing a GPS coordinate manually 
to an SMS is not consistent with the human way of formulating queries. Human ways 
to post queries is for instance “Tromsdalstinden”, “Svolværgeita” and “church in 
Tromsdalen”. The images therefore must have metadata attached that can be searched. 
The user who added the image can now add metadata to it. As we have discussed 
earlier few users take their time to annotate image collection. If this should be the case 
there are two ways to automatically annotate the image with metadata: 
 
• Mapping of GPS and textual description. Check if the image GPS-
coordinates maps to a textual description of the location. If there is a mapping, 
the location information is added to the image. 
• Inheriting images from parent image. If there is no mapping between GPS-
coordinates and location the image can inherit metadata from “parent” images 
that the image is within the range of. 
 
6.6.2.1 Mapping of GPS and textual description 
Lets say that an image has a GPS-coordinate X. This GPS-coordinate of the image is 
given a radius. If the image’s radius is within another image’s radius the image adds 
this image’s metadata to its own metadata. This metadata might describe the image 
well or it might not describe the image at all depending on how big the radiuses are 
set and how much of this area they have in common. Figure 36 and Figure 37 
illustrates the differences. 
 
GPS coordinateGPS coordinate
The area they 
share 
 
Figure 36: Images sharing a large area. 
 
Figure 36 shows images that share a large area.. Much of the metadata shared between 




The area they 
share 
 
Figure 37: Images sharing a small area 
Figure 37 illustrates images sharing a small area. Metadata adopted from another 
image that share such a small area, might for the image be very inaccurate. 
 
32 V 693316 7036395
32 V 694798 7034490
32 V 695096 7034528





32 V 689435 7032287 Svolværgeita
 
Figure 38: Shows an example of mapping of location notation. 
 
Figure 38 shows that a GPS-coordinate4 mapping to Tromsdalstinden should also 
map to images annotated with “Tromsø” but not to images annotated with “Fløy
However a radius set for Tromsdalstinden could easily include Fløya while these are 
close in location. The same goes with GPS-coordinates mapping to Svolværgeita. 
These should also map to images annotated with “Lofoten”. 
a”. 
                                                
 
The GPS-receiver is quite accurate. Let us say that GPS 32 V 699435 7032287 maps 
to the top of Tromsdalstinden. As with Tromsdalstinden, many interesting locations 
are not confined to one spot, but span over an area with undefined borders. When 
users request “Tromsdalstinden”, what does the user actually want? Does he want 
images displaying the view from this mountain or does he want images displaying the 
mountain in itself? In this area there might be other attractions of totally different 
 
4 The GPS-coordinates are fictive, but inspired by http://www.bymarka.net/gps.php 
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nature with the same undefined borders. How do we decide what attraction the user is 
requesting? It must be decided for each attraction how big its radius should be. If the 
radius is set to be small the smaller chance for a hit in the database, but the higher 
chance that the information the user retrieves is relevant. The longer radius the higher 
probability that it will result in a hit in the database, but the chance that it will result in 
irrelevant hits is higher. 
 
The use of GPS-coordinates does say where the image was snapped but not 
necessarily what the image is displaying. A solution to this can be to compare the 
visual features of the image with the other images in the database. When the image is 
added to the database, content-based image recognizing can detect what the image is 
displaying and automatically annotate the image with a metadata of images that are 
visually similar to it. Correct mapping of metadata assumes that some images in the 
database have images with correctly annotated text. 
 
6.6.2.2 Inheriting metadata from parent images 
We want the images in the database to have comprehensive metadata that is to be 
added to the keywords column in the database of CAIR. To achieve this we want the 
images to inherit the metadata from other pictures that also apply to these images. 
This requires that there are images in the database that is possible to inherit metadata 
from. These images are called ground images and we know from beforehand that 
these images have correct metadata and GPS-coordinates. It is very important that 
these images are correctly annotated so the inheriting images do not get metadata that 
does not apply to them. These ground images and GPS-coordinates could exist for 
large areas such as for instance the largest cities in Norway. The image is annotated 
with a location and GPS-coordinates of the center of this area. These GPS-coordinates 
are given a radius on a given number of kilometers depending on the size of the area. 
For Tromsø this radius could for instance be 5 km radius, while Oslo, that is a much 
bigger city, could have a radius of 10 kilometer. 
 
The idea of ground images is also a way to avoid having attractive images in the 
database that are poorly annotated and therefore harder to retrieve. We must however 
be cautious to automatically adopt too much of other image’s metadata. The metadata 
of images can then be too general in proportion to the image’s visual content. If 
images share the same position does not necessarily imply that the visual content of 













Figure 39: Illustrates a hierarchy of annotations. 
The figure illustrates that the images can inherit metadata from its parent images in 
the hierarchy. Tromsdalstinden inherits the metadata of images of Tromsdalen and 
Tromsø, but not downtown of Tromsø, The Polar Museum or Polaria. 
 
In CAIR we hope that users will annotate the images. If images are not annotated we 
want to utilize these ways to automatically annotate images. 
 
6.7 Different use of location as context 
There are two different ways to use location as context: specified location and current 
location. 
 
6.7.1 Specified location 
This approach uses a specified location to retrieve information about any attraction 
regardless of the users current location. It requires the annotated image to have 
location information associated. The user can send the location of an attraction to the 
short number and get information of the attraction based on this context. If the user 
wants information about The Viking Museum at Borg the user could for instance type 
Borg in an SMS and send to 2034. The user would then retrieve information about 
The Viking Museum. This would work because it does not exist so many tourist 
attractions at Borg so the probability that it is The Viking Museum the user wants is 
high. Svolvær, however, is a far bigger area and has several attractions so it is not 
obvious what information the user actually is requesting. The search would probably 
result in general information about Svolvær. If this is what the user wants it is a 
successful hit, but if the user wants specific information about an attraction in 
Svolvær this can result in a dissatisfied user. 
 
This approach has much of the same advantages and disadvantages as the text-based 
image retrieval discussed in section 2.3.1. The users have to type in textual 
information that can easily contain spelling-errors and therefore not return results that 
would otherwise have been given the user. 
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Not all locations have a specific name. Lets say that the user wants to take a guide trip 
into the mountains of Lofoten and he wants to use CAIR to find out whether there 
exist such guided tours. What location shall he write? “Mountain of Lofoten” or 
“guided tours” or a combination of these phrases? The keyword must be associated 
with an image if it is going to return any results. 
 
6.7.2 Current location 
This approach differs from the former one in the way that it is the user’s current 
location and not a specified location that is used to retrieve information. This 
approach requires support to determine the user’s current position, such as the Nokia 
N95. It also assumes that the GPS location can be automatically added as a parameter 
to the query in the SMS. The user adds information about his current position to an 
SMS, add the service name and time-option and send the SMS as usual. Based on the 
GPS-coordinates the program searches the database to find the attraction that maps 
the coordinates and the user gets the belonging information. A restriction of this 
approach is that the user will only receive information about the location he is visiting 
and no other locations. 
 
When the user is actually at the location of an attraction he can snap pictures on his 
own. This approach can be used to retrieve images from the current location 
displaying another point of time. Tourists reaching The North Cape on a foggy day do 
not get to see the view. They may want to bring home some pictures so they use 
CAIR to retrieve images from The North Cape hopefully taken on a sunny day. 
 
6.7.3 A combination of general location and current location 
As we have seen there are advantages and disadvantages to both approaches. The best 
approach depends on the user’s situation. In some situations the use of his current 
position could be best. The user could then add the current location as parameter to 
the query SMS. In other situations the ability to specify a location could be best. If he 
wants information about a remote location he can send the name of the location as an 
SMS to the service. As we can imagine this will result in a more flexible solution and 
can handle more cases than the approach with current location. Specifying locations 
could return images from locations where the user never intends to visit. Using 
current location, the user has to actually be at the location to retrieve desired images. 
 
 
6.8 Alternative ways to formulate the query 
There are alternative solutions to this service. The approaches for CAIR that we want 
to discuss are based on a query of the following combinations of context: 
 
• Textual information. 
• Image + GPS-coordinates. 
• GPS-coordinates + textual information. 
• Image + GPS-coordinates + textual information. 
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6.8.1 Textual information 
The performed query is based on textual information only. The information 
retrieval will be based on the image’s metadata. As discussed in the 
background chapter this approach is dependent that the users have a common 
understanding of what information describes the image. It also requires that 
the images are annotated with at least the name of the location. However, as 
we have seen in section 2.3.1, this is not a straightforward task. A location can 
have different names. If the name in the query and the name of the attraction 
in the database do not match, this will not return results. 
 
6.8.2 Image + GPS-coordinates 
As we have seen typing in a textual description of the location is not 
unambiguous. Tromsdalen is a large area, what exactly does he want 
retrieved? Does he want general images or of a specific entity? To detect this, 
the query can be a combination of content-based image retrieval and GPS-
coordinates. Using GPS-coordinates gives the user’s current location. The 
query is narrowed down with the use of location and the content of the image 
can determine the user’s intentions. This makes the image search much faster 
way than using the visual content of images alone as query and it can be much 
more precise than using location alone. Using GPS-coordinates together with 
the content-based image retrieval in M2S could prove to be a powerful 
combination. A system that uses this approach is SnapToTell [38] that we 
discussed in section 3.5. 
 
6.8.3 GPS-coordinates + textual information 
The combination of GPS-coordinates and textual information is another 
approach for information retrieval. The query is formulated as the user’s 
current GPS-coordinates and the textual description can be the name of the 
location or attraction. The query can be narrowed down using the GPS-
coordinates and confirmed by using the textual description. The location tells 
where the user is, but not what he is looking at and is interested in. The textual 
description is a more precise way to tell the user’s intentions. If the GPS-
coordinates maps to Tromsdalen and the textual information says “Fløya” the 
user can be requesting images of Fløya taken from Tromsdalen. 
 
6.8.4 Image + GPS-coordinates + textual information 
This has the potential to be a powerful combination. Since content-based image 
retrieval is insufficient when searching within large datasets, it could be very efficient 
to narrow down the query with use location information. Like the former 
combination, the location can be formulated with the user’s current position using 
GPS-coordinates. The textual description can narrow the even more and the image 
search can be used to detect what the user is looking at and want information about. If 
the textual description, the location and there is an image match in the database, this is 




6.9 Rating of results 
The database can contain many images from the same location. Lets say that the user 
formulates a query with the location “Svolværgeita” and the database contains 500 
images from this location. It is irrelevant to send all 500 images to the user. To select 
which images shall be sent, there must be a rating of the images. 
 
Providing users with an MMS with a set of almost identical images is not so 
interesting. When a query is performed the images chosen should of course satisfy the 
criteria but otherwise be different. Some images could be of Svolværgeita in daylight, 
others of Svolværgeita at night. 
 
 
6.10 How to upload images to the database 
We imagine that users can upload images to the database via a web-browser. Figure 
40 is an example of what the user interface could look like. The user can browse his 
desktop for images and upload them to the database. The images uploaded will be 
displayed to the user as a thumbnail. Next to each image there is a field to type in 
keywords describing the image and its relevant surroundings. When uploading the 
image, the image’s time and location, if it exists, are extracted from the image and 
displayed. If this information is not available through the image’s metadata this must 





Figure 40: Illustrates how to upload images and URLs. 
 
This is only an illustration of what the graphical user interface (GUI) could look like. 
The figure does not have any functionality. 
 
 
6.11 Advantages and disadvantages of CAIR 
CAIR has some advantages. CAIR would be fun and easy to use and these are 
important aspects of CAIR. It is also CAIR also avoids browsing of images. The 
result is sent to the user and all images in the MMS are displayed. Ideally all the 
images in the MMS should be relevant. Having well-annotated images and good 
mapping functionality for images, CAIR can deliver attractive images on the user’s 
mobile phone. 
 
One of limitations of M2S is that it is dependent of the tourist brochure. CAIR would 
not be dependent of any tourist brochure or the user being at the actual location when 
using the service. If a user wants information about Mount Everest this can be 
retrieved by users typing “CAIR”, “Mount Everest” and lets say “summer”. 
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CAIR also has some disadvantages. Users compose textual messages on daily basis. 
However, to remember the syntax of the query is not necessarily so easy and the short 
number must also be remembered. The syntax for the query is relatively short so this 
is manageable for users to remember. As with the short number, we have a solution in 
section 5.9.2 of how to remember it. Location information tells where the image was 
taken but it does not say anything about what is displayed on the image. The images 
retrieved might be of the wrong motive even if the location matches. As discussed in 
section 6.8.2 this can be solved using a content-based image retrieval function. 
 
The service also depends on users uploads attractive images and that the images 
having information associated. This can become a strength of the service just as much 
as it can become a disadvantage. If users upload attractive images that are annotated 
with correct metadata, the probability that the image is according to the users query is 
higher than for instance if the images are poorly annotated and the images in 
themselves are quite uninteresting. 
 
 
6.12 Future work 
This section will describe a detailed plan for implementing CAIR. Subsection 6.12.2 
will give examples of how CAIR can be further developed to provide a richer service. 
 
6.12.1 Plan for implementation of CAIR 
First and foremost CAIR has to be implemented, tested and evaluated based on the 
testing. 
 
To implement CAIR it is possible to use much of the same development tools, both 
hardware and software, as we used when implementing M2S. This development tools 
was described in section 5.7. In CAIR the users can upload images with associated 
information. So in contrast to M2S CAIR require a GUI (Graphical User Interface). 
We have used and will use NetBeans verion 5.5 to implement the graphics of CAIR. 
This uploading GUI can be seen in Figure 40. As we have discussed Java has classes 
that handle images and we plan to use the ImageInfo class to extract metadata from 
the images. The extracting functionality has been implemented as we saw on page 94. 
 
In case images are not annotated, the mapping of image annotation described in 
section 6.6 can handle this. Inheriting images can also be implemented but used in 
cases where images do not map. 
 
Functionality for transmitting SMS and MMS must be supported by Telenor and 
PATS. An agreement must be established so permission to use the PATS message 
servers can be used. The PATS-lab can be used to transmit SMS, MMS and WAP. A 
service name, for instance “cair” must also be established so the SMS’ received at the 
message server are forwarded to the right service. 
 
6.12.2 Extensions of CAIR 
CAIR can be extended to include other kinds of contexts such as for instance weather 
conditions. The information can be added to the image the moment it was captured 
and makes users able to search for images based on the weather conditions. It will 
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then be able for users to search for images based on the image’s weather conditions 
displayed on the image. 
 
As discussed in section 6.8.2 content-based image retrieval functionality could be 
added to the service. The service could detect based on the visual features of the 




In this chapter we have described CAIR. CAIR is a part of the CAIM-project and is a 
context-based image retrieval service that offer users a series of images from a given 
location and time. 
 
CAIR shares much of the motivation as M2S. As users bring their mobile phones 
practically everywhere and many have a desire for information, our service can be 
used to retrieve information. The information provided in our service is mainly 
images, but WAP URLs are also offered. 
 
CAIR has been discussed in detail and we have given an example of what situations 
the service can be used. We also have illustrated the usefulness with a user scenario.  
 
We have discussed several ways of using location to retrieve information, current 
location and general location and we have seen that context combined with other 
concepts such as content-based image retrieval can be powerful combination. We 
have also discussed location as context and problems related to this. We have seen 
that images annotated with GPS coordinate has to have a mapping to textual 
description of the location. We have also seen that some of the same issues apply to 
time as context and that there must be a mapping of points of time. 
 
Restrictions of the service and restrictions of the user, advantages and disadvantages 
were discussed.  
 
Future work could be adding other types of context such as for instance weather 
information to the images. It will then be able for users to search for images based on 
the image’s weather conditions at the moment it was captured.  
 
We will give an evaluation of CAIR in chapter 7. 
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7 Evaluation and conclusion of M2S and CAIR 
In this chapter we will discuss the work presented in this thesis. We will first give a 
brief summary of M2S and CAIR. We will then discuss the services and have a closer 




The introduction of digital cameras and especially the incorporation of these into 
mobile phones, makes people able to snap photos almost everywhere at any time 
while their mobile phone is brought almost everywhere. The rapid growth in hardware 
allows users to store large image collections at low costs.  
 
Image retrieval software has not had the same development as the hardware. Current 
image retrieval techniques have shortcomings and lack functionality to provide users 
with the images they want. Current image retrieval techniques make use of low-level 
features such as the visual contents of the images. Humans use high-level features 
when formulating queries. What the user wants to retrieve, he is often not able to 
formulate as a query that computers understand. As we discussed in section 2.5 this is 
referred to as the Semantic Gap and is the most important topic of image retrieval. 
Several projects such as the CAIM-project aims to develop techniques of image 
retrieval to narrow this gap. This thesis is made within the CAIM-project. 
 
The goal of this thesis was to design two encyclopaedia services meant for users with 
mobile phones. One intermediate aim was to design and developing a service that 
could provide users with information based on the visual contents of a query-image. 
Another intermediate aim is to design a context based image retrieval service that 
offers users with images from an image collection. The goal and sub-goals have been 
accomplished. 
 
In this thesis we have described M2S and CAIR that enables users to retrieve 
information such as images or textual information, WAP-links and videos using SMS 
and MMS. M2S and CAIR have in common that they try to cover a need for 
information in mobile settings. However, they use different techniques to achieve this. 
One of the services, M2S is meant for tourists retrieving information about attractions 
through an image query issued using MMS. The query MMS contains an image of a 
photographed attraction. This image is used as basis to retrieve information about the 
requested attraction. M2S uses a content-based image retrieval technique to provide 
users with information such as videos, WAP-links, images or textual information or a 
combination of these. Due to limitations in content-based image retrieval we have 
chosen that the image have to be of an image from the Lofoten Info-Guide provided 
by Destination Lofoten. The design and implementation of the service has been 
described and discussed and can be viewed from section 5.4 through section 5.8.3. 
 
The other service, CAIR is meant for users who want to retrieve images from an 
image collection using their mobile phone. The location and time is extracted from the 
images metadata when the image is added to the database and additional location 
information in form of keywords can be added manually. A query for images is 
composed with context information, such as location and time, formulated as text and 
issued using SMS. The query is matched against the metadata of the images. If 
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matches are found the images of the matched metadata are sent as MMS to the user 
initiating the dialog. CAIR is designed but not yet implemented. This thesis has 




This thesis demonstrates that it is possible to retrieve information about attractions 
and locations using different technologies for image retrieval by using MMS and 
SMS. The implementation of M2S shows that it is possible to snap a picture of an 
attraction from the tourist brochure and use the visual contents of the photograph to 
retrieve information associated with this photograph using MMS. 
 
The design of CAIR describes how the use of location can be used together with a 
point of time to retrieve information about the specified location. CAIR is a simple 
design of a service to find out if it is possible to retrieve specific images from a 
remote photo collection using SMS. The design also shows that mapping to a certain 
extent can solve problems related to overlapping locations and points of time. 
 
When designing and developing M2S we experienced content-based image retrieval. 
Developing a content-based image retrieval function for M2S was a too complex task 
so we wanted to use an already existing program for this. The program should be free 
of charge, preferably open-source and be able to match a query image to the images in 
the database. The programs that we investigated can be viewed in section 5.5.1. Lire 
[97] was the program that best matched our requirements. However, Lire was not an 
adequate image retrieval technique, but the best of the ones that we tested. The 
experiences and the shortcomings of the different content-based image retrieval 
techniques and details of Lire can be viewed in section 5.5.  
 
Content-based image retrieval for this type of image collection it not simple. 
However, content-based image retrieval is very suitable for controlled and limited 
areas like face recognition fingerprint matching, trademark retrieval and fabric 
selection, but having pictures that can contain much visual information is hard for the 
retrieval function to handle [1].  
 
Because of these shortcomings to the content-based image retrieval techniques, the 
users of M2S cannot snap a picture of any attraction, but had to use the attractions 
reproduced in the Lofoten-Info Guide. As discussed in section 5.2.2 the use of this 
brochure has advantages and disadvantages. The use of the brochure makes people 
able to be anywhere and retrieve information about attractions printed in the brochure. 
As we have seen in section 5.3.1 tourists collect information about the destination 
they want to visit. If they receive the tourist brochure via for instance mail, they can 
retrieve additional information in form of WAP-links and videos using M2S. Being 
dependent of the brochure is also a disadvantage. If users could snap pictures of 
attractions independent of the brochure and retrieve information about the 
photographed entity we believe this could easily become a popular service. The 
tourist brochure contains information in form of textual descriptions and images. So 
convincing the users to spend money on additional information about attractions they 
already have information about might be difficult. 
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Another problem that we encountered during the development of M2S was to make 
the communication using MMS to function. This was discussed in section 5.11.3. 
Sending WAP URLs functioned well. This was because the testing environment for 
sending WAP URL was in place. 
 
This thesis has also experienced context-based image retrieval and the use of context 
in mobile settings. While content-based image retrieval solves some problems the use 
of context brings other types of problems than for instance content-based image 
retrieval. There are for instance some issues related to CAIR. CAIR does not avoid 
annotation as can be viewed in section 6.6. In CAIR the annotation can be either done 
partly manually or automatic based annotation got from images that have the same 
location. Even if GPS with automatically annotation of location of the images were 
common, this would not solve the need for manual annotation. The human way of 
formulating queries is a textual location of the image and there must be a mapping 
between the technical and the human way of expressing descriptions. As discussed in 
section 6.6.2 a location can be areas of varying sizes that overlap. The same principal 
applies to points of time and this makes queries using such context ambiguous. Using 
location alone is also problematic because there might be several attractions in the 
same area and the location alone does not detect which one the user wants information 
about. 
 
It can be questioned if it is tactical to build a database with images and information 
while there already exist amounts of images and associated information. Search 
engines like Google [31] and Sesam [123] has large databases of images and 
associated information. Because the information surrounding the image is 
automatically associated with the image, the information is not necessarily describing 
the image. A search with Sesam with query “Svolværgeita” and “summer” gave zero 
hits. A search with Google gave many hits but few of these actually displayed 
Svolværgeita in summer time. The information has to be annotated correctly to 
provide useful information in a service combining techniques used in M2S and CAIR. 
 
When I finished the summer work at Telenor R&I the functionality for transmitting 
SMS and MMS was not working due to a lack of support for this. Telenor R&I have 
now completed the implementation and M2S has been briefly tested. The service 
functioned as whole. Brief testing of the application on a fixed set of images, gave a 
non-official testing result. The hit ratio for Lire was of approximately 20%. As 
discussed in section 5.11, performance evaluation is often a neglected topic of 
content-based image retrieval research. The image sets are often small and fixed [1] 
[119]. There are few measurements of content-based image retrieval services on 
complex images such as the images used in M2S. Measurements done on simple 
images in a small dataset are irrelevant to compare Lire against. Anyway, a hit ratio of 
20% is not a sufficient hit ratio to base a commercial system. Sending MMS is 
relatively expensive and customers expect a hit ratio between 90 and 95% if not even 
higher. 
 
Most users are quality-conscious. They want quality services that provide rich and 
valuable information. For M2S to be a full worthy service that can be offered to 
customers, there has to be some improvements. The main improvement concerning 
M2S is related to a better content-based image retrieval function. As discussed in 5.12 
content-based image retrieval has a huge potential. The commercial market for 
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services based on content-based techniques exists and there is a lot of research going 
on in this field. This is mostly because most current text-based image retrieval 
systems does not cover the need for information retrieval and has several 
shortcomings as we saw in section 2.3.1 [1]. Content-based image retrieval techniques 
are not yet effective enough, but their capabilities seem to improve. When sufficient 
techniques are available we believe will see a growth in services based on content-
based image retrieval. We hope that within few years we will see the incorporation of 
adequate content-based image retrieval techniques in commercial services. 
 
While investigating new and better content-based image retrieval techniques it is 
possible to combine concepts like context-based and content-based techniques. We 
believe that combining concepts like this we can provide more powerful services. 
 
 
7.3 Future work 
CAIR must be implemented and then tested before we can tell if the service will 
actually function and prove useful. 
 
While sufficient content-based image retrieval functionality do not exist yet, we have 
to utilize other concepts like for instance context to provide better service. What we 
have experienced is that location alone does not solve the problems related to image 
retrieval. Detecting the user’s location is relatively unproblematic, but the location 
alone cannot detect the user’s intention being at the location. However, combining 
location information and content-based image retrieval could provide a solution that 
enables users to take a picture of a free- standing attraction and retrieve information 
about it. The user’s location could be used to narrow the area for the search and a 
content-based image retrieval function could unveil the user’s intention when 
photographing. Such a solution could increase the chances of retrieving correct 
results. This is an approach similar to Lim et al.’s [38] SnapToTell. However, we 
include more context than only location such as for instance time which can provide 
users with information from specific points of time. Including time and location can 
be used to fetch other data such as for instance weather information and add it to the 
images metadata. 
 
Using a combination the user’s location could be detected using a GPS. From a given 
location, X, it is limited what the user actually can photograph. If the GPS-coordinates 
are stored together with the images, it is possible to search for images based on a 
combination of this information. From a location, there could be several attractions 
and images that potentially could be snapped from that location are fed to a content-
based image retrieval function. If the image does not match it is not the attraction the 
user is photographing and the search continues. This assumes that the database is 
richly equipped with images. This solution is independent of any tourist brochure, but 
is assumes that the user is at the location of the requested attraction. Snapping a photo 
of an attraction and adding GPS-coordinates and time to the query could provide users 
with valuable information. The location information and the image decide what 
attraction the user is requesting information about.  
 
A combination of different technologies and a richly equipped database that is often 
updated can provide users with a tailor made service. The users could receive 
information such as timetables, the time it takes to travel between attractions and 
 110
prices. The user will be able to retrieve updated dynamic information like the menu of 
the day, closing hours, availability, weather information, how long the queues are to 
enter facilities etc. Some attraction/facilities are dependent on weather conditions. 
Tourist would be able to retrieve updated information about whether these facilities 
are open or not. The system can keep track of his searches and store this information 
in a personal profile. Based on the information about what kind of interests the user 
has and his location the service could give him information about similar activities the 
user could be interested in. If a tourist is interested in information about paragliding 5 
miles away and this activity is closed due to bad weather, the service can, based on 
the user’s search history presume that the user is interested in sports and give him 
information about sailing facilities close to his current location together with 
information about prices and time of departure. 
 
7.4 Conclusion 
We believe the idea of CAIR and M2S is good. As they are designed today, they have 
shortcomings that make them unfit for commercial use. Retrieving desired images 
from an image collection using SMS is a good idea. Using location alone cannot 
support a satisfying service. When GPS is standard in mobile phones and content-
based image retrieval techniques gets better and makes users able to retrieve 
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