Superposition of signals in DNA molecule is a sufficiently general principle of information coding. The necessary requirement for such superposition is the degeneracy of the code, which allows placing different messages on the same DNA fragment. Code words that are equivalent in the informational sense (i.e., synonyms) form synonymous group and the entire set of code words is partitioned into synonymous groups. This paper is dedicated to constructing and analyzing the model of synonymous coding. We evaluate some characteristics of synonymous coding as applied to code words of length two although many definitions may be extended for words of arbitrary length.
Introduction
The article discusses the peculiarities of degenerate codes with the emphasis on their use for creating "overlapping messages". This study was motivated by the existence of such type of messages in DNA-protein coding. In what follows, we will describe some features of the DNA triplet code which are relevant for our study.
It is well known that the information contained in DNA is written using a 4-letter alphabet , , , .
A T C G There exist a total of 64 3-letter words over this alphabet, encoding 20 amino acids. Consequently, the code is degenerate, i.e., the same amino acid can be encoded by several alternative words. A group that contains all possible words encoding the same amino acid is referred to as a synonymous group. Any finite length succession of code words can be viewed as a message of DNA sequence. Such message is decoded starting from the first letter (start position), each successive triplet being transformed into the corresponding amino-acid. Usually, there exists only one start position to make a sensible message. However, in some cases the choice of another start position (e.g., shifted by one letter) also results in a sensible message. This is the situation of overlapping messages, which is quite common in genes [1] [2] [3] and there exist hundreds of overlapping pairs of protein coding genes in vertebrate genomes [4] . In particular, the start position of overlapping genes may be shifted by 1 or 2 positions, which is the case, e.g., in virus genomes [5] [6] [7] .
In this study, the simplest coding model is suggested for a degenerate code with overlapping messages. This model, despite its simplicity, gives the opportunity to investigate the described above biological mechanisms. In particular, we evaluate the effectiveness of creating overlapping messages depending on the type of synonymous partitioning and assess the effectiveness using a specially constructed sequence. We obtain these characteristics for code words of length 2; however, some of the definitions given here can be extended also to words of arbitrary length [8] .
Assume that there exists alphabet s A where s s  A . Let the code words be the words of length 2 over this alphabet and let them belong to set .
K Set K does not necessarily coincide with the entire set of the words of length 2 over alphabet s A . Further, let   P K be a certain partition of set into non-empty subsets. Assume that, being assigned to each subset, there exists only one message, which can be transmitted via any element of this subset. Thus, the elements of each subset are synonyms, and any partition will be referred to as a synonymous partition. Let us consider a finite sequence of letters over alphabet
not contain non-code words of length 2. The latter condition is important in the situation where not all the words of length 2 over a given alphabet are code words. In other words, neither "functional" sequences contain synonymous words nor do they have common synonymous words.
We will call message M, considered above, a dense sequence. Respectively, a closed dense sequence will be called a dense contour. The mathematical methods that we are going to use lead to practically the same results in the cases of dense sequence or dense contour, but hereafter it will be more convenient to formulate propositions for a dense contour, rather than for a dense sequence. In this study, we investigate the existence criteria for a dense contour (dense sequence) for different synonymous partitions. In Section 2 we present the simplest examples of the connection between the composition of synonymous groups and the possibility to create a dense message. Cartesian synonymous partitions are introduced, which also may be used in the description of a standard triplet code [8] . These partitions comprise only a subset of all possible partitions, yet even in this simple case quite non-trivial properties are observed, which are the subject of the present study.
In the case of Cartesian partitions a new alphabet can be defined, in which each synonymous group may be substituted by a single word (in our case, of length 2). This alphabet is not a standard one, in the sense that its different letters are allowed to be superposed when they are used for creating a sequence. The rules of superposition are established by a special table of correspondence. Actually, each element of such an alphabet is a multivalued function, whose values belong to the original alphabet. The description of this alphabet, the main operational rules and the concept of a dense sequence over this alphabet are presented in Section 3. In the same section the main theorems on the existence of dense sequences are evaluated in the terms of abstract alphabet.
In Section 4, are specialized for the case of Cartesian synonymous partitions.
The Simplest Properties of Synonymous
Partitions. Cartesian Synonymous Partitions with the same properties: belongs to the second synonymous set and BA BA AA to the first one. Thus, there are two dense sequences for this synonymous partition (moreover, the synonym BB is not used), and packing by a contour is impossible at all. Indeed, such a contour would have to consist of two letters, which necessarily belonged to AA the only word from a synonymous group. But, obviously, this contour contains no words from the second synonymous group.
Example of a Synonymous Partition
Let us examine now all possible synonymous partitions into two groups in this example. There are 7 such combinations: 5 partitions: 
there are four complete dense sequences: AAB ABA ABB and . In this case all synonyms of both groups are used. There is also a contour AB, which includes two words AB and BA from different synonymous partitions. We can say that this synonymous partition is more effective than the first one in terms of quantity of possible versions of the dense packing. Further, for the partition Three groups consist of one word each and cannot be connected directly. It means that for their connection it is necessary to use at least two words from the fourth group, so that the obtained word will have not less than two synonyms. Therefore, there is no dense sequence for this partition.
Two-Dimensional Cartesian Synonymous Partitions
Assume that there is given a finite alphabet 1 s . We will use a Cartesian plane to represent all possible two-letter words over this alphabet. Let us arrange the letters of the alphabet
A on the axes of the rectangular two-dimensional coordinate system, say, in the ascending order of numbers. Then the set of all possible two-letter words can be identified with the set of points on the plane. the set s A in this context, the basic alphabet. The above partition induces the partition of all code words into the groups. All words obtained by the direct product of i a by j a belong to one group. We will assume that each such group is synonymous, i.e. all code words included into this group contain the same message. It is convenient to denote synonymous group as a pair the quotient words and
sets j a and p a coincide and thus we can write down sequence of three words of the classes
Obviously, the projection of this chain consists of all possible words of the form, where y is any element from the set a j , selected independently of x .
In the standard situation the alphabet  coincides withthe initial alphabet   a b belong to the same group. We will also assume that each such group is synonymous and will denote it as the quotient word  i j . Let us define now the rules of the formation of the sequences in the set of classes. Namely, word 
. In this case, however, sets i j can intersect and the amount of sets r and h in each system can be greater than the length of the initial alphabet 
Abstract Dense Sequences
The quotient letters introduced above (Example 2.2.1) may be viewed as letters belonging to some alphabet and possessing a definite inner structure. As a counter example, we will also consider the abstract alphabet, i.e. an alphabet without any assumptions about the nature of origins of its letters. In this chapter we investigate the problem of constructing a dense sequence in terms of the abstract alphabet. This problem is close to standard for combination theory of words (see, for example, [9] ), however differs in some details. This more generalized approach allows us to include into consideration not only Cartesian synonymous partition with the known mechanism of projecting abstract (quotient) letters onto the letters of the initial alphabet, but also other potential methods of mapping a correspondence between the signals as they overlap.
Analysis of Cartesian synonymous partition demonstrates that it is natural to consider two abstract alphabets.  in Example 2.2 can be considered as two different alphabets for constructing the quotient words. Letters of the first alphabet can stand only at the beginning of code word, and letters of the second alphabet can stand only at the end of the word. The rules of the construction of sequences of code words in these examples were connected with the origin of letters of the both alphabets, while these alphabets were the subsets of a certain initial set.
In line with this example, let us immediately define two different alphabets and
That is, code word will be any pair of letters such that its first element (letter) belongs to the alphabet 1 ab  and the second one belongs to the alphabet 2 . To construct a sequence of such words it is necessary to define a table of correspondence of the letters of different alphabets. We define this correspondence using a many-valued mapping quence. Therefore, it is possible either to traverse the o 0], Section 9) that fo se arc of recovery several times or not to traverse it at all, i.e., these arcs (multi-arcs) can have an arbitrary nonnegative multiplicity. The Table of correspondence (Table 1) of symbols defines the set U of the arcs of recovery; however, the multiplicities f these arcs can be assigned in several possible ways.
It follows from Good's Theorem ([1 r the existence of Euler cycle it is necessary and sufficient that the sum of the multiplicities of the entering arcs is equal to the sum of the multiplicities of the leaving arcs for all vertices of the graph G . Suppose that now the conditions of this theorem are violated in only two vertices of the graph. Specifically, the number of arcs with the first vertex as their initial vertex exceed by 1 than the number of arcs with the first vertex as their terminal vertex, and the reverse is true for the second vertex. It is easy to show that in this case there exists an Euler path which begins and ends with these two vertices. This fact reduces the problem of construction of a dense sequence to the problem of definition of the multiplicities of arcs of recovery with the given sets V and U , so that the graph G satisfies the Eulerian condition (see [10] , Section 9). aturally, only arcs of recovery may be assigned different multiplicities, because multiplicity of an arc of word always equals 1. In the Example 3.1, multiplicity of the arc [10] of existence of perfect matching in the set of arcs U , i.e. matching, containing all vertices of graph. Let P be such a matching. Let us assume that the multiplic es of all arcs not in P equal zero, and the multiplicities of arcs in P equ d . It is obvious that in this case the out-degrees and the -degrees of all vertices in G are equal. Therefore, an Euler cycle exists. The Theo m is proven. □ Note that the matching mentioned in the proof iti al in eorem 3.1 defines a one-to-one correspondence between letters of both alphabets. In this case it is possible to return to the initial situation when the first and the second letters of each word belong to the same alphabet. 
Proof. Necessity. Indeed, some of t le he arcs of recovery aving the set S(W), possibly all of them, enter the vertices of the set W, but no other arc of recovery enters this set according to the definition of the set S(W). If graph G is a generalized Euler graph, i.e. each vertex has al generalized out-degree and generalized in-degree, then the following inequality holds:
It is necessary to sho s w that if (3.5) hold then there exist non-negative integral values on the arcs of recovery (multiplicities) such that the generalized outdegree and the generalized in-degree at each vertex of the graph G are equal. We apply the theory of flows in networ Let us assume that for every i the capacity of vertex i from the set ks. In the theory of netwo lows these vertices are conventionally called a sink and a source respectively. We will further examine only the arcs of recovery (set U ) on the graph G discarding the arcs of words from e graph G , and denote the graph obtained in this way by G th  . construction, graph G is oriented from the verte , the source, to the vertex , the sink (see Figure 7 ). In the network flow p blem it is required to fin a quired that: 1) for each vertex, except for the sink and the source, the total value of the flow on all arcs entering the vertex and the total value on all arcs leaving the vertex must be equal to each other and must not exceed the capacity of the vertex, 2) it is not possible to increase the flow value without destroying condition (1). A vertex of graph is saturated, if the total value of the flow on entering (and, consequently, on leaving) arcs is equal to its capacity.
Let us s 
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