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Topologial Speed Limits to Network Synhronization
Mar Timme, Fred Wolf, and Theo Geisel
Max-Plank-Institut für Strömungsforshung, 37073 Göttingen, Germany
We study olletive synhronization of pulse-oupled osillators interating on asymmetri random
networks. We demonstrate that random matrix theory an be used to aurately predit the speed
of synhronization in suh networks in dependene on the dynamial and network parameters.
Furthermore, we show that the speed of synhronization is limited by the network onnetivity and
stays nite, even if the oupling strength beomes innite. In addition, our results indiate that
synhrony is robust under strutural perturbations of the network dynamis.
PACS numbers: 05.45.-a, 89.75.-k, 89.20.-a, 87.10.+e
Complex networks have attrated an enormous re-
searh interest in the reent past [1℄. Most studies have
foussed on the strutures of a variety of systems suh
as the world wide web, email networks, geneti networks,
and biologial neural networks [1, 2℄. An equally im-
portant task is to understand the olletive dynamis on
suh networks. In partiular, the question arises: how
is the dynamis on a omplex network inuened by its
struture [2℄?
Synhronization appears to be one of the simplest
kinds of olletive dynamis among oupled dynamial
systems [3, 4℄. It was found to be ubiquitous in arti-
ial as well as natural networks as dierent as Joseph-
son juntion arrays [5℄ and biologial neural networks [6℄.
To understand the dynamis of suh networks, theoreti-
al studies have emphasized systems onsisting of simple
units suh as phase- and pulse-oupled limit-yle osilla-
tors [7, 8℄. Yet, although most real-world networks often
possess a omplex onnetivity struture, most studies
of synhronization of oupled osillators are either re-
strited to networks of globally oupled units and sim-
ple regular networks, or work in some mean eld limit
[7, 8℄. Although exat results on synhronization in net-
works with a general struture have been obtained re-
ently [9, 10, 11℄, it is still not well understood how the
struture of a omplex network aets dynamial features
of synhronization.
In this Letter, we study the olletive synhronization
of pulse-oupled osillators interating on asymmetri
random networks. We nd that the speed of synhroniza-
tion is restrited by the network onnetivity and stays
nite, even if the oupling strength beomes innite. No
suh speed limit exists in large networks of globally ou-
pled units. More generally, we show that the theory of
random matries an be used to suessfully predit the
speed of synhronization as a funtion of dynamial and
network parameters. In addition, our results indiate
that synhrony ours robustly, i.e. persists under stru-
tural perturbation of the network dynamis.
We onsider asymmetri random networks of N osil-
lators whih interat by sending and reeiving pulses [12℄.
The sets Pre(i) of presynapti osillators that send pulses
to osillator i speify the struture of suh a network. For
eah osillator i, the ki := |Pre(i)| presynapti osillators
are drawn from the uniform distribution among all other
osillators {1, . . . , N}\{i}.
A phase-like variable φi(t) speies the state of eah
osillator i at time t. In the absene of interations,
the dynamis of unit i is given by dφi/dt = 1. When
osillator i reahes a threshold, φi(t) = 1, its phase
is reset to zero, φi(t
+) = 0, and the osillator is said
to 're'. A pulse is sent to all postsynapti osilla-
tors j ∈ Post(i) whih reeive this signal after a de-
lay time τ . The inoming signal indues a phase jump
φj((t+τ)
+) := U−1(U(φj(t+τ))+εji) whih depends on
the instantaneous phase φj(t+ τ) of the postsynapti os-
illator and the oupling strength εji whih we take to be
inhibitory (phase-retarding), εji ≤ 0. The phase depen-
dene is determined by a twie ontinuously dierentiable
'potential' funtion U(φ) that is assumed to be stritly
inreasing, U ′(φ) > 0, onave (down), U ′′(φ) < 0, and
normalized suh that U(0) = 0, U(1) = 1 (f. [12℄). We
fous on the spei form U(φ) = UIF(φ) = I(1−e
−TIFφ)
that represents the integrate-and-re osillator dened
by the dierential equation V˙ = I − V (and a thresh-
old at V = 1). Here I > 1 is an external input and
TIF = log(I/(I − 1)) the intrinsi period of an osillator.
Other forms of U(φ) give qualitatively similar results.
In suh a network the synhronous state, φi(t) = φ0(t)
for all i, exists if the oupling strengths are normal-
ized suh that
∑
j∈Pre(i) εij = ε. Its period is given by
T = τ + 1− U−1(U(τ) + ε).
In numerial simulations of the network dynamis, we
nd that the synhronous state is always stable, indepen-
dent of the parameters (f. [10℄). A suiently small per-
turbation δ(0) ≡ δ = (δ1, . . . , δN )
T
of the phases, dened
by φi(0) = φ0(0)+δi asymptotially deays exponentially
with time. Thus, denoting δ
′(t) := δ(t) − lims→∞ δ(s),
the distane∆(n) := maxi |δ
′
i(nT )|/maxi |δ
′
i(0)| from the
synhronous state behaves as
∆(n) ∼ exp(−n/τ
syn
) (1)
dening a synhronization time τ
syn
in units of the olle-
tive period T . The speed of synhronization τ−1
syn
strongly
2depends on the parameters. For instane, as might be
expeted, synhronization is faster for stronger oupling.
Surprisingly, however, we nd that synhronization an-
not be faster than an upper bound even if the oupling
strength beomes arbitrarily large (f. Fig. 1).
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FIG. 1: Asymptoti synhronization time in a random net-
work (N = 1024, ki ≡ k = 32, I = 1.1, τ = 0.05, εij = ε/k
for j ∈ Post(i)) . The inset shows the distane ∆ of a per-
turbation δ from the synhronous state versus the number of
periods n (ε = −0.4). Its slope yields the synhronization
time τ
syn
shown in the main panel as a funtion of oupling
strength |ε|. Simulation data (©), theoretial predition (
) derived in this Letter, its innite oupling strength asymp-
tote (  ).
To understand how the speed of synhronization de-
pends on the dynamial and network parameters, we
analyze the linear stability of the synhronous state.
Following [10℄ we obtain a nonlinear strobosopi map
δ(T ) = F (δ) for the perturbations, the linearization of
whih reads
δ(T )
.
= Aδ (2)
where the elements of the stability matrix A are given
by Aij = pi,n − pi,n−1 if j = jn ∈ Pre(i), Aii =
pi,0, and Aij = 0 otherwise. Here jn identies the
nth pulse reeived during this yle by osillator i and
pi,n := U
′(U−1(U(τ) +
∑n
m=1 εijm))/U
′(U−1(U(τ) + ε))
for n ∈ {0, 1, . . . , ki}. For U(φ) = UIF(φ) and oupling
strengths εij = ε/ki for j ∈ Pre(i) the matrix elements
redue to [13℄
Aij =


1−A0
ki
if j ∈ Pre(i)
A0 if j = i
0 if j /∈ Pre(i) ∪ {i}
(3)
where
A0 =
Ie−τTIF
Ie−τTIF − ε
> 0. (4)
Obviously, A onstitutes a row-stohasti matrix, i.e.∑
j Aij = 1 for all i. Thus A has one trivial eigenvalue
λ1 = 1 assoiated with the eigenvetor v1 = (1, 1, . . . , 1)
T
representing a uniform phase-shift and thus reeting
time-translation invariane. Furthermore, the Gersh-
gorin theorem [15℄ implies that all eigenvalues are loated
inside a disk of radius r
G
= 1−A0 entered at A0, suh
that in partiular |λi| ≤ 1 and the synhronous state is
(at least neutrally) stable. For simpliity, we onsider
networks of homogenous random onnetivity, ki = k for
all i, in the following.
We numerially determined the eigenvalues of dier-
ent stability matries A for various network sizes N ∈
{26, . . . , 214}, in-degrees k ∈ {2, . . .28}, and dynamial
parameters ε, τ , and I suh that 0 < A0 < 1. In general,
we nd that for suiently large k and N the non-trivial
eigenvalues resemble a disk in the omplex plane that is
entered at about A0 and has a radius r that is smaller
than the upper bound given by the Gershgorin theorem,
r < 1−A0. Examples are shown in Fig. 2.
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Figure 2: Distribution of eigenvalues λi of two stability ma-
tries A in the omplex plane (I = 1.1, ε = −0.2, τ = 0.05
⇒A0 ≈ 0.83; k = 8) for networks of (a) N = 32, (b) N = 512
osillators. For large networks, the non-trivial eigenvalues
seem to be distributed uniformly on a disk in the omplex
plane. The predition from random matrix theory (Eq. (10))
is indiated by a irle. The ar through the trivial eigenvalue
λ1 = 1 is a setor of the unit irle.
This eigenvalue distribution is reminisent of the ir-
le law of random matrix theory [16℄: Gaussian asym-
metri random matries, having a distribution of matrix
elements
p
Gauss
(Jij) = N
1
2 (2pir2)−
1
2 exp
(
−
NJ2ij
2r2
)
(5)
with independent Jij and Jji, also exhibit eigenvalue dis-
tributions
ρa
Gauss
(λ) =
{
(pir2)−1 if |λ| ≤ r
0 otherwise
(6)
for N → ∞ that are uniform in a disk in the omplex
plane [16℄. The radius r of the disk is given by
r = N
1
2σ (7)
where σ2 =
〈
J2ij
〉
is the variane of the matrix elements.
Interestingly, we nd that the radii of the eigenvalue
distributions of the above stability matries (3) well
3agree with the radii obtained from Eq. (7) if
〈
J2ij
〉
is
replaed by the variane of the elements of the stabil-
ity matries shifted suh that they also exhibit a zero
average eigenvalue. To diretly ompare the eigenvalues
of the stability matries, whih have average eigenvalue
[λi] :=
1
N
∑N
i=1 λi = A0 to those of the Gaussian ensem-
ble, we transform A′ij = Aij − δijA0 shifting the average
eigenvalues to [λ′i] = 0. Here δij denotes the Kroneker
delta, δij = 1 if i = j and δij = 0 if i 6= j. For the
variane of A′ we obtain
σ2A′ =
[
A′ij
2
]
−
[
A′ij
]2
(8)
=
1
N


N∑
j=1
j 6=i
A2ij −
(1 −A0)
2
N

 . (9)
For idential non-zero oupling strengths, the o-
diagonal sum is exatly equal to
∑N
j=1,j 6=i A
2
ij = (1 −
A0)
2/k suh that, using (7), we obtain the random ma-
trix theory predition
r
RMT
= N
1
2σA′ = (1−A0)
(
1
k
−
1
N
) 1
2
. (10)
for the radius r of the disk of eigenvalues of the stability
matries A [17℄.
We veried this saling law (10) for various dynami-
al parameters A0 (determined by dierent I, ε, and τ),
network sizes N , and in-degrees k and found exellent
agreement with numerially determined eigenvalue dis-
tributions, see, e.g., Fig. 2. To quantify the auray of
the predition (10) we numerially estimated the radius
of the distribution of the non-trivial eigenvalues of A for
various N , k as well as A0. Results from two dierent
estimators are shown in Fig. 3. The real part estima-
tor r
Re
:= 12 (maxi6=1 Re(λi)−mini6=1 Re(λi)) estimates
the radius from the maximum spread of eigenvalues par-
allel to the real axis. Typially, r
Re
should give an es-
timate that is slightly inaurate beause it is based on
two eigenvalues only. This is irumvented by the average
estimator r
av
:= 32
1
N−1
∑N
i=2 |λi − (A0 − (1 − A0)N
−1)|
that estimates the radius r of a irle from the average
distane 〈d〉 of eigenvalues from its enter, beause 〈d〉 =∫ 2pi
0
∫ r
0
r′2ρ(r′)drdϕ = 23r if we assume a uniform density
ρ(r′) aording to (6). Here we take the enter of the disk
to be the average 〈λi〉i≥2 = A0− (1−A0)N
−1+O(N−2)
of the non-trivial eigenvalues. Varying k at xed N as
well as N at xed k yields exellent agreement between
the numerial data and the theoretial preditions for
suiently large N and k (Fig. 3). Varying the oupling
strength |ε| and thus A0 yields equally good agreement
(f. Fig. 1).
The radius (10) implies a predition for the synhro-
nization time (see (1))
τ
syn
= −1/ ln(A0 + rRMT) , (11)
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Figure 3: Saling of the radius r of the disk of non-trivial
eigenvalues. Main panel displays the radius r as a funtion
of network size N for xed k = 32. Symbols display and r
Re
(×) and r
av
(©). Inset displays r as a funtion of k for xed
N = 1024. Dots display numerial data of r
av
. In the main
panel and the inset, lines are the theoretial estimate r
RMT
(Eq. (10)) Other parameters as in Fig. 2.
in terms of the (in modulus) largest non-trivial eigen-
value λ
m
. With inreasing oupling strength |ε|, the
synhronization time dereases. However, the speed of
synhronization τ−1
syn
is bounded by a nite speed for ar-
bitrary large |ε|: Even if |ε| ≫ 1 and thus A0 ≪ 1,
the largest non-trivial eigenvalue asymptotially beomes
λ
m
≈ k−1/2 for suiently large N . Thus the shortest
synhronization time
τ |ε|→∞
syn
=
2
ln k
(12)
is limited by the network onnetivity (f. the asymp-
tote in Fig. 1). This means that even for arbitrary
strong interations, the speed of synhronization stays
nite. Furthermore, at xed k, the synhronization time
also annot exeed a ertain maximum, even if the net-
work size N beomes extremely large (f. Fig. 3). This
bound τN→∞
syn
is determined by the asymptoti radius
r∞ := limN→∞ rRMT = (1 − A0)k
−1/2. Moreover, be-
ause eigenvalues hange ontinuously with a strutural
perturbation to the system's dynamis, the existene of
a gap g := 1−(A0+r∞) > 0 indiates that no eigenvalue
rosses the unit irle for suiently small strutural per-
turbations. Thus stable synhrony is not restrited to the
spei model onsidered here, but persists in systems
obtained by strutural perturbations of the dynamis.
The above results show, that the distribution of eigen-
values of a sparse stability matrix with deterministi
non-zero entries at ertain random positions is well de-
sribed by the eigenvalue distribution of the Gaussian
ensemble, whih onsists of fully oupied matries with
purely random entries. This sparse-Gaussian oinidene
for asymmetri matries is similar to that of symmetri
random matries for large k: Gaussian symmetri ma-
tries exhibit an eigenvalue distribution ρs
Gauss
(λ), the
4Wigner semiirle law [20℄. Sparse symmetri matries
[18℄ exhibit an eigenvalue distribution ρs
sparse
(λ) that is
dierent from the semiirle law but approahes it in the
limit k → ∞. For k ≫ 1 the distribution of eigenval-
ues of sparse asymmetri random matries ρa
sparse
appear
to be well approximated by the eigenvalue distribution
of Gaussian asymmetri matries, ρa
sparse
(λ) ≈ ρa
Gauss
(λ).
Our results indiate, that this is true even for moderate
k ≈ 10.
Further investigations of eigenvalue distributions for
small-world networks show that with dereasing random-
ness the speed of synhronization dereases (the seond
largest non-trivial eigenvalue inreases) suh that om-
pletely random networks synhronize faster than small-
world networks, at least asymptotially.
In onlusion, we have derived aurate analytial pre-
ditions for the (asymptoti) speed of synhronization
in asymmetri random networks of osillators in depen-
dene of the dynamial parameters ε, τ , I, as well as
the network parameters N and k. Even the saling with
network size N , artiially introdued via the variane
(9) of nite matries, is also aurately reprodued (see
e.g. Fig. 3). As a partiular appliation, we explained
the intriguing phenomenon, that the speed of synhro-
nization stays nite, even if the oupling strengths be-
ome innite. It turned out that the speed is restrited
by the network onnetivity. In addition, at xed param-
eters the synhronization time does not inrease above a
nite threshold if the network beomes very large. Fur-
thermore, the existene of a gap between the non-trivial
eigenvalues and the unit irle indiates that stable syn-
hrony is a robust form of olletive dynamis in a large
lass of systems.
Random matrix theory has previously been applied to
various physial systems that exhibit ertain symmetries
 suh as time-reversal symmetry  but an otherwise un-
known struture. For instane, orrelations of energy lev-
els in nulear physis and quantum mehanial properties
of lassially haoti systems have been suessfully pre-
dited (see Ref. [19℄ for a reent review). Our results
demonstrate that random matrix theory also is an ap-
propriate tool for analyzing synhronization in random
networks of dynamial units. Possible lines for future
appliations may inlude synhronization phenomena of
pulse- and phase-oupled units as well as of haoti dy-
namial systems (f. also [21℄). The limits of synhro-
nization speed predited in this Letter, are expeted to
our in those systems, too. More generally, other equi-
libration proesses and the dynamis in more strutured
topologies suh as small-world networks may be analyt-
ially investigated using statistial spetral properties of
the respetive operators, too.
We thank T. Kottos, P. Müller, H. Sompolinsky, M.
Weigt, and A. Zippelius for useful dis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