We study covariant derivatives on a class of centered bimodules E over an algebra A. We begin by identifying a Z(A)-submodule X (A) which can be viewed as the analogue of vector fields in this context; X (A) is proven to be a Lie algebra. Connections on E are in one to one correspondence with covariant derivatives on X (A). We recover the classical formulas of torsion and metric compatibility of a connection in the covariant derivative form. As a result, a Koszul formula for the Levi-Civita connection is also derived.
Introduction
The notion of Levi-Civita connections and associated curvature formulas in noncommutative geometry have attracted a lot of attention in recent years. Connections can be viewed both on the level of vector fields or that of forms. Consequently, formulations and existenceuniqueness questions of Levi-Civita connections in noncommutative geometry were made at the level of forms as well as derivations. These include the papers by Dubois-Violette and Michor [9] , [10] , the papers [14] , [15] , [8] and the ones by Rosenberg [18] , Peterka and Sheu [16] and more recently the results by Arnlind et al in [1] , [2] , [3] (and references therein). Alternative approaches were taken by Fröhlich et al [11] and Heckenberger-Schmuedgen [12] , Date: January 2020. as well as by Beggs and Majid and collaborators (see [4] for a comprehensive account). Finally, yet another approach to Levi-Civita connections (among other things) of working in the set up of braided derivations has been pursued by Weber in the paper [19] .
The present paper is a companion article to our work in [7] where we identified a set of sufficient conditions (also see [5] ) on a differential calculus (Ω • (A), d) on an algebra A, so that there exists a unique torsionless connection which is compatible with a given pseudo-Riemannian bilinear metric g on the space of one-forms Ω 1 (A) . Following [5] , we will use the terminology "tame differential calculus" for a differential calculus satisfying these sufficient conditions (see Definition 2.2) . In [7] , we have worked with right-connections on forms coming from the differential calculus, arriving at a Koszul-type formula on the level of forms. We also showed that our Levi-Civita connection is a bimodule connection in the sense of [4] . We refer to the relevant portions of [5] , [7] and [13] for examples of tame differential calculi.
It is a natural question to ask whether the analysis made in [7] can also be done at the dual level of derivations. We answer this question in the affirmative in this article. Given a tame differential calculus on A, and a pseudo-Riemannian bilinear metric g on the space of one-forms Ω 1 (A), we show that the set
plays the role of vector fields just as in classical differential geometry. Indeed, X (A) is a bimodule over the centre algebra Z(A) and elements of X (A) act as derivations on A in the following way: if X ∈ X (A), then the map δ X defined by the formula
is a derivation on A. Conversely, if φ is an element of Hom A (Ω 1 (A), A), then δ φ is a derivation of A if and only if φ ∈ X (A). Moreover, X (A) is naturally a Lie subalgebra of the set of all derivations from A to A. The Z(A)-Z(A)-bimodule X (A) will allow us to define the covariant derivative from a connection and then to write a Koszul formula for the Levi-Civita connection in the covariant derivative formulation. As a byproduct, we will recover the classical equations of torsion and metric-compatibility of a connection in this set-up.
Let us describe the plan of the article. We will always be working under the hypothesis that our differential calculus (E = Ω 1 (A), d) is tame. In Section 2, we set up our notations and then recall the main result of [7] . In Section 3, we construct a Z(A)-bimodule of derivations X (A) on A and prove that X (A) is a Lie algebra. In Section 4, we show that connections on E and covariant derivatives on X (A) are in one to one correspondence. Finally, in Section 5, we derive the Koszul formula for the covariant derivative of the Levi-Civita connection.
Preliminaries
We begin by spelling out notations and basic results that we use later on. An unadorned tensor product ⊗ will stand for the tensor product ⊗ C over the field of complex numbers. Throughout the article A will denote a complex algebra and Z(A) will denote its center. A subset S of a right A-module E will be called right A-total in E if the right A-linear span of S equals E. For A-A-bimodules E and F , the symbol Hom A (E, F ) will denote the set of all right A-linear maps from E to F . The symbol E * will stand for Hom A (E, A). For 1. The space of one-forms is given as
The following short exact sequence of right A-modules splits:
Few remarks are in order. Firstly, part 2. of Definition 2.2 implies that
In turn, this implies the existence of an idempotent P sym in Hom A (E ⊗ A E, E ⊗ A E) with Ran(P sym ) = Ker(∧) and Ker(P sym ) = F . Thus, F = Ran(1 − P sym ). Assumption 3. states that the corresponding σ is the usual flip when restricted to the center Z(E).
We denote the restriction of the map ∧ to F by the symbol Q. Thus, Q : F → Ω 2 (A) is a right A-linear isomorphism. Let us also remark that by Proposition 6.3 of [7] , the maps σ and P sym are A-A-bilinear. For the proof of these results and more details, we refer to [7] . From now on, to simplify terminologies, we say that (E, d) is a tame differential calculus on A if E is the bimodule of one-forms of a tame differential calculus (Ω • (A), d).
We list some important consequences of Definition 2.2 in the following proposition:
is a tame differential calculus on A with E the bimodule of one-forms. Then the following statements hold:
There exists a torsionless connection ∇ 0 on E.
Let us briefly recall how ∇ 0 is defined. Since E is finitely generated and projective as a right A-module, there exists a natural number n and an idempotent p ∈ M n (A) such that p(A n ) = E. If {e j : j = 1, · · · n} is a basis of the free right A-module A n , then the elements {Φ j := p(e j ) : j = 1, · · · n} form a "frame" ( in the sense of Rieffel, [17] ) of E and Span C {Φ j } is right A-total in E. Let η be an element in E. Then there exists elements {a j : j = 1, · · · n} in A such that η = j Φ j a j . Then the Grassmann connection ∇ Gr is defined to be:
We define ∇ 0 : E → E ⊗ A E by the formula:
where T ∇ Gr is the torsion of ∇ Gr and Q is the isomorphism coming from Definition 2.2.
In this set-up it is clear that Z(E) is also left A-total in E. We refer to [7, §4.] for the proof that the property of being a centered bimodules is stronger than being a central bimodule in the sense of [9] . In particular, this means that if E is a centered bimodule, a.e = e.a for all a ∈ Z(A), e ∈ E.
Since we will be working with a tame differential calculus (E, d), we are allowed to apply the properties of a centered bimodule to E.
Thus, if we write ξ in Sweedler's notation, ξ = ξ (0) ⊗ A ξ (1) , we can always assume that the components ξ (1) ∈ Z(E) without loss of generality. For a generic connection ∇ on E, we will use the Sweedler's notation ∇(ω) = ω (0) ⊗ A ω (1) . However, for the very specific torsionless connection ∇ 0 of in Proposition 2.3, we will write ∇ 0 (ω) = (0) ω ⊗ A (1) ω.
2.2.
Pseudo-Riemannian metrics on a tame differential calculus.
Definition 2.5. Suppose E is the bimodule of one-forms of a tame differential calculus and σ the corresponding map as defined in Definition 2.2. A pseudo-Riemannian metric g on E is an element of
We say that a pseudo-Riemannian metric g is a pseudo-Riemannian bilinear metric if in addition, g is an A-A-bimodule map.
We will see that if E is the bimodule of one-forms of a tame differential calculus and g is a pseudo-Riemannian bilinear metric on E, then the set {V g (e) : e ∈ Z(E)} is a Z(A)bimodule playing the role of vector fields ( Proposition 3.2 ). The following remark will be used repeatedly throughout the article.
We have the following lemma:
) Suppose E is the bimodule of one-forms of a tame differential calculus, σ be the map defined in Definition 2.2 and let g be a pseudo-Riemannian bilinear metric on E. Then we have the following:
4. If f is an element of Z(A), then df ∈ Z(E). In particular, if ω, η ∈ Z(E) and g is a pseudo-Riemannian bilinear metric, then
We next extend the metric to two-fold tensors and prove an additional preparatory result which will be used in the proof of Proposition 3.2. Proposition 2.8. Let g be a pseudo-Riemannian bilinear metric on E where (E, d) is a tame differential calculus. We define a map g (2) :
Then we have the following:
is A-A-bilinear and an isomorphism of right A modules.
2.
For ω, η ∈ Z(E),
Proof. The first assertion follows from Proposition 6.6 of [7] (see also Proposition 3.7 of [5] ). The equation (5) follows by inspecting the proof of Proposition 3.7 of [5] . For the third assertion, by Lemma 4.17 of [5] , the following equation holds for all x, y ∈ E ⊗ A E :
We claim that if ω, θ and ξ are as in (6), then
Since σ = 2P sym − 1 and (7) holds, we get
which proves the claim. The equation (6) now follows from (8) . Indeed, using Sweedler
where we have used the fact that the component ξ (1) ∈ Z(E) and (6).
2.3.
Levi-Civita connection on a tame differential calculus. Suppose (E, d) is a tame differential calculus. We say that a connection ∇ on E is compatible with the metric g on Z(E) if for all ω, η ∈ Z(E), the following equation holds:
This can be extended to the whole of E = Z(E) ⊗ Z(A) A in the following way. Firstly, define a map Π 0 g (∇) : Z(E) ⊗ Z(E) → E by the formula:
It can be checked (see Section 5 of [7] ) that Π 0 g (∇) descends to a map on E ⊗ A E. Thus the compatibility of ∇ is with g on Z(E) can be written as
In Subsection 4.1 of [5] , it was proven that the when
. Concretely, for all ω, η ∈ Z(E) and a ∈ A, one has
We say that a connection ∇ is compatible with g on the whole of E if for all e, f in E, it holds that
Finally, the next theorem is the main result of [7] .
is a tame differential calculus as in Definition 2.2 on A.
If g is a pseudo-Riemannian bilinear metric on E, then there exists a unique connection ∇ on E which is torsionless and compatible with g.
A class of derivations from a tame differential calculus
In this section we show that if (E, d) is a tame differential calculus as in Definition 2.2, then there is a right A-total Z(A)-submodule of E * which can be viewed as the analogue of vector fields in this context. We will denote this submodule by the symbol X (A). The elements of X (A) act by derivations on A. However, our vector fields will be acting on the differential forms and not the other way around. The Z(A)-bimodule of vector fields X (A) is defined via the following:
) be a tame differential calculus and define,
Then,
acts by derivations on
Proof. For part 1.: let X = V g (ω) for some ω ∈ Z(E), then X(η) = g(ω⊗ A η) belongs to Z(A) by part 3. of Lemma 2.7. For part 2.: use the A-A-bimodule structure of E * = Hom A (E, A) as spelled out in (1) . The fact that X (A) ⊆ Z(E * ) is a simple consequence of the bilinearity of g.
, then for all a ∈ A, we must have
However, a.V g (ω) = V g (a.ω) by the bilinearity of g and therefore, V g (aω) = V g (ωa). This implies that a.ω = ω.a as V g is invertible and so V g (ω) ∈ X (A). This proves point 2.
For the third assertion: since the differential calculus is tame, Proposition 2.3 implies that
Finally, the fourth assertion can be checked easily from the Leibniz rule of the differential d.
Next proposition tells us that the right Z(A)-submodule X (A) is naturally a Lie subalgebra of the set of all derivations from A to A and so it can be viewed as an analogue of the Lie algebra of vector fields. Proposition 3.2. Let (E, d) be a tame differential calculus and let φ ∈ E * . The map
is a derivation of A if and only if φ ∈ X (A). Moreover, given any X, Y ∈ X (A), there exists a unique element [X, Y ] ∈ X (A) such that
Thus X (A) is a Lie algebra under the Lie bracket defined by the previous equation.
Proof. We have already shown in Lemma 3.1 that if X ∈ X (A), then δ X is a derivation of
Therefore, for all a, b ∈ A, (a.φ)(db) = (φ.a)(db). Since a.φ and φ.a are right A-linear, this implies that φ ∈ Z(E * ) = X (A). For proving (12) , let us first note that since the set of all derivations is closed under Liebracket, the expression [δ X , δ Y ] makes sense and is again a derivation. We need to show that this derivation is of the form δ Z for some Z ∈ X (A). To this end, we define
is a derivation, the first part of the proposition implies that Z ∈ X (A). So we are left with proving that Z is well-defined. (13) ) which is 0 by (14) . This shows that Z is well-defined, hence completes the proof of the proposition.
Interestingly, one can make sense of the Lie-bracket [X, φ] where X belongs to X (A) and φ is a general element of E * . We will actually need this fact for making sense of the statement of Theorem 5.7 below. To that end, let us first observe that since (E, d) is tame, we can use the identification E = Z(E) ⊗ Z(A) A and right A-linearity of the map V g to write
and we have used the second assertion of Lemma 3.1. The identification E * = Z(E * ) ⊗ Z(A) A will be used for the next definition.
We need to prove that the above (15) is well-defined.
Proposition 3.4. Suppose X and φ be as above.
Indeed, if (16) holds, then for all c ∈ A,
This proves (16) .
For the rest of the subsection, we discuss some consequences of the definitions and observations above. The next lemma is needed in the proof of Proposition 3.6. Lemma 3.5. If ∇ 0 is the torsionless connection of Proposition 2.3 as given in (2), and X, Y ∈ X (A), then for all a ∈ A, the following equation holds:
Proof. Since Ran(P sym ) = Ker(∧) (see Definition 2.2), we have ∧∇ 0 (ω) = ∧(P sym ∇ 0 (ω) + (1 − P sym )∇ 0 (ω)) = ∧(1 − P sym )∇ 0 (ω) for all ω ∈ E.
Being ∇ 0 torsionless, ∧∇ 0 (da) = −d(da) = 0. Therefore, ∧(1 − P sym )∇ 0 (da) = 0 and, since the map ∧ is an isomorphism from Ran(1 − P sym ) = F onto Ω 2 (A), we can conclude that
and we have used part 1. of Lemma 3.1 to observe that Y ( (1) ω) ∈ Z(A).
For the proof of Proposition 5.1, it will be helpful to have the following classical formula involving ∇ 0 , for the Lie bracket [X, Y ] of two elements X, Y of X (A). Proposition 3.6. Suppose (E, d) is a tame differential calculus. Let X, Y be elements of X (A) and ξ be an element of E. If ∇ 0 is the torsionless connection of Proposition 2.3, then
Proof. Let us define a map Ψ(X, Y ) : E → A by the right hand side of (17) . We claim that this map Ψ(X, Y ) is right A-linear. Indeed, for elements a, b ∈ A, we compute d(X(da) )) + 0 (18) by an application of Lemma 3.5. Moreover,
Here, we have used Lemma 3.5 and that the elements X, Y belonging to X (A) = V g (Z(E)) are both left and right A-linear by virtue of the second assertion in Remark 2.6. Since E = Span{da.b : a, b ∈ A}, this proves the claim. However, (18) implies that Y ) is right A-linear by our claim. Thus, the equation (17) holds for all ξ in E.
The covariant derivative from a connection
The analysis made in the previous section allows us to define a covariant derivative on X (A) starting from a connection on one-forms. Moreover, the connection on one-forms can be recovered from the covariant derivative on X (A). Suppose (E, d) is a tame differential calculus and ∇ is a connection on E. Given elements X, Y in X (A), we define ∇ Y X ∈ E * by the equation
It can be easily seen that ∇ Y X is indeed an element of E * , that is ∇ Y X(ωa) = (∇ Y X(ω))a for all X, Y ∈ X (A), ω ∈ E and a ∈ A. d) is a tame differential calculus. If X, Y, X ′ , Y ′ ∈ X (A) and a ∈ Z(A), then the following equations hold:
Proof. The first and the second equalities are straightforward. For proving the fourth equality, we see that if ω belongs to E, then
Now, using Sweedler notation to write ∇(ω) = ω (0) ⊗ A ω (1) , we observe that (1) ) ( by (1) ) = X(ω (0) a)Y (ω (1) ) = X(ω (0) )aY (ω (1) ) ( by (3) and the right A − linearity of X )
as a ∈ Z(A). Therefore, from (21), we obtain
Therefore, for all ω in E, we get
which proves the fourth equality. Finally, the third equality follows easily by applying (3). E, d) is a tame differential calculus and ∇ 1 , ∇ 2 are two connections on E such that for all X, Y ∈ X (A), it holds that
Proof. The equation (19) implies that for all X, Y ∈ X (A) and for all ω ∈ E,
Therefore, for all η, θ ∈ Z(E), the following equation holds:
Hence, (5) implies that V g (2) (η ⊗ A θ)((∇ 1 − ∇ 2 )(ω)) = 0. By part 1. of Proposition 2.8, the map V g (2) :
Classically, given the covariant derivative ∇ Y X, for X, Y ∈ X (A), one reconstructs the connection using (19) . In this noncommutative set-up, one recovers the connection provided ∇ Y X belongs to X (A) for all X, Y ∈ X (A). This is the content of the next proposition. 
Our goal is to prove Proposition 4.4. We will need some auxiliary results. Throughout the rest of the section, we work under the hypotheses of Proposition 4.4.
Lemma 4.5. Let ω ∈ E and θ, η ∈ Z(E). Define an element T η,θ (ω) ∈ A by the formula:
Then for all a ∈ Z(A), it holds that T η,θa (ω) = T η,θ (ω).a.
Proof.
Since ω belongs to E and θ belongs to Z(E), point 2. of Lemma 2.7 implies g(θ⊗ A ω) = g(ω ⊗ A θ). Moreover, as a belongs to Z(A), the element da belongs to Z(E) (part 4. of Lemma 2.7) and therefore, part 3. of Lemma 2.7 implies that g(η ⊗ A da) ∈ Z(A). Using these we facts, we get
This proves the lemma. 
Using this, it follows that for ω ∈ Z(E), the map T (ω) extends to an element T ext (ω) of
We are ready for: Proof of Proposition 4.4: Uniqueness follows from Proposition 4.3. We need to prove the existence of the map ∇. Let us recall (Proposition 2.8) that V g (2) is an isomorphism from E ⊗ A E to Hom A (E ⊗ A E, A). Hence, for ω ∈ Z(E), it makes sense to define
). Next, for ω ∈ Z(E) and a ∈ A, we define ∇(ωa) by the formula:
We claim that ∇(ωa) is well-defined. Indeed, if for i = 1, 2, · · · n the elements ω i ∈ Z(E) and a i ∈ A are such that i ω i a i = 0, then for all η, θ ∈ Z(E),
( by the definitions of T (ω) and T η,θ (ω) )
( as δ is a derivation and θ ∈ Z(E) )
In turn, as η, θ ∈ Z(E), we get g(ω i ⊗ A θ) = g(θ ⊗ A ω i ) and g(η ⊗ A da i ) = g(da i ⊗ A η) and thus the above expression is equal to zero. Since {η ⊗ A θ : η, θ ∈ Z(E)} is right A-total in E ⊗ A E (Proposition 2.3), this proves that ∇(ωa) is well-defined.
Since E is centered, we have been able to extend the map ∇ to the whole of E. Moreover, by the definition of ∇, for all ω ∈ Z(E) and a ∈ A,
It remains to show that ∇ is a connection. Since E is centered, it suffices to prove the following equality for all ω ∈ Z(E) and for all a, b ∈ A :
But this follows by a simple computation using (23):
This finishes the proof of (24) and hence the proposition.
The Koszul formula in the covariant derivative form
Now we are ready to derive a Koszul formula for the Levi-Civita connection in the covariant derivative form (Theorem 5.6 and Theorem 5.7). On the way to the derivation of these theorems, we will recover the classical formulas for the torsion and metric compatibility of a connection (Proposition 5.1 and Proposition 5.4). We start with a necessary and sufficient condition for a connection to be torsionless in the sense of Definition 2.1.
5.1.
The condition to be torsionless. Proposition 5.1. Suppose (E, d) is a tame differential calculus and ∇ is a connection on E. Then ∇ is torsionless if and only if for all X, Y ∈ X (A),
Proof. We will use Lemma 3.5 of [7] which states that if φ, ψ belong to E * and W = ∧γ ∈ Ω 2 (A), for some γ ∈ E ⊗ A E, then,
Now suppose ω ∈ E. With Sweedler notation ∇(ω) = ω (0) ⊗ A ω (1) , where ω (1) belongs to Z(E) (Remark 2.4). Then we apply (25), using P sym = 1+σ 2 (Definition 2.2), to compute
Now by using part 1. of Lemma 3.1, we observe that
Therefore, for any connection ∇ on E and X, Y in X (A), we have
by (19) . On the other hand, if ∇ 0 is the torsionless connection of Proposition 2.3, then
where in the last step, we have used Proposition 3.6. Next, suppose ∇ is a torsionless connection so that ∧∇(ω) = −dω and hence
Comparing the second equality in (26) and (27), we have
and therefore, for all ω ∈ E, we deduce that
Conversely, suppose that for all X, Y ∈ X (A), the equation ∇ X Y − ∇ Y X − [X, Y ] = 0 holds. Then by using the second equality in (26) and (27), it is easy to check that for all X, Y ∈ X (A) and for all ω ∈ E,
If ∇ 0 is the torsionless connection of Proposition 2.3, then ∧ • ∇ 0 (ω) = −dω. Hence, by virtue of (25) and (28), we obtain for all X, Y in X (A),
By an verbatim adaptation of the proof of Proposition 4.3, this allows us to conclude that
Applying ∧ to the equation and using the fact that Ran(P sym ) = Ker(∧) (Definition 2.2), we conclude that ∧ • ∇(ω) = ∧∇ 0 (ω) = −dω. Hence ∇ is a torsionless connection. This finishes the proof of the proposition.
5.2.
The condition for metric-compatibility. Next we come to proving a necessary and sufficient condition for a connection to be compatible with a metric g. For this we will need a couple of lemmas. Given a pseudo-Riemannian bilinear metric g on E, we have a canonical A-A-bilinear map g : E * ⊗ A E * → A which we introduce in the next lemma.
). It follows that for all φ, ψ ∈ E * ,
and g is an A-A-bilinear map.
Proof. The A-bilinearity of g follows from the bilinearity of g. The equation (29) follows by a simple computation. Indeed,
As a consequence, we have the following: 
Proof. We use that X (A) = V g (Z(E)). Then (30) follows by a combination of parts 1. and 2. of Lemma 2.7. Similarly, both inclusions in (31) follows from part 3. of Lemma 2.7.
Before stating our main result, let us recall from condition (10) that a connection ∇ is defined to be compatible with g on the whole of E if Π g (∇)(e ⊗ A f ) = d(g(e ⊗ A f )) for all e, f ∈ E, where the map Π g (∇) is as defined in (9) . Proposition 5.4. Suppose (E, d) is a tame differential calculus. A connection ∇ on E is compatible on E with the metric g if and only if, for all X, Y, Z in X (A), we have
Proof. Throughout the proof, we will use point 2. of Lemma 2.7. Suppose ω, θ, η are unique elements in Z(E) such that X = V g (ω), Y = V g (θ) and Z = V g (η). If ∇ is a connection on E compatible with g, we get
The left hand side of the above equation is equal to (19)) .
On the other hand, by using Lemma 5.3, we obtain Y (dg(ω ⊗ A η)) = δ Y (g(V −1 g (X) ⊗ A V −1 g (Z))) = δ Y ( g(X ⊗ A Z)) = δ Y ( g(Z ⊗ A X)). (34) By combining (33) and (34), we have δ Y (Z(ω)) + δ Y (X(η)) − δ Y ( g(Z ⊗ A X)) = (∇ Y Z)(ω) + (∇ Y X)(η).
However,
Therefore, using (29)
Conversely, suppose ∇ is a connection on E such that equation (32) is satisfied. We need to prove that ∇ is compatible with g on the whole of E. Suppose ω, η ∈ Z(E) and Y ∈ X (A). We claim that Y (g ⊗ A id) σ 23 (∇(ω) ⊗ A η) + ω ⊗ A ∇(η) = Y (dg(ω ⊗ A η)).
Suppose X = V g (ω) and Z = V g (η). Then by applying (29) again, we get
( by (32) ) = Y (dg(ω ⊗ A η)) ( by (34) ).
This proves the claim and hence,
