Abstract. We give the first analyses in multicommodity networks of both the worst-case severity of Braess's Paradox and the price of anarchy of selfish routing with respect to the maximum latency. Our first main result is a construction of an infinite family of two-commodity networks, related to the Fibonacci numbers, in which both of these quantities grow exponentially with the size of the network. This construction has wide implications, and demonstrates that numerous existing analyses of selfish routing in single-commodity networks have no analogues in multicommodity networks, even in those with only two commodities. This dichotomy between single-and twocommodity networks is arguably quite unexpected, given the negligible dependence on the number of commodities of previous work on selfish routing. Our second main result is an exponential upper bound on the worst-possible severity of Braess's Paradox and on the price of anarchy for the maximum latency, which essentially matches the lower bound when the number of commodities is constant. Finally, we use our family of two-commodity networks to exhibit a natural network design problem with intrinsically exponential (in)approximability: while there is a polynomial-time algorithm with an exponential approximation ratio, subexponential approximation is unachievable in polynomial time (assuming P = N P ).
Introduction
Selfish Routing and the Price of Anarchy A recent trend in theoretical computer science is to analyze the extent to which equilibria in a noncooperative game approximate a social optimum. The most popular measure is the price of anarchy [15] (also called the coordination ratio [13] ), defined as the worst-case ratio between the objective function value of a Nash equilibrium of a game and that of an optimal solution. The price of anarchy is thus defined relative to a game and to an objective function.
In this paper, we will study one of the most popular models for price of anarchy analyses, the so-called selfish routing model. Selfish routing is a mathematical model of how noncooperative agents route traffic in a network with congestion. Formally, the game takes place in a directed multicommodity flow network, where each edge possesses a continuous, nondecreasing latency function that models how the performance of an edge degrades as it becomes increasingly congested. The traffic in the network is assumed to comprise a large number of independent network users, so that each individual has negligible impact on the experience of others. Under this assumption, equilibriaflows at Nash equilibrium-are naturally defined as the multicommodity flows in which all traffic travels only on minimum-latency paths.
As in most noncooperative games, flows at Nash equilibrium are inefficient, in the sense that they need not optimize natural objective functions. One such objective function, the average latency incurred by traffic, has been extensively studied. Beginning with Roughgarden and Tardos [21] and continuing with studies of ever-increasing generality [4, 6, 16, 18, 22] , exact worst-case bounds on the price of anarchy with respect to the average latency have been established under a wide variety of different assumptions.
The first result easily implies a lower bound of 2 Ω(n) on the price of anarchy for the maximum latency in multicommodity networks, as an optimal flow has the option of ignoring edges that are causing Braess's Paradox. By the same reasoning, the second result implies that adding any number of edges to a network with k commodities, n vertices, and m edges can only increase the maximum latency by a 2 O(min{kn,m log n}) factor. Our upper and lower bounds on both the price of anarchy and on the worst-possible severity of Braess's Paradox are thus essentially tight for networks with a constant number of commodities.
Finally, we consider the following network design problem, motivated by the goal of detecting and avoiding Braess's Paradox: given a network, find the subnetwork with the smallest maximum latency. Using our family of two-commodity networks and ideas from the gap reductions of [17] that apply to the single-commodity version of the problem, we prove that there is no polynomial-time algorithm for this network design problem with subexponential approximation ratio (assuming P = N P ). Since our upper bound on the price of anarchy trivially implies that an exponential performance guarantee is achievable, this network design problem is a rare example of a natural optimization problem with intrinsically exponential approximability.
Further Related Work There have been numerous price of anarchy analyses in the past few years. Study of the original load-balancing model of Koutsoupias and Papadimitriou [13] continues unabated; see [7, 10] for surveys. A survey of the selfish routing model studied here, including results on the price of anarchy, can be found in [20] . Other noncooperative games have also been studied recently from a price of anarchy perspective, including facility location games [8, 24] , network design games [1, 9] , and resource allocation games [12] .
As noted above, Weitz [25] was the first to study the price of anarchy of selfish routing under the maximum latency objective. Weitz [25] noted that, for single-commodity networks and classes of restricted latency functions, the price of anarchy for the maximum latency is no more than that for the average latency objective. For example, a theorem of Roughgarden and Tardos [21] bounding the price of anarchy with respect to the average latency objective then implies that the price of anarchy for the maximum latency in single-commodity networks with linear latency functions is at most 4/3, and a matching lower bound is furnished by the original form of Braess's Paradox [3, 25] . However, upper bounds on the price of anarchy with respect to the maximum latency objective do not imply upper bounds on the price of anarchy with respect to the average latency objective: for example, the price of anarchy for the maximum latency objective is at most n − 1 in single-commodity networks with arbitrary latency functions [19] , while the price of anarchy for the average latency can be arbitrarily large even in two-node, two-link networks [21] .
Weitz [25] also gave a family of networks that shows that this price of anarchy is Ω(n) for multicommodity networks with n vertices and linear latency functions. Concurrently with Roughgarden [19] , Correa, Schulz, and Stier Moses [5] studied the maximum latency objective from several different perspectives. The results of [5] mostly concern the computational complexity of computing an optimal solution and the extent to which multiple objective functions can be simultaneously optimized, and are disjoint from those in [19] and in the present work.
Preliminaries
The Model We now describe our model of selfish routing, following Roughgarden and Tardos [21] . We will study a multicommodity flow network, described by a directed graph G = (V, E) and k source-destination vertex pairs (s 1 , t 1 ), . . . , (s k , t k ). We denote by r i the amount of traffic that wishes to travel from the source s i to the destination t i -the traffic rate. The graph G can contain parallel edges, but we can exclude self-loops. We will denote the s i -t i paths of G by P i . We assume that P i is non-empty for all i, and define
A flow is a nonnegative vector indexed by P. By f e we mean the amount P ∈P : e∈P f P of flow that traverses edge e. With respect to a network G and a vector r of traffic rates, a flow is feasible if P ∈Pi f P = r i for all commodities i.
We assume that the network G suffers from congestion effects, and to model this we give edge e a nonnegative, continuous, nondecreasing latency function e that describes the time needed to traverse the edge as a function of the edge congestion f e . Given a flow f , the latency P of a path P is the sum of the latencies of the edges in the path: the feasible flows of an instance form a compact subset of Euclidean space and M (·) is a continuous function, every instance admits an optimal flow.
Flows at Nash Equilibrium
We next define the flows that we expect to arise from selfish routing. Assuming that all network users have negligible size and want to minimize the latency experienced, we expect all users to travel on paths with minimum-possible latency. We formalize this in the next definition.
Definition 1.
A flow f feasible for (G, r, ) is at Nash equilibrium, or is a Nash flow, if for every i ∈ {1, 2, . . . , k} and two paths P 1 , P 2 ∈ P i with f P1 > 0,
Happily, Nash flows always exist, and all Nash flows of an instance have equal maximum latency. (G, r, ) be an instance.
Proposition 1 Let
(a) There is at least one Nash flow for (G, r, ).
Proposition 1 is classical; for example, it follows from arguments of Beckmann, McGuire, and Winsten [2] .
Definition 1 implies that in a Nash flow, all of the traffic of a given commodity experiences a common latency. We will sometimes use the notation L i (G, r, ) to denote the common latency of the ith commodity's traffic in a Nash flow for (G, r, ); analogously to Proposition 1(b), this is well defined (i.e., independent of the particular Nash flow).
We will also benefit from the following alternative definition of a Nash flow, which was first noted by Smith [23] . It is an easy consequence of Definition 1.
Proposition 2 A flow f feasible for (G, r, ) is at Nash equilibrium if and only if
for every flowf that is feasible for (G, r, ).
The Price of Anarchy
We now formalize what we mean by the price of anarchy. As noted in the introduction, it is the ratio of the objective function values of a flow at Nash equilibrium and an optimal flow. If (G, r, ) is an instance, then the price of anarchy of (G, r, ), denoted ρ(G, r, ), is the ratio M (f )/M (f * ), where f is a Nash flow and f * is an optimal flow. Proposition 1 ensures that the price of anarchy of an instance is well defined provided M (f * ) > 0. If M (f * ) = 0, then f * is also a flow at Nash equilibrium and we define the price of anarchy of the instance to be 1. Finally, the price of anarchy ρ(I) of a collection I of instances is defined in the obvious way:
Braess's Paradox in Multicommodity Networks
In this section, we prove that Braess's Paradox can be much more severe in multicommodity networks than in singlecommodity networks. In fact, there will be a "phase transition" of sorts: the worst-case severity of Braess's Paradox is polynomial in single-commodity instances, but exponential in two-commodity instances. The family of instances that we construct in this section will also serve as a starting point for our inapproximability results in Section 5.
We will begin this section by formally stating the properties of our construction in Theorem 3 below. Prior to detailing this construction and proving Theorem 3, we will discuss its many consequences for multicommodity networks.
Our family of two-commodity instances is closely related to the Fibonacci numbers. Recall that for a nonnegative integer p, the pth Fibonacci number F p is defined as follows:
where c ≈ 0.4472 and φ ≈ 1.618 is the golden ratio. We can now state the main result of this section.
Theorem 3. There is an infinite family
of instances with the following properties:
has two commodities and O(p) vertices and edges as
Theorem 3 has a number of implications. We begin by noting two immediate corollaries of the theorem.
Corollary 1.
Adding a single edge to an n-vertex two-commodity instance can increase the latency of all traffic by a 2 Ω(n) factor as n → ∞.
Corollary 2. If I n is the set of instances with at most n vertices, then ρ(I
Furthermore, Corollary 1 trivially implies that for every k ≥ 2, adding a single edge to an n-vertex k-commodity instance can increase the latency of all traffic by a 2 Ω(n) factor as n → ∞. Theorem 3 and Corollaries 1 and 2 show that a number of previously established properties of single-commodity instances do not carry over to multicommodity networks. In particular, the following statements are known to hold in single-commodity instances.
(1) Adding one edge to a single-commodity instance can only increase the maximum or average latency of a Nash flow by a factor of 2 [14] . (2) Adding any number of edges to an n-vertex single-commodity instance can only increase the maximum or average latency of a Nash flow by a factor of n/2 [17] . (3) The price of anarchy with respect to maximum latency in an n-vertex single-commodity instance is at most n − 1 [19] .
Theorem 3 and Corollaries 1 and 2 demonstrate that all of these statements utterly fail to extend to multicommodity networks, even to those with only two commodities. This dichotomy stands in contrast to other work on selfish routing, such as bounds on the price of anarchy with respect to the average latency objective function, where there is provably no separation between single-commodity and multicommodity instances [18, 6] . We now give the construction of the family of instances claimed in Theorem 3. We begin by defining the graph G p for p ≥ 1, see Figure 1 . We will describe the construction only for p odd; the construction for even p is similar. We begin with two paths, which we will call P 1 and P 2 . The (p + 3)-vertex path P 2 , drawn vertically in Figure 1 , is
We also add the following edges between the two paths:
Finally, we complete G
p by adding what we will call an extra edge, defined as the edge (s 1 , w 0 ). For all p, the traffic rate vector r p will be r
To complete the construction, we therefore need only describe the edge latency functions. All edges will either possess a constant latency function, or a latency function that approximates a step function. We next introduce notation for the latter function type. For a positive integer i and a positive real number δ, f With the construction in hand, we now turn toward proving Theorem 3 for odd p (the arguments for even p are similar). Part (a) is obvious. Part (d) is easy to see: if H p is obtained from G p by removing the extra edge (s 1 , w 0 ) and f is the flow that routes one unit of traffic on both P 1 and P 2 , then f is at Nash equilibrium for Figure 2. ) To finish the proof of Theorem 3 (for p odd), we need only prove part (b). We will accomplish this via a sequence of lemmas, the first of which requires some further definitions. First, we will say that a flow f , feasible for (G p , r p , p ), floods the instance if f ei ≥ 1 + δ for all i ∈ {0, 1, . . . , p − 1}. Thus if f floods (G p , r p , p ), all edge latencies are at their maximum, as in Figure 3 . Second, we introduce notation for some of the paths of G p . For i even, Q i will denote the unique s 1 -t 1 path which traverses edge e i before any odd labelled edges, and includes no other edge of P 2 . For i odd, Q i will denote the unique s 2 -t 2 path which traverses edge e i before any even labelled edges, and includes no other edge of P 1 . We will call the paths Q 0 , . . . , Q p−1 , together with the "axis-aligned" paths P 1 and P 2 , the short paths. The next lemma justifies this terminology, at least for flows that flood the instance (G p , r p , p ).
(a) P (f ) ≥ F p−1 + 1 for every s 1 -t 1 path P , and equality holds for short paths; (b) P (f ) ≥ F p for every s 2 -t 2 path P , and equality holds for short paths.
We will only prove part (b) of Lemma 1, as the proof of part (a) is similar. In the proof, we will use the following lemma about Fibonacci numbers, which is easy to verify. Lemma 2. Let j and p be odd positive integers with j < p, and I the even numbers between j and p. Then, F j + i∈I F i = F p . We now prove Lemma 1.
Proof of Lemma 1:
Let P be an s 2 -t 2 path. Let j be the largest odd number such that e j ∈ P , or 0 if there is no such number. We only need to prove the case where j > 0, since the j = 0 and j = 1 cases are the same. If j > 0, then P contains e j and also e i for all even i between j and p. Since f floods (G p , r p , p ), Lemma 2 implies that P (f ) ≥ F p . Moreover, this inequality holds with equality for short paths. Proof. Define the flow f as follows. First, for i = 0, 1, . . . , p − 1, route 2 −(i+1) units of flow (of the appropriate commodity) on the short path Q i . This routes strictly less than one unit of flow of each commodity. The remaining flow is then routed on the short paths P 1 and P 2 .
To complete the proof, we need to show that f floods (G p , r p , p )-that f ei ≥ 1 + δ for all p ∈ {0, 1, . . . , p − 1} provided δ is sufficiently small. We will prove this inequality only for i odd; the argument for even i is similar.
The second commodity uses edge e i only in the short path Q i , on which it routes 2 −(i+1) units of flow. The first commodity uses edge e i in all of its flow paths except for the short paths Q j for j even and greater than i. The total amount of flow on e i is thus at least
, and the proof is complete.
Theorem 3(b) now follows immediately from Definition 1, Lemma 1, and Lemma 3.
Upper Bounds on the Price of Anarchy
We now turn toward proving upper bounds on the price of anarchy and, as a consequence, on the worst-possible severity of Braess's Paradox. We will aim for an upper bound that matches the lower bound of Theorem 3, and will largely succeed in this goal. We begin by proving a very weak bound on the price of anarchy, a bound that depends on parameters other than the size of the network. While not interesting in its own right, this bound will play a crucial role in later proofs in this section. 
Proof of Lemma 4: Let F ⊆ E denote the edges e of G for which f e > f * e . Using inequality (1) in Proposition 2 and the fact that e (f * e ) ≤ M (f * ) whenever f * e > 0, we can derive the following crude bound:
The lemma now follows easily.
We next use Lemma 4 as a bootstrap for deriving upper bounds on the price of anarchy that depend only on the size of the network. We will accomplish this as follows. For an arbitrary instance, we will set up a linear program, with edge latencies as variables, that maximizes the price of anarchy among instances that are "basically equivalent" to the given instance. We will define our notion of equivalence so that Lemma 4 ensures that the linear program has a bounded maximum, and will then analyze the vertices of the feasible region of the linear program to derive the following bound. Before implementing the proof approach outlined above, we state a proposition that bounds the maximum size of the optimal value of a linear program with a constraint matrix with entries in {−1, 0, 1}. Proposition 5 can be proved with Cramer's rule and a simple bound on the determinant. We omit further details.
Proposition 5 Let

Proof of Theorem 4:
Let (G, r, ) be an instance with n vertices and m edges. Let f and f * be Nash and optimal flows for (G, r, ), respectively. We aim to show that ρ(G, r, ) = 2 O(m log n) . We begin by performing some preprocessing on the instance (G, r, ) . First, if f e = f * e = 0 for some edge e, then that edge can be removed from the instance without affecting its ρ-value. We can therefore assume that f * e > 0 or f e > 0 for every edge e. Second, we can assume that e (0) = 0 whenever f * e = 0. To see why, note that replacing the latency function e (x) of such an edge by the function equal to (e.g.) min{x/f e , 1} · e (x) leaves the Nash flow unaffected while only decreasing the maximum latency of f * and hence increasing the ρ-value of the instance. Combining these two assumptions, we can assume without loss of generality e (f * e ) ≤ M (f * ) for every edge e of G. We now set up a linear program that attempts to further transform the latency functions to make the ρ-value of the given instance as large as possible. In the linear program, the flow amounts {f e } and {f * e }, as well as the latencies { e (f * e )} with respect to f * , will be held fixed. There will be a nonnegative variableˆ e (f e ) representing the latency of edge e with respect to the flow f . So that the new latency functions are nondecreasing, we impose the following linear constraints, which we call monotonicity constraints:
-For all edges e with f e = f * e ,ˆ e (f e ) = e (f * e ).
-For all edges e with f e < f * e ,ˆ e (f e ) ≤ e (f * e ).
-For all edges e with f e > f * e ,ˆ e (f e ) ≥ e (f * e ). Additionally, we will insist that the (fixed) flow f be at Nash equilibrium with respect to the (variable) latencies {ˆ e (f e )}. There are several ways that this requirement can be encoded with linear constraints. For this proof, we will be content with the following naive approach: for every commodity i, and every pair of paths P,P ∈ P i for which f (i) e > 0 for all e ∈ P , we insist that e∈Pˆ e (f e ) ≤ e∈Pˆ e (f e ) in our linear program. Since this linear program has a small number of variables, we will not be hampered by its potentially massive number of constraints.
By construction, our constraints ensure the following: for every feasible solution {ˆ (f e )}, there is an instance (G, r,ˆ ) with continuous, nondecreasing latency functionsˆ , so that these latency functions interpolate their two prescribed values and f is a Nash flow for (G, r,ˆ ). Consider the objective function maxˆ e (f e ) for an edge e. Our key claim is that the resulting linear program is not unbounded. For edges e with f e ≤ f * e , the claim is obvious from the constraints. For edges e with f e > f * e , the claim follows from Lemma 4 and the fact that all parameters on the right-hand side of the bound (2) are fixed in the linear program.
Since the maximum of the above linear program is bounded, we can apply Proposition 5. In our linear program, there are a total of m variables, of which each constraint contains at most 2n. The right-hand side of each constraint is either a 0 or a term of the form e (f * e ). By our preprocessing step, e (f * e ) ≤ M (f * ) for all edges e. Hence, Proposition 5 implies that the maximum of the linear program is at most mn O(m) · M (f * ). Hence, returning to the original instance (G, r, ), we must have e (f e ) ≤ mn O(m) · M (f * ) for all edges e. Since a flow path of f can contain only n edges, we can conclude that ρ(G, r, ) ≤ nmn
When the number of commodities is small (e.g., a constant), we can improve the bound to 2 O(kn) using a different way to encode the constraint that f must be at Nash equilibrium with respect to {ˆ e (f e )}. Proof. To prove our bound, we start with the linear program described in Theorem 4. We leave the objective and monotonicity constraints the same, but replace the constraints that ensure f is a Nash equilibrium for {ˆ e (f e )}. To ensure the latencies {ˆ e (f e )} define a Nash equilibrium for f , we introduce an auxiliary variabled i (v) for each commodity i and for every vertex v ∈ V reachable from that commodity's source s i , which will represent the length of the shortest path from s i to v, with respect to the latencies {ˆ e (f e )}. Now, we define the following constraints: To prove the forward direction of (a), it is easy to see that with our constraints, for every commodity i, each path P ∈ P i , with f (i) e > 0 for all e ∈ P , must have length precisely equal tod i (t i ). Furthermore, no path in P ∈ P i may have length strictly less thand i (t i ). Therefore, for every commodity i and every P,P ∈ P i , with f (i) e > 0 for all e ∈ P , e∈Pˆ e (f e ) ≤ e∈Pˆ e (f e ), and our latencies define a Nash equilibrium for f . To prove the other direction of (a), note that for any set of latenciesˆ e (f e ) defining a Nash equilibrium for f , we can defined i (v) to be the length of the shortest path from s i to v, and we have a feasible solution for our linear program.
With (a) proven, we know that the maximum value of our linear program is precisely the maximum edge length that occurs in any Nash equilibrium for flow f . As before, note that Lemma 4 implies our linear program is bounded, and we can apply Proposition 5 to bound the maximum value of the linear program.
Before applying Proposition 5 however, we first eliminate the latency variables, which allows us to prove a better bound. Note that for any edge e = (u, v) with f i e > 0 for some commodity i,d i (u)+ˆ e (f e ) =d i (v), so we can replace any occurrence ofˆ e (f e ) in our linear program withd i (v) −d i (u). Furthermore, for any other edges, f e = 0, and it must be the case thatˆ e (f e ) ≤ M (f * ). For these edges, an optimal solution must assign some value x e ≤ M (f * ) to the latenciesˆ e (f e ), and thus for these edges, we can substitute theˆ e (f e ) variable with the constant x e value used in the optimal solution. With these substitutions, we have not changed the optimal value of our linear program, and we are only left with O(kn) variables. Moreover, there are still a constant number of variables per constraint, and each entry of b is still bounded by M (f * ). Therefore, applying Proposition 5 bounds the price of anarchy by 2 O(kn) .
Corollary 2 shows that Theorem 6 is essentially tight for a constant number of commodities.
Exponential Inapproximability for Network Design
In this section, we will show that a network design problem that is naturally motivated by Braess's Paradox has intrinsically exponential approximability. The problem, which we call MULTICOMMODITY NETWORK DESIGN (MCND), is as follows.
Given a (multicommodity) instance (G, r, ), find a subgraph H of G that minimizes M (H, r, ).
By M (H, r, ), we mean the maximum latency of a Nash flow for (H, r, ) (well defined by Proposition 1). MCND is tantamount to detecting and avoiding Braess's Paradox. For single-commodity instances, this problem was studied in [17] . The trivial algorithm is defined as the algorithm that always returns the entire graph G-the algorithm that always punts on trying to detect Braess's Paradox. The following was proved in [17] : the trivial algorithm is an n/2 -approximation algorithm for the special case of single-commodity instances; and for every > 0, no ( n/2 − )-approximation algorithm exists (assuming P = N P ). Here, we will succeed in proving analogues of these results for multicommodity networks, where the best-possible approximation ratio is inherently exponential.
First, we note that since Theorems 4 and 6 imply limits on the largest possible increase in the maximum latency due to Braess's Paradox, they also translate to an upper bound on the trivial algorithm.
Proposition 7 The trivial algorithm is a 2
O(min{kn,m log n}) -approximation algorithm for MCND.
Much more interesting is the next result, which states that there is no polynomial-time algorithm with subexponential approximation ratio (assuming P = N P ).
Theorem 8.
Assuming P = N P , there is no 2 o(n) -approximation algorithm for MCND.
The proof of Theorem 8 combines ideas from the gap reductions of [17] for the single-commodity version of MCND with the family of two-commodity instances described in Section 3. Because of space constraints, we will content ourselves here with a high-level overview of the proof.
Recall that in an instance of the NP-complete problem PARTITION, we are given q positive integers {a 1 , a 2 , . . . , a q } and seek a subset S ⊆ {1, 2, . . . , q} such that j∈S a j = 1 2 q j=1 a j [11, SP12] . The idea of the reduction is to start with an instance (G p , r p , p ) of the form described in Section 3, and to replace the extra edge (s 1 , w 0 ) with a collection of parallel edges representing an instance I = {a 1 , . . . , a p } of PARTITION. We will give these edges latency functions that simulate "capacities", with an edge representing an integer a j of I receiving capacity proportional to a j . The proof then break down into three parts. First, if too many of these parallel edges are removed from the network, there will be insufficient remaining capacity to send flow cheaply. To implement this, we must also augment the latency functions of the edges e 0 , . . . , e p−1 of Section 3 to have effective capacities. Second, if too few of the parallel edges are removed, the excess of capacity results in a bad flow at Nash equilibrium similar to that of Figure 3 . Finally, these two cases can be avoided if and only if I is a "yes" instance of PARTITION, in which case removing the appropriate collection of parallel edges results in a network that admits a good Nash equilibrium similar to that of Figure 2 .
