We consider a C-Symmetric Hamiltonian System of differential equations on a half interval or the real line. We determine the spectrum and construct the resolvent for the system. The essential spectrum is found to be a subset of an algebraic curve † defined by a characteristic polynomial for the system. The results are first proved for a constant coefficient system and then for an almost constant coefficient system. The results are applied to a number of examples including the complex hydrogen atom and the complex relativistic electron.
. Introduction
The generality of the results in [ ] suggests to extend these to the non-selfadjoint situation, because most methods used there easily extend to the more general case. However, this optimism, where most results for constant coefficient operators extend to the almost constant coefficient situation is largely premature and the spectral theory of non-selfadjoint operators brings forth some pitfalls and unexpected nuances. One important tool severely missed in this more general situation is the spectral theorem. Related to this is the fact that the M-matrices do not posses the Nevanlinna property. This means that these matrices cannot be used any more as a translation device that relates properties of the eigenfunctions to those of the spectrum.
A rather elementary second order constant coefficient example shows that further restrictions are necessary in order to develop a reasonable spectral theory akin to selfadjoint operators. For this we use complex conjugation symmetry, C-symmetry for short. C-symmetry is a special case of J-symmetry, which was introduced by Glazman [ ].
One of the most powerful tools in the spectral theory of ordinary differential operators is the Titchmarsh-Weyl m-function. Hinton and Shaw [ ] and later Hinton and Schneider [ , ] have extended this theory to general linear selfadjoint Hamiltonian systems, which cover many aspects of the theory of differential operators analyzed in the book by Weidmann In these papers the central theme is the M -Matrix and its properties in contradistinction to [ ], where the M -matrix is used as a tool to derive spectral properties. For selfadjoint Hamiltonian systems there are basically two methods to generate the M -matrix. The first and most widely used approach employs the Weyl discs and their limits. The second uses the square integrability of the solutions.
In [ ] the construction of the Weyl discs relies strongly on an auxiliary matrix U 2n in [ ] and V in [ ]. These matrices are constructed ad hoc, and there seems to be no systematic way to obtain these matrices. This becomes apparent when one attempts to analyze constant coefficient operators in this way. For this reason we employ the square integrability method. Once the M -matrix is constructed, most of the abstract results derived in [ ] can be obtained. The M -matrix, however, ceases to be a Nevanlinna matrix, though it is still to some extent almost a matrix element of the resolvent. Otherwise its role in the spectral theory remains obscure. For two classes of operators, those with almost constant coefficients and those with compact resolvents more can be said. We make no use here of the numerical range of an operator which in our case may be the entire complex plane.
While general non-selfadjoint Hamiltonian systems have spectra too complicated to yield meaningful applicable results, we will show that C-Symmetric Hamiltonian systems have a structure for which a reasonable spectral theory can be established. In particular if the system has almost constant coefficients, then perturbation theory can be applied to yield some precise results. In this case the essential spectrum can be computed to be a subset of a well defined algebraic curve †. The coefficients of the algebraic curve are simply the limiting values of the coefficients of the Hamiltonian system. As demonstrated by a collection of examples, the results of this paper are applicable to a wide range of physical problems. We first prove our results for constant coefficient systems as the methods are more straightforward here. Then we develop the perturbation theory to show the constant coefficient methods are easily adapted to the almost constant coefficient case.
This paper consists of four parts: Introduction, C-symmetric Hamiltonian systems, Constant Coefficient Operators, and Almost Constant Coefficient Operators. The notation in this paper is standard and that of [ ] .
C-Symmetric Hamiltonian systems
Let us begin our analysis with the spectral theory of a general second order constant coefficient operator py 00 C 2qy 0 C p 0 y D y D zwy; p; q; p 0 2 C; w > 0; p ¤ 0; (2.1) on L 2 .OE0; 1/; w/ with Dirichlet boundary conditions. By rotation and scaling of the spectrum one can achieve p D w D 1. A unitary transformation of the form exp.iQx/ can eliminate Im q. A shift of the spectrum finally eliminates p 0 , so that the operator reduces to
The solutions of this equation are exponentials of the form y.x/ D exp.ix/ with
Real solutions of (2.3) lead to bounded functions exp.ix/, which can be transformed by smooth cut-offs into approximate eigenfunctions. Thus the essential spectrum † of is the parabola z D 2 C 2i q for 2 R. This parabola divides the complex plane into two connected parts. In each of these parts the number of roots n C .z/ of (2.3) with positive imaginary parts is constant, because a change of n C .z/ requires the crossing of †, since the roots of (2.3) depend continuously on z. If n C .z/ D 2 the two roots of (2.3) 1 and 2 determine the eigenfunction exp. 1 x/ exp. 2 x/. (2.3) has the roots ˙D i q˙.z q 2 / z D˙q 2 =2 shows that n C .z/ D 1 for z 2 C n † if q > 0 so that the spectrum of is just † in this case. For q < 0, however, we have n C .z/ D 2 inside the parabola so that this part consists of a continuum of eigenvalues. For z < 0, however, one has n C .z/ D 1 so that the part outside the parabola † has no eigenvalues.
The Hamiltonian form of (2.2) is 0
But even in this simple case the construction of U 2 as in [ , sect. ] has no apparent solution.
This example shows that further restrictions are needed in order to single out a class of operators for which a spectral theory may be developed which extends the selfadjoint case in a reasonable fashion. In the context of constant coefficient operators this was pointed out by Huige [ ].
We begin now with the general situation. Our starting point is a 2n by 2n Hamiltonian system of the form [ , ] on an interval I D R; OEa; 1/; or . 1; a; Jy 0 .x; z/ D .zA.x/ C B.x//y.x; z/ C A.x/f .x/; x 2 I: (2.4)
with A.x/ of positive constant rank. The 2n 2n matrices A.x/; B.x/ are locally Lebesgue integrable and z will be the spectral parameter. The operators associated with (2.4) will act in the Hilbert space L The domain D.T max / of T max consists of all functions for which (2.4) makes sense for z D 0, i.e., Associated with (2.4) is the adjoint equation
analogous to that of T for (2.7) we have a maximal operator T (2.8)
In the constant coefficient case P is of course independent of x, and for a given z the -roots of P .; z/ D 0 give rise to solutions of the form exp.ix/ of (2.4) when A; B are constant and f D 0: In the constant coefficient case P has the form
where the coefficients a j .z/ are polynomials of z. The set of multiple roots of P is finite if the discriminant of P is not identically zero which holds in particular if P is irreducible. In the constant coefficient case it is sufficient to assume the discriminant is not identically zero. Solutions with Im > 0 for I D OEa; 1/ may lead to bound states if the boundary conditions fit. On the other hand solutions with 2 R lead to bounded generalized eigenstates. These may in some cases be converted into approximate eigenfunctions by smooth cutoffs. These functions are approximate eigenfunctions independent of the particular boundary conditions at 0. Thus in the case of constant coefficients we will prove the essential spectrum e .T / D † is given by † D ¹z j P .; z/ D 0 for some 2 Rº: (2.9)
Here T is the maximal operator, and we define the essential spectrum e .L/ of a closed, densely defined operator L as the set of z for which the range of L z is not closed. Glazman [ ] proves that this is equivalent ( when there are no eigenvalues of infinite multiplicity ) to there being a singular sequence for z, i.e, a bounded noncompact sequence f n such that .L z/.f n / ! 0 as n ! 1: We use .L/; .L/ for the spectrum, resolvent set, respectively of L. We have e .T / D e .T 0 / since T is a finite dimensional extension of T 0 . † is an algebraic curve with finitely many exceptional points E, where P has multiple roots. Apart from those exceptional points † looks locally like a real interval.
We define n C .z/ D #¹jP .; z/ D 0 and Im > 0/º:
Within each connected component of † c the number n C .z/ is constant, because a change in n C .z/ means that at least one Im has to change sign, as crosses †, since .z/ depends continuously on z. The number n C .z/ also determines the number of boundary conditions. This in turn requires n C .z/ to be constant. The example above shows that there are simple operators where this is violated. In fact any component with n C .z/ > n will lead to a continuum of eigenfunctions.
The homogeneous adjoint equation to (2.4) is
so that the adjoint polynomial becomes
(2.11)
Defining † a for P a as in (2.9), we see, for the constant coefficient case, for real that
†. Thus the adjoint problem leads to the essential spectrum x †. Moreover, P a is irreducible if and only if P is.
J-symmetry was first introduced by Glazman [ ]. It defines a reasonable extension of symmetry, while still allowing some analysis. The most important example is complex conjugation symmetry or C-symmetry. In our case this means
and noting that the map T ! CT C just implies to replace all coefficients by their complex conjugate, we see that C-symmetry implies
This implies the adjoint system is also C-symmetric and A is real. It also gives ii) Further, for constant coefficient systems, when either I D OEa; 1/ or I D . 1; a, one has n C .z/ D n for each component of † c , and n C .z/ < n for z 2 †.
By symmetry, these properties also hold for the adjoint polynomial. This proposition shows that in case I D OEa; 1/ we will need n boundary conditions at a to define a C-selfadjoint extension, provided no boundary conditions at infinity are needed. This is the case for constant or almost constant coefficient operators [ , Lemma . ] . As in [ ] we define these by the boundary matrix
and we demand Y to be a solution of (2.4) with f D 0: The corresponding adjoint system is then associated to the matrix
C-symmetry requires then˛1 Dˇ1 and˛2 Dˇ2. The C-symmetry boundary matrix is then
With this the boundary conditions for the point a become
and we define the operator T˛as T restricted to the domain
When we write the fundamental matrix Y˛of (2.4) satisfying (2.14) as
thenˆ˛satisfies the boundary condition at a. Throughout the remainder the adjoint system will be marked with a tilde. Thus
will stand for the solution of the adjoint system. By checking initial conditions of the fundamental matrices we see that (2.13) implies z Y˛.x; z/ D Y˛.x; z/ and hence z ‚˛D ‚˛; ẑ˛Dˆ˛: (2.18)
We will also need a complementary boundary condition to (2.15). If we define 1 D˛2; 2 D ˛1; then by (2.14)
so that another C-symmetric boundary condition is
Finally we note that from (2.14), the matrix
is nonsingular. If we define the fundamental matrix Y c of (2.4) by the initial conditions
Proposition . . The constant coefficient C-symmetric operator defined by (2.4) with the boundary conditions (2.15) has only finitely many eigenvalues if P is irreducible.
The proof of [ , Theorem . ] carries over to this situation. For a similar result see [ , ] . The proof of Proposition . , however, was found independently of Huige's and Rota's results.
We assume for the remainder that .H 1 /, .H 2 /, and (2.13) hold.
. The resolvent set in the constant coefficient case
Let us first determine the resolvent set of (2.4) defined on L 2 .R/ 2n with A; B constant. The basic equation is
Proof. If Jy 0 D .zA C B/y; z … E; and y 2 L 2 A .R/, then y is a linear combination of solutions e .i j t/ j where j is an eigenvalue of .zA C B i J / and j is a corresponding eigenvector. Since y 2 L 2 A .OE0; 1//, all coefficients of e .i j t/ j with Im j 0 must be zero. Similarly, y 2 L 2 A .. 1; 0/ implies all coefficients of e .i j t/ j with Im j 0 must be zero. Hence y is zero. If z 2 E the proof goes the same except now there may be solution vectors having terms of the form t e i j t ; > 0:
Proof. Suppose z 2 † and z … e .T /. Then T z has a closed range. Since T z has a closed range, then so do T
Then s 2n since we can construct 2n linearly independent compact support members of D.T / which are not in D.T 0 /: Because both T z; T C N z both have a closed range, we have [ , p. ] ( the proof in [ ] is for scalar equations, but will also apply to systems)
But n C .z/ < n since z 2 † and nullity .T C N z/ n by Proposition . applied to the adjoint system. This contradicts s 2n and shows z 2 e .T /.
By the decomposition principle, e .T / for I D R is the union of e .T / on . 1; 0 and OE0; 1/ so we have
Proof. Let z … † and f 2 L 
where
Now in the first integral in (3.2), Re.i j .t s// < 0 so the integral is absolutely convergent by applying the Cauchy-Schwarz inequality. Similarly, since in the second integral Re.i j .t s// < 0 also, the second integral is absolutely convergent using
Choose 0 < ı j Im j j; j D 1; : : : ; 2n: Then for some C > 0, from (3.2);
so by Cauchy-Schwarz,
Thus y 2 L 2 .I / and hence y 2 L 2 A .I / since jAy.t /j kAkjy.t /j: A straightforward differentiation of (3.2) shows that (3.1) holds. Hence y 2 D.T / and .T z/y D f so .T z/ is onto L For the case of z 2 E, The matrix D.t / may now have elements above the diagonal of the form t e i t . The proof above will hold if ı is chosen so that ı < j Im j j, j D 1; : : : ; 2n. Using the fact a function of the form t e t with ; > 0 is bounded on OEa; 1/, the proof proceeds as above.
For the case I D R; the proof above applies if we define on
then as above it follows that T z is onto L 2 A .R/. Since T z has no eigenvalues by Theorem . , this gives z 2 .T /:
A .R/, we have that T 0 z has a closed range since T z does, and since by Theorem . T and T C have no eigenvalues,
we get also that range
Since T is an extension of T 0 and T has no eigenvalues, then T D T 0 :
we see that y satisfies the boundary condition,
It is possible to prove Theorem . on R using the Fourier transform. Taking the transform of (3.1) gives
Applying the inverse Fourier transform to this results in
so that the kernel of the resolvent is given by
This kernel can be simplified by applying the residue calculus to (3.6). However, the transform method does not apply to the almost constant coefficient case except in the case where A is invertible. In this case perturbation theory can be applied to show that the almost constant coefficient case is a relatively compact perturbation of the constant coefficient case thus preserving the essential spectrum. We will see in Section , the proof above of Theorem . carries over after we develop the perturbation theory.
Proposition . . a) Let I D OEa; 1/: For z … † and z not an eigenvalue of T˛there exists a unique n by n matrix M˛.z/ so that Y˛.x; z/
Here Y˛is the fundamental matrix of (2.4) satisfying (2.14). M˛is analytic for z 2 C n .T˛/.
b
Proof. a) The space of square integrable solutions of (2.4) has dimension n. Thus there exist matrices B 1 .z/; B 2 .z/ so that ‚˛B 1 Cˆ˛B 2 2 L This also implies Y J z Y˛ J: By assumption we have
The left hand side, however, consists only of exponentially decaying functions.
The proof that M˛.z/ D M t .z/ follows as the above proof by using .Y t JY˛/ 0 .x; z/ 0 which implies
All these results will be extended to the case of almost constant coefficients in the next section. The relation (3.7) holds under very general conditions [ , . ]. The meaning of the M-matrix as a matrix element of the resolvent is generally derived from the resolvent representation. This will be derived in the next section with the aid of (3.7). The resolvents of T˛, respectively its adjoint T , are integral operators with the kernels G, respectively z G. Note that the tilde always refers to the adjoint. One has -the boundary conditions index will be deleted -G.z; x; t / D´ .x; z/ ẑ .t; z/; 0 t x;
(3.9) z G.z; x; t / D´z .x; z/ˆ.t; z/; 0 t x; ẑ .x; z/ .t; z/; 0 x < t;
(3.10)
That these kernels do produce resolvents of T˛and its adjoint T is proved in Section in the more general case of almost constant coefficients.
Note the symmetry between (3.9) and (3.10). From their construction it is obvious that G and z G are matrix valued integral operators. In [ ] Huige has derived a representation of the resolvent in the scalar case on L 2 .R/. This method can be extended to the situation of Hamiltonian systems.
Finally we mention another property. For this we define an operator on .T /.
where K is the kernel defined by (3.4). Consider an interval I † n E with upper edge I C and lower edge I :
Theorem . . Let z 0 2 I. Then the limits
A .R/. For the C limit z ! z 0 on the upper edge I C similarly for the limit.
Proof. We have the bound for some C > 0 on a set on one side of † and containing I jK.z; x; t /j C since Re R t s i j .r; z/ dr 0 for each of the two integrals of (3.4) and the definitions of P 1 ; P 2 do not change as long as z is on one side of †. Furthermore C can be chosen independent of z in compact sets not intersecting E since the diagonalizing matrix S above is a continuous function of z:
Hence kyk A Bkf k A for some constant B independent of z 2 . As the kernel K has pointwise limits as z ! z 0 on the upper edge of I; we see that the limit exists as a bounded operator.
A theorem analogous to Theorem . holds for z R z . In the case of selfadjoint systems the existence of these limits is used to prove the essential spectrum is absolutely continuous.
Remark . This Lemma is clearly a limiting absorption type result, which in selfadjoint problems can be used to prove the absolute continuity of the spectral measure in connection with the Stone representation of spectral projections. This result is of course also a consequence of Huige's results [ , Lemma . , Cor.
. ]. In our case it would also follow from the representation of the resolvent in L 2 .R/ 2n as a matrix multiplication operator. This multiplication representation would also be the tool to determine the spectral multiplicity. For spectra on the half line this will have to be complemented by the decomposition method.
Remark . On L 2 .R 2n / a constant coefficient Hamiltonian operator can be represented as a multiplication operator by matrix valued functions. Nonetheless these are in general not normal operators and there are two dimensional examples for this. If the operator, however, arises from an ordinary differential operator, this will be the case. 
The regularity condition requires a 1 ¤ 0: The essential spectrum is a half line. The regularity condition is clearly satisfied. By scaling and shifting of the spectrum the polynomial can be put into the form
The Example . Let p 0 ; : : : ; p n 2 C; p n ¤ 0, and
The essential spectrum † is then given by
A simple nontrivial example is given for n D 3 by p 3 D 1; p 2 D i; p 1 D . 7 3i /; p 0 D 0: Its graph starts at , moves into the third quadrant where it forms a loop for D 1; 2 and is finally asymptotic to . Example . Let A D diag.1; 2; 3; 0/ and B as in example . Then the regularity conditions hold and P .; z/ D 4 z 2 .2b 2 C 6 2 / is irreducible. This is surprising because one would expect a polynomial of degree in z. The resulting spectrum is reflection symmetric and consists of two branches, which for large are asymptotic to R C , respectively R . If b is not purely imaginary these curves emanate from tangential to˙ 2 .2b 2 / 1=2 . A particular case arises if b is purely imaginary, 2b 2 D 2c 2 ; c > 0. For 3 2 < 2c 2 the curves reduce to the positive (negative) imaginary axis, while for 3 2 > 2c 2 the curves reduce to˙ q 8 9
; 1 : These intervals are covered twice, i.e. for each z in these intervals there are two distinct solutions 
. Operators with almost constant coefficients
We use here a weaker definition of almost constant coefficients than in the previous papers [ , ] dealing with selfadjoint systems. We say that a function f on I D OEa; 1/ is almost constant on I , if it can be written as
This condition is obviously weaker than those needed for asymptotic integration. However, we also know that mild deviations from a mixture of decay and smoothness may lead to singular continuous spectrum, even with Sturm-Liouville operators. We assume in this section that the coefficients are almost constant in the three cases . 1; a; OEa; 1/; R:
Our starting point is the Hamiltonian system (2.4) on I D OEa; 1/ with f D 0 and with almost constant coefficients. In order to determine the eigenfunctions we write it in systems form
where the decomposition of C is obviously induced by the decomposition of the coefficients, i. e. ,
Note z appears only linearly in the term zA.x/ in (2.4). For example when A.x/ is constant, then C 0 .z/ D J 1 .zA C B 0 /, and the other C terms are independent of z. We want to apply the theory of exponential dichotomy given by Ju and Wiggins [ ] to the system
In order to integrate (4.3) asymptotically, this system has to be brought into Levinson's form 0 .x; z/ D .ƒ.x; z/ C R.x; z// with ƒ D diag. i .x; z// and R.x; z/ 2 L.I /: (4.4) For this we need the eigenvalues and eigenvectors of C 0 C C 2 . Since C 2 is already integrable, the eigenvalues and eigenvectors will only be determined for C 0 . As in the constant coefficient coefficient case, let P 0 .; z/ be the Fourier polynomial for (4.3),
(4.5) and we will assume throughout that
Recall the roots of the constant part of (4.2) are i the roots of P 0 .; z/ D 0:
As before, let E be the finite set of z, where P 0 has multiple roots and define † as in Section with respect to P 0 , i. e., † D ¹z j P 0 .; z/ D 0 for some 2 Rº:
(4.7)
Since for z … E the eigenvalues and eigenvectors are given as in the proof of Theorem . by
], applies to give that the solutions of (4.3) have the form which for z … † [ E gives an exponential dichotomy on I D OEa; 1/; i.e. there is a fundamental matrix W of (4.10), a projection matrix Q on R 2n , and positive constants K 1 ; K 2 ;˛1;˛2 such that for t; s 2 OEa; 1/, Furthermore rank Q D n since there are n exponentially decaying solutions of (4.10) and n exponentially growing solutions. Since C 1 .x; z/ ! 0 as x ! 1,
Corollary . of [ ] applies to yield an exponential dichotomy of equation (4.2).
The projection matrix for the exponential dichotomy for (4.2) is similar to Q so that again we have n exponentially decaying solutions and n exponentially growing solutions. It is the exponential dichotomy property that is needed for the proof of Theorem . . We have then for z … † [ E that T z has a closed range and nullity T z D n: Similarly, nullity T In case C 2 .x; z/ 0 in (4.2), as shown in Section , the exponential dichotomy holds for (4.2) at E as well and e .T / †: The requirement for the preservation of exponential dichotomy given by Ju and Wiggins is that the perturbation term is sufficiently small, o.1/ will do. Less restrictive conditions on preserving an exponential dichotomy may be found in the paper by Behncke [ ]. For our notion of almost constant systems, the criterion of [ ] is sufficient.
Finally we consider the question of when z 2 † is also in e .T /: If z 2 †n e .T / and nullity .T z/ < n; then as in the proof of Theorem . , we have a contradiction and hence z 2 e .T /: We need to use here that the nullity of T z D nullity of T where the c j .t / are uniformly bounded and real. If jc j .t /j 2 c 2 for some constant c and all t and j , then kByk A ckyk A and B is a bounded operator on L 2 A .I /. This occurs in particular in the system formulation of certain scalar equations. We illustrate this with the fourth order equation
A systems formulation of (4.14) in the form of (2.4) is Given that the operator B is bounded on L 2 A .I /, then T CB is defined on D.T /: However, and this is the second difficulty, it may not have the desired value. Let T 1 ; T 2 , respectively, be the maximal operators for the systems
and let B be the multiplication operator defined above and suppose (4.13) holds with the c j bounded. Then
These are equivalent if AB 3 D B 1 : Thus we have a properly defined perturbation of T 1 if the following two conditions hold with the c j bounded and real: In case rank A D 2n we can prove a more applicable criterion.
Theorem . . Suppose A is a constant matrix of rank 2n and B is almost constant on OEa; 1/ with B 2 D 0: Then † e .T /:
Proof. Let z 2 †. Then there is a root .z/ of P 0 .; z/ D 0 with Im .z/ D 0: Let be the corresponding eigenvector. Hence y.t / WD e i .z/t is a solution of Jy 0 D OEzA C B 0 y: Let n .t / be a smooth real function bounded by one, is equal to one on OEn C 1; 2n, and is zero on OEn; 2n C 1 c with n independent of n on OEn C 1; 2n; OE2n; 2n C 1:
.zA C B/y n : Calculations prove that the sequence ¹y n =ky n kº is a singular sequence for T proving z 2 e .T /:
If rank A < 2n, then the argument above doesn't apply since one may not be able to get y n 2 D.T /:
The following result from [ , Theorem . ] also extends to the non-selfadjoint case. For Proposition . and Theorem . below, we must also assume the problem is nondegenerate, i.e., there are no eigenvalues of infinite algebraic multiplicity. With M˛determined this way, most of the properties derived in [ , sect. ] can be shown. To do so we fix again Y˛as the fundamental matrix of (2.4) with initial conditions (2.14) Similarly let z Y˛be the adjoint system (2.10) with the adjoint initial conditions . . Then
Proposition . . For a Hamiltonian system with almost constant coefficients the eigenvalues of T on R or
can be shown as in Section . Write Y˛D .‚˛;ˆ˛/ and z Y˛D . Now write z ; z 0 for ˛.x; z/; ˛.x; z 0 /. Then z z 0 is in the domain of Tt he extension of T 0 by the boundary condition˛at a. From (4.21),
This yields a representation of M˛.z/ M˛.z 0 / as a matrix element of the resolvent. In this regard see also Remling [ ] and with y D this gives as seen above that
So for Im z > 0 it is as expected just the term B B that kills all Nevanlinna dreams. However, if Im B is of constant sign in C˙, then so is Im M˛. Proof. Recall by Proposition . z 0 is an isolated point of .T˛/. We first establish a boundary condition for which z 0 is not an eigenvalue of T : For z … † [ E, let the 2n n matrix Y.x; z/ D OEy 1 .x; z/; : : : ; y n .x; z/ be a basis of the L Since M .z/ is analytic on U [¹z 0 º, therefore M˛.z/ either has a pole at z 0 (in the case detOEı 11 C ı 12 M .z/ D 0) or has a removable singularity at z 0 (in the case detOEı 11 C ı 12 M .z/ ¤ 0/.
Assume detOEı 11 C ı 12 M .z/ ¤ 0; hence C.z/ is analytic at z 0 :. The above shows that in U , ˛.x; z/ D .x; z/C.z/. Since C.z/ is analytic at z 0 , it follows that ˛extends to z 0 yielding the n linearly independent L Particular examples are the potentials p D e i' q, with q real valued and q D o.1/. This class should exhibit interesting spectral properties. For example if q is negative it will generally lead to bound states, whereas q does in general not have any. Another complex extension would be a symmetric Sturm-Liouville operator with complex boundary conditions. In this case this would amount to a rank one perturbation of a selfadjoint Sturm-Liouville operator. Little seems to be known about such operators in their higher dimensional analogues. where l D 0; 1; 2; : : :, and where we allow the charge e to be complex valued. The essential spectrum is, as noted above, just OE0; 1/. That the singular point at zero contributes nothing to the essential spectrum follows from the decomposition principle, and the fact that the e=x term is a compact perturbation of the selfadjoint operator obtained by deleting e=x from (4.26). For e > 0 we should get the well known Balmer series for z < 0. So we write z D 2 . Asymptotic integration tells us that asymptotically the solutions behave like exp.˙x/, and of course only the exponentially decaying solution should be considered, though the other solution keeps cropping up in the asymptotic analysis of the Kummer functions. Frobenius theory tells us that the solution near zero should look like x lC1 or x l .
For l 1 the x l solution is not square integrable near . For l D 0 one has to consider the unseparated equation, to deduce that only eigenfunctions, which are bounded near are acceptable. Thus we make the Ansatz As expected, the ghost solution, which behaves like e x near infinity comes up again. The only way that F does not grow exponentially is thus that the series for F degenerates into a polynomial. Thus a has to be a negative integer, a D l C 1 e= D k, the eigenvalues are given by It is valid at least for Re e > 0. As expected, the eigenvalues accumulate at . This complexification of the coupling constant can likewise be applied to the Dirac equation. Again the singular point at zero yields no essential spectrum. To see this one can transform the singular point at zero to -infinity by the change of independent variable t D ln r. The resulting equation has easily obtained asymptotic solutions which yield that the corresponding T max on 1 < t 0 has a closed range and hence the essential spectrum is empty. We omit the details. Hence the essential spectrum of (4.28) is . 1; m [ OEm; 1/ as the characteristic polynomial is P .; z/ D z If the potential e=r is attractive, e < 0, the eigenvalues accumulate at m, while they accumulate at m if e > 0. Thus as e rotates in the complex plane the eigenvalues will have to move, too. Though, they can only accumulate at Cm or m. The solutions of (4.29) can again be expressed with the aid of the confluent hypergeometric functions:
u.x/ D .1 C E/ Since F has to be bounded near infinity Eı must be a negative integer n 0 which in turn fixes the eigenvalues
This formula remains correct if arg e is not too big. As yet it is not clear how the eigenvalues evolve as e changes its sign. The complex harmonic oscillator can be solved explicitely, but because it is unbounded, it will be dealt with in a further paper.
