This study explores decisions related to formal empirical tests of business models and interpretations and uses of those tests. Business models describe managers' rationales as to how their organizations will achieve success. This study documents a test of one company's business model under seemingly favorable conditions for such a test -a successful single product firm following a consistent strategy over a long period of time with stable management and publicly traded stock. Although the findings provide only weak support for the hypothesized business model, the confidence of the company's top managers in their business model remained high. Further analyses reveal that the managers' response to the test results is consistent with that expected of Bayesian-rational agents. Our analyses provide the basis for development of a framework for understanding the expected value of testing business models in various circumstances. This framework might explain apparent contradictions between previous studies containing normative statements regarding the value of testing business models.
INTRODUCTION
It is now well understood that financial performance measures are backward looking and short-term oriented (e.g., Kothari and Sloan 1992) . For management control purposes, therefore, it is important to supplement summary financial measures of performance, such as net income and return on assets, with some nonfinancial performance measures that provide more timely -leading‖ indications of success or failure (e.g., Kaplan and Norton 1996; Ittner and Larcker 1998a; Banker et al. 2000) .
Both the multi-factor measurement model (e.g., balanced scorecard) and value-based management literatures (e.g., Ittner and Larcker 2001) contend that a causal -business model‖ or a -strategy map‖ that articulates the economic logic of how an organization creates and delivers value, should underlie every performance measurement system. A business model should explain how the important nonfinancial and financial variables in the performance measurement system are related to each other.
However, these models and the performance measurement systems derived from them might be based on erroneous ex ante hypotheses about cause-and-effect relationships. Hence, management accounting scholars contend that subjecting these models to formal empirical tests is critical (e.g., Ittner and Larcker 2003; Kaplan and Norton 2004, 2008) . For example, Ittner and Larcker (2003, 91) argue that -if companies don't investigate whether there is a plausible causal relationship between actions and outcomes, they condemn themselves to measuring aspects of performance that don't matter very much.‖ In general, these scholars contend that these tests can reveal whether or not the measures used to describe the firm's business model are associated with each other as expected, and whether, together, these variables lead to improved performance. The tests can also help managers identify circumstances that affect the strength of the relations among the measures (Dikolli and Sedatole 2007; Campbell et al. 2008) . Based on a survey of 157 firms across different industries, Ittner and Larcker (2003) suggest that firms that consistently build and verify causal models have higher ROA than other firms.
Although the arguments for testing business models seem to be compelling, the causal assumptions embedded in companies' business models are almost never subjected to formal empirical tests (Nørreklit 2000 (Nørreklit , 2003 Ittner and Larcker 2003) . Ittner and Larcker (2003) suggest that managers fail to do the needed testing because of laziness, thoughtlessness, and/or mendacity. Regarding this last idea, they assert, -Self-serving managers are able to choose-and manipulate-measures solely for the purpose of making themselves look good and earning nice bonuses‖ (2003, 89) Conversely, we argue that there are rational and benign reasons for not subjecting business models to formal empirical testing. The insights we present emerge both from a critical review of the literature and our own experiences at a research site that provided us with a seemingly -clean setting‖ to conduct tests of the causal relationships underlying the business model of a company with a single operating unit. Our site, which we will refer to as Medical Test Inc. (MTI), is a publicly-traded, medium-sized medical test equipment manufacturer that develops, manufactures and markets test systems used by hospital and medical laboratories throughout most of the world.
The company operates in a single line of business and has only one business model. Thus, the overall corporate performance measures are not distorted by shifts in cross-business sales mix.
The company's top management has followed the same business model with considerable success for more than a decade. During the 12 years that MTI operated under this model, revenues grew at an annualized rate of 29% and annualized shareholder returns exceeded 40%.
We test the business model described by MTI's executives using proprietary data monitored on a quarterly basis by the company's board of directors and top management over an eight-and-a-half-year period (first quarter of 1998-second quarter of 2006) and publicly available data from Compustat and CRSP. We use linear regressions to test whether the elements of the business model are, individually and collectively, leading indicators of both financial performance and shareholder returns. Additionally, we examine whether the structural path described in the business model is supported by the data. Despite the seemingly favorable conditions to test the business model and MTI's unequivocally successful track record, our results provide only weak support for the business model.
We presented our findings to management both as a check as to whether we had tested the model as they intended and to get their reactions to the results. The managers confirmed that we tested the model that they had described to us earlier. Interestingly, they were neither surprised nor disturbed by the general lack of validation of their company's business model. Furthermore, they remained confident that their business model was correct.
The managers' lack of concern for our results could reflect their own biases. However, our further explorations reveal that their reactions seem to be consistent with those of Bayesianrational agents, for two reasons. First, the managers' confidence in their business model was built on more than a decade of experience with its implementation, with considerable success.
Second, the statistical tests are not powerful enough to provide conclusive evidence that the business model is not valid. The fact that the managers at MTI seek to implement rather than to test the business model leads them to take actions designed to keep the performance drivers at what they believe to be -optimal levels.‖ These actions lead to a decrease in measurement variation and, consequently, to a decrease in the overall power of the analyses used to test the relationships embedded in the business model. Oftentimes, it also leads to taking corrective actions that are not reflected in the data. For these reasons, the managers were not surprised that the analyses of these data do not support their company's business model with statistical significance.
Over the course of our study, we learned lessons suggesting both how managers assess the value of testing their companies' business models and why so many managers do not conduct these tests. We propose that the expected value of testing a company's business model decreases with the managers' prior confidence in the model. If the managers assign a high probability to the premise that the business model is valid, then the expected benefits of the test decrease because managers will probably not expect results that would contradict the assumptions of the business model already in place. On the other hand, the expected costs of the test increase with the managers' confidence in the model because the managers should demand very powerful tests in order to take seriously any potential result that would not support their company's business model.
1 To increase the power of the statistical tests, the managers would need to induce, rather than dampen, variation in their actions. These variations would be perceived to be costly since they would require that the managers depart from pursuing what they consider to be -optimal levels‖ according to their business model. We propose that the managers' expected value of testing the business model will also depend on the data readily available from the firm's performance measurement system, the opportunity costs of implementing the business model, and the direct costs of conducting the empirical tests.
1 For example, despite our extraordinary access to data-the longitudinal data used by top management and the board over more than eight years-a power analysis suggests that our statistical tests lacked enough power to effectively validate all the relationships tested or, from a Bayesian perspective, to influence the managers' beliefs. If the managers had been interested in testing MTI's business model they would have needed to take actions to increase the power of the tests, such as increasing the volume of data compiled, refining the definition of the performance measures to increase the effects of the drivers of performance on financial performance, etc.
Our study contributes to the literature in management accounting suggesting that firms' business models be statistically validated to ensure the company is not following a performance measurement system based on erroneous causal assumptions. Many of the scholars following this literature describe managers' decisions to pursue business models that are not statistically verified as -behavioral anomalies.‖ We suggest instead that such behavior can be rational. We explain that rationality using a Bayesian framework that helps us to understand how managers should approach decisions about whether to test or not test their business models.
Our study highlights the importance of managers' prior beliefs and cost-benefit analyses on their assessments of the value of testing business models. This view suggests that testing a
company's business model should not be expected to be equally useful for all firms and can help bridge the divide between advocates and skeptics of statistically validating business models. For example, testing business models can lead to relatively valuable insights in firms where the managers' priors about the business model are weak and the confidence level and power of the statistical tests are higher (e.g., the firms analyzed by Rucci et al. (1998 ), Campbell (2008 , and Campbell et al. (2008) ). The insights are less useful in firms where the managers assume the business model is correct and/or where the confidence level and power of the tests are lower (e.g., as in the firm analyzed by Malina et al. (2007) and MTI, the firm we study).
We discuss both the research and managerial implications of these findings and propose ways to identify and, whenever possible, overcome the costs of testing business models. Section II reviews the relevant literature. Section III describes our tests of MTI's business model. Section IV presents insights on how managers update their beliefs in response to testing their company's business model and proposes a simplified cost-benefit analysis that can be used to assess the value of testing business models from a manager's perspective. Section V concludes. Amir and Lev's (1996) study of firms in the cellular telephone industry finds that population size in the provider's service area and market penetration are both value relevant. Hirschey et al. (2001) show that R&D expenditures and the patents derived from them can explain stock returns. Similarly, patent citations by high-tech firms (Deng et al. 1999) , and book-to-bill ratios of firms in the semiconductor industry (Chandra et al. 1999) are both found to be value relevant. Trueman et al. (2000) find that measures of Internet usage (i.e., pageviews and unique visitors) provide some significant explanations of stock prices.
II. LITERATURE REVIEW
One validity threat in these scope-limited studies is that many individual performance drivers that are relevant in any given situation are not independent. Their effects can even interact. For example, in a study of a convenience store chain, Campbell et al. (2008) show that the success of a new strategy implemented (and subsequently abandoned) by the company depended on employee skills at the store level, itself a nonfinancial performance indicator.
Without the requisite store-level employee skills, none of the other elements in the business model can be associated with higher performance.
Numerous academics and consultants have made recommendations to array the measures into stylized, complex business models that are more complete, yet parsimonious. 5 These models include the performance prism (Neely et al. 2002) , the performance pyramid (Cross and Lynch 1988) , the balanced scorecard (Kaplan and Norton 1992, 1996) , the value chain scoreboard model (Lev 2001) , the customer equity model (Rust et al. 2000) , the tableau de bord (Malo 1995; Epstein and Manzoni 1997) , and the European Foundation Quality Model (EFQM 2003) . These business models provide -stories that explain how enterprises work‖ or -How do we make money in this business?‖ (Magretta 2002, 4) , and are said to be superior to multi-factor KPI or dashboard approaches to performance measurement because they are built around a hypothesized causal structure. This causal structure is essential for tying a strategy to expectations of future success (Magretta 2002) . They describe how all, or at least many, of the elements of performance fit together, thus providing order to the potentially vast numbers of measures in the organization.
This order allows for a focus on the aspects of performance that are most important, eliminating others that are either redundant or inconsequential, reducing the cognitive load placed on decision makers on the firm (Farrell et al. 2007) . It also provides the structure for testing the validity of an enacted strategy. 5 We use the term -business model‖ to represent all of these stylized combinations of measures.
Managers have been criticized for failing to test the validity of the hypothesized causal links on which models are built (Nørreklit 2000 (Nørreklit , 2003 Ittner and Larcker 2003) . If the individual measures, or the combination of measures, are not valid, then the measures are just data; they have no information value. If the hypothesized links in the models are incorrect, these models can actually mislead managers, causing them to pursue the wrong goals and to make flawed decisions (Magretta 2002; Kaplan and Norton 2004, 2008 Ittner and Larcker (2003, 91) found that firms that -consistently built and verified causal models‖ on average had 2.95% higher returns on assets and 5.14% higher returns on equity than firms that did not rely on causal models.
Three longitudinal studies, all of which were conducted in multi-unit organizations, illustrate useful insights that can be obtained when conducting these tests. First, during a turnaround situation at Sears in 1994-95, Sears executives hired a consulting firm skilled in econometrics to help analyze data taken from 800 stores, initially over two quarters (Rucci et al. 1998 ). The collection of measures provided to the consultants was based on a loose initial model of firm performance linking employees, customers, and shareholders in a causal chain. The executives hypothesized that in their retailing environment, employee attitudes affected customer attitudes and behavior, which in combination affected Sears' financial performance. Since the senior managers were unsure about the business model they should be pursuing, the consultants used exploratory statistical methods to construct, rather than to test, the explicit causal model.
These studies led to identifying the measurement indicators that were driving Sears' performance and that managers then used to successfully implement the company's well publicized -three C's‖ model-aimed at making Sears a -Compelling Place to Work, a Compelling Place to Shop, and a Compelling Place to Invest‖ (Rucci et al. 1998, 88-89) Second, the executives of TD Canada Trust, a new bank resulting from the merger of Canada Trust and Toronto-Dominion Bank, hired a consulting firm to identify the service behaviors measured by the bank that were most likely to drive customer satisfaction and branch network profitability (Campbell 2008) . Using factor analyses, the consultants identified four service dimensions and linked them to customer satisfaction and to branch profitability via regression analyses. They also identified the service dimensions that had the strongest impact on profitability.
Third, Campbell et al. (2008) conducted field interviews and then analyzed balancedscorecard data from a convenience store chain during the implementation of a new store-level strategy. The new differentiation strategy emphasized theme-oriented promotions fostering employee interactions with customers, rather than the traditional convenience store qualities of speed and efficiency. But the researchers found evidence that whenever the new strategy had been implemented, its effect on financial performance was negative. In further analyses, they discovered an interaction effect: the new strategy had positive effects on financial performance only in stores with high levels of crew skills. Without ever doing formal statistical analyses, the company abandoned the new strategy two years after implementing it. Campbell et al. (2008) argue that statistical analyses would have enabled earlier detection of the problems.
While the advantages of testing business models seem to be compelling, the causal assumptions of companies' business models are rarely subjected to formal empirical testing (Nørreklit 2000 (Nørreklit , 2003 Ittner and Larcker 2003) . Only 21% of the companies in Ittner and Larcker's (2003) study tested the cause-and-effect relationships in their business models, which raises the question: Why do so many managers fail to validate their companies' business models?
The literature to date provides mostly untested explanatory presumptions, such as those provided by Ittner and Larcker (2003)-i.e., laziness, thoughtlessness and/or mendacity-as mentioned above. Some studies, such as Dikolli and Sedatole (2007) , enumerate challenges managers can experience when testing relationships between nonfinancial and financial measures of performance, but such challenges do not imply that a firm should avoid testing its business model. Instead they merely suggest that managers should consider different model specifications and contingencies when testing their models to obtain richer information from the analyses.
To our knowledge, Malina et al. (2007) are the only scholars providing an explanation for why companies would not test their business models. Malina et al. (2007) tested the cause-andeffect properties of a -distributor balanced scorecard‖ used by the North American distribution channel of a Fortune 500 company. Their tests failed to validate the distribution channel's business model, thereby refuting causality as an explanation for the scorecard's apparent success.
Despite these results, both the firm and its distributors continued to express satisfaction with the scorecard and continued to use it for management control. Malina et al. (2007) address this seeming paradox with evidence that the ostensibly causal links in their firm's distributor balanced scorecard were not, in fact, causal, and therefore should not have been tested as such.
Further, they suggest that this lack of causality may be a common feature of stylized business models such as the balanced scorecard.
While prior literature has pointed to some of the challenges researchers can confront when testing business models or, more generally, conducting statistical analyses in organizations (Dikolli and Sedatole 2007; Malina et al. 2007 ), we believe it has not yet provided a clear explanation of why so few companies test their business models and, more generally, how managers decide whether or not to test their companies' business models.
III. TEST OF THE CAUSAL RELATIONS IMPLICIT IN MTI'S BUSINESS MODEL
Our study took advantage of our access to what we believed to be a favorable setting to test the causal relationships underlying a company's business model. MTI seemed to be a favorable setting for multiple reasons: First, it operates only in a single line of business-production and sale of equipment used for performing medical diagnostic tests. Thus the corporate performance measures are not distorted by shifts in cross-business sales mix. Second, the firm had a stable management team and followed the same business model with considerable success for more than a decade. And third, MTI is publicly traded, allowing us to test the impact of the firm's drivers of performance not only on accounting outcomes but also on stock returns. Notably, our research site implemented a unique business model in a single operating unit, a more common situation than the situation analyzed in previous studies, in which the business model is implemented across multiple, homogenous business units.
As in most companies, managers at this research site have beliefs and assumptions about their business model. They base many important business decisions on those beliefs and assumptions but never test them statistically. In our field interviews, MTI managers explained that the company follows what is commonly referred to as a -razor/razor blade‖ strategy. That is, it sells the test equipment (called -instruments‖) at a small markup, or even at break-even. It then makes most of its profits selling the consumable kits (called -reagents‖) used within the instruments to perform the tests. Its customers are mostly hospitals and independent laboratories located in over 100 countries around the world. In various geographical regions, MTI sells either directly to customers using its own sales force or indirectly through distributors.
Through interviews with members of top management and the board of directors, we developed the representation of MTI's business model depicted in Figure 1 . In this model, (1) research and development expenditures, (2) instrument placements, (3) number of reagents released for sale, and (4) changes in gross margins are the key performance drivers leading to higher income and shareholder value.
----- Figure Our first goal is to test company managers' assumptions about their business model. We also check whether the managers missed any significant model parameters, as we obtained other data monitored by top management and the board of directors that they did not include in the parsimonious model they described to us. To achieve our goals, we conduct a set of tests using the entire summary set of data monitored on a quarterly basis by MTI's board of directors and top management for a 34-quarter period from the first quarter of 1998 to the second quarter of 2006. These data include an array of financial and nonfinancial measures and include data regarding each of the four elements in the business model-research and development expenditures, instrument placements, new reagent tests released, and changes in gross margins.
We supplement these data with publicly available data from three other sources: CRSP, to obtain data on stock returns; Compustat, to obtain data on research and development expenditures, net income, and sales in the quarters preceding those available from MTI's internal records 7 ; and 10-K reports, to identify any unusual events experienced by the firm over our sample period.
Using these data, we conduct three tests:
Association between drivers of performance in MTI's business model and financial
performance. We initiate our analysis by testing MTI's business model with financial performance (measured as quarterly operating income) as the dependent variable. We conduct univariate analyses associating 15 lags of each of the four key performance drivers in the business model with quarterly operating income. Then we integrate all the performance drivers (measured according to the lags proposed in Figure 1 ) into a single OLS regression and examine their overall effect on operating income. The first row of Figure 5 presents a summary of the tests and variables utilized. Notice we do not include quarterly reagent sales or total revenues as additional variables leading to higher operating income given that reagent sales (and more broadly revenues) are included by definition in the operating income figure.
-----Insert Figure 5 around here-----
Path analysis of MTI's business model. Next we examine the validity of each of the three
paths that lead to financial performance (proxied by quarterly operating income) according to the business model (Figures 2, 3 , and 4). The second row of Figure 5 depicts the OLS regressions used to test the three paths. We used the Baron and Kenny (1986) insignificant, that would mean that the instrument placements metric fully mediates the relation between R&D spending and operating income. If coefficient µ 11 remains significant, then the instrument placements metric would only be partially mediating the relation. In this latter case, other aspects of R&D spending would play a role on the extent to which the measure leads to financial performance.
Association between drivers of performance in MTI's business model and stock returns.
Finally we examine whether changes in each of the four key performance drivers are associated with stock market returns on a timely basis. To do this we define a baseline model consistent with Ohlson (1995 Ohlson ( , 2001 ) that associates stock returns (i.e., change in market value of equity) with net income (i.e., change in book value of equity), change in net income, and changes in expected long term growth (proxied by changes in annual sales growth up to the previous quarter). We add the leading indicators described in MTI's business model (Figure 1 ), expressed as changes in earnings components (changes in R&D expenditures) and increases in book value of equity due to increases in intangible assets (change in gross margin percentage, number of reagents released, number of instrument placements) to examine whether these changes lead to higher stock market returns. The equation and variables used are shown in the third row of Figure 5 . Table 1 presents descriptive statistics for our variables. Our summary statistics show that MTI generated positive operating income every quarter of the period studied. On average, it generated $16 million in quarterly operating income. 8 MTI's market performance was also positive, with an average quarterly stock return of +6%. However, the stock price experienced significant variation: quarterly stock returns ranged from -22% to +68%. In regards to our main explanatory variables, research and development expenditures averaged $9 million per quarter, and gross margins averaged 56% of sales. MTI installed an average of 168 instruments and released an average of three reagents every quarter. It is important to note that of these four key performance drivers gross margin percentage exhibits the smallest coefficient of variation (with a standard deviation of only 1.66%, mean 56.23%), suggesting this driver is likely to explain relatively less of the variation in firm performance.
-----Insert Table 1 around here-----Our tests of the business model yielded three empirical results. First, our univariate tests in Table 2 suggest that lagged values of both R&D Spending and Instrument Placements are positively associated with operating income at time t, as predicted in Figure 1 (predicted lags are highlighted in gray in Table 2 ). However, none of the lagged values of Changes in Gross Margin
Percentage are significantly related to operating income at time t, and lagged values of Reagents Released are negatively, rather than positively, associated with operating income in quarter t (though insignificantly). Our multivariate tests presented in Table 3 suggest that together the leading indicators provide a statistically significant explanation of operating income. As in the univariate analyses, R&D spending and instrument placements are positively and significantly related to operating income. 9 Changes in gross margin percentages also become significant in this regression, indicating that the failure to find a significant relationship in Table 2 may have been explained by the omission of the other business model indicators in the correlations.
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Overall, these analyses provide partial but not full support for MTI's business model.
-----Insert Tables 2 and 3 Finally, our third set of tests shows that the four key leading indicators in MTI's business model provide only limited information explaining contemporaneous stock performance. Table 4 shows that none of the key leading indicators is correlated with contemporaneous quarterly stock returns. When the change in R&D spending, instrument placements, reagents released, and change in the gross margin percentage are included in the model together (see Table 5 ), the coefficients for instrument placements and reagents released become statistically significant and the adjusted R 2 increases from 3.88% to 10.20%, yet the F-statistic comparing Model (2) to
Model (1) shows that the increase in the explanatory power is not statistically significant (F =1.44, p =0.26). Overall, these results provide only weak support for a contemporaneous association between the firm's value drivers and the market value of its equity.
-----Insert Tables 4 and 5 around here-----
We considered other data items included in the company's dashboard but not in its business model as alternative drivers of performance, but none of them was significant, and none changed the results obtained from testing the business model depicted in Figure 1 . 11 Our findings are also robust to alternative specifications, including alternative lag structures and other refinements suggested by top managers based on preliminary results.
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11 Specifically, we considered a measure capturing the percentage of sales from international operations, a measure of the degree of integration among divisions (measured as the percentage of sales from intercompany operations), and a measure capturing the income contribution from affiliates. We selected the lag-lengths of these performance drivers that best explained operating income. Our analyses suggest that none of these additional variables provides significant incremental information to explain future operating income or stock returns, relative to the leading indicators already included in the business model. 12 The results from tests of Paths 1 and 2 using revenue from reagent sales in place of operating income support Path 1 but not Path 2. Likewise, the results of tests using other accumulation periods for lagged R&D spending to encompass the full range of managers' estimates (i.e., in It surprised us that, despite the seemingly favorable conditions to test the business model and MTI's unequivocally successful track record, our results provided only weak support of the business model. We were also surprised by the fact that while our tests did not provide strong support for the hypotheses implicit in MTI's business model, management continued to express confidence in the validity of their model. The main insights from this study emerged from our further explanations of these puzzles, as presented in the following section.
IV. INSIGHTS ON THE VALUE OF TESTING A COMPANY'S BUSINESS MODEL
As mentioned above, most researchers testing companies' business models suggest that statistical validation should be a necessary condition to continue pursuit of a business model (Ittner and Larcker 2003; Campbell et al. 2008 ). According to this view, the fact that the managers would continue to rely on their existing business model despite its lack of statistical validation might indicate either lack of confidence in the tests or some degree of management irrationality or opportunism.
In follow-up interviews, the MTI managers claimed that they had no reason to question our analyses, but they also believed that the data that we utilized were insufficient to be conclusive.
Just because the formal statistical techniques could not validate the model does not necessarily mean that the model is not valid. During the 12 years that MTI had followed this business model, sales had grown at an average rate of 29% annually, average annual shareholder returns were greater than 40%, and the company had expanded its sales to customers based in over 100 countries. This success over an extended period of time provides considerable support for the model's validity.
Similarly, regressions of stock returns on the postulated value-drivers lagged by one quarter to capture market response to the release of quarterly reports or delayed incorporation of information into prices finds a positive relationship between returns and instrument placements in the prior quarter but no significant relationship with other drivers.
Based on our field work, we concluded that this model-testing judgment problem might be best understood from the perspective of Bayesian inference. Following the framework of Burgstahler (1987) , 13 Bayesian-rational managers would update their prior belief, P(H A ), regarding the validity of a hypothesized relationship in response to a non-significant test result to form a revised posterior belief, P(H A | NS), as follows: 
., P(H A ) close to zero or one), the update in beliefs, |P(H A |NS) -P(H A )|, would be small.
Indeed, given the company's success, as described above, the managers at MTI had no reason to believe that their business model was flawed. Viewed from a Bayesian perspective, this belief is consistent with a high posterior probability that H A is correct, even after seeing the mostly insignificant results from tests of the business model.
Prior Beliefs and the Power of the Test
The extent to which managers should hold on to the belief that the relationships assumed by the business model are correct depends not only on the probability assigned to the alternative hypothesis ex ante, but also on the test's ability to discriminate between the null and the alternative hypotheses. This ability is reflected in the conditional probabilities in equation (10), 13 Throughout Section VI we assume there exist only two states of the world where either H 0 or H A is true. As in Burgstahler (1987) , we do not consider cases that may include a composite set of alternative hypotheses. Additionally, we assume that the managers will update their priors about the state of the world (i.e. whether the business model is correct or not), based on whether or not a test yields significant or insignificant results rather than based on the magnitude of the statistic used to reach such conclusion. Both of these assumptions simplify the exposition of our analyses without altering the qualitative insights drawn from them.
where the probability α of rejecting the null when the null is true (-Type 1‖ error) is equal to 1-P(NS|H 0 ), and the probability β of not rejecting the null when the alternative is true (-Type 2‖ error) is equal to P(NS|H A ). Equation (10) can be re-written as:
For a conventional significance criterion (say, α = 10%), the managers will revise their beliefs to a greater degree the lower is the β (i.e., the higher is the power of the test, 1-β). We estimated the power of our tests following Cohen (1988, 407-443) and found that, despite our access to the data used by MTI's top managers and directors over an 8½-year period, our analyses did not have enough power to detect the relations examined. Table 6 suggests that the probability of rejecting the null when the null is indeed false is low whenever the real effect of the variables of interest is of small or medium size (i.e., when the variables of interest account for approximately 2% or 13% of the dependent variable's variance in the population (Cohen 1998, 412-413) ). In such cases, the power of the tests ranges from 14% to 66%.
-----Insert Table 6 around here -----In addition, the fact that the managers at MTI stated a high prior belief in their model implies that the power required to change the managers' beliefs must be correspondingly high.
For example, assuming the probability assigned to the model being correct is 90% (a number suggested by a board member, i.e., P(H A )=0.9), and α = 10%, the power of the test required to change the managers' belief that the business model was more likely to be correct than not (i.e., the power required to achieve a P(H A | NS)<0.5) must be 1-β = 90%. Not even the most powerful of our tests, according to the calculations in Table 6 , would have fulfilled this requirement. The only variable that managers expected to have strong effects on performance (i.e., a -large effect‖ where, according to Cohen (1988, 413-414) , the variable would explain about 30% of the dependent variable's variance in the population) was instrument placements.
The other drivers were expected to have smaller effects (small or medium size effects) due to measurement noise or lack of consistency on the extent to which variables such as R&D or reagent approvals led to performance.
Prior Beliefs and Data Constraints for Testing the Business Model
The managers' initial confidence in the business model not only led to an increase in the required power of the tests, it also led the managers to use their performance measurement system in ways that were inconsistent with testing the company's business model. Instead of using the model to predict future performance, the managers used the data collected to track how the leading indicators deviated from the levels they deemed necessary to implement the business model. The CFO indicated, -You've got to set the level that you know.‖ Managers explained that they intervened to ensure that the measures did not vary much from those desired levels. They described two specific cases:
(a) In some cases, leading indicators measured at a given time t-n were used to provide early feedback to management, rather than to estimate operating income at time t. Using this feedback, managers sought to take corrective actions between times t-n and t to achieve a desired level of operating income. The fact that these actions were not measured or incorporated in the tests of the business model led to a correlated omitted variable problem. For example, according to the CFO, the goal was to avoid any drop in gross margins. This could be done by cutting costs, by pulling low-margin reagents off the market, or by changing prices. Unless the managers kept track of their corrective actions and incorporated them into the test of the business model, their ability to learn whether the leading indicators led to future performance would be impaired.
(b) Even if MTI managers did not take corrective actions, they constrained the leading indicators within certain ranges thought to be optimal according to their business model, limiting their predictive abilities due to lack of variation. For example, the level of R&D expenditures was chosen based on estimates of how much investment they could manage effectively. Typically, this consistently resulted in R&D expenditures in the range of 10 to 12 percent of sales. Had the managers been interested in learning whether or not R&D led to performance, they would have induced variability rather than stability in this leading indicator (Dye 2004) .
Reflections on the Value of Testing Business Models
While the reasons that prior researchers have given for testing business models have merit, our analyses suggest that this advice should not apply universally. Not all company and business unit managers will be or should be willing to test their business models. We suggest that rational managers will assess the costs and benefits of testing their companies' business models, considering (explicitly or implicitly) the following factors. First, they will consider the strength of their prior beliefs (i.e., the probability P(H A ) that the managers assign to the belief that the assumptions underlying their business models are correct). On the one hand, the benefits expected by managers with a high P(H A ) would be limited, as they would expect to find evidence consistent with the business model already implemented in their companies (H A ) instead of evidence that would suggest a flawed business model that could lead them to improve their actions. On the other hand, the expected costs for managers with strong prior beliefs would be high because: (1) the cost of taking actions different from those suggested by the business model-to induce variation in the data and be able to test the model-would be perceived to be high, and (2) the statistical power required to alter the managers' confidence in pursuing the business model would also be high, requiring a rich dataset to conduct the tests. Second, the managers will consider the data available from the firm. For example, if the statistical power required to test the business model is higher than the power that could be obtained with the data available, the managers will have to consider the cost and feasibility of gathering additional data.
Similarly, if a key component of the company's business model such as employee satisfaction is not measured, the cost of measuring this construct will affect the manager's decision to test or not test the business model. Third, managers will consider the opportunity costs of implementing the business model. The expected gains from testing the business model will decrease when the benefit of pursing the business model, if it is correct (H A is true), is high relative to the benefit of pursing the best alternative use of the firm's resources, and will increase if the payoff of pursing the business model, if incorrect (H 0 is true), is low relative to the payoff of pursing the best alternative use of the firm's resources. Finally, managers will consider the direct cost of conducting the empirical tests. Many companies will require assistance from a consulting firm.
While the Bayesian inference framework is undoubtedly a simplification or an approximation of how real managers incorporate the results of statistical tests into their beliefs and how they might decide whether or not to test their companies' business models, it yields qualitative insights that are consistent with the responses of MTI's managers. The managers at MTI stated that they were highly confident in their business model well before the model was subjected to statistical validation. They did not seek to use their data to test their business model, but instead strove to achieve consistency in their measures (to conform to what were perceived to be -optimal‖ standards) and to take corrective actions whenever necessary. They were not contemplating any alternative courses of action that would have persuaded them to either induce variation in their performance measures or collect additional information to test the business model. The expectation that a statistical test would have materially influenced the managers' confidence in the business model was low, and such tests would have required higher statistical power than the available data allowed.
This way of viewing the management judgment issues might also explain apparent contradictions between previous studies regarding the usefulness of testing business models.
They might explain why testing the business model in the convenience store chain analyzed by Campbell et al. (2008) , the department stores (Sears) analyzed by Rucci et al. (1998) , and the retail bank (TD Canada Trust) described by Campbell (2008) , were interpreted as beneficial exercises. First, in all of these firms, the managers were uncertain about their business models (i.e., their P(H A )s were relatively low). Thus, the expectation that the tests would have been informative to the managers was high. Second, the scale of operations for all these firms (especially Sears and TD Canada Trust) was high, suggesting high payoffs (relative to the testing costs) for understanding the -correct business model.‖ Third, in contrast with MTI, which operated a single business unit and had a long business cycle, all of these firms had performance measurement systems that collected comparable panel data across large numbers of relatively homogeneous business units operating in short business cycles. Therefore, the data necessary to conduct tests with high statistical power and high confidence levels were readily available. It is possible that the expected benefits of testing the business models at these firms declined after the managers started to pursue specific goals. For example, the managers at TD Canada Trust introduced incentives that rewarded employees for achieving optimal levels of customer satisfaction according to the business plan. A bonus cap was established at the point where an increase in the level of customer satisfaction no longer yielded greater financial returns. These incentives might have led to stable customer satisfaction levels, which would make them more difficult to relate to financial performance through statistical tests.
The insights we gain by viewing this issue through a Bayesian lens might also help to explain why the managers in the company analyzed by Malina et al. (2007) were so reluctant to update their beliefs, despite the lack of statistical support for the distributor balanced scorecard.
According to Malina et al. (2007) , the managers' reluctance to update their beliefs was explained because the relations in the distributor balanced scorecard were viewed as -finality relationships‖ (i.e., relations explained by a purpose rather than a cause), and were not meant to be validated by using statistical tests. While we do not intend to refute Malina et al's interpretation, our Bayesian framework offers an alternative explanation to that proposed by Malina et al. (2007) . We conjecture that the managers may have placed little weight on the results of a test of the business model because (1) the managers were confident in their business model and appeared to be more interested in implementing than in testing the model, and (2) the data available for the tests described an unstable period where different business units merged with each other, generating a heterogeneous dataset unlikely to produce a high powered test.
Ultimately, whether the Bayesian interpretation provides an alternative explanation for the findings reported by Malina et al. (2007) is a philosophical question, which cannot be resolved empirically. Whether a relationship is characterized as a -causal relation‖ or a -finality relation‖ (and hence, whether it can be tested using statistical methods or not) depends on the researcher's ex ante methodological viewpoint (Arbnor and Bjerke 1997, 428 ). The same relationship described as a -causal relation‖ under an analytical perspective could be described as a -finality relation‖ by a researcher adopting a systems perspective, and the concepts of causality and finality can only be fully understood in the context of the methodological view to which each belongs (Arbnor and Bjerke 1997, 438) .
14 Therefore, while Malina et al.'s reported findings appear to be consistent with the Bayesian framework developed above, this conclusion need not be interpreted as a repudiation of the finality explanation these authors offer. We claim only that the examples cited above-to say nothing of the much more extensive literature testing relationships between nonfinancial performance measures and both future financial performance and/or stock returns-are a rather strong refutation of a general claim that most business model relationships cannot be tested.
Causal business models and statistical testing can provide relevant information for management decisions. Yet, under a Bayesian framework, rational managers may sometimes conclude that the expected benefits of statistical tests of their business models do not outweigh the expected costs of such tests. And they may also find reasons to continue to use their models even when statistical tests have failed to provide strong confirmatory evidence for these models.
That is, the patterns of apparent anomalies observed across the prior literature may conform to an entirely rational explanation.
V. DISCUSSION AND CONCLUSIONS
This study was initially designed to test the assumed cause-and-effect relationships implicit in the business model of a single business unit company. We wanted to demonstrate the power of testing business models, which are said to be valuable but rarely done, and perhaps also to suggest refinements in the methods for doing so.
We believed that the conditions for testing the business model at our research site were near ideal. We had data for over eight years for a successful company with a stable management team operating in a single line of business with a stable business strategy in a period of relatively stable environmental conditions. If ever such tests could be done successfully in a singlebusiness-unit setting, we believed that they should have been able to be done at our research site.
We found, however, that our statistical results were weak. Our analyses provided only partial support for the company's business model. Only one of four leading indicators (instrument placements) was significantly associated with both future financial performance and stock returns, and only one of three subsections of the structural paths in the company's business model was validated with statistical significance.
We were also surprised that company managers were neither surprised nor concerned by our general lack of validation of their business model. To explain our findings, we develop several insights about the feasibility and value of testing business models in various settings.
Using a simplified Bayesian framework, we explain that managers are more likely to benefit from tests of their business models when their confidence in the company's business model is weak and when the power of the statistical tests conducted is high. Confidence extends to the entire business model; i.e., the model parameters and the lags and functional forms of the various cause-and-effect relationships. When managers' confidence in the validity of their business model is high, as it was at the company we studied, it is doubtful that the statistical tests that can be conducted in a single-business-unit firm, even over an extended longitudinal period in a relatively stable operating environment, can be powerful enough to change the managers' beliefs.
The available sample sizes are too small to offset insufficient variation in the data and all of the effects of the many sources of noise, such as variations in the length of the lead-lag relationships.
If managers want to enhance their capabilities for testing their business models, they should conduct some natural experiments. They need to create greater variation in the performance drivers to be better able to observe the effects. At our research site (and at possibly all companies where the managers feel confident about their business models), however, the managers take actions explicitly designed to dampen some of the causal effects. The managers fix certain business model parameters (e.g., R&D investments) at what they consider to be optimal, manageable levels, and they take corrective actions to reduce the longitudinal variance in some other key parameters (e.g., gross margins) to achieve desired income levels. These actions further diminish the potential power of the statistical tests.
In retrospect, then, we now understand that our research site was not ideal for demonstrating the value of testing a business model. To maximize the potential for demonstrating that value, in addition to finding the conditions that we sought-e.g., data availability; stable strategy, management team and business conditions-researchers should seek sites where managers' confidence in their model is low and where they take actions to induce greater variation in the performance drivers.
In that we study only one firm, we recognize that the extent to which our results generalize to other businesses might be limited. Nevertheless, we believe that this study provides new insights and suggests new opportunities for future research.
More research is necessary to understand when and how business models are and should be tested. Future studies should examine whether managers (including those in financially successful firms) respond to the conditions affecting the value, power, and costs of the tests. The managers' initial confidence in their business models is probably a major determinant of the perceived value of the tests, so that variable should affect both the likelihood that the managers will test their models and the benefits they perceive from conducting such tests. Managers' confidence can be measured using either survey or interview research methods. We also need to learn more about how these beliefs are formed, whether they are reasonably accurate, and what might be done if they are not accurate (e.g., if they reflect management bias or overconfidence).
The power of the tests is affected both by the setting (e.g., stability of economic conditions, quality of data) and by the managers' actions (e.g., their choice to create or dampen variation in the performance drivers). It might also be affected by choices in the level of analysis. At our research site, for example, at least in theory, major portions of the business model could be tested at the instrument, reagent, region, or customer level, rather than at the consolidated company level. The direct costs of conducting business model tests are likely to be highly idiosyncratic, but they should be considered as they affect the net benefits of conducting such tests. Note: We employ conventional operational definitions of small, medium, and large effect sizes (for details see Cohen 1988, 412-414) . For the tests where operating income is the dependent variable, small, medium and large effects occur when the variables of interest increase the actual R-square by 1.2%, 8.1% and 14.8% points respectively, relative to the R-square of the basic model presented in Table 3 , Model 1 (we estimate the basic models' R-square using the estimated unadjusted R-square= 38%). For the tests where stock returns is the dependent variable, small, medium and large effects occur when the variables of interest increase the population's R-square by 1.6%, 10.1% and 20.1% points respectively, relative to the R-square of the basic (Ohlson) model presented in Table 5 , Model 1 (we estimate Ohlson's basic model's R-square using the estimated unadjusted R-square= 24.9%).
