Abstract-Evolutionary programming (EP) has been applied with success to many numerical and combinatorial optimization problems in recent years. EP has rather slow convergence rates, however, on some function optimization problems. In this paper, a "fast EP" (FEP) is proposed which uses a Cauchy instead of Gaussian mutation as the primary search operator. The relationship between FEP and classical EP (CEP) is similar to that between fast simulated annealing and the classical version. Both analytical and empirical studies have been carried out to evaluate the performance of FEP and CEP for different function optimization problems. This paper shows that FEP is very good at search in a large neighborhood while CEP is better at search in a small local neighborhood. For a suite of 23 benchmark problems, FEP performs much better than CEP for multimodal functions with many local minima while being comparable to CEP in performance for unimodal and multimodal functions with only a few local minima. This paper also shows the relationship between the search step size and the probability of finding a global optimum and thus explains why FEP performs better than CEP on some functions but not on others. In addition, the importance of the neighborhood size and its relationship to the probability of finding a near-optimum is investigated. Based on these analyses, an improved FEP (IFEP) is proposed and tested empirically. This technique mixes different search operators (mutations). The experimental results show that IFEP performs better than or as well as the better of FEP and CEP for most benchmark problems tested.
used to generate new solutions (offspring) and selection is used to test which of the newly generated solutions should survive to the next generation. Formulating EP as a special case of the generate-and-test method establishes a bridge between EP and other search algorithms, such as evolution strategies, genetic algorithms, simulated annealing (SA), tabu search (TS), and others, and thus facilitates cross-fertilization among different research areas.
One disadvantage of EP in solving some of the multimodal optimization problems is its slow convergence to a good near-optimum (e.g., to studied in this paper). The generate-and-test formulation of EP indicates that mutation is a key search operator which generates new solutions from the current ones. A new mutation operator based on Cauchy random numbers is proposed and tested on a suite of 23 functions in this paper. The new EP with Cauchy mutation significantly outperforms the classical EP (CEP), which uses Gaussian mutation, on a number of multimodal functions with many local minima while being comparable to CEP for unimodal and multimodal functions with only a few local minima. The new EP is denoted as "fast EP" (FEP) in this paper.
Extensive empirical studies of both FEP and CEP have been carried out to evaluate the relative strength and weakness of FEP and CEP for different problems. The results show that Cauchy mutation is an efficient search operator for a large class of multimodal function optimization problems. FEP's performance can be expected to improve further since all the parameters used in the FEP were set equivalently to those used in CEP.
To explain why Cauchy mutation performs better than Gaussian mutation for most benchmark problems used here, theoretical analysis has been carried out to show the importance of the neighborhood size and search step size in EP. It is shown that Cauchy mutation performs better because of its higher probability of making longer jumps. Although the idea behind FEP appears to be simple and straightforward (the larger the search step size, the faster the algorithm gets to the global optimum), no theoretical result has been provided so far to answer the question why this is the case and how fast it might be. In addition, a large step size may not be beneficial at all if the current search point is already very close to the global optimum. This paper shows for the first time the relationship between the distance to the global optimum and the search step size, and the relationship between the search step size and the probability of finding a near (global) optimum. Based on such analyses, an improved FEP has been proposed and tested empirically.
The rest of this paper is organized as follows. Section II describes the global minimization problem considered in this paper and the CEP used to solve it. The CEP algorithm given follows suggestions from Fogel [3] , [6] and Bäck and Schwefel [7] . Section III describes the FEP and its implementation. Section IV gives the 23 functions used in our studies. Section V presents the experimental results and discussions on FEP and CEP. Section VI investigates FEP with different scale parameters for its Cauchy mutation. Section VII analyzes FEP and CEP and explains the performance difference between FEP and CEP in depth. Based on such analyses, an improved FEP (IFEP) is proposed and tested in Section VIII. Finally, Section IX concludes with some remarks and future research directions.
II. FUNCTION OPTIMIZATION BY CLASSICAL EVOLUTIONARY PROGRAMMING
A global minimization problem can be formalized as a pair , where is a bounded set on and is an -dimensional real-valued function. The problem is to find a point such that is a global minimum on . More specifically, it is required to find an such that where does not need to be continuous but it must be bounded. This paper only considers unconstrained function optimization.
Fogel [3] , [8] and Bäck and Schwefel [7] have indicated that CEP with self-adaptive mutation usually performs better than CEP without self-adaptive mutation for the functions they tested. Hence the CEP with self-adaptive mutation will be investigated in this paper. According to the description by Bäck and Schwefel [7] , the CEP is implemented as follows in this study. 
where and denote the -th component of the vectors and , respectively. denotes a normally distributed one-dimensional random number with mean zero and standard deviation one.
indicates that the random number is generated anew for each value of . The factors and are commonly set to and [7] , [6] . 1 A recent study by Gehlhaar and Fogel [9] showed that swapping the order of (1) and (2) may improve CEP's performance. 
III. FAST EVOLUTIONARY PROGRAMMING
The one-dimensional Cauchy density function centered at the origin is defined by (3) where is a scale parameter [10, p. 51] . The corresponding distribution function is
The shape of resembles that of the Gaussian density function but approaches the axis so slowly that an expectation does not exist. As a result, the variance of the Cauchy distribution is infinite. Fig. 1 shows the difference between Cauchy and Gaussian functions by plotting them in the same scale.
The FEP studied in this paper is exactly the same as the CEP described in Section II except for (1) which is replaced by the following [11] (4) where is a Cauchy random variable with the scale parameter and is generated anew for each value of . It is worth indicating that we leave (2) unchanged in FEP to keep our modification of CEP to a minimum. It is also easy to investigate the impact of the Cauchy mutation on EP when other parameters are kept the same.
It is clear from Fig. 1 that Cauchy mutation is more likely to generate an offspring further away from its parent than Gaussian mutation due to its long flat tails. It is expected to have a higher probability of escaping from a local optimum or moving away from a plateau, especially when the "basin of attraction" of the local optimum or the plateau is large relative to the mean step size. On the other hand, the smaller hill around the center in Fig. 1 indicates that Cauchy mutation spends less time in exploiting the local neighborhood and thus has a weaker fine-tuning ability than Gaussian mutation in small to mid-range regions. Our empirical results support the above intuition. 
IV. BENCHMARK FUNCTIONS
Twenty-three benchmark functions [2] , [7] , [12] , [13] were used in our experimental studies. This number is larger than that offered in many other empirical study papers. This is necessary, however, since the aim here is not to show FEP is better or worse than CEP, but to find out when FEP is better (or worse) than CEP and why. Wolpert and Macready [14] , [15] have shown that under certain assumptions no single search algorithm is best on average for all problems. If the number of test problems is small, it would be very difficult to make a generalized conclusion. Using too small a test set also has the potential risk that the algorithm is biased (optimized) toward the chosen problems, while such bias might not be useful for other problems of interest.
The 23 benchmark functions are given in Table I . A more detailed description of each function is given in the Appendix. Functionsare high-dimensional problems. Functions -are unimodal. Function is the step function, which has one minimum and is discontinuous. Function is a noisy quartic function, where random[0, 1) is a uniformly distributed random variable in [0, 1). Functionsare multimodal functions where the number of local minima increases exponentially with the problem dimension [12] , [13] . They appear to be the most difficult class of problems for many optimization algorithms (including EP). Functions -are low-dimensional functions which have only a few local minima [12] . For unimodal functions, the convergence rates of FEP and CEP are more interesting than the final results of optimization as there are other methods which are specifically designed to optimize unimodal functions. For multimodal functions, the final results are much more important since they reflect an algorithm's ability of escaping from poor local optima and locating a good near-global optimum.
V. EXPERIMENTAL STUDIES

A. Experimental Setup
In all experiments, the same self-adaptive method [i.e., (2)], the same population size , the same tournament size for selection, the same initial , and the same initial population were used for both CEP and FEP. These parameters follow the suggestions from Bäck and Schwefel [7] and Fogel [2] . The initial population was generated uniformly at random in the range as specified in Table I .
B. Unimodal Functions
The first set of experiments was aimed to compare the convergence rate of CEP and FEP for functions -. The average results of 50 independent runs are summarized in Table II . Figs. 2 and 3 show the progress of the mean best solutions and the mean of average values of population found by CEP and FEP over 50 runs for -. It is apparent that FEP performs better than CEP in terms of convergence rate although CEP's final results were better than FEP's for functions and . Function is the simple sphere model studied by many researchers. CEP's and FEP's behaviors on are quite illuminating. In the beginning, FEP displays a faster convergence rate than CEP due to its better global search ability. It quickly approaches the neighborhood of the global optimum and reaches approximately 0.001 in around 1200 generations, while CEP can only reach approximately 0.1. After that, FEP's convergence rate reduces substantially, while CEP maintains a nearly constant convergence rate throughout the evolution. Finally, CEP overtakes FEP at around generation 1450. As indicated in Section III and in Fig. 1 , FEP is weaker than CEP in fine tuning. Such weakness slows down its convergence considerably in the neighborhood STANDARD DEVIATION of the global optimum. CEP is capable of maintaining its nearly constant convergence rate because its search is much more localized than FEP. The different behavior of CEP and FEP on suggests that CEP is better at fine-grained search while FEP is better at coarse-grained search.
The largest difference in performance between CEP and FEP occurs with function , the step function, which is characterized by plateaus and discontinuity. CEP performs poorly on the step function because it mainly searches in a relatively small local neighborhood. All the points within the local neighborhood will have the same fitness value except for a few boundaries between plateaus. Hence it is very difficult for CEP to move from one plateau to a lower one. On the other hand, FEP has a much higher probability of generating long jumps than CEP. Such long jumps enable FEP to move from one plateau to a lower one with relative ease. The rapid convergence of FEP shown in Fig. 3 supports our explanations.
C. Multimodal Functions 1) Multimodal Functions with Many Local Minima:
Multimodal functions having many local minima are often regarded as being difficult to optimize. -are such functions where the number of local minima increases exponentially as the dimension of the function increases. Fig. 4 shows the two-dimensional version of .
The dimensions ofwere all set to 30 in our experiments. Table III summarizes the final results of CEP and FEP. It is obvious that FEP performs significantly better than CEP consistently for these functions. CEP appeared to become trapped in a poor local optimum and unable to escape from it due to its smaller probability of making long jumps. According to the figures we plotted to observe the evolutionary process, CEP fell into a poor local optimum quite early in a run while The major difference between functionsand -is that functions -appear to be simpler thandue to their low dimensionalities and a smaller number of local minima. To find out whether or not the dimensionality of functions plays a significant role in deciding FEP's and CEP's behavior, another set of experiments on the low-dimensional version of -was carried out. The results averaged over 50 runs are given in Table V. Very similar results to the previous ones on functionswere obtained despite the large difference in the dimensionality of functions. FEP still outperforms CEP significantly even when the dimensionality of functionsis low . It is clear that dimensionality is not the key factor which determines the behavior of FEP and CEP. It is the shape of the function and/or the number of local minima that have a major impact on FEP's and CEP's performance.
VI. FAST EVOLUTIONARY PROGRAMMING WITH DIFFERENT PARAMETERS
The FEP investigated in the previous section used in its Cauchy mutation. This value was used for its simplicity. To examine the impact of different values on the performance of FEP in detail, a set of experiments have been carried out on FEP using different values for the Cauchy mutation. Seven benchmark functions from the three different groups in Table I were used in these experiments. The setup of these experiments is exactly the same as before. Table VI shows the average results over 50 independent runs of FEP for different parameters.
These results show that was not the optimal value for the seven benchmark problems. The optimal is problem dependent. As analyzed later in Section VII-A, the optimal depends on the distance between the current search point and the global optimum. Since the global optimum is usually unknown for real-world problems, it is extremely difficult to find the optimal for a given problem. A good approach to deal with this issue is to use self-adaptation so that can gradually evolve toward its near optimum although its initial value might not be optimal. Another approach to be explored is to mix Cauchy mutation with different values in a population so that the whole population can search both globally and locally. The percentage of each type of Cauchy mutation will be self-adaptive, rather than fixed. Hence the population may emphasize either global or local search depending on different stages in the evolutionary process.
VII. ANALYSIS OF FAST AND CLASSICAL EVOLUTIONARY PROGRAMMING
It has been pointed out in Section III that Cauchy mutation has a higher probability of making long jumps than Gaussian mutation due to its long flat tails shown in Fig. 1 . In fact, the likelihood of a Cauchy mutation generating a larger jump than a Gaussian mutation can be estimated by a simple heuristic argument. Given that Cauchy and Gaussian mutations follow the aforementioned distributions, Cauchy mutation will generate a larger jump than Gaussian mutation whenever (i.e., ). Since the probability of a Gaussian random variate smaller than 1.0 is then Cauchy mutation is expected to generate a longer jump than Gaussian mutation with probability 0.68.
The expected length of Gaussian and Cauchy jumps can be calculated as follows:
(i.e., does not exist)
It is obvious that Gaussian mutation is much more localized than Cauchy mutation.
Similar results can be obtained for Gaussian distribution with expectation and variance and Cauchy distribution with scale parameters . The question now is why larger jumps would be beneficial. Is this always true?
A. When Larger Jumps Are Beneficial
Sections V-B and V-C1 have explained qualitatively why larger jumps are good at dealing with plateaus and many local optima. This section shows analytically and empirically that this is true only when the global optimum is sufficiently far away from the current search point, i.e., when the distance between the current point and the global optimum is larger than the "step size" of the mutation.
Take the Gaussian mutation in CEP as an example, which uses the following distribution with expectation zero (which implies the current search point is located at zero) and variance The probability of generating a point in the neighborhood of the global optimum is given by (5) where is the neighborhood size and is often regarded as the step size of the Gaussian mutation. Fig. 5 
if (7) That is, the larger is, the larger will be, if . However, if , the larger is, the smaller will be. Similar analysis can be carried out for Cauchy mutation in FEP. Denote the Cauchy distribution defined by (3) as . Then we have where may not be the same as that in (6) and (7). It is obvious that if (8) if (9) That is, the larger is, the larger will be, if . However, if , the larger is, the smaller will be. Since and could be regarded as search step sizes for Gaussian and Cauchy mutations, the above analyses show that a large step size is beneficial (i.e., increases the probability of finding a near-optimal solution) only when the distance between the neighborhood of and the current search point (at zero) is larger than the step size or else a large step size may be detrimental to finding a near-optimal solution. The above analyses also show the rates of probability increase/decrease by deriving the explicit expressions for and . The analytical results explain why FEP achieved better results than CEP for most of the benchmark problems we tested, because the initial population was generated uniformly at random in a relatively large space and was far away from the global optimum on average. Cauchy mutation is more likely to generate larger jumps than Gaussian mutation and thus better in such cases. FEP would be less effective than CEP, however, near the small neighborhood of the global optimum because Gaussian mutation's step size is smaller (smaller is better in this case). The experimental results on functions and illustrate such behavior clearly.
The analytical results also explain why FEP with a smaller value for its Cauchy mutation would perform better whenever CEP outperforms FEP with . If CEP outperforms FEP with for a problem, it implies that this FEP's search step size may be too large. In this case, using a Cauchy mutation with a smaller is very likely to improve FEP's performance since it will have a smaller search step size. The experimental results presented in Table VI match our theoretical prediction quite well.
B. Empirical Evidence
To validate the above analysis empirically, additional experiments were carried out. Function (i.e., Shekel-5) was used here since it appears to pose some difficulties to FEP. First we made the search points closer to the global optimum by generating the initial population uniformly at random in the range of rather than and repeated our previous experiments. (The global optimum of is at .) Such minor variation to the experiment is expected to improve the performance of both CEP and FEP since the initial search points are closer to the global optimum. Note that both Gaussian and Cauchy distributions have higher probabilities in generating points around zero than those in generating points far away from zero.
The final experimental results averaged over 50 runs are given in Table VII . Fig. 6 shows the results of CEP and FEP. It is quite clear that the performance of CEP improved much more than that of FEP since the smaller average distance between search points and the global optimum favors a small step size. The mean best of CEP improved significantly from 6.86 to 7.90, while that of FEP improved only from 5.52 to 5.62.
Then three more sets of experiments were conducted where the search space was expanded ten times, 100 times, and 1000 times, i.e., the initial population was generated uniformly at random in the range of , and , and 's were multiplied by 10, 100 and 1000, respectively, making the average distance to the global optimum increasingly large. The enlarged search space is expected to make the problem more difficult and thus make CEP and FEP less efficient. The results of the same experiment averaged over 50 runs are shown in Table VIII and Figs. 7-9. It is interesting to note that the performance of FEP was less affected by the larger search space than CEP. When the search space was increased to and , the superiority of CEP over FEP on disappeared. There was no statistically significant difference between CEP and FEP. When the search space was increased further to , FEP even outperformed CEP significantly. It is worth pointing out that a population size of 100 and the maximum number of generations of 100 are very small numbers for such a huge search space. The population might not have converged by the end of generation 100. This, however, does not affect our conclusion. The experiments still show that Cauchy mutation performs much better than Gaussian mutation when the current search points are far away from the global optimum.
Even if 's were not multiplied by 10, 100, and 1000, similar results can still be obtained as long as the initial population was generated uniformly at random in the range of , and . Table IX shows the results when 's were unchanged. The figures of this set of experiments are omitted to save some space. It is quite clear that a similar trend can be observed as the initial ranges increase.
It is worth reiterating that the only difference between the experiments in this section and the previous experiment in Section V-C2 is the range used to generate initial random populations. The empirical results match quite well with our analysis on the relationship between the step size and the distance to the global optimum. The results also indicate that FEP is less sensitive to initial conditions than CEP and thus more robust. In practice, the global optimum is usually unknown. There is little knowledge one can use to constrain the search space to a sufficiently small region. In such cases, FEP would be a better choice than CEP.
C. The Importance of Neighborhood Size
It is well known that finding an exact global optimum for a multimodal function is hard without prior knowledge about the function. It might take an infinite amount of time to find the global optimum for a global search algorithm such as CEP or FEP. In practice, one often has to sacrifice discovering the global optimum in exchange for efficiency. A key issue that arises here is how much sacrifice one has to make to get a near-optimum in a reasonable amount of time. In other words, what is the relationship between the optimality of the solution and the time used to find the solution? This issue can be approached from the point of view of neighborhood size, i.e., in (5), since a smaller neighborhood size usually implies better optimality. It will be very useful if the impact of neighborhood size on the probability of generating a near-optimum in that neighborhood can be worked out. (The probability of finding a near-optimum would be the same as that of generating it when the elitism is used.) Although not an exact answer to the issue, the following analysis does provide some insights into such impact. Similar to the analysis in Section VII-A7, the following is true according to the mean value theorem for definite integrals [17, p. 322] : for f
For the above equation, there exists a sufficiently small number such that for any That is, for which implies that the probability of generating a nearoptimum increases as the neighborhood size increases in the vicinity of the optimum. The rate of such probability growth (i.e., ) is governed by the term That is, grows exponentially faster as increases. A similar analysis can be carried out for Cauchy mutation using its density function, i.e., (3) . Let the density function be when . For
Hence the probability of generating a near-optimum in the neighborhood always increases as the neighborhood size increases. While this conclusion is quite straightforward, it is interesting to note that the rate of increase in the probability differs significantly between Gaussian and Cauchy mutation since .
VIII. AN IMPROVED FAST EVOLUTIONARY PROGRAMMING
The previous analyses show the benefits of FEP and CEP in different situations. Generally, Cauchy mutation performs better when the current search point is far away from the global minimum, while Gaussian mutation is better at finding a local optimum in a good region. It would be ideal if Cauchy mutation is used when search points are far away from the global optimum and Gaussian mutation is adopted when search points are in the neighborhood of the global optimum. Unfortunately, the global optimum is usually unknown in practice, making the ideal switch from Cauchy to Gaussian mutation very difficult. Self-adaptive Gaussian mutation [7] , [2] , [8] is an excellent technique to partially address the problem. That is, the evolutionary algorithm itself will learn when to "switch" from one step size to another. There is room for further improvement, however, to self-adaptive algorithms like CEP or even FEP. This paper proposes an improved FEP (IFEP) based on mixing (rather than switching) different mutation operators. The idea is to mix different search biases of Cauchy and Gaussian mutations. The importance of search biases has been pointed out by some earlier studies [18, pp. 375-376] . The implementation of IFEP is very simple. It differs from FEP and CEP only in Step 3 of the algorithm described in Section II. Instead of using (1) (for CEP) or (4) (for FEP) alone, IFEP generates two offspring from each parent, one by Cauchy mutation and the other by Gaussian. The better one is then chosen as the offspring. The rest of the algorithm is exactly the same as FEP and CEP. Chellapilla [19] has recently presented some more results on comparing different mutation operators in EP.
A. Experimental Studies
To carry out a fair comparison among IFEP, FEP, and CEP, the population size of IFEP was reduced to half of that of FEP or CEP in all the following experiments, since each individual in IFEP generates two offspring. Reducing IFEP's population size by half, however, actually puts IFEP at a slight disadvantage because it does not double the time for any operators (such as selection) other than mutations. Nevertheless, such comparison offers a good and simple compromise.
IFEP was tested in the same experimental setup as before. 
B. Discussions
It is very clear from at least as well as FEP on multimodal functions with many minima and also performs very well on unimodal functions and multimodal functions with only a few local minima with which FEP has difficulty handling. IFEP achieved performance similar to CEP's on these functions. For the two unimodal functions where FEP is outperformed by CEP significantly, IFEP performs better than CEP on , while worse than CEP on . A closer look at the actual average solutions reveals that IFEP found much better solution than CEP on (roughly an order of magnitude smaller) while only performed slightly worse than CEP on .
For the three Shekel functions -, the difference between IFEP and CEP is much smaller than that between FEP and CEP. IFEP has improved FEP's performance significantly on all three functions. It performs better than CEP on , the same on , and worse on . It is very encouraging that IFEP is capable of performing as well as or better than the better one of FEP and CEP for most test functions. This is achieved through a minimal change to the existing FEP and CEP. No prior knowledge or any other complicated operators were used. There is no additional parameter used either. The superiority of IFEP also demonstrates the importance of mixing difference search biases (e.g., "step sizes") in a robust search algorithm.
The population size of IFEP used in the above experiments was only half of that of FEP and CEP. It is not unreasonable to expect even better results from IFEP if it uses the same population size as FEP's and CEP's. For or evolutionary algorithms where , it would be quite natural to use both Cauchy and Gaussian mutations since a parent needs to generate more than one offspring anyway.
It has been mentioned several times in this paper that Cauchy mutation performs better than Gaussian mutation because of its higher probability of making large jumps (i.e., having a larger expected search step size). According to our theoretical analysis, however, large search step sizes would be detrimental to search when the current search points are very close to the global optimum. Figs. 12-14 show the number of successful Cauchy mutations in a population in different generations. It is obvious that Cauchy mutation played a major role in the population in the early stages of evolution since the distance between the current search points and the global optimum was relatively large on average in the early stages. Hence Cauchy mutation performed better. As the evolution progressed, however, the distance became smaller and smaller. Large search step sizes produced by Cauchy mutation tended to produce worse offspring than those produced by Gaussian mutation. The decreasing number of successful Cauchy mutations in those figures illustrates this behavior. 
IX. CONCLUSION
This paper first proposes a fast evolutionary programming algorithm FEP and evaluates its performance on a number of benchmark problems. The experimental results show that FEP performs much better than CEP for multimodal functions with many local minima while being comparable to CEP in performance for unimodal and multimodal functions with only a few local minima. Since FEP and CEP differ only in their mutations, it is quite easy to apply FEP to real-world problems. No additional cost was introduced except for the difference in generating a Cauchy random number instead of a Gaussian random number.
The paper then analyzes FEP and CEP in depth in terms of search step size and neighborhood size and explains why FEP performs better than CEP for most benchmark problems. The theoretical analysis is supported by the additional empirical evidence in which the range of initial values was changed. The paper shows that FEP's long jumps increase the probability of finding a near-optimum when the distance between the current search point and the optimum is large, but decrease the probability when such distance is small. The paper also investigates the relationship between the neighborhood size and the probability of finding a near-optimum in this neighborhood. Some insights on evolutionary search and optimization in general have been gained from the above analyses.
The above analyses also led to an IFEP which is very simple yet effective. IFEP uses the idea of mixing search biases to mix Cauchy and Gaussian mutations. Unlike some switching algorithms which have to decide when to switch between different mutations during search, IFEP does not need to make such decision and introduces no parameters. IFEP is robust, assumes no prior knowledge of the problem to be solved, and performs at least as well as the better one of FEP and CEP for most benchmark problems. Future work on IFEP includes the comparison of IFEP with other self-adaptive algorithms such as [20] and other evolutionary algorithms using Cauchy mutation [21] .
The idea of FEP and IFEP can also be applied to other evolutionary algorithms to design faster optimization algorithms [22] . For and evolutionary algorithms where , IFEP would be particularly attractive since a parent has to generate more than one offspring. It may be beneficial if different offspring are generated by different mutations [22] 
