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Abstract: This paper presents a fast and scalable re-routing algorithm that adapts to
dynamically changing networks. The proposed algorithm, DGA, integrates Dijkstra’s
shortest path algorithm with the genetic algorithm. Dijkstra’s algorithm is used to
define the predecessor array that facilitates the initialization process of the genetic
algorithm. Then the genetic algorithm keeps finding the best routes with appropriate
genetic operators under dynamic trac situations. Experimental results demonstrate
that DGA produces routes with less traveling time and computational overhead than
pure genetic algorithm-based approaches as well as Dijkstra’s algorithm in large-
scale routing problems.
Keywords: Evolutionary algorithm, routing in dynamic networks, car navigation
system.
1 Introduction
The car navigation system has become a very useful tool for many drivers. When a driver turns on
a car navigation system and inputs where he or she wants to go, the system searches the map and finds
the best route (e.g. shortest path) to the destination. Recently, in addition to such a basic functionality,
car navigation systems are equipped with real-time trac information services like TPEG (Transport
Protocol Experts Group) [1–6]. Here, the navigation system is provided with the trac information on
current road conditions, with which it re-computes the best route with minimal expected travel time.
Unfortunately, such trac information is not truly real-time but delivered from a central server at certain
intervals. In addition, updating the entire map with the new information delivered from the server causes
an exorbitant overhead. In this paper, we propose a novel approach to deal with these problems and to
produce the best route dynamically. Our algorithm integrates Dijkstra’s shortest path algorithm [7] with
a genetic algorithm [8], and thus named DGA. The former is for incorporating useful prior knowledge on
the network (e.g. distance between two places) and facilitating the initialization process of the genetic
algorithm, and the latter is for finding the best routes. (Detailed descriptions on DGA will be given in
Section 3.) DGA re-computes the routes quickly whenever new real-time trac information is available.
A car is assumed to send the trac information (e.g. its speed) to the vehicles it meets during the trip
via wireless communication. This direct and local communication among vehicles provides genuine
real-time information and obviates the use of the expensive central server.
This paper is organized as follows: Section 2 briefly introduces a representative genetic algorithm-
based approach to the shortest path problem proposed by Ahn [9] which will be compared with DGA.
Section 3 describes DGA. Section 4 presents the results of the experiments designed to evaluate the
performance of DGA. Section 5 concludes with a summary and future research directions.
Copyright c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2 Related Work: Genetic Algorithm for Shortest Path Problem
The genetic algorithm (GA) is one of the global search heuristics inspired from biology and has been
successfully applied to a variety of optimization problems [8,10]. A great deal of research on GA-based
shortest path search has been carried out in various communication network applications [9, 11–15],
among which [9, 14, 15] are related to car navigation systems. Ahn’s method [9] is one of the most
representative applications of GA to the shortest path routing problem. However, though Ahn’s method
was able to find a good solution with solid theoretical results, it worked only for moderate-sized networks.
In fact, our experiments with the algorithm failed to produce solutions within a reasonable period of time
for networks with more than 10,000 nodes. Considering real-world networks where there exist huge
number of nodes (or places), Ahn’s approach is thus far from applicable. There exists another GA-based
approach for the car navigation system proposed by Kanoh [14,15]. Kanoh’s approach is similar to DGA
in that it computes routes by considering dynamic road conditions and initializing the population using
Dijkstra’s algorithm. However, the motivation of their algorithm is quite dierent from ours and not
fully comparable: They use GA for improving the quality of solution in terms of multi-objective criteria
(e.g. traveling time, route length, number of signals, number of right turns, etc.), whereas our algorithm
focuses on re-routing. In addition, Kanoh’s approach was evaluated only with small networks (of less
than 20,000 nodes) though the computational overhead was claimed to be low.
The main contribution of this paper is the design of an ecient algorithm that can be deployed in a
car navigation system and be used frequently for re-routing in a large-scale network only with locally-
transmitted trac information. To the best of our knowledge, there does not exist a GA-based algorithm
to the shortest path problem that can cope with dynamic situations in a huge network. Since DGA has
characteristics common with Ahn’s GA, we briefly introduce the method here. (See [9] for detailed
descriptions.)
2.1 Genetic Representation
A chromosome (representing a candidate solution path) is variable-length and consists of the se-
quence of positive integers that represent the IDs of nodes through which a routing path passes. The
gene at the first and the last loci are reserved for the source and the destination nodes, respectively.
2.2 Population Initialization
The chromosomes are initialized randomly. Starting from the source, a chromosome encodes a rout-
ing path by successively selecting the next node at random among the neighboring nodes that are linked
to the current node. Note that the chance for generating a valid path is fairly slim due to the randomness,
which makes the approach infeasible for large networks, as verified in Section 4.
2.3 Fitness Function
The fitness function of the ith chromosome, fi, is defined as
fi = (
miX
i=1
C(gi( j); gi( j + 1))) 1 (1)
wheremi is the length of the chromosome, gi( j) represents the gene at the jth locus, andC(gi( j); gi( j+1))
is the link cost between node gi( j) and gi( j + 1).
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2.4 Selection
The tournament selection without replacement is used. In other words, non-overlapping random sets
of 2 chromosomes are chosen from the population, and the chromosome with higher fitness was selected
from each set to survive in the next generation.
2.5 Crossover
The concept of crossover is depicted in Fig. 1. First, the crossover points are determined by ran-
domly choosing a common gene appearing in both parent chromosomes. Then the chromosomes are
interchanged with respect to the crossover points and the osprings are generated.
Figure 1: The concept of crossover.
2.6 Mutation
Typically, GA performs mutation by changing or flipping the genes in the candidate chromosome,
thereby maintaining the genetic diversity. Here, the mutation operation attempts to maintain the diversity
in the population by modifying the current path represented by a chromosome. For a chromosome, a gene
is randomly selected as a mutation point. Starting from the mutation point, a sequence of neighboring
nodes are randomly chosen to define a complete path (i.e. until the node chosen last is the destination).
The concept of mutation is depicted in Fig. 2.
Figure 2: The concept of mutation.
2.7 Repair Function
Note that a chromosome produced by the crossover operation may contain a loop in the path it
represents, which is an invalid solution. To make the path valid, the repair function was proposed. As
shown in Fig. 3, the repair function eliminates a loop by finding the intersection (or repeated) node and
removing the intermediate nodes in the loop.
Figure 3: The concept of repair function.
For example, assume that the following chromosome is produced:
1; 2; 3; 4; 5; 6; 3; 7; 8
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Then the repair function finds (and keeps a single occurrence of) the intersection node 3 and removes the
intermediate nodes 4, 5 and 6. The resulting chromosome is:
1; 2; 3; 7; 8
2.8 The overall algorithm
Now, Ahn’s GA for finding the shortest path is described in Algorithm 1.
Algorithm 1. Ahn’s GA
1: Initialize the population;
2: repeat until convergence
3: Calculate the fitness of individuals in the population;
4: Do selection;
5: Do crossover;
6: Remove loops by repair function;
7: Do mutation;
8: end
The condition for the convergence of the algorithm is if all chromosomes are identical.
3 DGA
We describe our algorithm, DGA, in this section. The purpose of DGA is to adapt to the dynamically
changing networks and to re-route the shortest path fast. As aforementioned, DGA inherits the char-
acteristics of both Dijkstra’s shortest path algorithm and GA. The former is to initialize the population
in the latter with meaningful candidate solutions (i.e. paths) instead of random ones. For instance, the
chromosomes can be generated based on useful information such as the distance or average vehicle speed
between two nodes. Among the various data structures used for Dijkstra’s algorithm, the overflow bag
introduced by Cherkassky et al. [16] was adopted in our work. (Cherkassky et al. had developed the
overflow bag to reduce the memory requirement of Dijkstra’s algorithm with the bucket data structure
proposed by Dial [17].) Instead of Dijkstra’s algorithm, any single-source shortest path algorithm (e.g.
Bellman-Ford algorithm [18]) can be also used for DGA.
3.1 Population Initialization
The random population initialization of Ahn’s GA does not work well for large-scale networks since
the chance for generating invalid paths becomes very high as explained in Section 2. To overcome this
problem, DGAmakes use of Dijkstra’s algorithm and produces a predecessor array as described in Fig. 4.
First, from the start (source) node, the shortest paths to all the other nodes including the goal (destination)
node are computed by Dijkstra’s algorithm. Then, for the shortest path from an arbitrary node a to the
goal node, all the links on the path are stored in the form of a (direct) predecessor array pred which is s
sequence of nodes constituting the path in a reverse order (i.e. from the goal to a). Fig. 4(a) shows an
example of pred. Once pred is constructed, the shorted path from the goal to a can be easily obtained by a
callGetPath(pred; goal; a) defined as follows, which makes fast initialization of the population possible:
Subroutine 1. GetPath(pred, x, y)
// Compute the path from x to y using pred.
1: Set current node scur = x and path = [scur];
2: repeat
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Figure 4: Example of reverse graph and predecessor array.
3: scur = pred(scur);
4: path = [path scur];
5: until (scur = y)
6: return path;
LetG(N; E) be a directed graph with the set of nodes N and the set of edges E. We define the reverse
graph of a directed graph G(N; E) as the graph Grev(N; Erev) with
Erev = f(u; v)j(v; u) 2 Eg (2)
For example, if we reverse all the edges of G(N; E) in Fig. 4(a), we get the reverse graph Grev(N; Erev)
in Fig. 4(b), with which we can compute the shortest paths from the goal node to all the other nodes by
Dijkstra’s algorithm. Then we can compute a reverse-pred for Grev(N; Erev) which is a series of nodes
constituting the path from an arbitrary node to the goal node as shown in Fig. 4(b). Now, if we consider
the original graph G(N; E) with reverse-pred computed with resect to the reverse graph Grev(N; Erev) as
in Fig. 4(c), we can see that reverse-pred contains pointers to the optimal node to travel from any node
in G(N; E) to reach the goal.
Suppose that an agent travels around the graph to arrive at the destination node. Even if the agent
deviates from the optimal path, it can eventually reach the destination by following the next node that
reverse-pred points. In other words, reverse-pred serves as a guide to the lost or wandering agents in the
network. For instance, in Fig. 4(c), if an agent on node 0 moves to node 1 which is not on the optimal
path, it can adapt to the situation and follow the optimal path from node 1 by consulting reverse-pred.
Like this, if an agent deviates from the shortest path on any node, it can rectify its plan and follow the
optimal path to the goal.
In the field of reinforcement learning, such a reverse-pred is called the optimal policy [19]. The
optimal policy  : N 7! N is the mapping from the current node to the next node that is on the optimal
path. As a scheme to apply the optimal policy , the -greedy method is used which picks the best move
most of the times but allows a random move with a small probability of . This can be summarized as
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-greedy(s; ) =
8>><>>: (s) if  < random move otherwise (3)
where (s) is equivalent to reverse-pred(s), s is the current node, and  is a random number generated
between 0 and 1 to be compared with . Now, the population can be initialized by Subroutine 2:
Subroutine 2. PopulationInit(, start, goal)
1: for i = 0 to PopulationS ize   1
2: Set scur = start and chromosome[i] = [scur];
3: repeat
4: scur = -greedy(scur; );
5: chromosome[i] = [chromosome[i] scur];
6: until (scur = goal)
7: end
8: return chromosome;
There are several advantages in our population initialization method. First, the amount of data needed
in a random initialization method (like Ahn’s GA) is even larger than in our algorithm since the former
requires the information on the overall network topology while the latter only refers to the optimal poli-
cies in the predecessor array. Therefore, in real-world situations where the size of the network is huge,
DGA has significantly less overhead than Ahn’s GA. Second, our initialization method increases the
probability of generating valid chromosomes while the probability with random population initialization
is inversely, exponentially proportional to the length of the path. This is theoretically proved in Claim 1,
and experimentally verified by large networks wherein valid chromosomes could not be generated within
reasonable time.
Claim1. Let x be a random variable drawn from Bernoulli(m) distribution defined as follows: If an
agent reaches the destination node in reasonable time by selecting the next node randomly, then x = 1,
otherwise x = 0. That is, the probability P(x = 1) is m. The agents is assumed to makes l independent
selections of next nodes. We claim that the probability Prand(l) of generating a valid path (chromosome)
with length l in reasonable time with random population initialization is
Prand(l) = ml (4)
Meanwhile, let y be a random variable drawn from Bernoulli(1) defined as follows: If an agent reaches
the destination node in reasonable time by executing the optimal policy, then y = 1, otherwise y = 0.
That is, the probability P(y = 1) is 1. We now claim that the probability P-greedy(l) of generating a valid
path with length l in reasonable time with -greedy selection is
P-greedy(l) = ml(1 ) (5)
Proof:
Prand(l) =
lz                                           }|                                           {
P(x = 1)  P(x = 1)      P(x = 1)
=
lz              }|              {
m  m      m
= ml
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P-greedy(l)
=
lz                                                  }|                                                  {
P(x = 1)    P(x = 1) P(y = 1)    P(y = 1)|                     {z                     }
l
=
lz            }|            {
m   m  1    1|{z}
l
= ml l
= ml(1 )

For example, let m = 0:995, l = 50,  = 0:5. Then,
Prand(l) = (0:995)50 = 0:7783
P-greedy(l) = (0:995)25 = 0:8822
P-greedy(l)=Prand(l) = 1:1335
However, if l = 1000,
Prand(l) = (0:995)1000 = 0:0067
P-greedy(l) = (0:995)500 = 0:0816
P-greedy(l)=Prand(l) = 12:1791
3.2 Fitness Function
Since the purpose of the proposed algorithm is to re-route the shortest path considering dynamic
trac situations, the fitness of each chromosome is based on the traveling time instead of the physical
distance between the source and the destination. So we redefine C(x; y) in Eq. (1) with the traveling
time from node x to node y, and represent the costs as a hash table. We can define the set of all edges
comprising the chromosomes as

 = f(yi; j; yi; j+1)jyi; jg (6)
where yi; j is the jth gene in the ith chromosome in the population. Then the hash table contains the edge
(x; y) 2 
 with its associated cost. This scheme provides fast access of the edge costs, and requires less
communication overhead of real-time trac information only for the edges in 
 instead of all the edges
in the network.
3.3 Selection
Although the time complexity of tournament selection without replacement used in Ahn’s GA is not
costly (O(jchromosomesj) where jchromosomesj is the number of chromosomes in the population), it
has a problem that good chromosomes can dropout early if they are met with chromosomes with higher
fitness values in the tournament. We devised the following selection method to solve the problem.
1. The average fitness of all chromosomes in the population is calculated.
2. The chromosomes with above-average fitness survive in the next generation, and the chromosomes
with below-average fitness are weeded out.
3. The deleted chromosomes are replaced by the survived ones at random.
Each step of the above selection method has time complexity of O(jchromosomesj), which also makes
the total complexity of O(jchromosomesj). With asymptotically the same computational overhead, our
selection method can overcome the early dropout problem.
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3.4 Crossover
As described earlier, the crossover operator in Ahn’s GA finds all genes that appear in both parent
chromosomes and then chooses one of them randomly. Let  and  be the lengths of such two chromo-
somes, respectively. Then the time required to find the crossover point is O(). If  and  increase for
large networks, the cost for searching the crossover point become expensive. To optimize the process of
crossover point search, we use the following subroutine.
Subroutine 3. SearchCrossPoint(x1, x2)
// x1, x2 are two chromosomes to crossover.
1: s1 = rand % size(x1);
2: if (s1 == 0) e1 = size(x1)   1 else e1 = s1   1; end
3: s2 = rand % size(x2);
4: if (s2 == 0) e2 = size(x2)   1 else e2 = s2   1; end
5: for i = s1 to e1
6: for j = s2 to e2
7: if (x1[i] == x2[ j]) return i, j; end
8: if ( j == size(x2)   1) j = 0; end
9: end
10: if (i == size(x1)   1) i = 0; end
11: end
Note that S earchCrossPoint(x1; x2) determines the random crossover point of common genes starting
from arbitrary positions of two chromosomes x1 and x2, and keeps comparing the genes in a circular way
(i.e. after considering the last gene, it starts from the first gene of the chromosome). As soon as the first
match occurs, the subroutine returns the genes. Otherwise, it repeats the comparisons for all possible
pairs of positions. The remaining steps of the crossover operation (i.e. generation of osprings from the
crossover point and application of the repair function) remain the same as Ahn’s GA.
3.5 Mutation
As described in Section 3.2, only the edge (x; y) 2 
 can appear in the chromosomes. If an edge
(x0; y0) < 
 appears in the chromosomes in a new generation as a result of mutation, the trac informa-
tion on (x0; y0) needs to be fetched to compute the shortest path, which causes additional communication.
To prevent this overhead, the mutation is omitted in our algorithm. In our preliminary experiments, there
was no significant dierence in performance (in terms of the path quality and the convergence speed)
between two approaches where the mutation was applied or not.
3.6 The overall algorithm
DGA can be summarized as Algorithm 2.
Algorithm 2. DGA
1: Construct  (from reverse-pred) and the initial population Y (Section 3.1).
2: Remove loops in chromosomes in Y by repair function (Section 2.7).
3: Construct hash table for edges (x; y) 2 
 (Section 3.2).
4: repeat until convergence
5: Calculate the fitness of population Y (Section 3.2).
6: Do selection (Section 3.3), crossover (Section 3.4), and remove loops in Y (Section 2.7).
7: end
8: return Y
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Table 1: Parameter settings.
Network ID Network Size  Population Size
#1 50 0.5 20
#2 100 0.5 20
#3 200 0.5 20
#4 400 0.5 20
#5 800 0.5 20
#6 2000 0.5 20
#7 4000 0.5 20
#8 8000 0.5 20
#9 20000 0.5 30
#10 40000 0.6 30
#11 80000 0.6 40
#12 160000 0.6 40
#13 320000 0.6 40
#14 640000 0.7 40
#15 800000 0.7 40
#16 1000000 0.7 40
#17 1200000 0.7 50
As in Ahn’s GA, the condition for the convergence of the algorithm is if all chromosomes are identical.
4 Experiments
4.1 Setup
DGA is implemented in C and all the experiments were conducted on Intel Core2Quad processors
(2.40GHz clock rate). We generated strongly connected random networks of size (i.e. number of nodes)
ranging 50-1,200,000, and the distance dist(i; j) between node i and j is assigned with a random integer
in [1-9,999].
There are two parameters in DGA:  (of -greedy strategy) and the population size, except the
crossover probability which was set to 1. The lower  and the higher population size we set, the greater
the diversity in a population will be. We applied parameter settings for each network as illustrated in
Table 1.
To evaluate the performance of DGA under real-time trac conditions, we also constructed a trac
simulator as follows:
1. A vehicle travels around the networks (generated as in Table 1) to arrive at the destination node.
2. Whenever a vehicle makes a move from the current to the next node, all the edge costs of the
network are changed dynamically by
C(i; j) =
dist(i; j)
vi j
, for each node i; j (7)
where vi j is velocity of vehicles on the link (road) between node i and j which is drawn from two
normal distributions with the same mean but dierent standard deviations (i.e. N(80km/s, 20km/s)
and N(80km/s, 40km/s)) to see the behavior of the algorithms in dierent situations.
3. A vehicle re-routes the path whenever the edge costs are changed.
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(a) A comparison of average CPU time (low varia-
tion)
(b) A comparison of average traveling time (low
variation)
(c) A comparison of average CPU time (high vari-
ation)
(d) A comparison of average traveling time (high
variation)
Figure 5: Simulation results.
4. There are three types of vehicles implementing three algorithms: Dijkstra’s algorithm (imple-
mented with the overflow bag structure as in [16]), Ahn’s GA, and DGA.
5. For 300 randomly generated source-destination node pairs, the performance (in terms of the CPU
time and the traveling time) are measured and averaged.
4.2 Results
The experimental results are shown in Fig. ?? where (a), (b) are for the networks with less drastic
changes in the velocity of vehicles (i.e. standard deviation of 20km/s), and (c), (d) are with more drastic
changes (i.e. standard deviation of 40km/s). The x-axis of the graphs represents the network ID of
Table 1. The y-axis represents the average CPU time in (a) and (c), and the average traveling time in
(b) and (d). The results of Ahn’s GA for above 20,000 node-sized networks are not included due to the
excessive running time.
As shown in Fig. ??(a) and (c), it is impossible for Ahn’s GA to find the path in reasonable time.
For networks with less than 40,000 nodes, the average CPU time of Dijkstra’s algorithm and DGA are
similar. However, as the size of the network increase, DGA outperforms Dijkstra’s algorithm by a large
margin. This is because Dijkstra’s algorithm computes a new path over the entire nodes for each trac
condition, while DGA adjusts the path based on the locally updated trac condition with the predecessor
array.
As shown in Fig. ??(b) and (d), the quality of the path (i.e. average traveling time) of Ahn’s GA
is even inferior to other algorithms. Fig. ??(b) verifies that DGA produces paths as good as the ones
produced by Dijkstra’s algorithm for less dynamic networks. However, DGA outperforms Dijkstra’s
algorithm for highly dynamic networks as shown in Fig. ??(d). This is because Dijkstra’s algorithm
sticks to the current trac conditions too much and might make inecient changes in the path (e.g.
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detours), while DGA makes local adjustments to the current path and produces stable solutions. This
verifies the feasibility ofDGA in real-world car navigation systems where trac conditions are constantly
and possibly drastically changing.
5 Conclusion
We have presented a fast and scalable re-routing algorithm, DGA, that adapts to dynamically chang-
ing networks. In addition to the theoretical soundness, the experimental results have also shown the
outstanding performance of DGA on large networks. DGA is a good candidate for intelligent car naviga-
tion systems since it is capable of re-routing the optimal path swiftly whenever new trac information
is available. In addition, DGA has a significant merit of requiring the minimal trac information and
reducing the communication cost between the car navigation system and the central server, or among the
navigation systems in each vehicle.
We have not tested DGA with real-world maps and trac information due to the lack of required
infrastructures (e.g. communication, information collection). Therefore, DGA needs to be deployed and
fully evaluated when the infrastructures become available. Also, DGA can be extended to work in the
unexplored environment where the agent does not have the global picture on the environment where it
belongs. In such an environment, Markov decision processes (MDPs) [20] and reinforcement learning
approaches [19, 21] can be useful to learn the optimal routing policy, as attempted in [22]. In addition,
DGA can be also extended to consider additional criteria for navigation similar to [15, 23, 24]. Some of
these research issues are currently in progress.
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