; i.e., the unit cost is unbounded when N and the length of the region are increased in a fixed ratio. Further, the optimum distance does not converge in probability to the average value. These one-dimensional results are a useful stepping stone toward a network theory for two and higher dimensions.
Introduction
Asymptotic formulae exist for the traveling salesman problem, "TSP", (Eilon et al., 1971 , Karp, 1977 , Daganzo, 1984a , and the vehicle routing problem, "VRP", (Eilon et al., 1971 , Daganzo, 1984b , Haimovich et al., 1985 , Newell and Daganzo, 1986 and 1986a . The results apply to problems where N points are randomly and uniformly distributed on a region of a metric plane with area A, and density A N = δ . In all cases the distance traveled per point for the TSP, or the detour distance per point for the VRP, tends to a fixed multiple of Here the TLP is defined as follows. Given are N points, inter-point distances, {d ij , ∀i,j=1..N; i≠j}, satisfying the triangle inequality, and net supplies, v i , at each point. Positive v i are interpreted as supplies and negative v i as demands. The goal is to find shipments, {v ij , ∀i,j=1..N; i≠j}, that minimize the total distance traveled while satisfying flow balance constraints. 
Equations ( In the TLP/ATLP it is assumed that excess supplies are left at the origins. We consider a variant, called "depot-TLP", or DTLP, where excess supplies are carried to the extra point, or "depot". In the DTLP the depot distances do not have to be fixed or large but must be non-negative,
and satisfy the triangle inequality. The minimum of the DTLP objective function, D z , is denoted Distance is
We examine balanced and unbalanced versions of the TLP and DTLP. We also consider grid problems where the net supplies change as random variables, but points are fixed on a 1-D grid, and random problems where points are located randomly. The modifiers "G" or "R" for "grid" or "random", and "U" or "B" for "unbalanced" or "balanced", identify problem characteristics. 
Balanced TLP problems
Proof: It suffices to show that (2) is both an upper bound and a lower bound for d*. For any point, x p , such as the one in Fig. 1a , the net flow across x p in any feasible solution is v(x p ) because the aggregate supply and demand on both sides of x p must be satisfied. Thus,
is a lower bound to the optimal distance traveled in any small interval, (x p , x p +dx) where v(x) is constant. Therefore, the sum on the right
Cumulative supply
Cumulative supply (2) is a lower bound for d * . Conversely, a feasible solution can be constructed by considering horizontal slices of dv items and transporting the items from points where the slice intersects a rising portion of curve v(x) to adjoining points where it intersects a falling portion. In the figure, dv items would be carried from A to B and from C to D. Thus, the summation of the slices for small dv (still given by (2)) is the distance of a feasible solution and an upper bound to d*.
Grid problems
If points are on a grid with lattice spacing l, then (2) 
Assume now that the v i have a joint multinormal distribution, and recall that if X is a normal random variable with zero-mean,
. Thus, in the multinormal case, we have:
Result 2. (Expected optimal cost of TLP(B,G)).
For the homogeneous, zero-mean TLP(B,G) with
Furthermore, the limit of this expression for
Equation (5b) is true because the right hand side of (5a) is a Riemann sum that becomes a definite integral 
This function increases without limit with the number of points, unlike in the TSP, where the average distance per point tends to a limit. The dependence with N is caused by the long-range interactions arising from the flow balancing requirements.
Extensions: random problems and non-normal demands
Equations (5b) and (7) 
is (6). Let i(x) be
the number of points in [0, x] , and note the conditional random variable ( )
has zero mean and
. For zero mean, the unconditional variance is the expectation of the conditional variance; i.e.
Unbalanced TLP problems (grid and random point locations)
An exact expression for TLP(U) is more difficult to obtain, yet it is shown in Daganzo and Smilowitz (2001) 
Equation (7) 
For the DTLP(U), the expectation of the integrand of (8) is symmetric with respect to the location of the depot. Thus, for an integration region [0, L] it can be simplified as follows: 
Note that in all cases, . For large N, curve v(x) has independent increments. Thus, the integrand of the second integral involves the product of independent quantities since the absolute net supplies being multiplied correspond to non-overlapping regions of [0, L] .
The expression can be rewritten using the product of the expectations as:
The second inequality follows from symmetry. Note now that the first integrand satisfies:
The covariance integrand is strictly positive for all x and y not equal to 0, because v(x) and v(y) share the net supplies from 0 to min (x, y) .
and ρ is positive if both its arguments are positive. The second moment is then: Fortunately for practical applications, shape does not have an asymptotic effect in 2-D. Thus, the 2-D TLP is quite similar to the TSP in that the optimum distance per point is shape-independent and appears to converge in probability to the asymptotic mean. Although the 2-D TLP distance per point is unbounded when one holds density constant (unlike in the case of the TSP), said distance increases with N so slowly that it may be treated as a constant for problems where N only varies by a factor of 10.
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