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Abstract
Multi-hop hybrid networks can help providing both high
bandwidth and broad coverage for wireless data networks.
We focus on CSMA/CA-based networks and take IEEE
802.11 as a concrete example. We show that the three fun-
damental operations of synchronization, routing and energy
saving can be implemented in an integrated way.
Our integrated solution is based on the periodic com-
putation of a broadcast tree among the nodes reporting to
the same Access Point, starting from the Access Point itself.
We use the nodes that are tree vertices as relays for both
data and control packets. We propose a distributed neigh-
bor discovery protocol and a simple centralized algorithm
for computing the broadcast tree. Our analysis and simu-
lation results show that the proposed solution has low pro-
tocol overhead in terms of message passing and execution
time, and performs well even if nodes are mobile.
Keywords: Broadcast Tree, Relaying Nodes, Synchro-
nization, Routing, Energy Saving
1. Introduction
Wireless access to the Internet is currently provided
by two families of networks: cellular networks (e.g.,
GSM/GPRS), operating on licensed frequencies, and offer-
ing good geographic coverage but limited bitrate; and Wi-Fi
networks (typically based on IEEE 802.11), operating on
unlicensed frequencies and offering high bitrate but very
limited coverage.
The research community is devoting a lot of effort to de-
vise networks that would provide the best of both worlds,
namely high bitrate with broad coverage; an important goal
of this research is to avoid having to deploy too many ad-
ditional fixed antennas. Many ongoing projects are focus-
ing on smart, directional antennas, by which mobile nodes
will be able to assess the availability of the spectrum in
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their neighborhood, and identify in real time the best way
to transmit information; in most cases, this information will
reach an access point, possibly in a multi-hop way over sev-
eral other mobile nodes. This vision raises a number of
technical challenges, and will not be accomplished in the
near future.
In this paper, we take a more pragmatic, short term ap-
proach. We show that the concept of multi-hopping can al-
ready be implemented with existing, CSMA/CA-based net-
works; in order to be very concrete, we focus our proposal
on IEEE 802.11. More specifically, we show that the three
fundamental mechanisms of synchronization, routing, and
energy saving can be implemented in an integrated way in
a Multi-hop Hybrid Network (MHN), by leveraging on the
superior characteristics of the Access Point (AP). We will
call a control area (CA)1 the geographic area which is un-
der the responsibility of a given AP.
Inside a given control area, the wireless nodes can reach
the responsible AP through multiple hops with the help of
other nodes (Figure 1). The advantages of multi-hop com-
munication include a reduced energy consumption of the
mobile nodes, a lower interference and an increased cover-
age [16].
Synchronization of the nodes at the MAC layer is usually
needed by the underlying physical data transmissions or by
power saving mechanisms [2]. In a multi-hop environment,
nodes must be aware of existing routes in order to transmit
their packets towards the destination. The limited energy
of wireless nodes imposes the implementation of efficient
energy saving strategies.
Our integrated solution is based on the periodic compu-
tation of the broadcast tree2 (BT) inside the control area.
We call subset S the set of nodes that are tree vertices at
1We refrain from using the term “cell” because (i) the purpose of the
described solution is not necessarily to provide full coverage and (ii) the
power range of the AP is in general not large enough to reach a given node
of the control area in a single hop.
2The broadcast tree is the tree that connects all nodes inside the CA
with the AP (the root of the tree).
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Figure 1. Control area in a MHN
a given time. These nodes are relaying nodes until a new
tree is computed; they forward all data packets and con-
trol messages (e.g., synchronization signals, referred to as
beacons).
We make use of a distributed neighbor discovery pro-
tocol (performed at all nodes in the control area) and of a
centralized algorithm (performed at the AP), to periodically
compute the BT of the control area. The solution runs on
the common wireless channel governed by the CSMA/CA
principle.
Nodes synchronize with the help of periodic beacons ini-
tiated by the AP and relayed by the subset S. In the intervals
between beacons, nodes can go to sleep in order to save en-
ergy. Data packets are relayed hop-by-hop to/from the AP,
using the forwarding services of subset S. A complete pre-
sentation and a more detailed analysis of our solution can
be found in [13].
The rest of the paper is organized as follows. Section 2
introduces our system model. We present our solution in
Section 3 and provide its analysis in Section 4. In Section 5
we discuss the simulation results. We compare our solution
with the related work in Section 6. Section 7 concludes
the paper.
2. System Model
This section presents our assumptions and requirements
on the MHN architecture.
Our goal is to show how the three fundamental mech-
anisms of synchronization, routing and energy saving can
be jointly implemented, by leveraging on the superior re-
sources of the APs.
In order to minimize the hardware cost, we assume that
all traffic inside a MHN control area (including all control
packets such as beacons) goes over the same radio channel
regulated by the CSMA/CA principle. Nodes contend for
the channel using contention windows and back-off mecha-
nisms.
The MHN is divided into control areas, corresponding to
the APs on top of the ad-hoc network. The APs are inter-
connected with wired or directed wireless, high bandwidth
links. Inside the MHN control area, the power range of the
AP and all wireless nodes, is smaller than the radius of the
CA, inducing a multi-hop environment. We assume that all
traffic in the CA is directed to/from the AP. We assume a
small number of hops between the AP and the most remote
wireless node in the CA. All nodes in the CA, including the
AP, transmit with the same fixed power and all links in the
CA are symmetric and bidirectional. All nodes cooperate
inside the CA and there are no malicious or misbehaving
nodes. We assume that all wireless nodes run on individ-
ual batteries with limited power. In order to join a CA, a
node must run a membership request protocol. Each mem-
ber node can be identified with the help of an address (allo-
cated by the AP), unique inside the CA.
Inside the MHN control area, our model treats collisions
in the same way as the IEEE 802.11 standard. The inter-
ference due to nodes belonging to adjacent control areas is
partially addressed in Section 5. We assume that each node
contains local clocks with parameters similar to the ones
defined in the IEEE 802.11 standard [2].
3. Proposed Solution
This section presents the details of our solution for
synchronization, routing and energy saving in CSMA/CA
MHNs. Our solution uses broadcasting inside the MHN
control area to achieve its goals locally.
All nodes in a CA perform a distributed Neighbor Dis-
covery Protocol to periodically update their local view of
the CA. This information is forwarded to the AP using the
relaying nodes. Based on the received information, the AP
computes the new topology of the CA and constructs a new
BT inside the CA.
The nodes that are vertices in the BT form the subset S
and become the new relaying nodes in the CA. Their iden-
tity is advertised by the AP with the help of broadcasted
beacons. All nodes receiving a beacon synchronize their
internal clocks according to the time-stamp inserted by the
AP in the beacon body. Additionally, nodes that discover
that they belong to the actual BT, become relaying nodes
and rebroadcast the beacon. They help the beacons propa-
gate towards all nodes in the CA and forward data and other
control packets between any node in the CA and the AP.
3.1. Neighbor Discovery Protocol (NDP)
The NDP is performed periodically at each member node
in the CA (including the AP). Its purpose is to provide the
AP with fresh topology information based on which, the AP
constructs a new BT and assigns a new set of relaying nodes
(Section 3.2).
All nodes in the CA start performing the NDP proto-
col at the same time. This approach offers the possibility
to reserve a special time window for performing NDP in
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Figure 2. Hello windows used for back-off in
the NDP
each CA (while all other traffic is buffered and delayed)3. It
leads to a good performance of our solution while imposing
a hard bound on its execution time (Section 4).
When running NDP, each node i (member of the CA),
broadcasts information about itself in short Hello mes-
sages. This information concerns the identity of the node,
its known distance from the AP in hops, and its membership
in subset S. We organize this information as a data struc-
ture that we call the status of node i. Each Hello message
contains the status of the transmitting node.
Furthermore, each node i constructs a data structure con-
taining the status of its neighboring nodes. From now on
we will refer to this data structure as the Neighbor Table of
node i or NT(i).
During one iteration of NDP, node i constructs its NT(i)
with the status extracted from all heard Hello messages
broadcasted by its neighbors.
Since all Hello messages use the same CSMA/CA chan-
nel and NDP is performed at the same time at all nodes, it
is important to efficiently avoid collisions.
During each iteration of the protocol, each node sends
two Hello messages, during two separate Hello windows
(Figure 2). Hello windows are contention windows divided
in time slots. They are in synchrony across all nodes in one
CA. Each window contains a number of time slots referred
to as WndSize. Each node randomly chooses a time slot be-
tween 0 and WndSize−1 for each window, according to a
uniform distribution. When that time slot comes, the node
senses the medium and, if idle, it broadcasts its Hello mes-
sage. If the medium is busy at the beginning of the time
slot, the node defers for one time slot and senses the chan-
nel again.
This technique leads to a very low probability of signif-
icant Hello message collisions. A significant collision is
defined as a double collision: at a particular receiving node,
both Hello messages from one neighbor are lost. In the case
of a significant collision, the NT of the receiving node will
not contain one neighbor.
Once the two Hello windows elapse, the nodes have to
forward the fresh NTs to the AP. The protocol uses the re-
laying nodes in the most recently advertised subset S to
gather all NTs and to relay them to the AP.
3This is easily achievable if the network CA is already initialized and
all member nodes have been synchronized in a previous iteration of our
solution. We explain how our solution works during the CA initialization
phase towards the end of this section.
Each relaying node consequently polls all its neighbors
(nodes present in its NT) and gathers their Neighbor Tables.
Nodes only send the differences between the fresh NT and
the previous version of it. If a node is not polled, after a
timeout, it attempts a direct NT transmission to a neigh-
boring relaying node. This relaying node is chosen from
the node’s fresh Neighbor Table. The relaying nodes aggre-
gate all received NTs (including their own) into one or more
messages and forward them to the AP.
We use a scheduling mechanism for these transmissions
in order to avoid collisions. The scheduling mechanism is
based on the consistency of the information regarding sub-
set S, received from the beacons. Since the identities of
all relaying nodes are included as an ordered structure in
the beacon’s body, we exploit the position of each relay-
ing node in this structure in order to distributively schedule
non-overlapping transmissions.
As seen before, we use the subset S chosen in a previ-
ous iteration of our solution to relay protocol messages in
the present iteration. However, the topology of the CA can
change, due to the mobility of the nodes, and the previous
BT might fail to cover all nodes at the time of the relay-
ing. Therefore, the periodicity of the protocol, (TNDP ),
is strictly related to the assumptions of mobility of the
nodes [12, 26, 23].
Last, we present a short description of our protocol dur-
ing the CA’s initialization phase.
Only an AP can initialize a new CA. It starts broadcast-
ing beacons that advertise the parameters of the new CA
and it starts performing the NDP protocol in order to dis-
cover its neighboring nodes. Nodes that hear the Hello mes-
sages, perform the membership protocol and join the CA.
At their turn, they start performing the NDP protocol and
forwarding their NTs to the AP. In this way, the AP itera-
tively discovers nodes that are more and more distant. Fig-
ure 3 presents the initialization process for a CA containing
nodes up to two hops away from the AP.
3.2. Broadcast Tree Computation Algorithm (BTC)
The purpose of the BTC algorithm is to compute the
broadcast tree of the CA, based on the received Neigh-
bor Tables.
The result of the algorithm is the subset S that ensures
full CA connectivity. The proposed algorithm meets two
requirements:
• All nodes in the CA must have at least one neighbor
that is a member of subset S;
• All nodes in the CA must be able to access a mini-
mum route (in hops) to/from the AP through the nodes in
subset S.
In the same time, we want to minimize the cardinality
of subset S in order to reduce the energy needed to relay
messages, and to avoid message collisions. The problem of
computing the minimum broadcast tree can be reduced to
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Figure 3. MHN CA initialization: a) initial state;
AP is the only member in the CA; b) the AP performs the
NDP protocol and starts broadcasting beacons; nodes that
hear them join the CA; c) the AP and the nodes in the CA
perform the NDP protocol; nodes that are two-hops-away
from the AP join the CA; d) the AP knows the topology of
the entire CA and constructs the connectivity tree.
the Geometric Connected Dominating Set Problem [10]. It
is NP-complete and an optimal polynomial time solution is
hard to find. Hence we present a simpler and suboptimal
algorithm that computes the broadcast tree in feasible time
inspired by [20].
We provide a formal description of the problem. Let
MaxNodes be the maximum number of nodes allowed in
the CA and NrNodes be the actual number of nodes in
the considered CA. All nodes that are members in one CA
(including the AP) form the set N . We also define Max-
Hop as the maximum number of hops in the CA (from the
AP to the periphery). We say that node i, belonging to
the CA, is covered if it is contained in the NT of at least
one of the relaying nodes. Otherwise, node i is not cov-
ered. We define distance(i) as the distance between node
i and the AP (in number of hops), using the existing sub-
set S. We have 1 ≤ distance(i) ≤ MaxHop if node i is
covered, distance(i) = ∞ if node i is not covered; also,
distance(AP ) = 0. Finally, we define potential(i) as the
potential increase in the number of covered nodes in the
CA if node i becomes a relaying node (e.g. the number of
nodes not covered present in NT (i)). Initially subset S=∅.
Assuming that each node has at least one neighbor in its
transmission range, the algorithm has to construct the subset
S such that node i is covered and distance(i) is minimum
∀i, 1 ≤ i ≤ NrNodes.
Algorithm 1 takes as input data all NTs gathered at
the AP after performing NDP. The algorithm builds the BT
inside the CA by looking at each node’s neighbors. It first
places the AP at the root of the tree. The tree grows by con-
necting the nodes that are closest to the AP (one hop away).
Then, the connectivity spreads towards the periphery. The
algorithm ensures a minimum route for each node in the CA
to/from the AP.
The algorithm is “greedy”. It designates as tree vertices
Algorithm 1 Connectivity Tree Computation
Input: NT (i) ∀ i ∈ N
Output: fresh subset S
1: Initialization: subset S := ∅
2: for d = 0 to MaxHop− 1 do
3: repeat
4: for all nodes i such that distance(i) = d do
5: compute potential(i)
6: end for
7: pick a node k s.t. potential(k) = max{potential(i)}
8: if potential(k) 6= 0 then
9: S := S
⋃
{k}
10: for all t such that node t ∈NT (k) do
11: node t := “covered”
12: distance(t) := d+ 1
13: end for
14: end if
15: until potential(k) = 0
16: end for
the mobile nodes that cover the largest number of neighbors
not covered yet. In this way, it ensures a fast coverage of
the CA and reduces the number of relaying nodes in the
subset S.
The algorithm stops only when the BT of the control area
is complete, so all nodes already covered have only covered
neighbors. In this way, the algorithm ensures full connec-
tivity inside the CA.
Algorithm 1 constructs the BT according to the
topology constraints. In a mobile scenario, the subset S
computed by our algorithm will change at each iteration,
hence distributing the relaying load on more nodes. In a
static scenario, our algorithm will always pick the same sub-
set S, which may exhaust the nodes battery power fast, due
to frequent relaying. This can be avoided by introducing
other constraints like node battery levels or fairness issues,
which can be easily integrated in our algorithm while com-
puting the broadcast tree.
We further improve our solution under the assumption
of symmetric bidirectional links. We let the AP complete
the received NTs of some nodes, or even create the miss-
ing ones from the information received from neighboring
nodes. This further decreases the probability of not discov-
ering some nodes in the CA before performing the BTC al-
gorithm. We refer to this event as a symmetric loss, which
only occurs when two neighboring nodes lose both each
others Hello messages during the same iteration of the NDP.
In the more general case, when we acknowledge the
presence of asymmetric links, a small change in our im-
provement could help the AP construct the BT based only
on symmetric links.
3.3. Synchronization, Routing and Energy Saving
The NDP protocol and the BTC algorithm represent the
building blocks for our integrated solution to synchroniza-
tion, routing and energy saving in MHNs.
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Once the nodes have run the NDP protocol and the AP
has performed the BTC algorithm, the AP knows the subset
S containing the relaying nodes that ensure the connectivity
of all nodes in the CA.
The synchronization of the nodes in the CA starts at the
AP. The AP generates a periodic beacon (with periodicity
Tbeacon) that contains a time-stamp with the present time
of its internal clock. The beacon also contains the current
subset S with the identities of all member nodes.
The AP broadcasts the beacon. Every node that hears it,
updates its local clock with the time information contained
in the beacon’s time-stamp. Also, relaying nodes rebroad-
cast the beacon using the same scheduling mechanism men-
tioned in Section 3.1 in order to avoid collisions.
Routing of data packets to/from the AP is performed
with the help of relaying nodes in subset S. Since the subset
S ensures full connectivity of the control area, there exists a
route for each node in the CA. The AP can compute a path
to each node in the CA using the BT. Each node in the CA
has in its neighborhood at least one relaying node that can
forward its data packets on the uplink to the AP.
An important strength of our routing solution is that it
consists only of packet forwarding. The transmitting nodes
only need to know the identity of the next hop. This in-
formation is available in the nodes NTs and consists of the
address of the neighboring relaying node. On the down-link
route (packets that are routed from the AP to a specific node
in the CA), the AP introduces in the header of the packet the
identities of all relaying nodes needed for forwarding.
Other major strengths of our routing solution are:
• Routing can be performed with no additional protocol
overhead. No extra exchange of messages is needed in order
to compute a route to and from the AP.
• The routes are periodically updated by the AP based on
fresh topology information; there is no stale route problem.
• Since the solution is based on the tree structure of the
subset S, there are no loops in the routing path.
Routing between two nodes members of different MHN
control areas is performed in three stages: from the sender
to the corresponding AP; between the two APs using the
infrastructure link between them; from the second AP to
the receiver.
Finally, implementing an energy saving mechanism is
straightforward, as the BT is available at all nodes inside
the CA.
All nodes that are not members of subset S can enter in
sleep mode, in the interval between two beacons; the relay-
ing nodes must stay awake at all times to ensure connec-
tivity. All nodes must wake up periodically (with Tbeacon)
to receive the beacons and synchronize. They also need to
perform the NDP protocol (with TNDP periodicity). This
takes around 3-7% of the total lifetime of a node inside a
CA (Section 4.3) which leaves at least 93% of the time for
sleep mode, in the case of a node that does not send or re-
ceive data packets.
In a CA that implements this energy saving mechanism,
data packets must be buffered at the AP and advertised in
the beacon body. Techniques to buffer and advertise data
packets in MHNs that implement energy saving are outside
the scope of this paper, however, the IEEE 802.11 standard
[2] can be a useful source of inspiration.
4. Analysis
This section presents the analysis on the key parts of the
proposed solution. We concentrate on the distributed part of
the NDP protocol and compute the probabilities of a Hello
message collision, of a significant collision and of a sym-
metric loss. We also present a synchronization analysis of
our solution and address complexity and overhead issues.
4.1. NDP Analysis
We derive formulas for the collision probabilities men-
tioned above.
The duration of transmission, (THello), of a Hello mes-
sage, expressed as a number of time slots, is computed as
a function of the message total size, (L), in bytes, (includ-
ing the MAC and physical headers), the transmission rate,
(R), in Mbps, and the size of a time slot, (Tslot), in µs:
THello = d L·8R·Tslot e time slots4.
The member nodes in the CA synchronously perform the
NDP protocol, so that all Hello messages of one protocol it-
eration are transmitted in the same pair of Hello windows.
Each node randomly and independently picks one time slot
for each window, and when that time slot comes, it senses
the channel and, if idle, transmits its Hello messages. If
the channel is busy, the node defers until the next time slot.
We assume that each node in the CA can have at most K
neighbors and that no other traffic is transmitted while per-
forming the protocol. Table 1 contains the numerical values
used in our analysis. The values for the Tx-Rx Turnaround
time, the transmission rate R and the headers contained in
L are taken from [3]. In our choice of K, we are aware of
the results obtained in [6].
Figure 4 presents the worst case scenario that we take
into consideration. Each of the two nodes has the maximum
number of neighbors allowed (K). Moreover, nodes i and j
are located in such a way that none of the two nodes senses
any of the other node’s neighbors. This scenario contains
2K nodes, maximizing the number of possible collisions.
Let Pcollision be the probability that node i loses one
Hello message from a neighboring node j due to collision.
This happens if j transmits its Hello message in the same
time slot as node i or any other neighbor of node i. We refer
4This is a general formula for computing the duration of a Hello trans-
mission. However, in our analysis and simulations the transmission of one
Hello message fits into one time slot.
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Figure 4. Worst Case Scenario for NDP
to these time slots as occupied. The number of occupied
time slots depends on K and on THello. For the values in
Table 1:
Pcollision =
number of occupied time slots
WndSize ≤
10
50
= 0.2
Equality happens when node i and all its neighbors ex-
cept j choose different time slots for their transmissions.
The value 1 − Pcollision represents the accuracy with
which the nodes can construct their NTs if, during one it-
eration of the NDP protocol, each node transmits only one
Hello message.
We define Psignificant as the probability that both Hello
messages from node j cause collisions at node i dur-
ing the same iteration of the protocol. Since the two
Hello messages are sent in separate disjoint Hello windows,
Psignificant can be computed as the product of two inde-
pendent Hello collisions:
Psignificant = Pcollision1 · Pcollision2 = [Pcollision]2 ≤ 0.04
The value 1 − Psignificant represents the accuracy with
which the nodes can construct their NTs after all nodes in
the CA performed the NDP protocol as described in Sec-
tion 3.1.
Let Psymmetric denote the probability of a symmetric
loss event between the Hello messages of nodes i and j dur-
ing the same iteration of the NDP protocol.
We define Pi(j-neigh) as the probability that, during
one Hello window, a message from node i collides with
another message of any of the neighbors of node j; we
have Pi(j-neigh) ≤ (K−1)·THelloWndSize . Similarly, we define
Pj(i-neigh). We also define Pij as the probability that
nodes i and j transmit at the same time during one Hello
window: Pij = [ THelloWndSize ]
2 · WndSize. The event of a
symmetric loss in both Hello windows happens therefore
with the probability:
Table 1. Parameters for the NDP analysis
NDP periodicity TNDP 1 s
Hello window WndSize 50 time slots
time slot size Tslot 40 µs
Tx-Rx Turnaround time 5 µs
Transmission rate R 11 Mbps
Hello message size L 40 bytes
Maximum neighbors K 10
Psymmetric = [Pi(j-neigh) · Pj(i-neigh) + Pij ]2
≤ {[ 9
50
]2 +
1
50
}2 ≈ 0.0027
In the computations we use the facts that nodes choose
their transmitting time slots randomly and independently
from all other nodes, that the time slots are big enough for
the transmission of the whole Hello message before the be-
ginning of the next slot, and that nodes are previously syn-
chronized.
The value 1−Psymmetric represents the accuracy of the
received NTs after the AP performs the symmetric Neigh-
bor Table completion as presented in Section 3.2.
The numerical results obtained above motivate the
choice we made to send two Hello messages during one it-
eration of the NDP protocol. They also encourage the use of
symmetric Neighbor Table completion at the AP. The val-
ues depend on the size of the Hello windows and on the
maximum number of neighbors in the CA.
The probabilities hold if the relaying of the NTs towards
the AP is free of collisions. This also motivates the use of
the presented scheduling mechanism at each relaying node
instead of direct relaying with normal back-off.
4.2. Synchronization Analysis
We analyze the performance of our synchronization so-
lution in the most adverse conditions. We compute the max-
imum number of consequent beacons that a node can lose
and still be synchronous with the AP and the other nodes in
the CA.
We perform an analysis similar to [11]. The values of
the parameters are taken from the FHSS specifications in
[2] (except our assumption on MaxHop). They are pre-
sented in Table 2. We assume that the relaying nodes for-
ward the beacons generated by the AP towards the periph-
ery of the CA. We assume that all delays caused by the
transfer of the beacon frame from the MAC layer to the
physical layer when transmitting, and vice-versa when re-
ceiving, are known. The relaying nodes compensate these
delays by adjusting the time stamp in the forwarded beacon.
The only delays that cannot be compensated are related to
the propagation delays through the wireless medium5.
5We assume a transmission range of at most 300 m which motivates
our choice of p in Table 2.
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Table 2. Parameters for the synchronization
analysis
beacon period Tbeacon 100 ms
propagation delay p 1 µs
maximum clock drift C ±0.01%
maximum clock difference D 0.02%
FHSS hop time H 224 µs
maximum nr. of hops in the CA MaxHop 4
We say that two nodes are no longer synchronized (or
reach “asynchronism”) if the time difference (drift) between
their local clocks is larger than the FHSS hop time param-
eter. We use this parameter since it represents the strictest
requirement in clock synchronization. When the clock drift
exceeds this limit, if the nodes use FHSS, they are no longer
able to switch frequencies at the same time. Therefore, they
are no longer able to exchange messages.
Assuming the maximum clock difference D between
the AP and the node considered, the drift ∆ between their
clocks after one beacon period is:
∆ = D · Tbeacon +MaxHop · p = 24 µs
Given the constraint on synchronization, the number n of
consequent beacons a node can lose before reaching asyn-
chronism is:
n =
H
∆
=
224 µs
24 µs
= 9.33
Hence, n = 9 represents an upper bound on the number
of beacons a node can lose and still be considered synchro-
nized. This bound holds for a node at the CA periphery.
The computation shows how many beacons this node can
lose and still be in the synchronization limits with the AP.
However, for our MHN model, the nodes only need syn-
chronization with their next hop neighbors and not with the
AP. By performing the same computations for two neigh-
boring nodes we obtain n = 10.66.
In conclusion, with the proposed synchronization solu-
tion, a node remains synchronous with its neighbors even if
it loses 10 consecutive beacons. If TNDP ≤ 10 · Tbeacon
(with the value for Tbeacon from Table 2), the node remains
synchronized even if it loses all beacons during one iteration
of our solution.
4.3. Complexity and Overhead Evaluation
We now estimate the complexity of the two algorithms
presented above and the overhead of our protocol in terms
of number of required messages and execution time.
We define N = NrNodes and M = MaxHop. We
also assume that each node in the CA has at most K neigh-
bors. Algorithm 1 needs O(K) boolean operations to
compute potential(i). potential(i) is computed for all
nodes with the same distance(i), therefore, O(N) times.
It takes O(N) boolean operations to choose a node k with
maximum potential(k), and another O(K) operations to
set the parameters of the nodes in NT (k). Therefore, we
require O(NK) operations during one iteration of the algo-
rithm. We repeat this until potential(k) = 0, thus O(N)
times, for every hop in the CA. The total complexity of the
algorithm is O(MN2K)). For M fixed, (M is of O(√N))
and for K of order O(N), the complexity is O(N3
√
N).
The algorithm for symmetric Neighbor Table completion
performed by the AP has a complexity of O(N3) opera-
tions.
All nodes in the CA need memory of order O(10K) lo-
cations, must broadcast two Hello messages and send an
additional message containing the NT towards the AP. Re-
laying nodes send additional short poll messages and need
additional memory.
As all nodes in the CA perform the NDP synchronously
(as seen in Section 3.1), the NDP execution time is bounded.
It can be theoretically computed, knowing only the size of
all messages that need to be sent and the cardinality of sub-
set S. NDP consumes between 2 and 5% of the total time
available for communication (dependent on the cardinality
of subset S). Beacon relaying (using the scheduling mech-
anism) takes an additional 1− 2% of the total time.
5. Simulation Results
We simulate the proposed protocol and algorithms us-
ing the ns-2 simulator with the CMU wireless and mobility
extension [8]. We evaluate our solution, namely, the perfor-
mance of the NDP, the obtained connectivity inside the con-
trol area, the optimality of discovered routes, the nodes syn-
chronization and the execution time. A comparison between
our solution implementing the scheduling mechanism men-
tioned in Section 3.1, and our solution with random trans-
missions can be found in [13]. The comparison motivates
our choice in scheduling the relaying of beacons and of
messages to the AP.
In our simulations we use the same parameters as in Sec-
tion 4 and we set the transmission range and interference
range to 250 m and 550 m respectively. All transmissions
use the Two Ray Ground propagation model. We program
our solution for the worst case, where during each iteration,
all nodes send their complete Neighbor Tables, and the AP
computes the new subset S starting from zero.
5.1. NDP Simulation
We simulate the unfavorable scenario analyzed in Sec-
tion 4.1. We test the NDP protocol performance at nodes
i and j on a fixed topology (1000×1000 m2) of 40 nodes.
Since we are only interested in the distributed part of NDP,
we do not include the AP and the relaying nodes in this
scenario. Each of the two nodes has the maximum number
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of neighbors, K = 10. Nodes i and j are in transmission
range but they do not have any other common neighbors.
We place the remaining 20 nodes on the topology so that
they are within interference range of nodes i and j. We
use them in order to assess the impact of interference (com-
ing from other nodes inside the CA, or from adjacent MHN
control areas) on our protocol performance.
The results present the probabilities of constructing
complete Neighbor Tables defined as 1 − Pcollision, 1 −
Psignificant and 1 − Psymmetric. We average our results
and compute the 95% confidence intervals over 5000 iter-
ations of the NDP protocol (10 simulations of 500 s, each
with a different random seed).
Figure 5 provides the Neighbor Table accuracy as a func-
tion of WndSize. As expected, the performance of the pro-
tocol improves with the size of the windows. The simula-
tion results are comparable to the theoretical ones obtained
in Section 4.1. Although the interference lowers the val-
ues of 1 − Pcollsion, its impact on 1 − Psignificant and
1 − Psymmetric is greatly reduced. The results obtained
for 1−Pcollision, 1−Psignificant, 1−Psymmetric, and the
robustness of 1−Psymmetric against interference, motivate
our choice of the NDP protocol and the use of the symmet-
ric Neighbor Table completion.
5.2. Control Area Connectivity in Fixed and Mobile
Networks
We simulate our solution in fixed and mobile topologies,
and we test the efficiency with which the obtained subset S
connects all nodes in the CA. In all our experiments, during
each iteration of our solution, we count the percentage of
nodes in the CA that receive beacons. If a beacon is received
at node i, we deduce that there is a viable path between node
i and the AP using the existing subset S, hence node i and
the AP are connected.
We first consider a fixed network and test our solution on
a 1000×1000 m2 topology containing between 50 and 100
nodes. The AP is placed at the center of the topology. In
all scenarios, the nodes are placed according to a tree topol-
ogy, with the AP as the root of the tree6. We average our
6We choose this topology in order to compensate for some implemen-
results and we compute the confidence intervals over 5000
iterations of our solution (10 simulations of 500 s each).
Figure 6 presents the percentage of nodes covered in the
CA and the average cardinality of subset S computed by
our solution. We observe that our solution scales well with
the increase in node density. From simulation results, we
observe that the cardinality of subset S depends on the total
number of nodes in the CA. The cardinality of subset S is
of order O(√N ).
We then test our solution in mobile networks. We use a
square topology of 800×800 m2 with 50 nodes. We use the
Random Waypoint Mobility model to induce nodes average
speeds7 between 5 and 25 m/s. The AP is immobile and is
placed at the center of the topology.
Our simulation results are presented in Figure 7. We ob-
serve that our solution performance remains high and the
size of subset S does not increase even at high node speeds.
This is partly due to the fact that, in the given mobility
model, the nodes average hop distance from the AP de-
creases in time.
The execution time of our solution employing the
scheduling mechanism for beacons and Neighbor Table re-
laying is presented in Figure 8. It is computed for the fixed
network scenarios discussed above. It varies between 3 and
7% of the total time allocated for message transmission in-
side the CA. The differences between the simulation and
theoretic results are due to the extra guard times that we
program for coping with the variable number of neighbors.
5.3. Route Optimality and Synchronization Perfor-
mance
We now simulate our solution in order to assess the op-
timality of the routes obtained for all nodes in the MHN
control area. We consider a fixed square topology of
1000×1000 m2 containing 100 nodes. The AP is placed
at the center of the topology.
For each of the nodes, we compute the minimum dis-
tance (in hops) to the AP, and we compute the distribution
tation limitations. However, our protocol performance should not be influ-
enced by the nodes distribution on the topology.
7Note that according to [27], the real average speed of the nodes is less
than the declared one.
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of the nodes according to this distance. Then we run our
solution and again, we compute the nodes distribution ac-
cording to the new distances to the AP (using the discovered
subset S).
The two distributions are presented in Figure 9. We ob-
serve that only around 5% of the nodes in the CA do not
benefit from the minimum route to the AP, using the dis-
covered subset S.
We also test our synchronization solution on the fixed
network topologies discussed before and make the num-
ber of nodes vary between 50 and 100. We compute the
percentage of nodes that lose synchronization as defined in
Section 4.2 and present the results in Figure 10. We observe
that our solution behaves very close to the theoretical value
of 100% node synchronization inside the CA.
6. Related Work
MHNs start to receive the attention of the scientific com-
munity. Our solution can be used (or adapted) in the frame-
work of proposals such as: multi-hop cellular networks
[17], wireless TAPs [14], iCAR [24] or MIT’s Roofnet [25].
These proposals benefit from the stability and high band-
width links of the fixed access points, while keeping the in-
frastructure costs low. Commercial products such as Nokia
RoofTop(TM) [19] manage to connect fixed ad-hoc com-
munities to the infrastructure with the help of dedicated
line-of-sight routers. With this respect, the novelty of our
work lies in our idea of integrating the 802.11 based com-
munication in a multihop environment benefiting from the
presence of a coordinating access point.
Routing in MHNs is discussed by Kumar et al. in [15]
and by Ananthapadmanabha et al. in [1]. The authors
present a multi-hop cellular architecture with one control
channel over which all nodes are one hop away from the
AP. Unlike our solution, the two papers do not address the
synchronization and energy saving aspects of MHNs. Our
solution does not make the assumption of a high power con-
trol channel. All our control messages are exchanged on the
same channel, governed by the CSMA/CA principle. Our
solution starts from a fully distributed scenario and con-
verges towards a routing solution for all nodes in the MHN
control area.
Pepe and Vojcic [21] present a routing protocol for
MHNs with CDMA, that combines routing decisions with
physical layer characteristics. Other approaches in ad-
hoc networks with overlay, using CDMA, can be found in
[9, 28], where the authors find the optimal routing strategy
and the channel allocation under given power constrains.
In [18] Liu et al. compute the minimum number of base
stations overlayed on top of an ad-hoc network in order to
achieve a significant increase in network capacity. An anal-
ysis of power efficient communication in multi-hop wire-
less networks with impact on routing, scheduling and power
control, can be found in [5].
Energy efficient broadcast trees for wireless networks are
studied by Wieselthier et al. in [22] and by Cagalj et al.
in [7]. Our connectivity tree algorithm takes into account
the specificity of the considered MHN topology (fixed and
equal transmission power for all nodes) and satisfies our
routing constraint inside the CA (minimum number of hops
between any node in the CA and the AP). The analysis in
[23] proves that similar broadcasting techniques in ad-hoc
networks perform very well in the case of increased node
density and congested networks. Through simulations, we
show that our solution is also robust in the case of mobile
networks, leveraging on the extensive use of the APs.
Steps towards multi-hop hybrid wireless networks are
taken by Bao and Garcia Luna Aceves in [4]. They present a
topology management mechanism for ad-hoc networks that
elects cluster heads, used for packet forwarding. Based on
the topology information, further routing and energy saving
mechanisms can be implemented. Our topology manage-
ment mechanism is based on the superior characteristics of
the AP. The AP computes the topology of the CA and elects
the relaying nodes, hence, our solution is less computation-
ally expensive for the wireless nodes.
7. Conclusion
In this paper we have addressed the aspects of synchro-
nization, routing and energy saving in MHNs. Leverag-
ing on the superior characteristics of the APs, that divide
the underlying ad-hoc network into control areas, we have
proposed an integrated and local solution to the three as-
pects. We periodically compute the broadcast tree inside
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each MHN control area; the relaying nodes perform packet
forwarding (for both control and data packets). The desig-
nated relaying nodes stay awake to ensure CA connectivity
while the rest of the nodes can enter sleep mode. Our so-
lution is performed periodically and locally in each CA, to
adapt to the changes in topology and to the mobility of the
nodes. To the best of our knowledge, no integrated solution
has been published so far.
Our solution has low complexity and works with low
protocol overhead. This is compliant with the scarce re-
sources of the mobile nodes.
Although focused on CSMA/CA networks, this paper
can be used as a framework to design MHNs based on other
operating principles, such as CDMA or UWB.
In terms of future work, we will extend our solution to
provide peer-to-peer routing paths inside the CA (without
involving the AP). We will extend our algorithms to the
more complex case in which nodes (including the AP) adapt
their power dynamically, notably in order to maintain con-
nectivity.
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