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FROM EXACT SYSTEMS TO RIESZ BASES
IN THE BALIAN–LOW THEOREM
SHAHAF NITZAN AND JAN-FREDRIK OLSEN
Abstract. We look at the time–frequency localisation of generators of lattice
Gabor systems. For a generator of a Riesz basis, this localisation is described by
the classical Balian–Low theorem. We establish Balian–Low type theorems for
complete and minimal Gabor systems with a frame-type approximation prop-
erty. These results describe how the best possible localisation of a generator is
limited by the degree of control over the coefficients in approximations given by
the system, and provide a continuous transition between the classical Balian–
Low conditions and the corresponding conditions for generators of complete and
minimal systems. Moreover, this holds for the non-symmetric generalisations of
these theorems as well.
1. introduction
For g ∈ L2(R) and a, b > 0, the Gabor system generated by g on the lattice
aZ× bZ is denoted by
G(g, a, b) := {e2piibmtg(t− an)}(m,n)∈Z2 .
Such systems were considered by Gabor [8] and today they play a prominent role in
time–frequency analysis and its applications [7, 12, 16, 24]. An interesting general
problem in Gabor analysis is to find “optimal” bounds for the time–frequency
localisation of the window function g, given appropriate constraints on the desired
Gabor system. The Balian–Low theorem gives a precise solution to a version of
this problem for Riesz bases.
In the context of this paper, a system G(g, a, b) is considered “good” if it is
at least exact (i.e., complete and minimal). It is “better” if, in addition, the
coefficients in the approximations it provides can be, in some sense, controlled
(e.g., it is a Riesz basis). Our main objective is to study the time–frequency
localisation of g for a scale of systems that lie between Riesz bases and exact
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systems1. We extend an uncertainty principle, known as the Balian–Low theorem,
to these systems.
Since we are interested in exact systems, we consider systems G(g, a, b) with
a = b = 1. This is due to the known fact that if ab > 1, then G(g, a, b) is not
complete in L2(R), while if ab < 1, it is not a minimal system there. (See [21]
for the first claim. A modification of the same argument gives the second claim.).
Our results can be extended to any lattice aZ× bZ with ab = 1 by an appropriate
dilation of the generating function g.
1.1. Balian–Low type theorems for Riesz bases and exact systems. The
Balian–Low theorem [1, 5, 17] is a manifestation of the uncertainty principle in the
context of Gabor analysis. It states that if the system G(g, 1, 1) is a Riesz basis
in L2(R), then the generator g must have much worse time–frequency localisation
than allowed by the uncertainty principle. More precisely, if r ≥ 2, then at least
one of the integrals∫
R
|ξ|r|gˆ(ξ)|2dξ,
∫
R
|t|r|g(t)|2dt, (1)
must diverge, where gˆ denotes the Fourier transform of g. This result is sharp.
That is, for any r < 2 there exists a function g ∈ L2(R) such that G(g, 1, 1) is a
Riesz basis and both of the integrals in (1) converge [2].
Among the systems that we consider, Riesz bases have the best properties while
exact systems have the weakest. For the latter, a Balian–Low type theorem was
established in [6]. It states that if the system G(g, 1, 1) is exact and r ≥ 4, then
at least one of the integrals in (1) must diverge. It follows from our Theorem 1
below that this result is sharp.
More generally, non-symmetric time–frequency conditions for generators of such
systems have been considered. Namely, for which r and s can both of the integrals∫
R
|ξ|r|gˆ(ξ)|2dξ,
∫
R
|t|s|g(t)|2dt, (2)
converge? For simplicity of formulations, and without loss of generality, we assume
that r ≤ s when discussing this case. For generators of Riesz bases, non-symmetric
conditions were found in [4, 9, 10]: If G(g, 1, 1) is a Riesz basis and
1
r
+
1
s
≤ 1, (3)
then at least one of the integrals in (2) must diverge. As above, this result is sharp
[2] (see also [3]).
1In some sense, the Gaussian g = exp(−x2/2) has the best possible time–frequency localisa-
tion. In this case, the system G(g, a, b) is a frame in L2(R) if and only if ab < 1 [22]. However,
it is always over-complete, i.e., it is never exact. The construction of Gabor orthonormal bases
or exact systems is more delicate.
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The non-symmetric conditions for generators of exact systems were studied in
[14], where it is shown that if the system G(g, 1, 1) is exact, and r ≤ s satisfy
3
r
+
1
s
≤ 1, (4)
then at least one of the integrals in (2) must diverge. Again, the fact that this
result is sharp follows from our Theorem 2 below.
The results presented in this paper provide a continuous interpolation between
the condition r ≥ 2 for generators of Riesz bases, and the condition r ≥ 4 for
generators of exact systems mentioned above. Moreover, these results are extended
to the general non-symmetric case, where a similar interpolation is given between
the conditions in (3) and in (4). In all cases, the results are sharp.
To obtain these results, we develop some new insights into the connection be-
tween the time–frequency localisation of a function and the smoothness of its Zak
transform (see Section 3).
1.2. Between Riesz bases and exact systems. We now describe the family of
systems that we consider in this work.
Let H be a separable Hilbert space. A system {fn} is a Riesz basis in H if it
is an exact frame, i.e, if it is exact and the following inequality holds for every
f ∈ H:
A‖f‖2 ≤
∑
|〈f, fn〉|2 ≤ B‖f‖2, (5)
where A and B are positive constants not depending on f .
In most cases, the right-hand side inequality in (5), the Bessel property, holds
automatically. Therefore, if one wants to relax the frame condition, there is usu-
ally no advantage in changing it. The left-hand side inequality in (5) is equivalent
to completeness with `2 control over the coefficients : Every f ∈ H can be approx-
imated, with arbitrary small error, by a finite linear combination
∑
anfn with∑ |an|2 ≤ C‖f‖2, for some positive constant C not depending on f . We are
interested in exact systems with a relaxed version of this property. We use the
following definition introduced in [20].
Definition 1. Given q ≥ 2, we say that a system {fn} is a (Cq)-system in H
(complete with `q control over the coefficients) if every f ∈ H can be approximated,
with an arbitrary small error, by a finite linear combination
∑
anfn with(∑
|an|q
) 1
q ≤ C‖f‖,
where C = C(q) is a positive constant not depending on f .
Note that all (Cq)-systems are complete. In addition, if q1 ≤ q2, then a (Cq1)-
system is also a (Cq2)-system. Thus, we obtain a range of systems which become
“better” the closer q is to 2. In this extreme case, a system is a Bessel (C2)-system
if and only if it is a frame. The following dual formulation [20] enhances the
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analogy between (Cq)-systems and frames: A system is a (Cq)-system if and only
if
c‖f‖ ≤
(∑
|〈f, fn〉|p
) 1
p
, ∀f ∈ H,
where 1/p+ 1/q = 1 and c = c(p) is a positive constant not depending on f . This
condition should be compared with the left inequality in (5).
In general, frames and (Cq)-systems are not exact. As a system is a Riesz basis if
and only if it is an exact frame, exact (Cq)-systems (which are also Bessel systems)
can be considered relaxed forms of Riesz bases. See Theorem 3 in this context. In
particular, it follows from this theorem that if a Gabor system G(g, 1, 1) is exact,
then it is also a (C∞)-system. Therefore, in this case, exact (Cq)-systems provide
a continuous scale of systems, ranging from Riesz bases (q = 2) to exact systems
(q =∞).
1.3. The main result. Our main result is Theorem 2. We first discuss a sim-
plified version of it; the symmetric case, where the localisation conditions for the
generator g are the same in time and in frequency.
Theorem 1 (The symmetric case). Fix q > 2.
(a) Let g ∈ L2(R) and r > 4(q − 1)/q. If G(g, 1, 1) is an exact (Cq)-system in
L2(R), then at least one of the integrals in (1) must diverge.
(b) Let r < 4(q− 1)/q. There exists a function g ∈ L2(R) for which G(g, 1, 1) is
an exact (Bessel) (Cq)-system in L2(R) while both integrals in (1) converge.
Note that when q = 2, we have 4(q − 1)/q = 2. Recall that an exact (Bessel)
(C2)-system is a Riesz basis, and so, in this case, Theorem 1 should be compared
with the classical Balian–Low theorem (which studies the condition r ≥ 2). On
the other hand, when q tends to infinity, then 4(q − 1)/q tends to 4, which is
the best localisation possible for generators of exact systems according to the
corresponding Balian–Low type theorem (which studies the condition r ≥ 4). In
particular, part (b) of Theorem 1 implies that this result is sharp.
To state our main result in full generality, we introduce some notation. For
2 ≤ q ≤ ∞, denote by Γq the restriction to the area 0 ≤ v ≤ u of the curve
determined by the equations
3q − 2
q + 2
· u+ v = 1, u+ 3v ≤ 1,
u+ v =
q
2(q − 1) , u+ 3v > 1.
(6)
This curve corresponds to EFG in Figure 1. As can be seen in the figure, the
sector 0 ≤ v ≤ u can be written as a partition
Sq ∪ Γq ∪Wq; (0, 0) ∈ Sq, (1, 1) ∈ Wq,
where Sq is represented by the shaded area below the curve Γq in the Figure, and
Wq by the non-shaded area above the curve. Accordingly, we say that a point
(u, v) in the sector 0 ≤ v ≤ u lies either above, on, or below Γq.
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Figure 1. Illustration of Theorem 2 over Q = [0, 1]2.
We note that in the area discussed, the curve Γ2 is given by u+ v = 1 and the
curve Γ∞ by 3u+ v = 1, (the segments BC and AD in Figure 1, respectively). In
Theorem 2 the areas below these curves represent the conditions for Riesz bases
and exact systems given in (3) and (4).
We are now ready to state and discuss our main result.
Theorem 2. Fix q > 2 and let Γq be as above.
(a) Let g ∈ L2(R) and r ≤ s be such that the point (1
r
, 1
s
) is below the curve Γq.
If G(g, 1, 1) is an exact Cq-system in L2(R), then at least one of the integrals
in (2) must diverge.
(b) Let r ≤ s be such that the point (1
r
, 1
s
) is above the curve Γq. Then there exists
a function g ∈ L2(R) for which G(g, 1, 1) is an exact (Bessel) (Cq)-system
in L2(R) while both integrals in (2) converge.
For s = ∞, the condition that the right-hand integral in (2) is convergent should
be replaced by the condition that g has compact support.
We take a closer look at Figure 1. The symmetric case of Theorem 1 is precisely
Theorem 2 when restricted to the segment CD. In particular, the extremal cases
of Riesz bases (q = 2) and exact systems (q = ∞) correspond to the vertices
C = (1/2, 1/2) and D = (1/4, 1/4) of the segment, respectively.
The non-symmetric Balian–Low type theorems for Riesz bases and exact sys-
tems, mentioned in Section 1.1, correspond to the segments BC and AD, respec-
tively. Indeed, if the point (1/r, 1/s) is below the segment BC, i.e., the curve
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Γ2 = {u+ v = 1}, then it satisfies the condition in (3) and therefore, for a gener-
ator of a Riesz basis, at least one of the integrals in (2) must diverge. Similarly, if
the point is below AD, i.e., the curve Γ∞ = {3u + v = 1}, then the condition in
(4) is satisfied, which guarantees that for a generator of an exact system, at least
one of these integrals must diverge.
Theorem 2 addresses generators of exact systems which cannot give Riesz bases,
and therefore is most interesting for the region ABCD: the area between the
curves Γ2 and Γ∞. As q varies from 2 to∞, the curves Γq provide a continuous in-
terpolation between Γ2 and Γ∞, covering all of this area. Therefore, the conditions
described in Theorem 2 provide a continuous transition between the Balian–Low
type conditions for generators of Riesz bases and the corresponding conditions for
the generators of exact systems.
Note that Theorem 2 does not address points (1/r, 1/s) which are on the curve
Γq. See also Remark 9 in this context.
1.4. The structure of the paper. We begin by laying the groundwork for our
proof of Theorem 2. In Section 2, we relate the (Cq) property of Gabor systems
with the regularity of the Zak transform of the generators. It is known that the
time–frequency localisation of a function and the regularity of its Zak transform
are connected. In Section 3, we study this connection further, obtaining both
Lipschitz and integral type estimates.
With this, we give a proof for part (a) of Theorem 2 in Section 4. To prove
part (b) of the theorem, we introduce in Section 5 the building blocks for the
constructions needed, before completing the proof in Section 6. In Section 7 we
give concluding remarks.
2. A reformulation of the problem
We establish some machinery, formulated in Lemma 2, which helps us determine
whether a system G(g, 1, 1) is a (Cq)-system by looking at the Zak transform of
its generator.
2.1. Some notation. For d ∈ N, the Fourier transform of a function g ∈ L2(Rd)
is denoted by gˆ and defined as the usual extension of the Fourier transform on
L1(Rd):
gˆ(ξ) =
∫
Rd
g(t)e−2piit·ξdt, ξ ∈ Rd.
We set Q = [0, 1]2. The Fourier coefficients of a function g ∈ L1(Q) are given by
gˆ(m,n) =
∫∫
Q
g(x, y)e−2pii(mx+ny)dxdy, (m,n) ∈ Z2.
Whenever an Lp integrable function is almost everywhere equal to a continuous
function, we assume that they are equal everywhere. This is possible since the
pointwise estimates we make are only used in integral expressions.
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For functions defined on some subset of Ω ⊂ Rd, we use the notation f (k)x for
the k-th partial derivative with respect to a coordinate x. By Ck(Ω), we denote
the class of functions whose partial derivatives of order k exist and are continuous
on Ω. The functions that satisfy this for every k ∈ N, is said to be of the class
C∞(Ω). Also, by C we denote constants which may change from step to step.
2.2. A characterisation of exact (Cq)-systems. A complete system {fn} in
a Hilbert space H is called exact if it becomes incomplete when any one of its
members is removed. This condition holds if and only if there exists a unique
system {gn} ⊂ H such that 〈fm, gn〉 = δm,n, where δm,n is the Kroenecker delta.
In this case, {gn} is called the dual system of {fn}.
The following characterization of exact (Cq)-systems can be found in [18]. We
include a proof for the sake of completeness. Note that if q = 2, and the system is
in addition a Bessel system, then condition (c) of this theorem coincides with the
known characterization of Riesz bases (see, for example, [25]).
Theorem 3. Fix q ≥ 2 and let {fn} be a system in H. The following are equiva-
lent.
(a) The system {fn} is an exact (Cq)-system.
(b) The system {fn} is exact and(∑
|〈f, gn〉|q
) 1
q ≤ C‖f‖, ∀f ∈ H,
where {gn} is the dual system of {fn}.
(c) The system {fn} is complete and(∑
|an|q
) 1
q ≤ C
∥∥∥∑ anfn∥∥∥,
for every finite sequence of numbers {an}.
Proof. (a)⇒ (b): Let {gn} be the dual system of {fn} and choose f ∈ H. Fix an
integerM > 0. Since {fn} is a (Cq)-system, there exists a finite linear combination
f˜ =
∑
anfn that approximates f in norm, and satisfies( M∑
n=1
|〈f˜ , gn〉|q
) 1
q
=
( M∑
n=1
|an|q
) 1
q ≤ C‖f‖.
Since f is approximated by f˜ , we have( M∑
n=1
|〈f, gn〉|q
) 1
q ≤ C‖f‖.
The conclusion follows.
(b)⇒ (c): This implication is obvious.
(c)⇒ (a): First, if {fn} is not exact then there exists an n0 for which fn0 lies in
the closed span of {fn}n6=n0 . So, for  > 0, there exists a finite linear combination
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f˜ =
∑
n6=n0 anfn such that ‖fn0− f˜‖ < . This implies that (1 +
∑
n 6=n0 |an|q)1/q ≤
C. By choosing  sufficiently small, we get a contradiction.
Next, let f ∈ H and  > 0. Since {fn} is complete, there exists a finite linear
combination f˜ =
∑
anfn which approximates f in norm and satisfies ‖f˜‖ ≤ ‖f‖.
It follows that (
∑ |an|q)1/q ≤ C‖f˜‖ ≤ C‖f‖, and the proof is complete. 
Remark 1. In particular, Theorem 3 implies that if a system G(g, 1, 1) is exact,
then it is also a (C∞)-system. This follows from the implication (b) ⇒ (a) and
the fact that for such a system, the dual system also takes the form G(h, 1, 1) for
some function h ∈ L2(R).
2.3. Exponential (Cq)-systems and weighted L2 spaces. Given a weight w ∈
L1(Q) satisfying w > 0 almost everywhere, the weighted space L2w(Q) is defined
by
L2w(Q) :=
{
g : ‖g‖2L2w(Q) =
∫∫
Q
|g|2w dxdy <∞
}
.
The system of exponentials
E :=
{
e2pii(mx+ny)
}
m,n∈Z (7)
is complete in L2w(Q). Moreover, it is easy to check that E is exact in the space
if and only if 1/w ∈ L1(Q). In this case, the dual system of E consists of the
functions
hm,n :=
1
w
e2pii(mx+ny). (8)
Lemma 1. Fix q > 2 and let w ∈ L1(Q) satisfy w > 0 almost everywhere.
(a) If 1/w ∈ L qq−2 (Q), then E is an exact (Cq)-system in L2w(Q).
(b) If there exists a function g ∈ L2w(Q) ∩ L1(Q) such that∑
m,n∈Z
|gˆ(m,n)|q =∞,
then E is not an exact (Cq)-system in L2w(Q).
Proof. To see (a), we use condition (b) of Theorem 3. Indeed, we first note that
if 1/w ∈ L qq−2 (Q), then 1/w ∈ L1(Q). Therefore, E is exact in the space and the
dual system is given by (8). For g ∈ L2w(Q), we evaluate∑
m,n∈Z
|〈g, hm,n〉L2w(Q)|q =
∑
m,n∈Z
∣∣∣ ∫∫
Q
g
1
w
e−2pii(mx+ny)w dxdy
∣∣∣q = ∑
m,n∈Z
|gˆ(m,n)|q.
By the Hausdorff–Young inequality, the last expression is smaller than ‖g‖qLp(Q),
where 1/p+ 1/q = 1. We can now use Hölder’s inequality to check that
‖g‖Lp(Q) =
∥∥∥g√w · 1√
w
∥∥∥
Lp(Q)
≤ ‖g‖L2w(Q)
∥∥∥ 1
w
∥∥∥ 12
L
q
q−2 (Q)
,
and (a) follows.
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A similar argument can be used to prove (b). 
2.4. The Zak transform and Gabor (Cq)-systems. The following definition
is commonly used in the study of lattice Gabor-systems (see, for example, [13]).
Definition 2. Let g ∈ L2(R). The Zak transform of g is given by
Zg(x, y) =
∑
k∈Z
g(x− k)e2piiky, ∀(x, y) ∈ R2.
One can easily verify that, for every g ∈ L2(R), the function Zg is quasi-periodic
on R2. That is, for every (x, y) ∈ R2, it satisfies
Zg(x, y + 1) = Zg(x, y) and Zg(x+ 1, y) = e2piiyZg(x, y). (9)
This implies that Zg is determined uniquely by its values on Q. It is well-known
that when restricted to Q, the Zak transform induces a unitary operator from
L2(R) onto L2(Q). In particular, this means that any quasi-periodic function,
for which the restriction to Q is square integrable, is the image under the Zak
transform of some function g ∈ L2(R). Throughout this paper Zg denotes either
the Zak transform of g or its restriction to Q. The use of this notation will be
clear from the context.
We now explain how the weighted spaces L2|Zg|2(Q) can be used to study Gabor
systems G(g, 1, 1). First note that
Z
{
g(t− n)e2piimt} (x, y) = e2pii(mx−ny)Zg(x, y). (10)
Therefore, the system G(g, 1, 1) is complete in L2(R) if and only if Zg 6= 0 almost
everywhere. Next, let g ∈ L2(R) be such that Zg 6= 0 almost everywhere and
denote by Ug : L2(R)→ L2|Zg|2(Q) the operator
Ug : h 7−→ Zh
Zg
.
It is clear that Ug is a unitary bijection, and it follows from (10) that the image of
the system G(g, 1, 1) under this operator is the system E defined in (7). Hence,
G(g, 1, 1) is an exact system, a (Cq)-system, or a frame in L2(R) if and only if the
same can be said about the system E in L2|Zg|2(Q).
The following reformulation of Lemma 1 is now immediate.
Lemma 2. Fix q > 2 and let g ∈ L2(R) satisfy Zg 6= 0 almost everywhere.
(a) If 1/|Zg|2 ∈ L qq−2 (Q), then G(g, 1, 1) is an exact (Cq)-system in L2(R).
(b) If there exists a function f ∈ L2|Zg|2(Q) ∩ L1(Q) with∑
m,n∈Z
|fˆ(m,n)|q =∞,
then G(g, 1, 1) is not an exact (Cq)-system in L2(R).
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Remark 2. Similarly, one can show that a system G(g, 1, 1) is a Bessel system if
and only if the weight |Zg|2 is bounded from above almost everywhere. As follows
from Lemma 6 below, this condition holds for all cases we discuss in the context
of Theorem 2, i.e., whenever the point (1/r, 1/s) is below the curve BC = Γ2 (see
(6) and Figure 1).
3. Smoothness properties of the zak transform
In this section, we study the connection between the time–frequency localisation
of a function and the regularity of its Zak transform. This is done both in terms
of certain integral estimates as well as pointwise Lipschitz type estimates.
3.1. Smoothness and the Fourier transform. For h ∈ R and k ∈ N, the
operator τ kh : L2(R)→ L2(R) is defined by
τhg(t) = g(t+ h)− g(t) and τ khg = τhτ k−1h g.
We use the convention τ 0hg = g. Since τ̂hg(ξ) = (e2piiξh − 1)ĝ(ξ), it follows by
induction that
τ̂ khg(ξ) = (e
2piiξh − 1)kĝ(ξ). (11)
One can now easily deduce the following classical relation (see [23, p. 139–140]
for the cases k = 1, 2), which connects the smoothness of a function in L2(R) to
the decay of its Fourier transform: For 0 < r < 2k, there exists a constant C > 0
such that ∫∫
R2
|τ khg(t)|2
|h|1+r dtdh = C
∫
R
|ξ|r|gˆ(ξ)|2dξ. (12)
Indeed, by Parseval’s identity and the equation (11),∫
R
|τ khg(t)|2dt =
∫
R
|τ̂ khg(ξ)|2dξ =
∫
R
|e2piiξh − 1|2k|ĝ(ξ)|2dξ.
Whence, by a an appropriate change of variables,∫∫
R2
|τ khg(t)|2
|h|1+r dtdh =
∫
R
|e2piih − 1|2k
|h|1+r dh ·
∫
R
|ξ|r|gˆ(ξ)|2dξ.
The following two lemmas list some basic properties of the operator τh which are
used in later sections.
Lemma 3. For any functions f and g on R, the following relations hold.
(a) |τ khg(t)| ≤ 2k
k∑
j=0
|g(t+ jh)|.
(b) τ kh (fg)(t) =
k∑
j=0
(
k
j
)
τ jhf(t)τ
k−j
h g(t+ jh).
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Moreover, if h ≥ 0 and g ∈ Ck[t, t+ kh], then
(c) |τ khg(t)| ≤ |h|k sup
ξ∈[t,t+kh]
|g(k)(ξ)|.
For h < 0, the same estimate holds over the interval [t+ kh, t].
This lemma can be proved easily using an inductive process and the mean value
theorem (for estimate (c)). We leave the details to the reader.
Lemma 4. Fix k ∈ N and 0 < r < 2k. Suppose U ⊂ R and let g be a function
on R.
(a) If
∫
U
|g(t+ η)|2dt is bounded uniformly for all η ∈ R, then∫
R
∫
U
|τ khg(t)|2
h1+r
dtdh <∞ ⇐⇒
∫ 1
−1
∫
U
|τ khg(t)|2
h1+r
dtdh <∞.
(b) Suppose that U is bounded. If g is locally square integrable and φ ∈ Ck(R),
then∫ 1
−1
∫
U
|τ khg(t)|2
h1+r
dtdh <∞ =⇒
∫ 1
−1
∫
U
|τ kh (φg)(t)|2
h1+r
dtdh <∞.
Proof. Throughout this proof we use the notation g(t+ η) = gη(t).
(a) : As follows from Lemma 3(a), if g satisfies the conditions above then∫
|h|>1
∫
U
|τ khg(t)|2
h1+r
dtdh <∞.
The conclusion follows.
(b) : We prove this by induction on k ∈ N. For k = 1, it is straight-forward
since by Lemma 3(b) we have
τh(uv) = τhu · v + uh · τhv. (13)
Indeed, this identity applied to u = φ and v = g yields the inequality
1
2
∫ 1
−1
∫
U
|τh(φg)(t)|2
h1+r
dtdh ≤
∫ 1
−1
∫
U
|(τhφ · g)(t)|2
h1+r
dtdh
+
∫ 1
−1
∫
U
|(φh · τhg)(t)|2
h1+r
dtdh.
The second term on the right-hand side is finite since φ is bounded on any compact
set. To see that the first term is finite, apply Lemma 3(c) to φ, and conclude using
the facts that g is locally square integrable and r < 2.
Next, assume that (b) holds for k < n and that∫ 1
−1
∫
U
|τnh g(t)|2
h1+r
dtdh <∞. (14)
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By (13), in the same way as above, we have
τnh (φg) = τ
n−1
h τh(φ · g) = τn−1h (τhφ · g)︸ ︷︷ ︸
A1
+ τn−1h (φh · τhg)︸ ︷︷ ︸
B1
.
By the induction hypothesis, B1 gives rise to a finite term in the corresponding
integral. Indeed, note that τnh g = τ
n−1
h τhg and apply the induction hypothesis to
(14) with k = n− 1. On the other hand, again by (13), now applied with u = τhφ
and v = g, we have
A1 = τ
n−2
h τh(τhφ · g) = τn−2h (τ 2hφ · g)︸ ︷︷ ︸
A2
+ τn−2h (τhφh · τhg)︸ ︷︷ ︸
B2
.
We apply a version of the relation (13) (replace v by τhv):
τhu · τhv = τh(u · τhv)− uh · τ 2hv, (15)
and find that
B2 = τ
n−1
h (φh · τhg)− τn−2h (φ2h · τ 2hg).
As above, B2 gives rise to finite terms in the corresponding integral expressions.
Indeed, apply the induction hypothesis to (14) with k = n− 1 and k = n− 2 (use
τhg and τ 2hg in place of g, respectively).
We iterate this process for m ≤ n, applying (15) repeatedly in each step, to get:
Am = τ
n−m
h (τ
m
h φ · g) and Bm = τn−mh (τm−1h φh · τhg)
=
m∑
j=1
(−1)j−1
(
m− 1
j − 1
)
τn−jh (φjh · τ jhg).
In each step, due to the induction hypothesis, the terms generated by the Bm
yield corresponding finite integrals. The final term An = τnh φ ·g gives a convergent
integral by Lemma 3(c). 
3.2. Smoothness and the Zak transform. For functions on R2, we define the
operators ∆kh and Γkh, as analogues to the operator τ kh , by
∆hF (x, y) := F (x+ h, y)− F (x, y),
ΓhF (x, y) := F (x, y + h)− F (x, y),
and the relations
∆khF = ∆h∆
k−1
h F and Γ
k
hF = ΓhΓ
k−1
h F.
As above, we use the convention ∆0hF = Γ0hF = F . By setting Fy(x) = F (x, y),
we can write ∆khF (x, y) = τ khFy(x), and similarly for Γkh. This allows us to carry
over results on τ kh to the operators ∆kh and Γkh.
For the operator ∆kh, the identity in (12) takes the following form: For 0 < r <
2k, there exists a constant C > 0 such that for every F ∈ L2(R2) we have∫∫∫
R3
|∆khF (x, y)|2
|h|1+r dxdydh = C
∫∫
R2
|u|r|Fˆ (u, v)|2dudv. (16)
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A similar identity holds for the operator Γkh.
Remark 3. Lemma 3 remains true in the two variable case when τh is replaced
by either ∆h or Γh, and the appropriate modifications are made. In what follows,
these properties will be referred to as remarks 3(a), 3(b) and 3(c), respectively.
Remark 4. The properties listed in Lemma 4 also hold, under appropriate mod-
ifications, for the operators ∆h and Γh. In what follows, these properties will be
referred to as remarks 4(a) and 4(b), respectively.
A connection between the time–frequency localisation of a function g and the
smoothness of its Zak transform is now given in the following lemma. We note
that the implications (i)⇒ (iii) and (iv)⇒ (vi), were first proved in [9].
Lemma 5. Let k ∈ N and 0 < r, s < 2k. For every g ∈ L2(R) we have:
(a) The following conditions are equivalent.
(i)
∫
R
|ξ|r|gˆ(ξ)|2dξ <∞.
(ii)
∫
R
∫∫
[0,1]2
|∆khZg(x, y)|2
|h|1+r dxdydh <∞.
(iii) For every compactly supported function ψ ∈ Ck(R)∫∫
R2
|u|r|ψ̂Zg(u, v)|2dudv <∞.
(b) Similarly, the following conditions are equivalent.
(iv)
∫
R
|t|s|g(t)|2dt <∞.
(v)
∫
R
∫∫
[0,1]2
|ΓkhZg(x, y)|2
|h|1+s dxdydh <∞.
(vi) For every compactly supported function ψ ∈ Ck(R)∫∫
R2
|v|s|ψ̂Zg(u, v)|2dudv <∞.
Proof. (i) ⇔ (ii) : In fact, an even stronger result holds: there exists a constant
C > 0 such that for g ∈ L2(R) we have∫
R
∫∫
[0,1]2
|∆khZg(x, y)|2
|h|1+r dxdydh = C
∫
R
|ξ|r|gˆ(ξ)|2dξ. (17)
To see this, first note that ∆hZg = Zτhg. So, by induction ∆khZg = Zτ khg. Since
the Zak transform is a unitary operator, this implies that∫∫
[0,1]2
|∆khZg|2dxdy =
∫
R
|τ khg(t)|2dt.
Hence, (17) follows from (12).
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(ii)⇔ (iii) : As follows from the identity (16) and Remark 4(a), it is enough to
show that (ii) holds if and only if∫ 1
−1
∫∫
R2
|∆kh(ψZg)(x, y)|2
|h|1+r dxdydh <∞ (18)
for every compactly supported function ψ ∈ C∞(R2).
Assume first that (18) is satisfied for some function g ∈ L2(R). Let ψ ∈ C∞(R2)
be a compactly supported function which satisfies ψ = 1 on [−k, k + 1] × [0, 1].
Note that ∆kh(ψZg) = ∆khZg for (x, y) ∈ Q and h ∈ [−1, 1]. So the integral in (ii)
can be written as∫ 1
−1
∫∫
[0,1]2
|∆kh(ψZg)(x, y)|2
|h|1+r dxdydh+
∫
|h|>1
∫∫
[0,1]2
|∆khZg(x, y)|2
|h|1+r dxdydh.
The first integral in this sum converges by (18), while the second integral converges
by an application of Remark 3(a) and the quasi-periodicity of Zg(x, y).
Next, suppose (ii) holds for some g ∈ L2(R) and let ψ ∈ C∞(R2) be a compactly
supported function. It follows by the quasi-periodicity of Zg(x, y) that for any
positive integer n, ∫ 1
−1
∫∫
[−n,n]2
|∆khZg(x, y)|2
|h|1+r dxdydh <∞. (19)
Choose n ∈ N big enough for the support of ψ to be included in [−n+ k, n− k]×
[−n, n]. This allows us to write (18) as∫ 1
−1
∫∫
[−n,n]2
|∆kh(ψZg)(x, y)|2
|h|1+r dxdydh.
By Remark 4(b), the inequality (19) implies that this is finite.
(iv)⇔ (v) : Let Sh : L2(R)→ L2(R) be the operator defined by
(Shf) (t) = f(t)(e
−2piinh − 1), for n ≤ t < n+ 1.
It is easily verified that ΓhZg = ZShg on Q. So, by induction ΓkhZg = ZSkhg.
Again, since the Zak transform is a unitary operator, we get∫∫
[0,1]2
|ΓkhZg|2dxdy =
∫
R
|Skhg(t)|2dt.
As above, ∫∫
R2
|Skhg(t)|2
|h|1+s dtdh =
∑
n∈Z
∫
R
|e−2piinh − 1|2k
|h|1+s dh
∫ n+1
n
|g(t)|2dt
= C
∑
n∈Z
|n|s
∫ n+1
n
|g(t)|2dt.
It is clear that the right-hand side converges if and only if the same is true for the
integral
∫
R |t|s|g(t)|2dt.
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(v)⇔ (vi) : This is proved in a similar way as (ii)⇔ (iii). 
3.3. Lipschitz type conditions and the Zak transform. The following result
appears implicitly in [15, Theorem 3.2].
Lemma 6. Let g ∈ L2(R) and r, s > 0 be such that 1/r+1/s < 1. If both integrals
in (2) are finite, then Zg is continuous on R2 and has a zero in Q.
Proof. Since this result will be of importance in what follows, we give a short indi-
cation of a proof. By combining Proposition 1 and Theorem 1 of [10], one can check
that a function for which both integrals in (2) are finite satisfies
∑
k∈Z ‖g‖L∞(k,k+1) <
∞ (i.e., it belongs to the Wiener space). Since, in addition, gˆ ∈ L1 implies that g
is continuous, it follows that Zg is also continuous and therefore has a zero in Q
(see Lemma 8.2.1 part (c) and Lemma 8.4.2 in [11]). 
The next lemma establishes Lipschitz type conditions for the Zak transform of
functions satisfying the conditions of Lemma 6. It is of particular interest for us
that this lemma describes how “deep” the zero of Zg must be.
Lemma 7. Let r > 0 and s > 0 satisfy 1/r + 1/s < 1, and define
φr,s(x) =

|x|2−r( 3r+ 1s−1) if 3
r
+ 1
s
> 1,
|x|2 log
(
1 + 1|x|
)
if 3
r
+ 1
s
= 1,
|x|2 if 3
r
+ 1
s
< 1.
(20)
Suppose that for g ∈ L2(R) both integrals in (2) are finite. Then given (a, b) ∈ R2
we have
|Zg(x, y)− Zg(a, b)|2 ≤ C
(
φr,s(x− a) + φs,r(y − b)
)
(21)
on R2, where C > 0 is a constant not depending on x and y.
As follows from the proof, and from the fact that Zg is a quasi-periodic function,
the constant C can be chosen in such a way that it does not depend on the point
(a, b). This, however, is not needed for our purposes.
Proof. By Lemma 6, Zg is continuous, and so it is enough to prove (21) in a
neighbourhood of (a, b). Choose a compactly supported function ψ ∈ C∞(R2)
that satisfies ψ ≡ 1 in a neighbourhood U of (a, b). By the Cauchy–Schwarz
inequality, the following estimate holds for every (x, y) ∈ U ,
|Zg(x, y)− Zg(a, b)| = |(ψZg)(x, y)− (ψZg)(a, b)|
≤
∫∫
R2
∣∣1− e2pii((x−a)u+(y−b)v)∣∣ |(̂ψZg)(u, v)|dudv
≤ 2
(∫∫
R2
(1 + |u|r + |v|s)|(̂ψZg)(u, v)|2dudv︸ ︷︷ ︸
(I)
)1/2
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×
(∫∫
R2
sin2 pi((x− a)u+ (y − b)v)
1 + |u|r + |v|s dudv︸ ︷︷ ︸
(II)
)1/2
.
The integral (I) is finite by Lemma 5. Indeed, the function ψZg satisfies both
condition (iii) and (vi) of the lemma. As for (II), the symmetry of the integrand
and the inequality sin2(x+ y) ≤ 2(sin2 x+ sin2 y) imply that
(II) ≤ 8
∫∫
[0,∞)2
sin2 pi(x− a)u
1 + ur + vs
dudv︸ ︷︷ ︸
(III)
+8
∫∫
[0,∞)2
sin2 pi(y − b)v
1 + ur + vs
dudv︸ ︷︷ ︸
(IV )
.
By an appropriate change of variables, we get
(III) = |x− a|r−1− rs
∫∫
[0,∞)2
sin2 piu
|x− a|r + ur + vsdudv︸ ︷︷ ︸
(I˜II)
.
To estimate this integral we divide the area of integration into two parts:
Q = [0, 1]2, QC = [0,∞)2 \Q .
This induces the splitting (I˜II) = (IIIQ) + (IIIQc). We use the inequalities
| sinx| ≤ x and
cβ(x+ y)
β ≤ xβ + yβ ≤ Cβ(x+ y)β, ∀β > 0, x ≥ 0, y ≥ 0, (22)
to find that, since s > 1,
(IIIQ) ≤ C
∫∫
Q
u2
(|x− a| rs + u rs + v)sdudv
≤ C
(∫ 1
0
u2
(|x− a| rs + u rs )s−1 du+ 1
)
≤ C
(∫ 1
0
u2
(|x− a|3 + u3)(s−1) r3s du+ 1
)
= C
(∫ 1+|x−a|3
|x−a|3
dw
w(s−1)
r
3s
du+ 1
)
.
Hence,
(IIIQ) ≤

C if 3
r
+ 1
s
> 1,
C log
(
1 + 1|x−a|
)
if 3
r
+ 1
s
= 1,
C|x− a|3−r+ rs if 3
r
+ 1
s
< 1.
By similar estimates, and the fact that 1/r + 1/s < 1, it is easy to check that
(IIIQc) ≤ C.
Repeating these arguments for the integral (IV ), the lemma is established. 
Remark 5. Lemma 7 holds also in the extremal case s = ∞, i.e., when g is
compactly supported. This can be shown using similar arguments. See also [14].
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Remark 6. Lemma 7 is sharp. That is, for every r, s > 0 as above and ε > 0, there
exist a function g for which both integrals in (2) converge and a point (a, b) ∈ Q
such that the inequality
|Zg(x, y)− Zg(a, b)|2 ≥ C
(
φr+ε,s+ε(x− a) + φs+ε,r+ε(y − b)
)
(23)
holds in a neighbourhood of (a, b) (note that for  > 0 we have φr+,s+(x) ≤
Cφr,s(x) in Q). Indeed, the functions constructed in the proof of part (b) of
Theorem 2 provide the required estimates.
4. Theorem 2 – First part
To prove Theorem 2(a) we will combine Lemma 2(b) with lemmas 6 and 7. In
order to do so, we need to find a family of test functions for which we are able to
estimate both L2|Zg|2(Q) norms and the `
q norm of their Fourier coefficients.
4.1. A family of test functions. For α > 0 and β > 0, a suitable family of
functions is given by
fα,β(x, y) :=
1[
1 + (1− |x− 1
2
|α)e2piiy]β , (x, y) ∈ Q. (24)
Here zβ = eβ log z, where log z is the principle value of the logarithm on C\ [−∞, 0].
Note that the functions fα,β satisfy
|fα,β(x, y)|2 ≤ C(|x− 1
2
|2α + |y − 1
2
|2)β (25)
for some constant C = C(α, β). Indeed, for (x, y) ∈ Q we have∣∣∣∣1 + (1− ∣∣∣x− 12 ∣∣∣α
)
e2piiy
∣∣∣∣2 = ∣∣∣x− 12∣∣∣2α + 2
(
1−
∣∣∣x− 1
2
∣∣∣α) (cos 2piy + 1)
≥ C
(∣∣∣x− 1
2
∣∣∣2α + ∣∣∣y − 1
2
∣∣∣2) .
The following Lemma provides the required estimate for the Fourier coefficients
of fα,β.
Lemma 8. Fix q > 2. For every 0 < α < 1 and (1−1/q)(1+1/α) ≤ β < (1+1/α),
the function f = fα,β belongs to L1(Q) and its Fourier coefficients satisfy∑
m,n∈Z
|fˆ(m,n)|q =∞.
Proof. The fact that β < 1 + 1/α implies f ∈ L1(Q) follows from (25), as can be
easily verified using inequality (22).
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For any n ≥ 2 and m = 2k, with k ∈ N, we estimate |fˆ(m,n)| from below. We
write h(x) = 1 − |x − 1/2|α, and note that for x 6= 1/2 we have 0 < h(x) < 1.
With this, we evaluate
fˆ(m,n) =
∫ 1
0
∫ 1
0
e−2pii(mx+ny)
(1 + h(x)e2piiy)β
dxdy
=
∫ 1
0
e−2piimx
∫ 1
0
e−2piiny
( ∞∑
j=0
(−1)jbjhj(x)e2piijy
)
dydx
= (−1)nbn
∫ 1
0
hn(x)e−2piimxdx︸ ︷︷ ︸
(I)
,
(26)
where bn = β(β + 1) · · · (β + n− 1)/n! are the coefficients of the Taylor expansion
of (1 − z)−β at the origin. It follows by the product formula for the Gamma
function that we have cnβ−1 ≤ bn ≤ Cnβ−1, where c and C are positive constants.
By a change of variables and the fact that (1− |x|α)n is even, we get
(I) = 2
∫ 1
2
0
(1− xα)n cos 2pimxdx = 1
k
∫ k
0
(
1−
(
x
2k
)α)n
cos 2pixdx.
We integrate by parts and find that the last expression is equal to
C
n
kα+1
∫ k
0
(
1−
( x
2k
)α)n−1
xα−1 sin 2pixdx. (27)
The function (1 − |x/2k|α)n−1xα−1 is decreasing on (0, k) since 0 < α < 1. So
for any positive integer ν < k the integral
∫ ν+1
ν
(1 − |x/2k|α)n−1xα−1 sin 2pixdx is
positive. Using this and (27), we get
(I) ≥ C n
kα+1
∫ 1
0
(
1−
( x
2k
)α)n−1
xα−1 sin 2pixdx︸ ︷︷ ︸
(II)
. (28)
We use the same type of argument again to find that
(II) ≥
(∫ 1
4
0
+
∫ 1
3
4
)(
1−
( x
2k
)α)n−1
xα−1 sin 2pixdx
≥ C
[(
1−
(
1
8k
)α)n−1
−
(
1−
(
3
8k
)α)n−1]
.
(29)
Set F (x) = C(1 − (x/k)α)n−1. There exists a number 1/8 < τ < 3/8 such that
the right-hand side of (29) is equal to 4−1F ′(τ). It now follows that
(II) ≥ C n
kα
en log(1−(
3
8k)
α
).
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For 0 < x ≤ 3/8, we have log(1 − x) ≥ −2x (actually, even for bigger x). Com-
bining this with (26), (28), and the asymptotic behaviour of bn, we find that for
constants C1 > 0 and C2 > 0 depending only on α and β, we have
|fˆ(m,n)| ≥ C1 n
β+1
k2α+1
e−C2
n
kα
whenever n ≥ 2 is an integer and m = 2k > 0 is an even integer.
We are now ready to estimate the `q norm of the Fourier coefficients of f . First,∑
m,n∈Z
|fˆ(m,n)|q ≥ C1
∞∑
k=1
1
kq(2α+1)
∞∑
n=2
nq(β+1)e−C2q
n
kα︸ ︷︷ ︸
(∗)
.
For a positive number x, we denote by dxe the smallest integer l such that l ≥ x.
In this way,
(∗) ≥
∞∑
ν=1
(ν+1)dkαe−1∑
n=νdkαe
nq(β+1)e−C2q
n
kα
≥ kα
∞∑
ν=1
(νkα)q(β+1)e−2C2q
(ν+1)kα
kα
= kα(1+qβ+q)
∞∑
ν=1
νq(β+1)e−2C2q(ν+1)︸ ︷︷ ︸
(∗∗)
.
Since (∗∗) converges, ∑
m,n∈Z
|fˆ(n,m)|q ≥ C
∞∑
k=1
kα+q(αβ−α−1).
The right-hand side is infinite if and only if β ≥ (1 + 1/α)(1 − 1/q), which gives
the desired conclusion. 
4.2. Proof of Theorem 2, part (a). Let r ≤ s be such that the point (1/r, 1/s)
is below the curve Γq, given by (6). This implies that either one of the following
conditions holds:
1
r
+
3
s
> 1 and
1
r
+
1
s
<
q
2(q − 1) , (30)
or
1
r
+
3
s
≤ 1 and 3q − 2
q + 2
· 1
r
+
1
s
< 1. (31)
Moreover, since G(g, 1, 1) is exact, condition (4) implies that in both of these cases
we also have
3
r
+
1
s
> 1. (32)
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To arrive at a contradiction, we assume that the integrals in (2) converge. Since
both conditions (30) and (31) imply that the numbers r and s satisfy the inequality
1/r+1/s < 1, it follows by Lemma 6 that there exists a point (a, b) ∈ Q such that
Zg(a, b) = 0. Therefore Lemma 7 implies the estimate
|Zg(x, y)|2 ≤ C
(
φr,s(x− a) + φs,r(y − b)
)
, (x, y) ∈ Q, (33)
where the functions φr,s are defined in (20). Note that the value of φr,s(x − a) is
determined by the inequality (32), while the value of φs,r(y − b) is determined by
the left-hand inequality in either (30) or (31), depending on the case.
By Lemma 2(b), a contradiction is obtained if we find a function h that satisfies
h ∈ L2|Zg|(Q) (34)
and
h ∈ L1(Q) with
∑
m,n∈Z
|hˆ(m,n)|q =∞. (35)
Roughly speaking, we construct a function h that has a single singularity at the
point (a, b), and on the one side, grows fast enough near this singularity for con-
dition (35) to hold, while on the other side, it grows slowly enough for condition
(34) to follow from (33). In fact, its size is essentially smaller than some power of
1/|Zg|2.
Given α, β > 0 let f˜α,β be the 1-periodic extension of the function (24) to R2.
Set
hα,β(x, y) = f˜α,β
(
x− a+ 1
2
, y − b+ 1
2
)
. (36)
From (25), we have
|hα,β(x, y)|2 ≤ C
(|x− a|2α + |y − b|2)β , ∀(x, y) ∈ Q. (37)
In the remainder of the proof, we determine suitable values for the parameters
α, β to ensure that (34) and (35) hold for hα,β.
First, we assume that (30) holds. The condition 1/r+1/s < q/(2(q − 1)) implies
that there exists a number λ which satisfies
2(q − 1)
q
·
(
1
r
+
1
s
)
< λ < 1. (38)
Choose such a λ and define hα,β as in (36) with
α =
r
s
and β =
sλ
2
. (39)
Since r ≤ s, the left inequality in (30) implies that 1/r + 1/s > 1/2. Combining
this with (38) and (39), we have(
1− 1
q
)(
1 +
1
α
)
≤ β <
(
1 +
1
α
)
.
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So, by Lemma 8 the function hα,β satisfies (35). To show that it satisfies (34), we
first note that, in this case, the inequality (33) takes the form
|Zg(x, y)|2 ≤ |x− a|2+r(1− 3r− 1s ) + |y − b|2+s(1− 1r− 3s ).
Combining this with (37) and (39), we use (22) to get∫∫
Q
|hα,β(x, y)|2|Zg(x, y)|2dxdy ≤ C
∫∫
Q
(|x− a| rs + |y − b|)[2+s(1− 1r− 3s )−sλ] dxdy.
The integral on the right-hand side is finite if and only if λ < 1, so (34) follows
from (38).
We now assume that (31) holds. Let
α = 1− r
2
(
3
r
+
1
s
− 1
)
, (40)
and note that 0 < α < 1. Next, the condition 3q−2
q+2
· 1
r
+ 1
s
< 1 implies that there
exists a number β for which(
1− 1
q
)(
1 +
1
α
)
≤ β < 3
2
+
1
2α
. (41)
Choose such a β and let hα,β be the function defined in (36). Since 0 < α < 1,
3
2
+
1
2α
< 1 +
1
α
,
and so it follows from (41) and Lemma 8 that (35) holds. To check that (34) holds,
we first note that, in this case, inequality (33) takes the form
|Zg(x, y)|2 ≤ C
(
|x− a|2α + |y − b|2 log
(
1 +
1
|y − b|
))
≤ C (|x− a|2α + |y − b|2) log(1 + 1|y − b|
)
.
Combining this with the estimate in (37), and making an appropriate change of
variables, we find that∫∫
Q
|hα,β(x, y)|2|Zg(x, y)|2dxdy ≤ C
∫∫
Q
(
x2α + y2
)1−β
log
(
1 +
1
|y|
)
dxdy.
We use (22) to ensure that the last integral is smaller than
C
∫∫
Q
(
x+ y
1
α
)2α(1−β)
log
(
1 +
1
|y|
)
dxdy.
This integral is finite if β < 3/2 + 1/2α. Hence, (34) follows from the inequality
(41).
For s =∞, use Remark 5 and repeat the previous argument. 
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5. Two families of functions
We introduce two families of functions that are used in the next Section to
prove part (b) of Theorem 2. The needed estimates are given in lemmas 10 and
12, where we measure the smoothness of these functions near the origin.
5.1. Building blocks for the modulus. Fix a > 0. Given α, β, γ > 0, set
fα,β,γ(x, y) :=
{ (
xα/γ + |y|β/γ)γ for x ≥ 0,(
(−ax)α/γ + |y|β/γ)γ for x < 0. (42)
The following lemma is easily proved by induction.
Lemma 9. Let α, β > 0 and k ∈ N. If 0 < γ < min{α/k, β/k, 1}, then
fα,β,γ ∈ Ck(R2\{(0, 0)}). Moreover, for any (x, y) 6= (0, 0), the partial deriva-
tive (fα,β,γ)
(k)
x (x, y) equals{ ∑k
m=1Cm,k(x
α/γ + |y|β/γ)γ−mxmαγ−k x ≥ 0,
(−a)k∑km=1Cm,k((−ax)α/γ + |y|β/γ)γ−m(−ax)mαγ−k x < 0, (43)
where Cm,k are constants not depending on (x, y).
An explicit estimate for the smoothness of the functions fα,β,γ near the origin
is given in the following lemma. Recall that ∆h and Γh are defined in Section 3.2.
Lemma 10. Let α, β > 0 and k ∈ N be such that 2α+α/β+ 1 ≤ 2k. If γ < α/k,
then for any  > 0 we have∫ b
−b
∫∫
[−c,c]2
|∆khfα,β,γ(x, y)|2
|h|2α+α/β+2− dxdydh <∞,
where b, c are any two positive numbers.
Proof. Set f = fα,β,γ. To simplify formulations, we make the assumption γ < β/k
so that Lemma 9 can be applied. Otherwise, a relaxed version of it, where the
function f is not necessarily differentiable, can be used. However, in what follows,
this extraneous condition holds whenever we refer to Lemma 10.
In the above integral the integrand is even in y, so it is enough to show that for
h > 0, ∫ c
0
∫ c
−c
(
|∆khf(x, y)|2 + |∆k−hf(x, y)|2
)
dxdy ≤ Ch2α+α/β+1, (44)
where C = C(f, k) does not depend on h. Since f is bounded on any compact set,
we may assume that h is small enough for the following partition2 to hold:
[−c, c]× [0, c] = V1 ∪ V2 ∪ V3 ∪ V4,
2To simplify formulations, here and in the following, we allow members of a partition to have
intersections of measure zero.
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Figure 2. The partition of [−c, c]× [0, c] in the proof of Lemma 10.
where (see Figure 2)
V1 = [−(k + 1)h, (k + 1)h]× [0, ((k + 1)h)α/β],
V2 = [−(k + 1)h, (k + 1)h]× [((k + 1)h)α/β, c],
V3 = [(k + 1)h, c]× [0, c],
V4 = [−c,−(k + 1)h]× [0, c].
To estimate the integral in (44) over V1, we use Remark 3(a) and the inequality
(22) to find that it is smaller than some constant times
k∑
j=−k
∫∫
V1
|f(x+ jh, y)|2dxdy ≤ C
∫ ((k+1)h)α/β
0
∫ (2k+1)h
−(2k+1)h
|f(x, y)|2dxdy
≤ C
∫ ((k+1)h)α/β
0
∫ (2k+1)h
0
(
x2α + y2β
)
dxdy
≤ Ch2α+α/β+1.
For the estimate over the remaining parts, we note that γ < min{α/k, β/k} implies
γ < 1, and so it follows from Lemma 9 and Remark 3(c) that
|∆khf(x, y)|+ |∆k−hf(x, y)| ≤ |h|k sup
ξ∈[x−kh,x+kh]
|f (k)x (ξ, y)|︸ ︷︷ ︸
:=Ω(x,y)
.
Hence, to complete the proof we need to show that
I2 + I3 + I4 :=
∫∫
V2∪V3∪V4
Ω(x, y)2dxdy ≤ Ch2α+α/β+1−2k.
We do so by estimating the partial derivatives given in (43). For (x, y) ∈ V2 we
have
Ω(x, y) ≤ C
k∑
m=1
y
β
γ
(γ−m)hm
α
γ
−k ≤ Cyβ−kβ/α.
So,
I2 ≤ Ch(1 + h2α+α/β−2k) ≤ Ch2α+α/β+1−2k,
whenever h is small enough.
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To estimate I3, we first note that if (x, y) ∈ V3, then
Ω(x, y) ≤ sup
ξ∈[x/(k+1),2x]
|f (k)x (ξ, y)| ≤ C
k∑
m=1
(xα/γ + yβ/γ)γ−mxm
α
γ
−k.
We apply (22) to the m’th term of this sum and find that the corresponding
integral is less than some constant times∫ c
(k+1)h
∫ c
0
(xα/β + y)2
β
γ
(γ−m)x2(m
α
γ
−k)dydx ≤ C
(
1 +
∫ c
(k+1)h
x2α+α/β−2kdx
)
≤ Ch2α+α/β+1−2k,
whenever h is small enough. This implies the required estimate for I3. In the same
way one can show the required estimate for I4, which completes the proof. 
5.2. Building blocks for the argument. Let φ ∈ C∞(R) be a function satis-
fying −1 ≤ φ(x) ≤ 0 for all x ∈ R, and for which
φ(x) =
{ −1 x ∈ (−∞, 0],
0 [1,∞).
Given λ > 0, denote
Hλ(x, y) =
{
φ
(
y
xλ
)
for x ≥ 0, and 0 ≤ y ≤ xλ,
0 otherwise.
(45)
Such a function was first introduced in [2]. For α, β, γ > 0, set
Fα,β,γ(x, y) = fα,β,γ(x, y)e
2piiHα
β
(x,y)
, (46)
where the functions fα,β,γ are defined in (42). The following lemma, combined
with Lemma 9, provides a preliminary estimate for the smoothness of the functions
Fα,β,γ. These estimates are easily obtained by an inductive process.
Lemma 11. Let λ > 0. The function e2piiHλ(x,y) belongs to C∞(R2 \ {0, 0}).
Moreover, for any (x, y) 6= (0, 0) and n ∈ N, we have.
(a) |(e2piiHλ)(n)x (x, y)| ≤
{
Cyx−λ−n 0 < x, 0 < y < xλ,
0 otherwise,
(b) |(e2piiHλ)(n)y (x, y)| ≤
{
Cx−nλ 0 < x, 0 < y < xλ,
0 otherwise,
where C = C(n, λ) does not depend on x and y.
An explicit estimate for the smoothness of the functions Fα,β,γ near the origin
is given in the following lemma.
Lemma 12. Let α, β > 0 and k ∈ N be such that both 2α + α/β + 1 ≤ 2k and
2β + β/α + 1 ≤ 2k. If γ < min{α/k, β/k}, then for any  > 0 we have
(a)
∫ b
−b
∫∫
[−c,c]2
|∆khFα,β,γ(x, y)|2
|h|2α+α/β+2− dxdydh <∞,
FROM EXACT SYSTEMS TO RIESZ BASES IN THE BALIAN–LOW THEOREM 25
x
y
V3
V1
V2
y
x
W2W3 W1
Figure 3. Partition of [−c, c]2 into V1 ∪ V2 ∪ V3 and W1 ∪W2 ∪W3
in the proof of Lemma 12.
(b)
∫ b
−b
∫∫
[−c,c]2
|ΓkhFα,β,γ(x, y)|2
|h|2β+β/α+2− dxdydh <∞,
where b, c are any two positive numbers.
Proof. We show that the integral in (a) converges. For the estimate of the integral
in (b), which can be obtained in much the same way, we give a short sketch at the
end of this proof.
Set f = fα,β,γ, F = Fα,β,γ and H = Hα
β
. By Remark 3(b), it is enough to show
that for every 0 ≤ n ≤ k and 0 < h ≤ 1 we have∫∫
[−c,c]2
(
|∆nhe2piiH ·∆k−nh fnh|2+|∆n−he2piiH ·∆k−n−h f−nh|2
)
dxdy ≤ Ch2α+α/β+1, (47)
where we use the notation fnh(x, y) = f(x+ nh, y) and the constant C = C(F, k)
does not depend on h. Since the case n = 0 follows from Lemma 10, it remains to
show that (47) holds for 1 ≤ n ≤ k. Fix such an integer n.
Since F is bounded on any compact set, we can assume that h is small enough
for the following partition to hold
[−c, c]2 = V1 ∪ V2 ∪ V3,
where (see Figure 3)
V1 = [−(k + 1)h, (k + 1)h]× [0, ((2k + 1)h)α/β],
V2 = [(k + 1)h, c]× [0, c],
V3 = [−c, c]2\(V1 ∪ V2).
This induces the splitting I1 + I2 + I3 of the integral in (47). The estimate for I1
can be obtained using Remark 3(a), as was done for the estimate over the area V1
in the proof of Lemma 10. To estimate I3, it suffices to observe that e2piiH(ξ,y) = 1
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for (x, y) ∈ V3 and ξ ∈ [x − kh, x + kh], whence I3 = 0 (for example, by Remark
3(c)).
We estimate I2. By lemmas 9 and 11, one can apply Remark 3(c) in this area.
So, it suffices to show that∫∫
V2
(
sup
|ξ−x|≤kh
|(e2piiH(ξ,y))(n)x |2
)(
sup
|ξ−x|≤kh
|f (k−n)x (ξ, y)|2
)
dxdy ≤ h2α+α/β+1−2k.
Note that for (x, y) ∈ V2, the condition |ξ − x| ≤ kh implies that x/(k + 1) ≤
ξ ≤ 2x. In addition, if y > (2x)α/β, then (e2piiH(ξ,y))(n)x = 0. On the other hand, if
y ≤ (2x)α/β, then by Lemmas 9 and 11 we have
sup
|ξ−x|≤kh
|(e2piiH(ξ,y))(n)x | sup
|ξ−x|≤kh
|f (k−n)x (ξ, y)|
≤ sup
x/(k+1)≤ξ≤2x
|(e2piiH(ξ,y))(n)x | sup
x/(k+1)≤ξ≤2x
|f (k−n)x (ξ, y)| ≤ Cyxα−α/β−k.
Hence, the desired estimate is found by checking that∫ c
(k+1)h
∫ (2x)α/β
0
y2x2α−2α/β−2kdydx ≤ Ch2α+α/β+1−2k.
This completes the proof of (47).
In a similar way, one can show that the integral in (b) converges. An appropriate
partition in this case is [−c, c]2 = W1 ∪W2 ∪W3, where (see Figure 3)
W1 = [0, h
β/α]× [−(k + 1)h, (k + 1)h],
W2 = [h
β/α, c]× [−(k + 1)h, c],
W3 = [−c, c]2\(W1 ∪W2).
Note that over W2, the corresponding integral is smaller than the one taken
over the area hβ/α < x < c and −(k + 1)xα/β < y < (k + 1)xα/β, which is easily
estimated. This completes the proof. 
6. Theorem 2 – Second part
Here we prove part (b) of Theorem 2. Assume that the point (r, s) is above
the curve Γq (see (6) and Figure 1). This implies that either one of the following
conditions holds:
1
r
+
3
s
> 1 and
1
r
+
1
s
>
q
2(q − 1) , (48)
or
1
r
+
3
s
≤ 1 and 3q − 2
q + 2
· 1
r
+
1
s
> 1. (49)
For each of the conditions (48) and (49), we a construct a quasi-periodic function
G on R2 that, when restricted to Q, is square integrable. By the surjectivity of the
Zak transform, there exists a function g ∈ L2(R) such that g = Z−1G. We prove
that this function satisfies all the requirements of Theorem 2. Roughly speaking,
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we show that on the one hand the functions G are smooth enough for the time–
frequency conditions (2) to follow from Lemma 5, while on the other hand they
decrease slowly enough, near their single zero, for the (Cq) property to follow from
Lemma 2.
In various stages of our construction we make simple interpolations of functions.
To this end, we use of the following auxiliary function. Fix 0 < η < 1/4, and denote
by ρ(t) an even function in C∞(R) which satisfies 0 < ρ(t) < 1 on (−2η, 2η) and
ρ(t) =
{
1 for t ∈ [−η, η],
0 for t ∈ R\[−2η, 2η]. (50)
6.1. Proof for the first set of conditions. Fix r ≤ s for which condition (48)
holds. We may assume that 1/r + 1/s ≤ 1. Choose  > 0 small enough for the
numbers
r′ = r +  and s′ = s+  (51)
to satisfy
1
r′
+
1
s′
>
q
2(q − 1) . (52)
Set
α =
r′
2
(
1− 1
r′
− 1
s′
)
and β =
s′
2
(
1− 1
r′
− 1
s′
)
. (53)
In the construction of the function G described above, we consider the argument
and modulus separately. In fact, we construct functions Ψ and Φ such that
G(x, y) = Φ(x− 1/2, y − 1/2)e2piiΨ(x−1/2,y−1/2). (54)
To define the argument of G, i.e., the real valued function 2piΨ, we use a minor
modification of a construction from [2]. That is, instead of a singularity at the ori-
gin, we find it more convenient to use an argument with a singularity at (1/2, 1/2).
This also accounts for the translation of 1/2 in the definition (54).
We begin by defining the function Ψ(x, y) on [−1/2, 1/2)× [0, 1):
Ψ(x, y) =
{
0 x ∈ [−1/2, 0],
ρ(x)Hα
β
(x, y) + (1− ρ(x))(y − 1/2) x ∈ [0, 1/2).
where Hα
β
is the function defined in (45) (see Figure 4). We extend Ψ to the plane
according to the rules
Ψ(x+ 1, y) = Ψ(x, y) + y − 1/2 for x ∈ R, y ∈ [0, 1),
Ψ(x, y + 1) = Ψ(x, y) for (x, y) ∈ R2. (55)
Note that the function e2piiΨ(x,y) is continuous over R2 \ Z2 since,
lim
y→1−
Ψ(x, y) =
{
Ψ(x, 0)
Ψ(x, 0) + 1
for x ∈ [−1/2, 1/2),
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Figure 4. Illustration of the function Ψ on [−1/2, 1/2]× [−1, 1].
and
lim
x→ 1
2
−
Ψ(x, y) = y − 1/2 = Ψ(−1/2, y) + y − 1/2, ∀y ∈ [0, 1).
In fact, one can verify that e2piiΨ(x,y) belongs to C∞(R2\Z2) (see also [2]).
We turn to constructing the modulus of G, i.e. the function Φ. Choose k ∈ N
which satisfies
k >
1
2
max{r′, s′}, (56)
and a number γ > 0 for which
γ < min
{
α
k
,
β
k
}
. (57)
We define the function Φ(x, y) on [−1/2, 1/2)2 by
Φ(x, y) = ρ(y)
(
ρ(x)(|x|α/γ + |y|β/γ)γ + 1− ρ(x)
)
+ 1− ρ(y),
and extend Φ to be a 1-periodic function on the plane (See Figure 5). Note that
Φ is continuous on R2 since
Φ(−1/2, y) = lim
x→ 1
2
−
Φ(x, y) = 1, ∀y ∈ [−1/2, 1/2),
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Figure 5. Illustration of the function Φ on [−1/2, 1/2]2.
and
Φ(x,−1/2) = lim
y→ 1
2
−
Φ(x, y) = 1, ∀x ∈ [−1/2, 1/2).
In fact, using Lemma 9, one can check that Φ ∈ Ck(R2\Z2). Moreover, Φ = 0 on
the lattice Z2, and only there.
Consider the function
Φ(x, y)e2piiΨ(x,y).
We list its growth and smoothness properties:
(i) It belongs to Ck(R2\Z2).
(ii) Its modulus is continuous, bounded, and is equal to zero on Z2, and only
there.
(iii) There exists a neighbourhood of the origin, say U , on which it is equal to
the function Fα,β,γ defined in (46).
In particular, it follows that the function G defined in (54) is bounded. Moreover,
since Φ is 1-periodic, the condition (55) implies that G is quasi-periodic over R2.
Therefore, there exists a function g ∈ L2(R) such that Zg = G on R2. We prove
that g satisfies the requirements of Theorem 2.
To show that g has the required time–frequency localisation, we check that the
integrals in (2) are finite. By Lemma 5, we need to show that for α, β, k and γ
chosen above, the following integrals are finite:∫ ∞
−∞
∫∫
[0,1]2
|∆khG(x, y)|2
h1+r
dxdydh and
∫ ∞
−∞
∫∫
[0,1]2
|ΓkhG(x, y)|2
h1+s
dxdydh. (58)
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We show that the left-hand integral is finite, the proof for the right-hand integral
follows in the same way. As in Remark 4(a), it is enough to show that for some
δ > 0 the integral∫ δ
−δ
∫∫
[0,1]2
|∆khG(x, y)|2
h1+r
dxdydh =
∫ δ
−δ
∫∫
[− 1
2
, 1
2
]2
|∆kh
(
Φ(x, y)e2piiΨ(x,y)
)|2
h1+r
dxdydh
converges.
So, choose δ > 0 such that
[−(2k + 1)δ, (2k + 1)δ]2 ⊂ U, (59)
where U is the neighbourhood of the origin described in property (iii) above.We
divide the integral above into the sum of two integrals I1 + I2 according to the
following partition of [−1/2, 1/2]2:
Ω1 = [−(k + 1)δ, (k + 1)δ]2 and Ω2 =
[
− 1
2
,
1
2
]2
\Ω1. (60)
To check that I2 is finite, we use Remark 3(c) and property (i) above to get∫ δ
−δ
∫∫
Ω2
|∆kh
(
Φe2piiΨ
)|2
h1+r
dxdydh ≤
∫ δ
−δ
h2k−1−rdh sup
(x,y)∈Ω2
sup
|x−ξ|≤kδ
|(Φe2piiΨ)(k)
x
(ξ, y)|,
where the supremum exists and is finite, and so I2 is finite since 2k > r (see (51)
and (56)). That I1 converges follows from Lemma 12. To see this, first note that
(59) and property (iii) above ensure that
∆kh
(
Φe2piiΨ
)
= ∆khFα,β,γ, ∀(x, y) ∈ Ω1, h ∈ [−δ, δ].
In addition, the conditions (51) and (53) imply that 2α+α/β+ 1 = r′ = r+ . So
the choices of k and γ ensure that Lemma 12 can be applied (see (56) and (57)).
The system G(g, 1, 1) is a Bessel system in L2(R), see Remark 2. It remains to
be checked that G(g, 1, 1) is an exact (Cq)-system in L2(R). By Lemma 2, it is
enough to show that 1/|Zg|2 is in L qq−2 ([0, 1]2). This is equivalent to
1
|Φ(x, y)|2 ∈ L
q
q−2 ([−1/2, 1/2]2). (61)
Note that properties (ii) and (iii) above imply that on [−1/2, 1/2]2 we have
|Φ(x, y)| ≥ C(|x|α/γ + |y|β/γ)γ ≥ C(|x|α/β + |y|)β.
So (61) follows from (52) and (53) in a direct computation. This completes the
proof for the first part.
6.2. Proof for the second set of conditions. Next, let r < s <∞ and assume
that the inequalities (49) hold. (The case s = ∞ will be dealt with separately).
Choose  > 0 small enough for the numbers
r′ = r +  and s′ = s+  (62)
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to satisfy
3q − 2
q + 2
· 1
r′
+
1
s′
> 1 (63)
and
1
r′
+
3
s′
< 1. (64)
Let the numbers α, β, k and γ be as defined in (53), (56) and (57) respectively.
Our objective is to construct a function Υ, which on [−1/2, 1/2)2 satisfies
Υ(x, y) = Θ(x, y)−Θ(−x, y)e2piiy (65)
for some function Θ, in such a way that the function
G(x, y) := Υ(x− 1/2, y − 1/2) (66)
is a quasi-periodic function with the desired smoothness properties and zero at
(1/2, 1/2).
We begin by constructing the function Θ on [−1/2, 1/2)2 in two steps. First,
define the function (see Figure 6)
Θ0(x, y) :=
 ρ(x)
[(
2(−x)α/γ + |y|β/γ)γ + 1]+ 1− ρ(x) for − 1/2 ≤ x < 0,
ρ(x)
[
(xα/γ + |y|β/γ)γ + 1
]
for 0 ≤ x < 1/2.
By Lemma 10 the function Θ0 belongs to Ck((−1/2, 1/2)2\(0, 0)). In addition, it
has the following properties:
(i) Θ0(x, y) =
{
1 for x ∈ [−1/2,−2η],
0 for x ∈ [2η, 1/2),
(ii) It is bounded from below on W1 = [−η, η]× [−1/2, 1/2).
(iii) The difference |Θ0(−x, y)−Θ0(x, y)| is bounded from below on the setW2 =
[−1/2, 1/2)2 \W1.
(iv) On [−η, η]2, it is equal to fα,β,γ(x, y) + 1, where the function fα,β,γ is defined
in (42) with a fixed a = 2γ/α.
Next, we wish to preserve these properties for the function Θ while adding the
additional condition
(v’) Θ(x,−y) = Θ(x, y) for y ∈ [2η, 1/2).
To this end, denote by ν(t) a function in C∞([−1/2, 1/2)) that satisfies
ν(t) =
{
1 for t ∈ [−1/2,−2η],
0 for t ∈ [2η, 1/2),
is bounded from below on J = [−η, η], and for which |ν(−t) − ν(t)| is bounded
from below on [−1/2, 1/2) \ J .
With this, we make the following definition for (x, y) ∈ [−1/2, 1/2)2 (see Figure
6):
Θ(x, y) := ρ(y)Θ0(x, y) +
(
1− ρ(y))ν(x).
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Figure 6. Illustration of the functions Θ0 and Θ on [−1/2, 1/2)2.
One can easily verify that with this interpolation the property (v’), as well as the
properties corresponding to (i)–(iv), hold for Θ. For the function Θ, we refer to
these properties as (i’)–(v’).
Define the function Υ on [−1/2, 1/2)2 by (65), and extend it to R2 according to
the rules
Υ(x, y + 1) = Υ(x, y), Υ(x+ 1, y) = −e2piiyΥ(x, y), ∀(x, y) ∈ R2. (67)
The function Υ is continuous on R2 since, as follows from property (i′),
lim
x→ 1
2
−
Υ(x, y) = −e2piiy = −e2piiyΥ(−1/2, y), ∀y ∈ [−1/2, 1/2),
while property (v’) implies
lim
y→ 1
2
−
Υ(x, y) = Υ(x,−1/2), ∀x ∈ [−1/2, 1/2).
With a more careful use of properties (i’) and (v’) one can verify that in fact
Υ ∈ Ck(R2 \ Z2).
Let G be the function defined in (66). In particular, the conditions above imply
that G is bounded on R2. Moreover, the function G is quasi-periodic, as follows
from the condition (67) on Υ. As above, this implies that there exists a function
g ∈ L2(R) such that Zg = G on R2. We prove that g satisfies the requirements of
Theorem 2.
As in the first part, to see that g has the required time–frequency localisation,
we bound the integrals (58) using the partition Ω1∪Ω2 given in (60). The estimates
over Ω2 follow exactly as before, while the estimate for ∆h over Ω1 follows from
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the inequality
|∆khΥ(x, y)|2 ≤ 2
(|∆khΘ(x, y)|2 + |∆khΘ(−x, y)|2),
in addition to Lemma 10. The estimate for Γh can be obtained in essentially the
same way, using Remark 4(b) to compensate for the additional exponential factor.
Again, the system G(g, 1, 1) is a Bessel system in L2(R), see Remark 2, and so
it remains to be checked that G(g, 1, 1) is an exact (Cq)-system. As in the first
part of the proof, it suffices to check that
1
|Υ|2 ∈ L
q/(q−2)([−1/2, 1/2]2). (68)
We claim that on [−1/2, 1/2]2 we have |Υ(x, y)|2 > C(|x|α+ |y|)2. This, combined
with (53) and (63), implies (68) in a direct computation which completes the proof.
So, to verify the estimate above, first calculate
|Υ(x, y)|2 = |Θ(x, y)−Θ(−x, y)e2piiy|2
= (Θ(x, y)−Θ(−x, y)︸ ︷︷ ︸
(I)
)2 + 4 Θ(x, y)Θ(−x, y) sin2 piy︸ ︷︷ ︸
(II)
.
Now, by property (iii’), it follows that (I) is bounded from below on W2. In the
same way (II) is bounded from below on W1 \ [−η, η]2 due to property (ii’). This
leaves the region [−η, η]2, where, by the above calculation and (iv’), we have
|Υ(x, y)|2 ≥ C
{((
2|x|α/γ + |y|β/γ)γ − (|x|α/γ + |y|β/γ)γ)2 + y2︸ ︷︷ ︸
(III)
}
.
By (53) and (64), we have β > 1, and so y2 ≥ y2β. In addition, we note that since
0 < γ < 1, we have aγ + bγ ≥ (a+ b)γ for positive a and b. Using these facts, and
(22), we obtain
(III) ≥ 1
2
[((
2|x|α/γ + |y|β/γ)γ − (|x|α/γ + |y|β/γ)γ)2 + y2β + y2]
≥ 1
4
[((
2|x|α/γ + |y|β/γ)γ + (yβ/γ)γ − (|x|α/γ + |y|β/γ)γ)2 + y2]
≥ 1
4
[((
2|x|α/γ + 2|y|β/γ)γ − (|x|α/γ + |y|β/γ)γ)2 + y2]
≥ C [|x|2α + y2] ≥ C(|x|α + |y|)2.
We turn to the case s = ∞. If the point (1/r, 0) is above the curve Γq, then
there exists r′ which satisfies r < r′ < (3q − 2)/(q + 2). Set α = (r′ − 1)/2. The
construction of the required example can be done in the same way as above with
the following modification of the function Θ:
Θ(x, y) = Θ0(x, y) =
{
ρ(x)(2(−x)α + 1) + 1− ρ(x) for − 1/2 ≤ x < 0,
ρ(x)(xα + 1) for 0 ≤ x < 1/2,
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and a corresponding change in the formulation and proof of Lemma 10. Note that
in this case, the functions g satisfying Zg = G, can be given explicitly. These
functions are essentially the same as the functions gα constructed in [14], Section
6.

7. Concluding remarks
Remark 7. It is well-known that if a system G(g, 1, 1) is a frame in L2(R) (i.e., a
Bessel (C2)-system), then it is also exact in the space, and therefore a Riesz basis.
For general (Cq)-systems, however, this is not the case: There exists a system
G(g, 1, 1) which is a (Bessel) (Cq)-system, for every q > 2, but is not exact. This
can be shown in much the same way as [19, Theorem 2].
Remark 8. The systems G(g, 1, 1) constructed in Section 6 prove the following
claim: For every q0 > 2 there exists a system that is a (Bessel) (Cq)-system
whenever q > q0, but is not such a system for q < q0. Indeed, the first part follows
from the construction and the latter part follows by Theorem 2(a).
Remark 9. Fix q ≥ 2. It follows by Theorem 2(a) that if the point (1/r, 1/s) is
below the curve Γq, then a function g, for which both the integrals in (2) converge,
cannot generate a (Cq)-system. By Theorem 2(b), on the other hand, if (1/r, 1/s)
is above the curve Γq, then the function can generate a (Cq)-system. However, if
(1/r, 1/s) is on the curve Γq, then Theorem 2 does not determine whether g can
generate a (Cq)-system, or not. We mention this question as a possible problem
for future research.
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