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Abstract: Newton’s problem of minimal resistance is one of the
first problems of optimal control: it was proposed, and its solution
given, by Isaac Newton in his masterful Principia Mathematica, in
1686. The problem consists of determining, in dimension three, the
shape of an axis-symmetric body, with assigned radius and height,
which offers minimum resistance when it is moving in a resistant
medium. The problem has a very rich history and is well docu-
mented in the literature. Of course, at a first glance, one suspects
that the two dimensional case should be well known. Nevertheless,
we have looked into numerous references and asked at least as many
experts on the problem, and we have not been able to identify a sin-
gle source. Solution was always plausible to everyone who thought
about the problem, and writing it down was always thought not to
be worthwhile. Here we show that this is not the case: the two-
dimensional problem is richer than the classical one, being, in some
sense, more interesting. Novelties include: (i) while in the classi-
cal three-dimensional problem only the restricted case makes sense
(without restriction on the monotonicity of admissible functions the
problem does not admit a local minimum), we prove that in dimen-
sion two the unrestricted problem is also well-posed when the ratio
of height versus radius of base is greater than a given quantity; (ii)
while in three dimensions the (restricted) problem has a unique so-
lution, we show that in the restricted two-dimensional problem the
minimizer is not always unique – when the height of the body is less
or equal than its base radius, there exists infinitely many minimizing
functions.
Keywords: Newton’s problem of minimal resistance, dimen-
sion two, calculus of variations, optimal control.
1Partially presented at the 4th Junior European Meeting on “Control and Optimization”,
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1. Introduction
Newton’s aerodynamical problem, in dimension three, is a classic problem (see,
e.g., Azevedo do Amaral, 1913; Fraeijs de Veubeke, 1966; Kneser et al., 1913).
It consists in joining two given points of the plane by a curve’s arc that, while
turning around a given axis, generates the body of revolution offering the least
resistance when moving in a fluid in the direction of the axis. Newton has con-
sidered several hypotheses: that the body moves with constant velocity, and
without rotation, on a very rare and homogeneous medium of particles which
are all equal; that the axis-symmetric body is inscribed in a cylinder of height H
and radius r; that the particles of the medium are infinitesimally small and im-
movable (there exists no temperature motion of particles); that collisions of the
particles with the body are absolutely elastic. Newton has indicated in theMath-
ematical principles of natural philosophy the correct solution to his problem. He
has not explained, however: how such solution can be obtained; how the problem
is formulated in the language of mathematics. This has been the work of many
mathematicians since Newton’s time (see, e.g., Bryson, Ho, 1975; Tikhomirov,
1990; Torres, Plakhov, 2006). Extensions of Newton’s problem is a topic of cur-
rent intensive research, with many questions remaining open challenging prob-
lems. Recent results, obtained by relaxing Newton’s hypotheses, include: non-
symmetric bodies (Buttazzo, Kawohl, 1993); one-collision non-convex bodies
(Comte, Lachand-Robert, 2001); collisions with friction (Horstmann, Kawohl,
Villaggio, 2002); multiple collisions allowed (Plakhov, 2003); temperature noise
of particles (Plakhov, Torres, 2004, 2005). Here we are interested in the classical
problem, under the classical hypotheses considered by Newton. Our main objec-
tive is to study the apparently simpler Newton’s problem of minimal resistance
for a two-dimensional body moving with constant velocity in a homogeneous
rarefied medium of particles. The first work on a two-dimensional Newton-type
problem seems to be Plakhov, Torres (2004), where the authors study the prob-
lem in a chaotically moving media of particles (in the classical problem particles
are immovable). The results in Plakhov, Torres (2004) were later generalized to
dimension three, Plakhov, Torres (2005). This paper is motivated by the results
in Plakhov, Torres (2005): when one considers temperature motion of particles,
the three-dimensional problem admits only two types of solutions; while the
two-dimensional case is richer, showing solutions of five distinct types. Here we
prove that in the classical framework, with an immovable media of particles,
also the two-dimensional case is richer: in certain cases of input of data (height
H and radius r of the body) the problem is well-posed (admitting local minima)
without imposing the restriction y˙(x) ≥ 0 on the admissible curves y(·). This is
different from the three-dimensional classical problem or the problem in higher-
dimensions, where the restriction y˙(x) ≥ 0 is always necessary for the problem
to make sense: without it there exist no strong and no weak local minima for
Newton’s problem of minimal resistance (see, e.g., Fraeijs de Veubeke, 1966;
Silva, 2005). We show that for H >
√
3
3 r the function yˆ(x) =
H
r
x is a local
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minimum for the unrestricted Newton’s problem of minimal resistance in di-
mension two. In the restricted case, while in dimension three (or higher) the
problem has always a unique solution, we prove that infinitely many different
minimizers appear in dimension two for r ≥ H . These simple facts seem to be
new in the literature, and never noticed before.
2. Restricted and unrestricted problems
In the classical three dimensional Newton’s problem of minimal aerodynamical
resistance, the resistance force is given by R [y˙(·)] =
∫ r
0
x
1+y˙(x)2 dx. Minimization
of this functional is a typical problem of the calculus of variations. Most part
of the old literature wrongly assume the classical Newton’s problem to be “one
of the first applications of the calculus of variations”. The truth, as Legendre
first noticed in 1788 (see Belloni, Kawohl, 1997), is that some restrictions on
the derivatives of admissible trajectories must be imposed: y˙(x) ≥ 0, x ∈ [0, r].
The restriction is crucial, because without it there exists no solution, and the
problem suffers from Perron’s paradox (Young, 1969, §10): since the a priori
assumption that a solution exists is not fulfilled, it does not make sense to try
to find it by applying the necessary optimality conditions. It turns out that,
with the necessary restriction, the problem is better considered as an optimal
control one (see Tikhomirov, 2002, p. 67, and Torres, Plakhov, 2006). Correct
formulation of Newton’s problem of minimal resistance in dimension three is
(see, e.g., Fraeijs de Veubeke, 1966; Tikhomirov, 1990):
R [u(·)] =
∫ r
0
x
1 + u(x)2
dx −→ min ,
y˙(x) = u(x) , u(x) ≥ 0 ,
y(0) = 0 , y(r) = H , H > 0 ,
where we minimize the resistance R in the class of continuous functions y :
[0, r] → R with piecewise continuous derivative. Here we consider Newton’s
problem of minimal resistance in dimension two (see Torres, Plakhov, 2006):
R [u(·)] =
∫ r
0
1
1 + u(x)2
dx −→ min ,
y˙(x) = u(x) , u(x) ∈ Ω , (1)
y(0) = 0 , y(r) = H , H > 0 .
We consider two cases: (i) the unrestricted problem, where no restriction on the
admissible trajectories y(·) other than the boundary conditions y(0) = 0, y(r) =
H is considered (Ω = R); (ii) the restricted problem, where the admissible
functions must satisfy the restriction y˙(x) ≥ 0, x ∈ [0, r] (Ω = R+0 ). While for
the classical three-dimensional problem only the restricted problem admits a
minimizer, we prove in Section 4 that the two-dimensional problem (1) is richer:
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the unrestricted case also admits a local minimizer when the given height H of
the body is big enough. In Section 5 we study the restricted problem. Also in
the restricted case the two-dimensional problem is more interesting: if r ≥ H ,
then infinitely many different minimizers are possible, while in the classical
three-dimensional problem the minimizer is always unique.
3. General results for both problems
The central result of optimal control theory is the Pontryagin Maximum Prin-
ciple (Pontryagin, Boltyanskii, Gamkrelidze, Mishchenko, 1962), which gives a
generalization of the classical necessary optimality conditions of the calculus of
variations. The following results are valid for both restricted and unrestricted
problems: respectively Ω = R+0 and Ω = R in (1).
Theorem 1 (Pontryagin Maximum Principle for (1)) If (y(·), u(·)) is a mini-
mizer of problem (1), then there exists a non-zero pair (ψ0, ψ(·)), where ψ0 ≤ 0
is a constant and ψ(·) ∈ PC1 ([0, r]; R), such that the following conditions are
satisfied for almost all x in [0, r]:
(i) the Hamiltonian system{
y˙(x) = ∂H
∂ψ
(u(x), ψ0, ψ(x)) (control equation y˙ = u) ,
ψ˙(x) = −∂H
∂y
(u(x), ψ0, ψ(x)) (adjoint system ψ˙ = 0) ;
(ii) the maximality condition
H(u(x), ψ0, ψ(x)) = max
u∈Ω
H(u, ψ0, ψ(x)) ; (2)
where the Hamiltonian H is defined by
H(u, ψ0, ψ) = ψ0
1
1 + u2
+ ψu . (3)
The adjoint system asserts that ψ(x) ≡ c, with c a constant. From the
maximality condition it follows that ψ0 6= 0 (there are no abnormal extremals
for problem (1)).
Proposition 1 All the Pontryagin extremals (y(·), u(·), ψ0, ψ(·)) of problem
(1) are normal extremals (ψ0 6= 0), with ψ(·) a negative constant: ψ(x) ≡ −λ,
λ > 0, x ∈ [0, r].
Proof. The Hamiltonian H for problem (1), H (u, ψ0, ψ) = ψ0
1
1+u2 + ψu, does
not depend on y. Therefore, by the adjoint system we conclude that
ψ˙(x) = −
∂H
∂y
(u(x), ψ0, ψ(x)) = 0 ,
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that is, ψ(x) ≡ c, c a constant, for all x ∈ [0, r]. If c = 0, then ψ0 < 0
(because one can not have both ψ0 and ψ zero) and the maximality condition
(2) simplifies to
ψ0
1 + u2(x)
= max
u∈Ω
{
ψ0
1 + u2
}
. (4)
From (4) we conclude that the maximum is not achieved (u → ∞). Therefore
c 6= 0. Similarly, for c > 0 the maximum
ψ0
1 + u2(x)
+ cu(x) = max
u∈Ω
{
ψ0
1 + u2
+ cu
}
does not exist, and we conclude that c < 0. It remains to prove that ψ0 6= 0.
Let us assume ψ0 = 0. Then the maximality condition reads
cu(x) = max
u∈Ω
{cu} , c < 0 . (5)
For Ω = R the maximum does not exist, and we conclude that ψ0 6= 0. For
Ω = R+0 (5) implies u(x) ≡ 0 and y(x) ≡ w, w a constant (y˙(x) = u(x)). This is
not possible, given the boundary conditions y(0) = 0 and y(r) = H with H > 0.
Therefore ψ0 6= 0: there exist no abnormal Pontryagin extremals.
Remark 1 If (y(·), u(·), ψ0, ψ(·)) is an extremal, then (y(·), u(·), γψ0, γψ(·)) is
also a Pontryagin extremal, for all γ > 0. Therefore one can fix, without loss
of generality, ψ0 = −1.
From Proposition 1 and Remark 1 it follows that the Hamiltonian (3) takes
the form
H (u) = −
1
1 + u2
− λu , λ > 0 . (6)
It is not easy to prove the existence of a solution for problem (1) with classical
arguments. We will use a different approach. We will show, following Torres,
Plakhov (2006), that for problem (1) the Pontryagin extremals are absolute
minimizers. This means that to solve problem (1) it is enough to identify its
Pontryagin extremals.
Theorem 2 Pontryagin extremals for problem (1) are absolute minimizers.
Proof. Let uˆ(·) be a Pontryagin extremal control for problem (1). We want to
prove that∫ r
0
1
1 + u2(x)
dx ≥
∫ r
0
1
1 + uˆ2(x)
dx
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for any admissible control u(·). Given (6), we conclude from the maximality
condition (2) that
−
1
1 + uˆ2(x)
− λuˆ(x) ≥ −
1
1 + u2(x)
− λu(x) (7)
for all u(·) ∈ PC ([0, r],Ω). Having in mind that all the admissible processes
(y(·), u(·)) of (1) satisfy∫ r
0
u(x)dx =
∫ r
0
y˙(x)dx = y(r)− y(0) = H ,
we only need to integrate (7) to conclude that uˆ(·) is an absolute control mini-
mizer:∫ r
0
(
−
1
1 + uˆ2(x)
− λuˆ(x)
)
dx ≥
∫ r
0
(
−
1
1 + u2(x)
− λu(x)
)
dx
⇔
∫ r
0
1
1 + uˆ2(x)
dx+ λ
∫ r
0
uˆ(x)dx ≤
∫ r
0
1
1 + u2(x)
dx+ λ
∫ r
0
u(x)dx
⇔
∫ r
0
1
1 + uˆ2(x)
dx+ λH ≤
∫ r
0
1
1 + u2(x)
dx+ λH
⇔
∫ r
0
1
1 + uˆ2(x)
dx ≤
∫ r
0
1
1 + u(x)2
dx .
Roughly speaking, Theorem 2 reduces the infinite dimension optimization
problem (1) to the study of a one-dimension maximization problem:
max
u∈Ω
H (u) = max
u∈Ω
{
−
1
1 + u2
− λu
}
, λ > 0 . (8)
4. The unrestricted problem
The following standard result of calculus (see, e.g., Fenske, 2003) will be used
in the sequel.
Theorem 3 Let n ≥ 2 and Ω ⊆ R be an open set. If f : Ω → R is n − 1
times differentiable on Ω and n times differentiable at some point a ∈ Ω where
f (k)(a) = 0 for k = 0, . . . , n− 1 and f (n)(a) 6= 0, then:
• either n is even, and f(·) has an extremum at a, that is a maximum in
case f (n)(a) < 0 and a minimum in case f (n)(a) > 0;
• or n is odd, and f(·) does not attain a local extremum at a.
We are considering now the unrestricted two-dimensional Newton’s problem
of minimal resistance, that is, Ω = R in (1). A necessary (sufficient) condition for
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u to be a local maximizer for problem (8) is given by H′ (u) = 0 and H′′ (u) ≤ 0
(H′′ (u) < 0), where
H′ (u) =
2u
(1 + u2)
2 − λ ,
H′′ (u) = −2
3 u2 − 1
(1 + u2)3
.
From the first order condition (maximality condition (2)) it follows that
u(x)
(1 + u2(x))
2 =
λ
2
⇔
y˙(x)
(1 + y˙2(x))
2 =
λ
2
. (9)
Using the boundary conditions y(0) = 0 and y(r) = H , we conclude that y(x) =
H
r
x (u = H
r
) is a local candidate for the solution of the unrestricted problem
(λ = 2r
3H
(r2+H2)2
). However, by Theorem 3, we conclude that such u is a maximizer
only when H >
√
3
3 r. For H <
√
3
3 r the value u =
H
r
corresponds to a local
minimizer of H (u) since H′′ > 0; for H =
√
3
3 r function H (u) has neither local
maximum nor minimum since H′′
(√
3
3 r
)
= 0 and H′′′
(√
3
3 r
)
= − 27
√
3
16 6= 0.
Theorem 4 If H >
√
3
3 r, then function y(x) =
H
r
x is a (local) minimum for
the unrestricted problem (1). For H ≤
√
3
3 r the problem has no solution.
Remark 2 The unrestricted problem (1) does not admit global minimum. Take
indeed, for large values of the parameter a, the control function
u˜(x) =
{
a if 0 ≤ x ≤ r2 +
H
2a
−a if r2 +
H
2a < x ≤ r .
This gives R[u˜(·)] = r1+a2 which vanishes as a → +∞, showing that no global
solution can exist.
By the symmetry with respect to the yy axis, a local solution to the unre-
stricted two-dimensional Newton’s problem of minimal resistance with H >
√
3
3 r
is a triangle, with value for resistance R equal to r
3
r2+H2 .
5. The restricted problem
We now study problem (1) with Ω = R+0 . In this case the optimal control can
take values on the boundary of the admissible set of control values Ω (u = 0).
If the optimal control u(·) is always taking values in the interior of Ω, u(x) > 0
∀ x ∈ [0, r], then the optimal solution must satisfy (9) and it corresponds to the
one found in Section 4:
u(x) =
H
r
, ∀x ∈ [0, r] , (10)
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with resistance
R =
r3
r2 +H2
. (11)
We show next that this is a solution of the restricted problem only for H ≥ r:
for H ≤ r the minimum value for the resistance is R = r − H2 .
It is clear, from the boundary conditions y(0) = 0, y(r) = H , r > 0, H > 0,
that u(x) = 0, ∀ x ∈ [0, r], is not a possibility: there must exist at least one
non-empty subinterval of [0, r] for which u(x) > 0 (otherwise y(x) would be
constant, and it would be not possible to satisfy simultaneously y(0) = 0 and
y(r) = H). The simplest situations are given by
u(x) =
{
0 if 0 ≤ x ≤ ξ ,
H
r−ξ if ξ ≤ x ≤ r ,
(12)
or
u(x) =
{
H
ξ
if 0 ≤ x ≤ ξ ,
0 if ξ ≤ x ≤ r .
(13)
We get (10) from (12) taking ξ = 0; (10) from (13) with ξ = r. For (12) the
resistance is given by R(ξ) = ξ + (r−ξ)
3
(r−ξ)2+H2 , that has a minimum value for
ξ = r −H ≥ 0: R(r −H) = r − H2 ,
u(x) =
{
0 if 0 ≤ x ≤ r −H ,
1 if r −H ≤ x ≤ r .
(14)
For r = H (14) coincides with (10); for r > H(
r −
H
2
)
−
(
r3
r2 +H2
)
= −
H(r −H)2
2(r2 +H2)
< 0 ,
and (14) is better than (10). Similarly, for (13) the resistance is given by
R(ξ) =
ξ3
ξ2 +H2
+ r − ξ , (15)
that has minimum value for ξ = H > 0:
u(x) =
{
1 if 0 ≤ x ≤ H ,
0 if H ≤ x ≤ r ,
(16)
R(H) = r − H2 , which coincides with the value for the resistance obtained with
(14). If one compares directly (11) with (15) one gets the conclusion that (10)
is better than (13) precisely when r < H :
r3
r2 +H2
−
(
ξ3
ξ2 +H2
+ r − ξ
)
=
ξH2
(
r2 − rξ −H2
)
[(r − ξ)2 +H2] (r2 +H2)
, (17)
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and since −H2 ≤ r2 − rξ −H2 ≤ r2 −H2, (17) is negative if r < H , that is, for
r < H , (10) is better than (13). For r = H , (16) coincides with (10), for r > H ,
(16) is better than (10) and as good as (14).
We now show that for r > H it is possible to obtain the resistance value
r − H2 in infinitely many other ways, but no better (no less value) than this
quantity. Generic situation is given by
un(x) =
{
0 if ξ2i ≤ x ≤ ξ2i+1 , i = 0, . . . , n ,
µi+1−µi
ξ2i+2−ξ2i+1 if ξ2i+1 ≤ x ≤ ξ2i+2 , i = 0, . . . , n− 1 ,
(18)
where n ∈ N, 0 = ξ0 ≤ ξ1 ≤ · · · ≤ ξ2n+1 = r, 0 = µ0 ≤ µ1 ≤ · · · ≤ µn = H . We
remark that for the simplest case n = 1 (18) simplifies to
u1(x) =


0 if 0 ≤ x ≤ ξ1 ,
H
ξ2−ξ1 if ξ1 ≤ x ≤ ξ2 ,
0 if ξ2 ≤ x ≤ r ,
which covers all the previously considered situations: for ξ1 = 0, ξ2 = r we
obtain (10); for ξ2 = r (12); and for ξ1 = 0 one obtains (13). All Pontryagin
control extremals of the restricted problem are of the form (18), and by The-
orem 2 also the minimizing controls. The resistance force Rn associated with
(18) is given by
Rn (ξ0, . . . , ξ2n+1, µ0, . . . , µn)
=
n∑
i=0
(ξ2i+1 − ξ2i) +
n−1∑
i=0
(ξ2i+2 − ξ2i+1)
3
(ξ2i+2 − ξ2i+1)
2
+ (µi+1 − µi)
2 . (19)
It is a simple exercise of calculus to see that function (19) has three critical
points: two of them not admissible, the third one a minimizer. The first critical
point is defined by µi = 0, i = 0, . . . , n, which is not admissible given the fact
that µn = H > 0. The second critical point is given by µi − µi−1 = ξ2i−1 − ξ2i,
i = 1, . . . , n, which is not admissible since µi − µi−1 ≥ 0, ξ2i−1 − ξ2i ≤ 0, and
µi = µi−1, i = 1, . . . , n, is not a possibility given µn = H > µ0 = 0. The third
critical point is
µi − µi−1 = ξ2i − ξ2i−1 , i = 1, . . . , n , (20)
which is a minimizer for H ≤ r. Thus, all the minimizing controls for the
restricted two-dimensional problem with H ≤ r are of the following form:
un(x) =
{
0 if ξ2i ≤ x ≤ ξ2i+1 , i = 0, . . . , n ,
1 if ξ2i+1 ≤ x ≤ ξ2i+2 , i = 0, . . . , n− 1 ,
(21)
n = 1, 2, . . ., 0 = ξ0 ≤ ξ1 ≤ · · · ≤ ξ2n+1 = r. For un(x) given by (21) the
resistance (19) reduces to Rn = r −
H
2 , ∀ n ∈ N.
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Theorem 5 The restricted two-dimensional Newton’s problem of minimal re-
sistance admit always a solution:
• the unique solution associated to control (10), when H > r;
• infinitely many solutions associated to the controls (21), when H ≤ r.
In the case H > r the minimum value for the resistance is r
3
r2+H2 , otherwise
r − H2 .
6. Conclusion
Newton’s classical problem of minimal resistance offer two interesting situations
to be studied: the problem in dimension two; and the problem in dimension d,
d being a real number greater or equal than three. While second situation is well
studied in the literature, and well understood, the first one has been ignored. In
the classical three-dimensional Newton’s problem of minimal resistance, only the
problem with restriction u(x) = y˙(x) ≥ 0 makes sense (without the restriction
the problem has no local minimum). In the two-dimensional case, we have
proved that the unrestricted case is also a well defined problem when H >
√
3
3 r,
the minimum value for the resistance being r
3
r2+H2 . The local minimizer is a
triangle. The two-dimensional problem with restriction u(x) = y˙(x) ≥ 0 has
always a solution: a unique solution (a triangle) when H > r, with value for
resistance equal to the unrestricted case; infinitely many alternative solutions
for r ≥ H , the minimal aerodynamical resistance being r − H2 .
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