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1参考文献 [2]から引用．縦軸は音声認識単語誤り率．人間の誤り率は 2 ⇀ 4%といわれている．
読み上げ（Read Speech）に関しては人間の聞き取りに近い性能を示しているが，放送（Broadcast
Speech）・会話（Conversational Speech）・会議（Meeting Speech）のような音声に関しては人間
の音声認識精度には達していない．( c⃝National Institute of Standards and Technology)
16






































✩✦✦✛✗✔✕ ➊ ✩❩✩ ❬❭❪
✩✦✦✛✗✔✕ ✲ ■❫✩






















































識モデルを用いた場合の 39.5%から 42.0%へと 2.5%の性能悪化にとどまっている





第 2 章 統計的言語モデルと音声技術


























たモデルは単語N -gram と呼ばれる．文字 1-gram は個々の文字 x (∈ X )の出現確
率 P (x)のみから計算され，





第 2 章 統計的言語モデルと音声技術
で表される．ここで hは文字列長であり，xh+1は文末に対応する特別な記号を表
す．同様に文字 2-gram は，




で表される．ここで x0は文頭に対応する特別な記号を表す．これをN -gram とし
て一般化すると，
P (x1x2 · · · xh) =
h+1∏
i=1
P (xi|xi−k · · · xi−1) (2.3)
となる．ここで，k = n− 1 であり，xi (i ≤ 0) は，文頭に対応する特別な記号で
ある．また，xh+1 は文末に対応する特別な記号を表す．
例えば，文「我輩は猫である」の文字 1-gram による生成確率は式 2.1から，
P (我輩は猫である)
= P (我)× P (輩)× P (は)× P (猫)




= P (我 |BOS)× P (輩 |我)× P (は |輩)× P (猫 |は)










は学習コーパス中に全ての単語の出現回数∑x∈X C(x)である．文字 2-gram モデ
ルにおける各文字の生成確率は，










で表される．ここで xi−1i−N+1は文字連接 xi−N+1xi−N+2 · · · xi−iである．
N を大きくすれば長いコンテキストをもとに次の単語をの生成確率を計算する
ことができ，N -gramモデルは精緻化されることになる．ところが文字の組み合わ
せは文字の種類数 |X |に対して |X |N となり，学習コーパス中に含まれない文字の
連接に対しては確率が 0になる・計算ができなくなるといった問題を生じる．文字
1-gram の場合コーパス中に現れない文字（文字 1-gram ）があれば最尤推定され
る生成確率は 0になる．また文字 2-gramの場合コーパス中に現れない文字 1-gram





高次のN -gram が存在しない時に低次のN -gram によって高次のN -gram を近似
するバックオフ・スムージング（Back-oﬀ）という方法が知られている．Nが大き


























で定義される．λa + λb = 1であり，一般的にはより低次のモデルと補間すること









λ(xii−N+1)P (xi|xi−1i−N+1) if C(xii−N+1) > 0






































∑−P (x) log2 P (x) (2.13)
のように定義される．一様分布 P (x) = 1|X | のときに最大となり 0 ≤ H0 ≤ 1であ
る．これに対して，テストコーパスの長さ nの文字列 x1x2 · · · xnに対するクロス
エントロピーは，
H(P,x) = − 1
n
∑






































































た 6個の単語w1 · · ·w6に対してシンボルが付与される．日本語の場合，アクセン
トは高低 2値アクセント 2を取ることが多い．
✵ ✁✂✄! ●☎✆✝! w1 w2 w3 w4 w5 w6 
✖✞✟✠✡!
✎ ! ✌! ❋! ✹☛! ☞! ✍! ✏!
✑✒! ✓✒! ✔✒! ✕✒! ✔✕✒! ✔✕✒!  ✶!
✗✘✙✚! ✗✘! "#!$!%#! &'! (#!$!)*! (+! ,'! ✏!
✛✜✢☎✣✙✚! ✛✜✢☎✣! ✤!$ ❃! ✤! ✤ $!❃! ❃! ✤! ✤!
✥✦✧!















 0 if i = 11 otherwise
1型
 1 if i = 10 otherwise
T 型
 1 if 2 ≤ i ≤ T , T < N0 otherwise
(2.17)
例えば，図 2.3において「冬」のアクセントは「fu 低, yu 高」なので，アクセント
型は 2モーラ 0型となる．アクセント句ap1「冬は」のアクセント型は 3モーラ 2





w1 w2 w3 w4 w5 w6 
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• 主観評価
– 平均オピニオン評点（Mean Opinion Score : MOS） [20]





– 非周期成分歪み（Aperiodicity distortion） (db)
– 有声・無声エラー率（Voiced/Unvoiced error rates） (%)
– メルケプストラル歪み（Mel-cepstral distortion） (db)























































このデコーダにおけるプロセスは，長さT フレームの入力特徴量X = {xt} (t =
28
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1 · · ·T )，からXに対応する単語列 Wˆ = {wˆi}を推定する問題として定式化され，
Wˆ = argmax P (W |x) = argmax P (X|W )P (W )
P (X)
(2.18)
= argmax P (X|W )P (W )
= argmax log(P (X|W ) + logP (W )
log(P (X|W )を計算するためのモデルを音響モデル，logP (W )を計算するための
モデルを言語モデルという．
2.4.2 音声認識の評価
音声認識の精度は単語誤り率（Word Error Rate: WER）または文字誤り率














東 京 特 許 許 可 局
音声認識器の出力した結果が
東 京 お 特 許 可 曲
だった場合，置換誤り:「局→曲」，削除誤り:「許→ ∅」，挿入誤り:「∅ →お」，という
3文字の誤りが発生している．この場合，CER = S:1+D:1+N :1
N :7
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上記のことから，本研究では，⟨表層,品詞,読み,アクセント ⟩の組を 1つの単位










,読み,アクセント ⟩の組を 1つの単位とみなしたモデル（3つ組N -gram モデル）
に関しても読みとアクセントの推定精度を検証した．その結果，読みとアクセン
トの精度に関して，4つ組N -gram モデルの精度が，3つ組N -gram モデルの精度
を上回った．ただし，コーパス作成の労力を考慮すると，読みとアクセントの推











漢字 1文字あたり平均 1.84 個の異なる読みが存在し，例えば最も読みの多い漢字












ベースにした，文字 N -gram モデルを用いた手法 [31] などが提案されており，本
研究においても ⟨文字列,読み ⟩ を単位とした N -gram モデルを用い未知語の読み
推定を行う．
3.3.2 アクセント
日本語のアクセントは多くの場合，高低 2値ピッチ H 及び L の列で表され，各
モーラに 1つ付与される．例えば，3モーラの単語「京都」/kyo o: to/ に対して




語「京都 , タワー」/kyo o: to , ta wa a:/という複合名詞中では，「京都」/kyo o:
to/のアクセントは/L H H/ であり，全体のアクセントとしては，/L H H , H L L/
である（表 3.1）．さらに，名詞「ホテル」が後続した単語「京都 , タワー , ホテ
ル」/kyo o: to , ta wa a: , ho te ru/の場合，「タワー」のアクセントは/H L L/ で
はなく/H H H/ であり，全体のアクセントとしては，/L H H , H H H , H L L/ で
ある（表 3.2）．
表 3.1: 複合名詞「京都タワー」における「京都」及び「タワー」のアクセント
表層 w 京都 タワー
品詞 t 固有名詞 一般名詞
読み s kyo o: to ta wa a:
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表 3.2: 複合名詞「京都タワーホテル」における「京都」・「タワー」及び「ホテル」
のアクセント
表層 w 京都 タワー ホテル
品詞 t 固有名詞 一般名詞 一般名詞
読み s kyo o: to ta wa a: ho te ru
アクセント a L H H H H H H L L
ントを決定している．文をアクセント句の列 p = (p1p2 · · · pl) とみなし，下記の手
法でアクセント列を決定する．
1. まず，形態素解析器等を用いて入力テキストを解析し，表層（単語境界）w
・品詞 t ・読み s を決定し，この 3つ組を v = ⟨w, t, s⟩ とする．
2. この 3つ組列 v = (v1v2 · · · vh) を，アクセント句決定ルールを用いて，vを 1
つ以上のアクセント句の列に分割する vh1 7→ pl1(h ≤ l) ．ここで各アクセン
ト句 pi(1 ≤ i ≤ l) は v の部分列 vri−1+1vri−1+2 · · · vri(r0 = 1, rl = h) である．
3. 各アクセント句 piに対して，アクセント句内の各3つ組 vj(j = ri−1+1, ri−1+





























境界・読み・アクセントの組 ⟨w, s,a⟩ の列を推定することである．ここで，読み
s は音素 s ∈ S の列であり，本研究では，日本語に対応した約 120種類の音素を
もつ集合 S = { a , i , · · · , n } を用いた．また，アクセント a は 2値ピッチ a ∈ A




京都, /kyo o: to/, /L H H/
タワー, /ta wa a:/, /H H H/
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3.4.1 N-gram モデルに基づく形態素解析
確率的な言語モデルである N -gram モデルは，英語や他のヨーロッパ言語のよ
うな空白で分かち書きされた文に対する品詞タグ付けのモデルとして用いられて
おり，永田 [35] によって，日本語や中国語のような分かち書きされない言語に対
しての形態素解析のモデルとして一般化された．表層 w と品詞 t の組を一つの単
位として，形態素解析のモデルとなっている．




P (⟨wi, ti⟩|⟨wi−k, ti−k⟩ · · · ⟨wi−1, ti−1⟩)
ここで， k = n− 1 であり， ⟨wi, ti⟩ (i ≤ 0) は，文頭に対応する特別な記号であ
る．また，⟨wh+1, th+1⟩ は文末に対応する特別な記号を表す．
確率モデルを用いた形態素解析器は，文字 xの列として表される文xと，形態素
⟨w, t⟩の列として表される文の表層 w が等しい x = x1x2 · · · xl = w1w2 · · ·wh = w
という制約条件下で，最も確率値の高い品詞と表層の組の列を出力する．
̂(⟨w1, t1⟩⟨w2, t2⟩ · · · ⟨wh, th⟩) (3.2)
= argmaxP (⟨w1, t1⟩⟨w2, t2⟩ · · · ⟨wq, tq⟩|x1x2 · · · xl)
3.4.2 読みおよびアクセント推定
読み及びアクセント推定を目的として，形態素 N -gram モデルを拡張する方法
を提案する．まず，表層 w ・品詞 t ・読み s ・アクセント a の 4つ組を一つの
単位 u とした N -gram モデルを考える．つまり u = ⟨w, t, s,a⟩ となり，例えば，
⟨京都,固有名詞, kyo o: to,H L L⟩である．この 4つ組N -gramモデルMu による，
4つ組列 u1, u2 · · ·uh の生成確率は以下の式で表される．
Mu(u1u2 · · ·uh) =
h+1∏
i=1
P (ui|ui−k · · · ui−2ui−1)
(3.3)
ここで，k = n−1であり，ui (i ≤ 0)は，文頭に対応する特別な記号である．また，
uh+1 は文末に対応する特別な記号を表す．形態素解析と同様に，4つ組 N -gram
モデルの確率値も，学習コーパス中に出現する 4つ組を計数した頻度から最尤推
定される．文字 x の列として表される文x と，4つ組 u = ⟨w, t, s,a⟩ の列として
表される文の表層 w が等しい x = x1x2 · · · xl = w1w2 · · ·wh = w という制約条件
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下で，下記の式において解探索を行う．


















説明では，各品詞 t に対して未知 4つ組に対応する記号 uUNKt を設ける．式（3.3）
における確率値 P は 未知語モデルMx を含み，式（3.5）のように表される．
ここで U は学習コーパス中に出現する 4つ組の集合であり，ui が未知 4つ組の
場合，その未知 4つ組の品詞毎に対応する記号 uUNKt が用いられる．任意の入力テ
キストに対して未知語モデルが適用可能であるためには，任意の文字に対して，出
現確率が 0より大きくなければならない．
P (ui|ui−k · · · ui−2ui−1) (3.5)
=

P (ui|ui−k · · ·ui−2ui−1)
if ui ∈ U
P (uUNKt i|ui−k · · ·ui−2ui−1)Mx(ui|ti)
if ui ̸∈ U
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未知語読み
まず，文字列と読みの組 ⟨x, s⟩ を単位とした未知語読み N -gram モデルを各品
詞毎に定義する．




P (⟨xi, si⟩|⟨xi−k, si−k⟩ · · · ⟨xi−1, si−1⟩, t)




いアクセント L H H · · · H を用いることにする．これは先頭のモーラのアクセン
ト要素のみが L で，2モーラ目以降のアクセント要素が H であるアクセントであ
る．このアクセントは学習コーパス中に現れる全形態素のアクセントのうち全体
の 37.28% を占めるため，最も簡易な推定方法としては妥当であると考える 1．
未知 4つ組モデル





Mx(⟨x1, s1⟩⟨x2, s2⟩ · · · ⟨xh′ , sh′⟩|t)
if a = L H H · · ·H
0 それ以外
ここで，未知 4つ組の表層文字列は，各文字を結合した結果に等しく（w =









式 （3.5） のパラメータは，学習コーパスの中の 4つ組を計数した頻度から最
尤推定される．コーパスの各文は予め単語に区切られており，各単語には，品詞・
読み・アクセントが付与されている．学習コーパスは 9個に分割され，4 つ組が分
割されたコーパスの 1個のみに出現する場合，コーパス中の 4 つ組を品詞毎の未
知 4つ組に対応する特別な記号 uUNKt に置き換える．







式 （3.5） における N -gram 確率値はより低次のモデルとの補間を行う．補間











されており，各単語は，表層 w・品詞 t・読み s・アクセント a の 4つ組から構










学習コーパス 8,800 190,318 285,082
テストコーパス 150 2,130 3,170
3.5.2 モデル
提案手法である 4つ組 N -gramモデルおよび，4つ組から品詞情報を除いた 3つ
組 N -gram モデル，加えて比較対象として，従来手法の 2つのモデルを用意した．
3つ組モデルは，品詞情報の要否を検討するために用意した．また，今回実験で用
いた各 N -gram モデルは，2-gram までを考慮した．
WT+S+A 逐次推定確率モデル
• 文を表層・品詞の 2つ組 ⟨w, t⟩の列とみなし，N -gramモデルを用いて，
単語境界及び品詞を推定する．
• 推定された表層及び品詞の組 ⟨w, t⟩ の列を制約条件とし，表層・品詞・
読みの 3つ組 N -gram モデルを用いて読みを推定する．
• 推定された表層・品詞及び読みの組 ⟨w, t, s⟩ の列を制約条件とし，表




• 文を表層・品詞・読みの 3つ組 ⟨w, t, s⟩ の列とみなし，N -gram モデル
を用いて，単語境界・品詞及び読みを推定する．
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WTSA 同時推定確率モデル （提案手法）
• 文を表層・品詞・読み・アクセントの 4つ組
⟨w, t, s,a⟩ の列とみなし，N -gram モデルを用いて，単語境界・品詞・
読み及びアクセントを同時に推定する．
WSA 品詞なし同時推定確率モデル （提案手法）











90.26% となっている．モデルWTSA から品詞を取り除いたモデルWSA の読













図 3.2 及び図 3.3 は，学習コーパスのサイズと精度の関係を示してある．図 3.2
において．実線は読み ⟨w, s⟩ の精度．破線は読み＋アクセント ⟨w, s,a⟩ の精度を
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表 3.4: モデル毎の精度（単語境界・品詞付与・読み付与・アクセント付与）
語数 ⟨w⟩ ⟨w, t⟩ ⟨w, s⟩ ⟨w, s,a⟩ ⟨a⟩
WT+S+A ⟨w, t⟩ 15, 211 98.07% 96.13% 96.70% 88.73% 91.76%
WTS+Ar ⟨w, t, s⟩ 15, 723 97.61% 96.08% 97.69% 89.53% 91.65%
WTSA ⟨w, t, s,a⟩ 21, 164 97.87% 95.79% 97.45% 90.26% 92.63%
WSA ⟨w, s,a⟩ 19, 560 97.64% N/A 97.08% 89.72% 92.42%
語数:異なり語数，⟨w⟩:単語境界，⟨w, t⟩:単語境界&品詞，⟨w, s⟩:単語境界&読み，⟨w, s,a⟩:
単語境界&読み&アクセント，⟨a⟩ ∼ ⟨w, s,a⟩|⟨w, s⟩:アクセント
示す．図 3.2 の各線の最も右の点は，表 3.4 の左から 5番目の列 ⟨w, s⟩ と同 6番目
の列 ⟨w, s,a⟩ の精度と一致する．図 3.3 の各線の最も右の点は，表 3.3 の一番右
の列 ⟨a⟩ の精度と一致する．実線は近似されたアクセントの精度を示す．WTSA
の精度および WSA の読み＋アクセントの精度に関する学習曲線に注目すると，
8, 000 文あたりで，WTS+Ar の精度を超えることが分かる．
品詞の付与に関しては，品詞を用いた場合のWTSA に比べWSA の精度は，

















































読みがテストコーパスの読みと一致する場合（例：正解は ⟨円安,名詞, e, n, ya, su⟩

































ル WSA の精度を上回った．ただし WTSA モデルはコーパスに対して ⟨表層
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表 3.5: 単語N -gram における品詞毎の誤り分布
ti−1 \ ti 動詞 語尾 助動 助詞 固有 名詞 接尾
動詞 18 2 1 1
語尾 1 5 6 6 1
助動詞 1 2
助詞 14 1 5 17
固有名詞 1 2 4 2
名詞 1 1 31 20 14
































,品詞,読み,アクセント ⟩ の 4つ組，または品詞を用いない ⟨単語境界,読み,アク
セント ⟩ の 3つ組を 1つの単位と捉え，N -gram モデルを用いて推定を行う．つ
まり，⟨単語境界,品詞,読み,アクセント ⟩ の 4つの値，または ⟨単語境界,読み,ア
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4.1に，入力文「今日京都タワーホテルに泊まる．」に対する表層w，品詞 t，読み
s，文脈アクセント a，および辞書アクセント a´，アクセント移動型 gを示す．ア
クセントの特徴を表す要素の組をアクセント特徴 facc = ⟨t,a, a´, g⟩ と定義し，同
じ faccを持つ単語を含む単語集合をアクセントクラスと定義する．
表 4.1: 入力文「今日京都タワーホテルに…」に対する言語情報
1 2 3 4 5
表層 w 今日 京都 タワー ホテル に
品詞 t 名詞 固有名詞 名詞 名詞 助詞
読み s kyo o: kyo o: to ta wa a: ho te ru ni
文脈アクセント a H L L H H H H H H L L L
辞書アクセント a´ H L H L L H L L H L L L
アクセント移動型 g C0 C1 C1 C1 I1
4.1.2 アクセントクラスの生成









1. アクセント特徴の組 faccをラベルとするクラス集合を用意する（図 4.2 c1, c2,
c3）．
2. 既知語の各語に対し，アクセント特徴の組によって，合致するクラスに組み
















A class for unknown words












c1(<p1, a3, a4, g1>)
c2(<p1, a4, a4, g1>)






A class for unknown words
図 4.2: アクセントクラスN -gram モデル
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4. 既知語および辞書語の各語に対して，取りうる文脈アクセント型をアクセン
ト移動型から列挙し，文脈アクセント型のみを変化させた単語を生成し，ア
クセントクラスに組み入れる（u′1, u′2, u′3, u′4, u′6, u′7）．





単語N -gram とアクセントクラスN -gram モデルを構築し，これらを線形補
間することで，最終的なモデルを構築する．4つ組 N -gram モデルによる 4つ組
列 u1, u2, · · · , uh の生成確率は，式 (4.1) によって表される．
Pu(u1u2 · · ·uh) =
h+1∏
i=1
P (ui|ui−k · · ·ui−2ui−1), (4.1)
ここで k=n−1であり，hは 4つ組列の長さ，uh+1は文末に対応する特別な記
号を表す．この生成確率 Pu(u1u2 · · ·uh)を最大化する 4つ組列を最終的な解とし
て選択する．同様に，クラスN -gram モデルでは，単語の生成確率は，クラスの
生成確率とクラス内での単語の生成確率の積で表される．




P (ui|c(ui))P (c(ui)|c(ui−k) · · · c(ui−2)c(ui−1)),
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ここで 0≤α≤1．この式で，コーパス中に出現する単語に対しては，クラス中
での単語カウント N(u, c(u)) に比例した確率が与えられる．また，学習コーパス
中に出現しない語に関しては，係数 α により非零の小さな値を確率として割り当
てる．これらの 2つのモデルを線形補間し，最終的なモデルを構築する．
P (u1u2 · · ·uh) (4.4)
= λuPu(u1u2 · · ·uh) + λcPc(u1u2 · · ·uh).

















二百兆, 数詞, /ni hya ku cho o:/, /L H H L L/
四千億, 数詞, /yo n se n o ku/, /L H H L L L/
八十億, 数詞, /ha chi ju u: o ku/, /L H H L L L/
九十万, 数詞, /kyu u ju u: ma n/, /L H H H H L/
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また，数詞＋数詞接尾に関しても同様に，数詞と数詞接尾の連接に関して読みと
アクセントを与えてある．
五万, 数詞, /go ma n/, /L H H/ ∥ メートル, 接尾, /me e: to ru/, /H L L L/
















れており，各語は，表層w，品詞 t，読み s，アクセント aの 4つ組から構成され
る．実験用コーパスの詳細を表 4.2に示す．学習コーパスは約 60,000文であり，辞
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表 4.2: 実験用コーパス
文数 単語数 文字数
学習コーパス 59,351 1,045,803 1,755,004



















W 単語N -gram モデル (ベースライン) 20,149
AC アクセントクラスN -gram モデル 1,062
M 補間モデル (提案手法) 21,211
R ルールモデル N/A
C 自動クラスモデル 14,803
ベースラインを 4つ組を 1つの単語とする単語 N -gram モデルとし，アクセ
ントクラスN -gram モデル，およびこれらの単語N -gram とアクセントクラス
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読みとアクセントの精度をモーラを単位とした誤り率（Mora Error Ratio :MER）
で比較する ．アクセントの誤り率は ⟨s, a⟩ の列を比較し，読みの誤り率はモーラ
ごとの ⟨s⟩ の列を比較する．例えば，「日本人」⟨日本,固有名詞, /ni ho n/, L H H⟩
⟨人,接尾, /ji n/,H L⟩に対して，アクセントの精度は（ni L, ho H, n H, ji H, n L）






モデル Htest MER⟨a⟩(%) MER⟨s⟩(%)
W 4.8962 9.64 - 1.20 -
AC 5.5656 12.17 (-26.2) 2.05 (-70.8)
M 4.9281 8.01 (16.9) 0.94 (21.6)
R N/A 11.09 (-15.0) 1.28 (-5.00)
C 4.8953 9.92 (-2.90) 1.18 (1.66)
提案手法Mのモーラ毎のアクセント誤り率はベースライン W に対して 9.64%
から 8.01%と 1.63ポイント改善しており，またモーラごとの読み誤り率は 1.20%








単語N -gram モデルWに対して，わずか 5%の増加に留まっている．つまりメモ
リ量をほとんど増やすことなく，精度が向上している．
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表 4.6に単語単位の誤り率（Word Error Ratio :WER）を示す．なお，現行英語シ

































N -gram モデル自体は任意の長さ nの先行事象を扱うことが出来るが，実用上
有効なのは n = 3程度までで，それ以上は緩やかに予測力が改善していく [38]．実






















度に N -gram モデルにおける推定処理を行う単位として句読点から句読点までの
文字列長が最大約 20文字程度の入力テストパターンを用いた．また，実行速度は，
約 324K文字（10, 000 文）のテストデータを用い，5回の計測の平均をとった．
表 4.7: フロントエンド システム実装環境（組み込み用構成）
CPU Pentium4 3.60GHz
OS Windows XP SP3















第 4 章 アクセントクラスの利用による音声合成フロントエンドの高精度化
4.5.1 要求される機能および実装上の制約
チューニングツールに関してはUIを用いるため，Adobe Flex を用いて開発を































1 |音声 |を /入力 |する |と |、
1 |Mesi |Josi /Dosi |Gobi |Josi |Kigo
1 |o, n,se,i |o /nyu,u,ryo,ku |su,ru |to |*
1 |1000 |0 /0111 |11 |1 |*
図 4.6: テキストエディタのための出力形式
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ツール 修正 文平均 修正前 修正後
文数 モーラ ⟨s,a⟩ ap ⟨s,a⟩ ap
長 MER(%) ERR(%) MER(%) ERR(%)
(1) 旧 9 29.8 6.72 17.65 4.48 3.45
(2) 新 16 31.8 1.31 10.42 2.81 2.27
(3) 旧 16 33.3 3.54 14.81 2.17 3.61


















































































































フ事後確率 [54]，N -best [55]，音響尤度，言語尤度を利用した方法など様々な指標
が提案され，その有効性が検証されている [56][57]が，中でも単語グラフを用いた


















れ 76.7%, 42.1% 減らすことができた．
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図 5.1: 大語彙連続音声認識と音節N -best 音声認識を用いたキーワード検出
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例: mi , gi , ku , ri , Qku , de , su , ne
検出対象の音声を単語単位の音声認識システムW および音節単位の音声認識シ
ステムS を用いて音声認識を行う．システムW の認識結果は 1-best のみの出力と
して単語列w1を，システムS はN -best の認識結果 s1 . . . sNを出力する．ここで
N -best は検出対象音声から音声認識システムを用いて得られるN 個の仮説の集合
である．N は得られる仮説の個数の最大値とし，N -best 出力は認識尤度の降順に
出力されているものとする．また，キーワードは，文字列 wK (例:「クリック」)で
与えられ，辞書またはテキスト音素列変換 [62][63] により音節列 sK (例:ku ri Qku)
に変換され信頼度計算装置に入力される．本実験では辞書を用いて変換を行って
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一致する区間を検出する．一致する区間のタイムスタンプは検出用インデッ
クスに含まれる単語アラインメント結果 d = ⟨tbeg, tend⟩から得られる最終的
にMwK 個の一致した検出区間リストD(wK) = dwK1 . . . dwKMwK を得る．
2. 音節N-best による信頼度評価
単語音声認識の検出区間 dwKi (1 ≤ i ≤MwK )に含まれる音節音声認識システ
ム Sの認識結果 s1 · · · sN とキーワード音節列 sKを用いて検出区間 dwKi の信
頼度CM(sK , dwKi )を求める．検出区間の信頼度の計算は 5.2.3節に記す 2種
類の信頼度を用いて行う．
3. 閾値による抽出










計算量の少ないN -best の評価方法としてN -best のN を変えたときにN -best
に含まれるかどうかを判断する．1-best から順にキーワードとの比較を行うだけ
なので，最も検出時間が短くなると期待できる．検出区間 diの評価は音節音声認
識N -best の結果 s1 . . . sN とキーワード sK の一致する最小の順位 n(1 ≤ n ≤ N)
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N -best を用いた事後確率の値を信頼度とする．あるキーワード sKが検出区間










n=1 p(x|sn) · p(sn) · δ(sK ,LsndwKi )∑N
n=1 p(x|sn) · p(sn)
(5.2)
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キーワードは未知語を含まず，長さ 1 ∼ 11文字 (1 ∼ 12音節)からなる 40語で構




表記 wK 音節表記 sK
値段 ne da n
東京 to: kyo:
おはようございます o ha yo: go za i ma su
よろしくお願いします yo ro shi ku o ne ga i shi ma su
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なN -best を出力しておく．また比較のため単語N -best についても出力しておく．
一発話あたりのN -best の出力数は，単語音声認識では (最小値,最大値,平均) =
(1, 877, 91.6)個，また音節音声認識では (最小値,最大値,平均) = (1, 495, 36.6)個
であった．表 5.3に音声「右クリックですね」を入力としたときの単語音声認識
N -best 出力，また表 5.4に音節音声認識出力の結果を示す．誤りなく認識されて
いるのはそれぞれw1および s4となる．
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表 5.3: 単語 N -best 出力の例
n 認識単語列 wn 単語列対数認識尤度
1 右 クリック ですね −81.1235
2 右 クリック です よね −81.3125
3 右 クリック です よ ね −81.6375
4 右 クリック でしょう ね −81.8335
5 右 クリック です よ −81.9705
表 5.4: 音節 N -best 出力の例
n 認識単語列 sn 音節列対数認識尤度
1 mi gi ku ri Qku su su me −80.6225
2 mi gi ku ri Qku o su su me −80.7070
3 mi gi ku ri Qku su de −80.7140
4 mi gi ku ri Qku de su ne −80.7615
5 mi gi ku ri Qku de su ne: −81.4520
5.3.4 ランキングを信頼度として用いた実験
2種類の信頼度 CMRank(sK , dwK )，CMPost(sK , dwK )のうち，まずランキング
CMRank(sK , d
wK )を用いた場合の提案手法の評価を行う．キーワード文字列wKが
単語音声認識の 1-best であるWRank(1) に一致した区間に対して，音節音声認識N -
best によって計算されるSRank(T ) で信頼度付与した結果を示す．比較として，単語音
声認識N -best と音節音声認識N -best 単体での評価も行う．単語音声認識N -best






i ) = 1−





i ) = 1−





i はそれぞれ sK を音節N -best 中に含む区間，wK を単語N -best 中に
含む区間である．それぞれの方法で得られる検出区間の集合を以下のように示す．
WRank(T ) 単語音声認識N -best
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全検出評価用データに対する単語音声認識N -best 出力に対し，閾値を n位
に対応する T = 1 − (n − 1)/N とした場合に CMRank(wK , dwK )≥ T となる
音声区間の集合
SRank(T ) 音節音声認識N -best
全検出評価用データに対する音節音声認識N -best 出力に対し，閾値を n位
に対応する T = 1− (n− 1)/N とした場合にCMRank(sK , dsK )≥ T となる音
声区間の集合
CRank(T ) 単語・音節音声認識組み合わせ (提案手法)
CRank(T ) = W
Rank
(1) ∩ SRank(T ) ．単語認識結果がキーワード 1-best 文字列に一
致し，かつ音節音声認識N -best 出力に対し，閾値を n位に対応する T =
1− (n− 1)/N とした場合にCMRank(sK , dwK )≥ T となる音声区間の集合
表 5.5に単語音声認識WRank，音節音声認識SRankおよび提案手法CRankにお
いて閾値を最大・最小とした場合の再現率・適合率・F値を示す．WRank(1) とSRank(1)
の点がそれぞれ単語音声認識 1-best 出力および音節音声認識 1-best 出力に対応
する再現率・適合率である．WRank(1) とSRank(1) の点を比較すると音節音声認識の F




0.314ポイント下がっている．同様に音節音声認識のF値も閾値の変化 T = 1⇀ 0
にしたがい，0.213ポイント下がる．
図 5.3に各モデルにおいて閾値を T = 1 ⇀ 0 と段階的に変化させていった結果
を示している．なお，図中のWRankにおいて T = 1以外の点も図中にプロットし
てあるが，CRankを求める際には 1-best にあたるWRank(1) 以外の点は用いていな
い．音節音声認識結果の 1-best を閾値としたCRank(1) はWRank(1) に比べF値が向上
し (0.688→ 0.717)，適合率の上限を 0.190ポイント向上させることができている．
表 5.5: CMRank(sK , dwK )を用いたCRankの再現率・適合率
T = 1 T = 0
モデル 再現率 適合率 F値 再現率 適合率 F値
WRank 0.746 0.637 0.688 0.900 0.236 0.374
SRank 0.710 0.418 0.526 0.849 0.189 0.313
CRank 0.634 0.827 0.717 0.706 0.735 0.720
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WRank:Word−based Result using CMRank




次にランキングCMRank(sK , dwK )の代わりに音節列事後確率CMPost(sK , dwK )
を信頼度として定義し，同様に実験を行った．キーワード文字列wKが単語音声認








n=1 p(x|sn) · p(sn) · δ(sK ,LsndsKi )∑N
n=1 p(x|sn) · p(sn)
として定義される．
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SPost(T ) 音節音声認識N -best
全検出評価用データに対する各音節音声認識N -best 出力に対し，音節列事
後確率がCMPost(sK , dsK )≥ T となる音声区間の集合．
CPost(T ) 単語・音節音声認識組み合わせ (提案手法)
CPost(T ) =W
Rank
(1) ∩ SPost(T ) ．単語認識結果がキーワード 1-best 文字列に一致し，
かつ音節認識N -best 出力から得られる音節列事後確CMPost(sK , dwK )≥ T
となる音声区間の集合．
信頼度として単語事後確率CMPost(sK , dwK )を用いた場合の音節音声認識SPost
および組み合わせ提案手法CPostのそれぞれの閾値を T = 1, 0としたときの再現
率・適合率・F値を表 5.6のSPost，CPost行に示す．CPostの適合率の上限はWRank
に比べ 0.248ポイント高く，改善している．また，図 5.3と同様に図 5.4に閾値を
T = 1 ⇀ 0と段階的に変化させていった結果を示す．閾値 T が 1に近づくととも
に適合率は若干下がる傾向にあり，適合率が最高になったのは閾値が T = 0.94の
点で適合率は 0.888であり，この点での再現率・適合率・F値を表 5.6 の下 2行に
示す．ランキングCMRank(sK , dwK )を信頼度としたCRank(1) とを比較するとCPost(0.94)
のほうが 0.061ポイント最高適合率が高かった．
表 5.6: CMPost(sK , dwK )を用いたCPostの再現率・適合率
T = 1(0.94) T = 0
モデル 再現率 適合率 F値 再現率 適合率 F値
WRank 0.746 0.637 0.688 0.900 0.236 0.374
SPost 0.433 0.494 0.461 0.849 0.189 0.309
CPost 0.402 0.885 0.553 0.706 0.735 0.720
SPost(0.94) 0.516 0.507 0.511
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WRank:Word−based Result using CMRank
SPost:Syllable−based Result using CMPost
CPost:Combination (Proposed Method)
図 5.4: CMPost(sK , dwK )を用いた場合の再現率/適合率曲線
5.3.6 単語音声認識に対して事後確率を信頼度として用いた実験
単語 1-best の結果に対して音節音声認識N -best を CMRank(sK , dwK )および
CMPost(sK , d
wK )により計算される信頼度により信頼度付与できることがわかった







n=1 p(x|sn) · p(sn) · δ(wK ,LwndwKi )∑N
n=1 p(x|wn) · p(wn)
として定義される．
単語音声認識N -best の結果に対して直接単語事後確率を用いた結果W Postと，
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提案手法である組み合わせW Postの事後確率の最も高いW Post(1) に対して音節N -
best を用いた事後確率SPostを用いて信頼度付与した結果から計算される検出区
間の集合を以下のように示す．
W Post(T ) 単語音声認識N -best
全検出評価用データに対する各音節音声認識N -best 出力に対し，単語事後
確率がCMPost(wK , dwK )≥ T となる音声区間の集合
GPost(T ) 単語・音節音声認識組み合わせ (提案手法)
GPost(T ) =W
Post
(1) ∩ SPost(T ) ．単語認識結果がキーワードWK が単語事後確率が最
大となる単語列W Post(1) に一致し，かつ音節認識結果の事後確率CMPost(sK , dwK )≥
T となる音声区間の集合．
表 5.7に閾値を最大・最小とした際の性能を示し，図 5.5に閾値を T = 1⇀ 0と
段階的に変化させていった結果を示す．表 5.7のW Postに着目すると閾値が T = 1
とした場合W Post(1) の適合率はCPost(1) の適合率より高く，0.924であった．さらに
W Post(1) で検出された音声区間においてSPostを用いて信頼度付与を行ったところ，




表 5.7: W PostモデルおよびGPostモデルの再現率および適合率
T = 1 T = 0
モデル 再現率 適合率 F値 再現率 適合率 F値
W Post 0.346 0.924 0.503 0.900 0.236 0.374
SPost 0.433 0.494 0.461 0.849 0.189 0.309
GPost 0.272 0.959 0.423 0.331 0.943 0.490
また，キーワードの文字列長の違いにより再現率・適合率に違いがあるかを調
べるため，40語のキーワードを文字列長が 4文字以下のキーワード 20語と 5文字
以上のキーワード 20語に分け，それぞれの再現率・適合率・F値を調べた．表 5.8
に結果を示す．W Postモデルに着目すると，文字列長の長いキーワードの F値が
高いが T = 0における再現率は文字列長の短いキーワードの方が高い．またSPost
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WRank:Word−based Result using CMRank
SPostWord−based Result using CMPost
CPost:Combination (Proposed Method)
図 5.5: W PostモデルおよびGPostモデルの再現率/適合率曲線
率を下げる要因になっている．GPostモデルでは，T = 0における F値は文字列
長の長いキーワードのほうが高いが，これはW Postの T = 1の値に依存して高く





月に 35万件あり，平日のみの受電と仮定すると 1日あたり約 17, 000件．約 3, 000
時間の音声がコールモニタリングの対象となる．これら 1日数千時間の音声に対し
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SPost:Syllable−based Result using CMPost
WPostWord−based Result using CMPost
GPostMax:Combination (Proposed Method)









の実験で得られた適合率の区間を図 5.7にまとめる．横軸に平行な適合率 = 0.637
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表 5.8: 単語の文字列長の違いによる再現率および適合率
T = 1 T = 0
モデル 再現率 適合率 F値 再現率 適合率 F値
文字列長 4文字以下
W Post 0.336 0.921 0.493 0.910 0.218 0.352
SPost 0.465 0.423 0.443 0.856 0.161 0.271
GPost 0.282 0.961 0.436 0.325 0.942 0.483
文字列長 5文字以上
W Post 0.365 0.930 0.524 0.879 0.284 0.430
SPost 0.369 0.844 0.513 0.836 0.294 0.436
GPost 0.250 0.954 0.396 0.343 0.944 0.503
の破線は単語 1-best で得られる適合率を示す．CRank, CPost, GPostはそれぞれ
ベースシステムとの組み合わせとして用いられるので，それぞれのベースモデルの
適合率の下端からT = 0における適合率の区間を斜線の区間にて示す．単語 1-best































































































































正解であるのべ 3148個のキーワードの 25%, 50%を網羅する再現率 0.250, 0.500
のポイントにおいて誤検出数を比較した結果を表 5.9に示す．再現率 0.500の場合，
単語 1-best であるWRank(1) と提案法を比較すると，WRankの場合 2550個の検出
に対して 1624個の正解と 926個の誤りを含むのに対し，ランキングを信頼度とし
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表 5.9: 再現率 0.250, 0.500のポイントにおける誤り検出数
再現率 0.250% 再現率 0.500%
(正解数 812) (正解数 1624)
モデル 検出数 誤検出数 検出数 誤検出数
WRank(1) 1274 462 2550 926
CRank 970 158 1940 316
CPost 917 105 1839 215
W Post 879 67 1871 247
GPostMax 846 34 1767 143
たCRankの場合 316個，事後確率を信頼度としたCPostの場合 215個の誤り数とな
り，それぞれ 65.8%, 76.7%の誤検出を減らすことができている．また単語N -best
を用いたWRankと提案法であるGPostMaxを比較した場合，それぞれ 247個の誤
りと 143個の誤りを含み 42.1%の誤検出を減らしている．再現率 0.250の場合では
GPostMaxの誤りが最も少なく次いでW Postの誤り数が次に少ない．この場合でも










はあらかじめWRank(1) により絞り込まれた検出区間のみに対してCMPost(sK , dwK )
の計算 (音節音声認識および音節N -best の出力)を行えばよい．またGPostでは
単語N -best に含まれる検出区間のみに対して CMPost(sK , dwK )の計算を行えば
よい．CPUが Intel Xeon 3.16G Hz，メモリ 4GBの計算機を用いて実際に計測を
行った結果，システムで用いた音声認識器では，単語音声認識 1-best 出力に要す
る時間を rとすると単語N -best 出力に 1.37r, 音節音声認識 1-best に 1.77r, 音節
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ド検出に要する実行時間をモデルごとに示す．表 5.10中の aはWRank(1) により絞り
込まれた検出区間の全検出対象データに対する割合，bは単語N -best にキーワー
ドが含まれる検出区間の全検出対象データに対する割合である．本実験で用いた
検出評価用データおよび検出キーワードの場合 40語の合計で a = 0.159, b = 0.566
であった．この場合の実行時間を条件 1の列に記す．一方，実際のコールセンター
のモニタリングでは，検出対象の音声が非常に大量ではあるものの，検出キーワー
ドは低頻度で出現する語が用いられる．このような場合 a, bはともに 0に近くなり，
信頼度付与のためのインデックス作成に要する時間は無視できる．a = 0, b = 0と
した場合の実行時間を条件 2の列に示す．
表 5.10: モデルの違いに対する計算時間
モデル 実行時間 条件 1 条件 2
WRank(1) r r r
SRank, SPost 1.77r 1.77r 1.77r
CRank, CPost r + a× 5.08r 2.81r 1.00r
W Post 1.37r 1.37r 1.37r
GPost 1.37r + b× 5.08r 4.24r 1.37r
条件によって計算時間は大きく異なるが，比較的頻度の高いキーワードを検出















































音声合成フロントエンドにおいては ⟨単語境界,品詞,読み,アクセント ⟩ の 4つ組，
または品詞を用いない ⟨単語境界,読み,アクセント ⟩の 3つ組を 1つの単位と捉え，
N -gram モデルを用いて推定を行った．つまり，⟨単語境界,品詞,読み,アクセン
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