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ABSTRACT
In 2020, 1Tb/s on-/off-chip communication bandwidth and -100fJ/bit total energy in a point to
point link is predicted by Moore's law for high performance computing applications. These
requirements are pushing the limits of on-chip silicon CMOS transistors and off-chip VCSELs
technology. The major limitation of the current systems is the lack of ability to enable more than
a single channel on a single wire/fiber. Silicon photonics, offering a solution on the same
platform with CMOS technology, can enable Wavelength Division Multiplexed (WDM)
systems. However, Silicon photonics has to overcome the wafer level, fabrication variations and
dynamic temperature fluctuations, induced by processor cores with low-energy high-speed
resonators.
In this work, we offer a solution, called as Automated Wavelength Recovery (AWR), to these
limitations. In order to demonstrate AWR, we design and demonstrate high performance active
silicon resonators. A microdisk modulator achieved open eye-diagrams at a data rate of 25Gb/s
and error-free operation up to 20Gb/s. A thermo-optically tunable microdisk modulator with
Low power modulation (1 If/bit) at a data rate of 13-Gb/s, a 5.8-dB extinction ratio, a 1.22-dB
insertion loss and a record-low thermal tuning (4.9-p.W/GHz) of a high-speed modulator is
achieved. We demonstrated a new L-shaped resonant microring (LRM) modulator that achieves
30 Gb/s error-free operation in a compact (< 20 ptm 2 ) structure while maintaining single-mode
operation, enabling direct WDM across an uncorrupted 5.3 THz FSR. We have introduced heater
elements inside a new single mode filter, a LRM filter, successfully. The LRM filter achieved
high-efficiency (3.3gW/GHz) and high-speed (Tf -1.6 ps) thermal tuning and maintained signal
integrity with record low thru to drop power penalty (<1.1 dB) over the 4 THz FSR and <0.5dB
insertion loss. We have integrated a heater driver and adiabatic resonant microring (ARM) filter
in a commercial bulk CMOS deep-trench process for the first time. The proposed AWR
algorithm is implemented with an ARM multiplexer. An advanced method for AWR is also
introduced and demonstrated with passive resonators.
Thesis Supervisor: Michael R. Watts
Title: Professor of Electrical Engineering
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1. Introduction
Over the course of first chapter, on-/off-chip electrical and optical communications will be
introduced with a focus on realization of Wavelength Division Multiplexed (WDM) Silicon Photonics.
The roadmap of WDM Silicon Photonics will be summarized and an overview of ways to overcome the
challenges of silicon photonics will be given. The need for automated wavelength recovery (AWR) will
be justified and the architecture of AWR will be proposed.
1.1 Electrical on-/off-chip communications
Since the digital era started with Complementary Metal Oxide Semiconductor (CMOS) technology, the
data storage, transmission bandwidth boomed up and the communication technologies scaled the clock
frequency, power efficiency, on- and off-chip bandwidth and hard disk capacity. Gordon E. Moore
predicted that the number of integrated components (especially transistors) will be doubled at every two
year in 1965 [1]. His statement is true since 1965 and it is often called as Moore's Law. P-type and N-
type metal oxide semiconductor field effect transistors (NMOS and PMOS) are the building blocks of on-
chip communications. Off-chip communications utilized high speed electrical interconnects before the
fiber optics and VCSEL technology. The off-chip short distance communication is still dominated with
electrical interfaces. Definitions might vary for an electrical link but a simple electrical point to point link
should have electrical modulator, switch, filter, amplifier and receiver (Fig. 1).
? N-Electrical 
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Power Supply 3-
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010.FilterMhodulatorF ------- 1 Fite Clock
Clock Selection
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Figure 1. Point to point electrical Link with distributed clock
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Digital modulators need to transmit two distinct logic levels; "1 "s and "0"s at the local clock
frequency. Data at the output of the modulator will be fed to a router or switch. The switch will pass the
data to the desired node. The data will be amplified and filtered before it reaches the receiver. The data
will be received and sampled using the clock at the end and signal integrity of this transmission will be
determined with bit error rate (BER). BER of less than lx 10-12, is considered error-free as a
communication standard.
On-chip communications is dominated with electronics only due to cost effectiveness and scaling
of transistor technology. Clock frequency scaled significantly from 66 MHz (1993, Pentium) to 3.9GHz
(2012, Core i7 Extreme). Intel chipset x86 clock frequency is shown in Figure 2 and the clock frequency
scaling trend is in good agreement with Moore's Law from 1993 to 2004.
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Figure 2. Clock frequency scaling for Intel chipset x86
After 2004, the clock frequency is kept similar to Pentium 4 and the number of cores is increased.
Microprocessor area kept same to preserve high yield through the wafers. [2] Instead, the transistor
density scaled to improve on-chip performance. This is enabled with research on advanced materials and
Silicon fabrication [3-5], low voltage signaling (LVS) [6], memory architecture [7] and multicore design
and performance validation [8,9]. These developments targeted to keep the scaling computer
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performance. The number of floating-point operations per second (FLOPs) is widely used as a measure of
computer performance. Theoretical maximum FLOPs can be calculated as follows [39];
FLOPS = Ncof Operations
"ref cCore x Clock Cycle
Where, Ncoreis the number of cores and f, is the clock frequency. Commodity microprocessors can
currently at least perform 4 operations whereas supercomputers can perform more than 12 operations per
core in single clock cycle. Since this assumes each core is fetching the maximum number of operations, it
predicts a theoretical maximum FLOPS. Computer performance is plotted in Figure 3. Commodity
computer performance is still increasing with a rate similar to Moore's Law after 2004. Even at this
scaling rate, we expect to reach around - TFLOPs by 2020. However, multicore processing does not
10o 10 o Top Supercomputers /Chip
Theoretical Max/Chip
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Figure 3. Maximum FLOPs for commodity (left) and supercomputer (right) microprocessor scaling as a measure of computer
performance and memory bandwidth. Top Supercomputer FLOPs per chip (right) is calculated based on TOP500.org data.
Theoretical maximum FLOPs per chip (right) is calculated using the FLOPs equation.
necessarily boost the performance linearly since some tasks cannot be handled in all cores at the same
time. Amdahl has foreseen the future of computing in 1967 [23] and based on his predictions, Amdahl's
Law of scaling has been formulated as follows [24];
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Where, req is the ratio of the sequential part of the program, 1 - req is the ratio of the parallel executable
part of the program. Here the program is assumed to be a combination of sequential and parallel part.
If program execution is all parallel, then speedup is linear with number of cores. However, if the tasks are
sequential, then there is no speedup due to parallel computing. Therefore, asymmetric multicore chips that
combine one or more powerful core and standard cores inside a package and dynamic microprocessors
which can arbitrarily interchange between sequential and parallel mode, have been proposed [24]. Both
approaches have maximized the parallel computation Speedup than symmetric multicore chips that
involve identical cores.
At this point, it is important to understand the trend for how to keep low power at higher clock
frequency and having multiple cores. Power of a single transistor can be calculated as the following;
P, = Ncore a fc Ctr VD
Where, P, is the transistor power, a is the encoding scheme related multiplier, Cr is the transistor
capacitance and VDD is the supply voltage. For non-return to zero on-off keying (NRZ-OOK) pseudo-
random bit sequence (PRBS), there are equal number of 0-0, 0-1, 1-0, 1-1 transitions and the power is
only consumed in 0-1 transition. Therefore, a is equal to 1/4. The C,,, VDD, f_ is swept from 0 to 1 to
show dependence of transistor power (Fig. 4).
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Figure 4. Normalized on-chip power scaling as a function of transistor capacitance, voltage supply and clock frequency
The power consumption will be constant if the transistor capacitance and voltage supply can be
lowered while the clock frequency is rising. That is the reason the fabrication processor node is dwarfed
from 0.8im (1993) to 22nm (2012). While the transistor area is scaled down to achieve low power
devices, the power density increased significantly. Power and heat density limited the scaling of transistor
technology and the multi-core era has started in 2004. The methods for diminishing voltage supply (VDD )
up to a factor of 2 has been demonstrated recently [10, 11] and it might be an enabler for power and
performance scaling.
Before moving from the on-chip to off-chip communications, one must discus about the memory
access which is bridging the on- and off-chip communications. On-chip performance is measured by
FLOPs and memory or data storage is indicated with bytes per second. The relation between byte (b) and
FLOP are reported as 1 b/FLOP [12] for commodity and 0.5 b/FLOP [10] for supercomputers. I b/FLOP
is regularly quoted for memory bandwidth. Therefore, we expect to reach around 1 Tb/s memory
bandwidth in 2020 (Fig. 3). High bandwidth operation will be enabled by 3D CPU and it is predicted to
be available by 2013 in 3D integration roadmap (Fig. 5) [33]. The on-/off-chip bandwidth will be bridged
using an intermediate vertical connection between board to chip or chip to chip in 3D integration.
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Figure 5. 3D integration complexity and roadmap predicted by Fraunhofer IZM
Ball grid array is being used to achieve high speed interconnects between CMOS chips [26]. Microballs
are squeezed by the top and bottom chips to achieve microbump/solder structures (Fig. 6). It can be
utilized for CMOS and photonic chip interconnects as well. However, standard pitch is ~-50pm and allows
Figure 6. Micgrographs of high density microbump array (left), closeup on microbump array (middle), flip-chip bonding of two
CMOS chips (right)
low density interconnects. Therefore, reaching high density interconnects and high off-chip bandwidth
requires new methods of chip to chip interconnect.
On the other hand, Through Silicon Via (TSV) is a key alternative since it is an extension of
convential via technology implemented in process design kits [22]. TSV is slightly taller than the existing
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via on a microprocessor which can provide high speed and low latency off-chip interconnects and access
to memory compared to existing technologies. TSV is currently formed by Cu, W and Poly-Si (Fig. 7).
Cu-TSV W-TSV PolySi-TSV
Figure 7. Cu-TSV (Fraunhofer IZM), W-TSV and Poly-si TSV
The common limitations of TSV are increased on-chip heat dissipation and density as well as threshold
voltage shifts on transistors. The heat and power consumption problem might be alleviated by running at
low clock frequencies [30]. RC time constant of the dense TSV interconnection will be dominated by
high resistance due to thin cores or wires and via to via or wire to wire capacitance and inductance. TSVs
are modeled into lumped electrical lines [28, 29] and estimated resistance and capacitance is agreeing
with detailed simulation [31]. Due to the bandwidth limitation, TSV pitch is expected to be 16pm and pin
density of TSVs is ~ 4 x 103/mm 2 in 2011-2014 time frames [14]. Each pin is capable of supporting data
rates up to 3 Gb/s [27]. Intel Nehalem and AMD Phenom Quad-core processors are shown in Figure 8
and 731 and 463 million of transistors arranged into a 263 and 283 mm 2 die area, respectively [32]. TSVs
will most likely cover only 1-5% of the microprocessor chip [29]. Utilizing only 1% of the quad-core die
area, cumulative off-chip bandwidth with these estimated numbers will be ~ 32 Tb/s. For the same chip
the cumulative off-chip bandwidth will be ~0.7 Th/s with microbump array.
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Figure 8. Intel Nehalem quad-core die (left) and AMD Phenom quad-core die (right) (images are not to scale)
On-chip to off-chip bandwidth is handled using low voltage signaling (LVS) which refers to wide
range of differential signaling technologies with low voltage operation. Intel and AMD are using
QuickPath Interface (QPI) and HyperTransport Interface (HPI) architecture, respectively. Intel's QPI
improved the uni-directional front side bus and provides high speed, packetized, point to point links with
differential signaling since 2008 [35]. This allowed high bandwidth up to 204.8 Gb/s and low latency
utilizing 84 pins (data rates up to 2.5 Gb/s per pin). Although QPI or HPI is not designed for memory
interconnects, it is the state of the art technology to estimate the current on-chip to off-chip electrical
signaling capacity. Recently, a lcm CMOS link with 356 and 463 fJ/link at 4 and 5.2 Gb/s has been
demonstrated, respectively [36]. This Link is provided with 90nm process and integration to advanced
CMOS process can double the bandwidth of QPI. Additionally, ball grid pitch scaling down to 35 gm will
enable off-chip bandwidth of ~3.2 Tb/s.
For off-chip communications, the commodity computers and data centers, supercomputers have
established different standards. The focus will be first in commodity interconnect technologies and later
the rise of photonics in the supercomputers, data centers and long distance communications will be
addressed. The coaxial cable, patented by 0. Heaviside in 1880 [13], is revolutionary for electrical
interconnects. It is really started to be widely used for transmission of many telephone carriers with a
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single cable since 1930. Characteristic impedance of a coaxial line depends on the dielectric constant
filling and the ratio of the inner and outer diameter.
1 pdap R, 1380 R1
Zo = -- FR I RIn" ~,18 loglo R'"
2-r CeR 0  R011, J, R1 ,,
Where, ZO is the characteristic impedance, PR is the relative magnetic permeability, po is the vacuum
magnetic permeability, cR is the relative electric permittivity, co is the vacuum electric permittivity, R,,,, is
the outer radius of the coaxial cable and Ri,, is the inner radius of the coaxial cable. Typical maximum
power handling and attenuation is shown in Figure 9 [14]. Maximum power handling occurs for
characteristic impedance of -30Q. Characteristic impedance of 521l is chosen as a compromise between
minimum attenuation and maximum power by US Navy in World War 2. It is rounded to 500 later and
widely accepted. Television broadcasts are matched to 75Q to minimize attenuation through air.
0.7
- Attenuation
- Maximum Power
L0.5
< 0.3 -
0.1
0 25 50 75 100
Z0 [Q]
Figure 9. Maximum power and attenuation of a typical coaxial cable.
Widely used characteristic impedances are shown with black dots.
SubMiniature A, B, C and K (SMA, SMB, SMC and SMK) are widely used coaxial radio frequency (RF)
connectors and cables from DC to 17, 4, 10 and 45 GHz bandwidth range, respectively (Fig. 10). At high
frequencies even optimized rigid, semi-rigid or flexible coaxial cables tend to have high loss.
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SMA SMB SMC SMK
Figure 10. RF coaxial cable standards; SMA, SMB, SMC, SMK.
It is important to understand where the losses are originated at this point. For minimizing the
propagation losses, the coaxial cable has to be designed as large as possible to minimize mode overlap
with lossy media. However, if we consider high bandwidth cables on the market, the diameter of the cable
is shrank from 3.5mm to 2.9mm, 2.4mm and down to 1mm as the bandwidth increases. The main reason
for this decrease is that the coaxial cables support the fundamental transverse electric mode (TEM) as
well as higher order modes if the cut off frequency is lower than the excitation frequency. Each
perturbation on the cable including bend, twist or imperfections induced the coupling to the higher order
modes which travel at different speed and lowers the voltage standing wave ratio (VSWR). Therefore,
cables shrank down to 1mm diameter to support single mode at high frequencies. The cut off frequency of
the RF coaxial cable can be modeled accurately using the finite difference modesolver. An approximation
can be made to the cut off frequency using metallic boundary conditions;
C
rr / _jpReR(Rol, + Ri )
Where, fc is the cut off frequency, c is the speed of light. Cut off frequency approximation is compared
with commercially available cables in Figure 11.
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Figure 11. Comparison of the cut off frequency of commercially available cables and approximation
For local or short distance off-chip communications, PC interface standards; Universal Serial Bus
(USB), Digital Visual Interface (DVI), High Definition Multimedia Interface (HDMI), Apple/Intel
Thunderbolt and Displayport have been introduced (Fig. 12). There are mostly based on microstrip and
stripline RF cables. Off-chip short distance communication bandwidth, shown in Figure 13, increased
USB DVI HDMI THUNDERBOLT DISPLAYPORT
Figure 12. High speed recent PC interface standards
from 12 Mb/s (1995) to ~18 Gb/s (2010). It is likely to have PC interfaces at 100 Gb/s or more in 2015
and 1 Th/s or more in 2020. Display resolution standards; High Definition (HD) (1366x768), HD+
(1600x900), FullHD (1920x1080), WQXGA (2560x1600), QFHD (3480x2160), 4Kx2K (4096x2160)
will need high bandwidth interfaces in the near future. Video data rate can be calculated as follows;
Video Data Rate = refresh rate x # of pixels x bits per pixel
24 and 36 bits per pixel (bpp) is considered as low and high end color depth, respectively. Standard
refresh rates are 60, 120 Hz. HDMI 1.4a cable supports 120Hz and 24bpp FullHD signal. However,
Displayport 1.2 can support 4Kx2K video at 60Hz and 30bpp. A 4Kx2K video at 120Hz and 36bpp will
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require 40 Gb/s interface. For a 3D display capability, two separate high quality images will be received
by the user/s which doubles the bandwidth of transmission. This type of a 3D display technology does not
provide motion parallax. In other words, user is observing the same 3D video independent of position
with respect to screen which is different than real perception. Holographic displays or dynamic 3D
Thunderbolt
102 
Optical
Displayport 1.2
Displayport 1.0
S +Thunderbolt
0 IJSB 
3.0
10
UTSB 2.0
E
- 10 USB 1.0)
1995 2000 2005 2010 2015
Year
Figure 13. Short distance off-chip bandwidth scaling
content designed for each user can achieve 3D display with motion parallax. Such a display technology
will require much more bandwidth than what have been discussed previously.
The most commonly used off-chip interface, Ethernet, for computer networking technology for
local area networks (LANs) has introduced in 1980 with coaxial cables. Electrical cables induced high
loss for off-chip long distance communications and the data needs to be amplified, filtered, received, and
transmitted again using repeaters. The cables are replaced later with low loss twisted pair cables and fiber
optic links. The Ethernet bandwidth is increased even at a rate faster than Moore's law (Fig. 14). It is
expected to reach 1 Tb/s in 2015 by core network and 0.4 Th/s in 2020 by server network.
20
I,00,
IC Oc - - - ----
icc
'995 2C0 2005 2013 2015 2C23
Date
Figure 14. Ethernet bandwidth scaling according to IEEE 802.3 Ethernet Working Group Communication
1.2 Optical on-/off-chip communications
Since we summarized the on-/off-chip communications above, it is important to discuss where the
optical interconnects (especially silicon photonics interconnects) are being used and will be used in the
near future. Data centers or high performance computing machines (HPCs) are already utilizing the
vertical cavity surface emitting lasers (VCSEL) as the optical interconnect since 2004 (Blue Gene L [10]).
VCSELs handle communication between server cabinets in HPCs and gradually support communication
between blades, boards and chips. VCSELs currently carry single channel per fiber similar to an electrical
interconnect that carries single channel per wire. Recently, a 980nm VCSEL at 35 Gb/s data rate is
demonstrated with as low as 268 fJ/bit [40]. At lower data rates, the 980nm VCSEL can achieve lower
energy per bit. A 1060 nm VCEL at 10 Gb/s is also demonstrated with only 140 fJ/bit [41]. The 1060nm
VCSEL showed reliable performance and the output power dimmed less than 10% of its original over
5000 hours of operation under thermal and humidity stress.
Today's top two fastest supercomputer, Sequoia (Blue Gene/Q) and the K have 1.572 million and
700 thousand cores and works at a peak performance of -10 and -16 PFLOPs, respectively. In order to
achieve a EFLOPs machine with VCSELs we can start from the single chip with TSVs and we can
determine the number of VCSELs and fibers for this system. We estimated the cumulative off-chip
bandwidth of a single chip will be - 32 Tb/s or 20 TFLOPs above with TSVs. We can expect the VCSEL
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technology will be advanced to 50 Gb/s in the same time frame. Even at this bandwidth, 640 VCSELs are
needed to integrate on a single chip with 20 TFLOPs. Currently, IBM Blue Waters is using 40 VCSELs
per 4 chip hub. Achieving 640 VCSELs on a chip is far beyond the current technology since VCSEL
integration with CMOS on the optical chip has not been demonstrated. This also requires multiplexing
and demultiplexing of many TSVs to achieve 50 Gb/s per VCSEL which increases the power
consumption and complexity of the transmit and receive circuitry. If the 3D integration will be realized,
VCSEL will limit the CMOS design since it is based on vertical cavity and can only integrated on top of
the chip.
Even if the 20 TFLOPs on a single microprocessor is realized with 640 VCSELs, we will need
50,000 microprocessors for a super computer running at EFLOPs. With 640 optical fiber per chip at 50
Gb/s per fiber, we will need 32 million fibers and VCSELs in an EFLOPs machine. Although VCSEL
was the current choice for optical interconnect, the scalability to exascale computing in dense 3D
integration is technologically challenging and not cost effective. Therefore, wavelength division
multiplexed (WDM) systems with large scalability and bandwidth will take place in off-chip
communications. It is also addressed by International Technology Roadmap for Semiconductors (ITRS)
in 2011 [14].
The WDM system proposed in this thesis will be silicon photonics. A silicon photonic WDM
system that operates in C band (1530 - 1565nm) with a single channel carrying 50 Gb/s and 100 GHz
channel spacing will provide 38 wavelength multiplexed channels and will be transmitted with a single
mode fiber. This reduces the number of fibers 38 times compared to VCSELs. If the signal needs to be
amplified, C and L band Erbium Doped Fiber Amplifier (EDFA) is available and widely used. Therefore,
L band (1565 - 1625nm) can also be covered with additional WDM channels and double the number of
channels to 75. All 75 channels can be still transmitted through a SM fiber. For a EFLOPs machine, the
required number of fibers is 426 thousand with WDM system compared to 32 million fibers with
VCSELs. The integration can be achieved on the same substrate utilizing monolithic integration with
CMOS or on a 3D chip with flip chip bonding of CMOS and photonic chips.
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Although integration of Silicon photonics with CMOS is encouraging and enabling technology, it
is a major change for the process design kits. Based on ITRS roadmap [14], on-chip electronics have
already determined ways to leverage the bandwidth and energy requirements until 2020. Simply, on-chip
wire capacitance can be minimized with lower dielectric constant oxides. Process design kits are
expensive to develop. Only minor changes are allowed to minimize the cost. Silicon photonics integration
with current CMOS standards is a major change than lowering dielectric constant of conventional oxides.
Moreover, ways to achieve Low-k dielectrics have been understood and demonstrated (Fig. 15).
Dielectric constant <2.0 oxides becomes mechanically unstable and damaged from plasma etching. It is
foreseen that dielectric constant will achieve around 2.15 in 2018. After 2018, a major change is expected
in process design kit which can enable Air-Gap [15-17] or another technology such as on-chip silicon
photonics. However, ITRS roadmap claimed the backend optically low loss materials such as Poly-Si that
requires high temperatures [37] or SiN which is not a semiconductor or active material [38]. However,
this is not completely true. Monolithic integration is realizable by tweaking the parameters of CMOS and
photonic process. A monolithic integration of a microdisk modulator up to 2 Gb/s has demonstrated at
Sandia National Laboratories [42]. Monolithic integrated 2 "d order 4 channel thermally tunable microring
filter bank has been demonstrated at MIT [43].
4.0
ff , . .-. Calculated based on delay time
using typical critical Path
3.5 2.82-3.16 Estimate by typical thwo
2.5-A0 kinds of Low-* |LD structures
2.55-3.00 nc L
0
0
S1.5 Manufacturable Uaflutacturable
solutions exist, solutions
and are being optimized arm known
11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Year of 1st Shipment
Figure 15. Low-k dielectric progression from ITRS roadmap. It is possible to achieve Low-k dielectrics until 2018.
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Local memory communication, governed by electronics, is the next to discuss. Dynamic random
access memory (DRAM) is currently limited by the bus between the memory and chip. Micron identifies
this as the "memory wall" problem. 3D System-on-Chip (3D-SOC) that uses multiple stacked dies, 3D
Wafer-Level-Packaging (3D-WLP) that is established by flip-chip bonding, and 3D-Stacked-Integrated-
Circuit (3D-SIC) that utilizes direct interconnects between circuit blocks in different layers, are
interconnect technologies that involve TSVs in ITRS roadmap. Chip to memory 3D integration (Hybrid
Memory Cube), can be achieved vertically integrated by TSV technology instead of side by side or off-
chip [18-21]. Conceptual drawing of Hybrid Memory Cube is shown in Figure 16.
Figure 16. Hybrid Memory Cube proposed by Micron. Package, Logic and DRAM level is shown with pink, purple and gold
colors, respectively. TSVs are shown in between DRAM and logic level.
On-chip cache is also occupying half of the chip size in order to save bandwidth of writing and
reading from an off-chip memory (see Fig. 8). Therefore, it can leverage the access to DRAM and makes
the current on-chip cache (SRAM) obsolete [25]. Additionally, the 3D memory cube will double the
computation space since the on-chip cache can be placed on top of the microprocessor instead of
occupying same physical layer. This requires short TSVs to be enabled on chip as well as accurate
alignment between the memory and microprocessor chip. It has been demonstrated repeatable alignment
tolerances within 3ptm [26]. IBM has a roadmap to integrate photonics next to electronics for 2015 and
includes vertical memory cube for 2020 [24]. Conceptual drawing of these integrations is shown in Figure
17. A recent study compared monolithically integrated 41 stage ring oscillators and identical ring
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oscillators bounded between chips using TSVs. Results are surprising since there was no degradation in
speed or increase in power consumption on the integrated chip with TSV connections. Moreover, data
rates up to 3Gb/s per pin are already demonstrated using TSVs in 2008 [27]. However, these key
developments still might not allow silicon photonics to take place in local memory communication for
some time. Off-chip communications will stay optical (VCSELs) for HPCs and commodity PC interface
standards with optical power supply and data transmission will likely to emerge.
2015 Roadmap 2020 Roadmap
Figure 17. IBM 2015 and 2020 roadmap for photonics integration
1.3 Data Storage Scaling
High bandwidth off-chip communications such as Ethernet, computing and displays will require
the data storage capacity to scale in parallel. Hard drive capacity, shown in Figure 18, scaled from 1 Gb
(1995) to 4 Tb (2012) and it is even increasing at a rate higher than Moore's Law. The capacity scaling is
referred as Kryder's Law [34]. It is predicted that a two-platter hard drive capacity will be 14 Tb on a 2.5"
disk drive and cost ~40$ in 2020. However, speed of reading and writing the data is ~ 160 Mb/s for the
state of the art hard disk drive with electromagnetic storage [45]. On the other hand, solid state drives are
using flash access memory which is considerably faster up to ~ 390 Mb/s and 8 times more expensive per
byte than the electromagnetic counterpart [46]. We can easily predict that data storage will be handled
with a method different than photonics and it has other solutions for future [34].
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Figure 18. Storage capacity scaling
1.4 Energy per bit scaling on a chip
We have concentrated above on computer performance and bandwidth roadmap and ways to
achieve those targets. Power handling on a microprocessor is also important because power density will
increase in parallel with computing performance. Most chip architectures are limited to I W/mm 2 . So, for
a quad core chip with a die area of -270 mm 2 (estimated based on Nehalem and Phenom chips) could
handle maximum power consumption of 270 W and 20% of this power will be devoted to off-chip
communications [44]. If the transmit and receive power is assumed to be equal, the maximum transmit or
receive power will be 27 W. We can calculate the maximum bits per chip from the FLOPs per chip
(Figure 3) by using 6 bits/FLOPs. 6 bits can be decomposed into 2 and 4 bits for off-chip and memory
communication. Energy per bit, shown in Figure 19, is calculated by dividing the maximum transmit or
receive power to number of bits. Top Supercomputers will reach the 100, 10 and 1 fJ/bit limit by 2020,
2025 and 2030, respectively. On the other hand, commodity computers will reach 100, 10 fl/bit limit by
2025, 2030, respectively. This constraint is fundamental and derived basically the density of components
in the chip area for high bandwidth operation. Transmit or receive energy per bit for 100 fJ/bit has not
been demonstrated using VCSEL. However, silicon photonic resonant modulators with as low as 3 fJ/bit
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Figure 19. Energy per bit scaling
at 10 Gb/s and 13fl/bit at 25Gb/s has been demonstrated [47,48]. This is only including an electro-optic
modulator energy performance. With integrated circuitry and laser source, cumulative energy per bit will
raise to ~100 fl/bit. However, the resonant microdisk needs to be aligned in wavelength to an external or
on-chip laser line. This is not necessarily true due to process/wafer variations and dynamic temperature
fluctuations and this thesis is devoted to offer solutions and understand the reasons for this mismatch.
1.5 Silicon Photonics
Although photonics is commonly recognized by researchers, there are few commercially
available devices utilizing the benefits of it. It may be partially due to challenging and sophisticated
photonic system design requirements or challenges in integration of the photonics with electronics on the
same platform. Silicon photonics is the effort of utilizing CMOS processes and CMOS compatible
materials to form photonic components on the same platform. Silicon is an ideal platform for photonics
since it is optically transparent or low loss above 1.1 pm and has a high refractive index around 3.48,
allowing highly confined waveguides and tight bends (radius of curvature <1.75[tm) as opposed to
sophisticated fibers that allow bends in the order of millimeters.
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Although older CMOS nodes match well with silicon photonic thickness requirements (~100-
250nm), the current nodes are too thin for supporting highly confined optical modes. In order to increase
the confinement factor central wavelength is shifted from 1550 to 1280nm for monolithic integration of
electronics and photonics [43], which necessitates new design of each element on-chip and expensive
amplifiers. It also requires the integration of Poly-Si or Amorphous-Si waveguides and extensive control
of the process to lower the losses based on edge roughness and multi grain structure instead of C-si. A
customized CMOS process have been demonstrated Photonics chip fabricated with an older node CMOS
and state of the art electronics chip can be 3D integrated utilizing TSVs. Through my MIT studies, I was
lucky to experience both monolithic integration at 1280nm with IBM and Micron processes and flip-chip
bonding at 1550nm with CNSE Albany process. High performance devices can be achieved by bonding
III-V materials on silicon layer. However, yield lowers significantly due to voids in the integration
process.
WDM based silicon photonics with microdisk/ring resonators will be the main focus of this
thesis. Silicon Mach-Zender modulators are not going to be discussed in this thesis but the transfer matrix
of a Mach-Zender will resemble the solution in chapter 3. The most simple single channel point to point
silicon photonic link is composed of a CW laser source, a resonant modulator, modulator driver and a
detector and receiver circuit. For a multi channel WDM link, a single photonic bus waveguide can guide
all channels and all external and/or on-chip laser sources need to be multiplexed to a single fiber or a
waveguide. A multiplexer with microring filters is illustrated in Fig. 20. Each channel will require a CW
laser source, a resonant modulator and a detector as well as a resonant filter prior to detection (Fig. 21, a).
Our team at MIT has measured the intrinsic loss of C-Si as low as 2.7dB/m and the ridge
waveguide design is allowing a microring resonator with a quality factor of 2.2 x 107 [49]. Therefore, the
on-chip transmission can be short enough that the signal will not require amplification. However, if the
amplification is required, erbium doped gain medium or waveguide amplifier (EDWA) can be integrated
on-chip [50] (Fig. 21, b). For off-chip communication, the amplification can be achieved by external
erbium doped fiber amplifier (EDFA) for C and L bands (Fig. 21, c).
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For receiving the signal, clock frequency and phase has to be determined. On-chip transmitter and
receiver can share an additional electrical clock wire to receive data properly (Fig. 21, a-b). However,
when the transmission is received data, clock has to be recovered with a clock recovery circuitry (Fig. 21,
c) [51]. Electrical clock recovery will dissipate additional power and occupy additional chip area.
However, it is a widely used control layer of an electrical link. In a WDM link, clock recovery can be
eliminated by transmitting and receiving clock using an optical channel, as illustrated in Fig. 21, d.
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Figure 20. on-chip WDM multiplexer of laser sources, color coding is used to indicate the resonance of the filters. Each resonator
resonance corresponds to the color coded laser lines.
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Figure 2 1. on-chip WDM link with no amplification (a) and integrated waveguide amplifier (b), off-chip WDM link with
amplification between transmitter and receiver chips (c), off-chip WDM link with optical clock transmitter and receiver (d).
Color coding is used to indicate the resonance of filters and modulators. Each resonator resonance corresponds to the color coded
laser lines.
We have introduced a WDM link, which is composed of an optical multiplexer, a transmitter and
a receiver (Fig. 20-21) which includes multiple silicon resonant filters and modulators. In such a WDM
link, laser sources are required to be aligned in wavelength to the resonances of silicon resonant filters
and modulators in the multiplexer and transmitter, respectively and transmitted data on each channel is
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also assumed to be aligned with resonance of the filters in the receiver. The alignment is distorted by
process and wafer imperfections and dynamic temperature fluctuations due to processor core activity
which will be explained in detail in the following section.
1.6 Wafer Level and Process Variations
High confinement waveguides, which is enabled by high index contrast of Si, can be formed into
compact (-3.5ptm diameter) micro-ring/-disk resonators at the expense of susceptibility to the fabrication
imperfections or wafer thickness variations. Fundamental TE and TM resonances of a micro-disk
resonator experience frequency offsets to only thickness and diameter variations. The width and diameter
imperfections can be extracted from the response of the two orthogonal polarizations [52]. Using a
cylindrical modesolver, the microdisks with different diameters are designed around 1550nm in
wavelength. Frequency offset due to thickness and diameter dependence is determined to be 140, 52
GHz/nm for fundamental TE radial mode, and 330 GHz/nm, 36 GHz/nm for fundamental TM radial
mode, respectively. Microdisks at different location on a wafer have been fabricated on a thick SOI,
respectively. A resonance frequency shift of ±400 GHz has been observed in a 6cm radius around the
wafer center Fig. 22. A 4 channel second-order silicon microring filter bank have been demonstrated on a
customized CMOS run with a post-fabrication undercut process (Fig. 23,a) [43]. Drop ports and thru port
of the second-order microring filters have been measured at different positions on wafer to determine
frequency mismatch between two resonators (Fig. 23,b-c). A frequency mismatch of ±45 GHz is
achieved, which implies a tight process control compared to thick SOI process can be realized on a
customized CMOS run. Therefore, a ±50 GHz frequency offset has to be compensated.
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Figure 22. Fundamental TE resonance frequency deviation with respect to the distance from wafer center [52].
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Figure 23. (a) Optical micrograph of a four-channel second-order filter bank, (b) Measured transmission normalized to off-
resonance through port transmission for the four-channel second-order filter bank without thermal tuning or post-fabrication
trimming, (c) histogram of resonant frequency mismatch between the two rings in the second-order filters from four die from
different wafer locations [43].
1.7 Thermal Fluctuations
Silicon is a thermally and electrically active material. Electrical conductivity of Si can be
controlled precisely with implantation and activation of p-/n-type doping species. This has been utilized
to create transistors family and active photonic structures. On the other hand, thermal conductivity of Si is
weakly dependent on doping concentration and can only be controlled by sophisticated rough
nanostructures that engineer phonon scattering [53-57]. Although some of the offered solutions to control
thermal conductance are CMOS compatible, they require complex processing and there is no silicon
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resonator with specially engineered thermal conductance. Therefore, the Si waveguides and resonators are
not thermally insulated and Si has a high thermo-optic coefficient that corresponds to -1 OGHz/0C
resonance shifts [91]. It becomes a major problem in a processor core with dynamic temperature
variations, as illustrated in Fig. 24 [58]. Furthermore, a 3D-integrated or a monolithically integrated
photonic chip can have a dynamic temperature variation of ±10 0C, that corresponds to a ±100GHz
frequency mismatch.
87.30
83-65
Figure 24. IBM microprocessor thermal map, showing a temperature variation of -±7.30C [58].
1.8 Available Solutions
In section 1.6 and 1.7, we have summarized the main factors that induce frequency mismatch.
From these sections, we can predict that a total frequency mismatch of +150GHz has to be compensated,
including fabrication imperfections and dynamic temperature fluctuations. In this section, we will explain
available solutions to resolve this problem. The passive methods include athermal, high-order box and
SiN filters and active methods include electro-optic or thermo-optic tuning.
Athermal waveguides is formed with Si waveguides buried or covered with a polymer that has a
negative thermo-optic coefficient [59-65]. Width of the Si waveguide can be scaled down to lower
confinement factor and fundamental waveguide mode will overlap with the polymer to compensate the
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thermo-optic coefficient. Additionally, the low confinement of silicon waveguide limits the radius of the
current athermal microrings is >10ptm. The confinement can be maximized with a large negative thermo-
optic coefficient polymer, thus minimize bend radii. Compact devices lead to large free spectral range that
allows large number of WDM channels and minimize the electrical power consumption of active devices.
Therefore, the performance of athermal devices is limited to material engineering. We have explained
how the athermal waveguides can be a solution for on-chip temperature fluctuations. However, the
fabrication imperfections need post-trimming of the athermal resonators. The refractive index can be
tuned by curing the polymer to compensate the fabrication induced frequency mismatch. The polymer can
be cured with an external laser source and can store the refractive index change up to couple months.
Although, curing process dissipates power, it does not require static power consumption. This has been
demonstrated up to 4rd order microring add-drop filters [65]. However, no scalable method has been
offered to identify and compensate the fabrication offsets for a large number of resonators in a WDM link
automatically and more importantly, polymers are not CMOS compatible. Furthermore, integration of
athermal electro-optic silicon micro-ring/-disk modulator has not been demonstrated into this system.
Franz-keldysh effect (FKE) has been used in Ge modulators that show robust performance in a thermally
volatile environment [66]. However, FKE occurs at a small range of frequencies and limits the WDM
capacity of the silicon photonic system.
Another passive solution will be using CMOS compatible thick SOI process to form high order
microring filters. First order microring response has a lorentzian shape that distorts the signal significantly
if there is a frequency mismatch between microring resonance and the data carrier center wavelength.
High order microring exhibits a flat-top or box filter response with sharp cut-off, that allows the multiple
WDM channels. A high order microring filter with a >300GHz 1-dB bandwidth will require no
compensation with ±150GHz frequency drift [67]. The drawback is the electro-optic resonant silicon
modulators are single micro-ring/-disk based devices. Therefore, modulators will require active control.
SiN can be used a material platform since the thermo-optic coefficient much smaller than Si and
high order SiN has been demonstrated on thick SOI [68,69]. However, SiN is not likely to be a complete
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solution due to three reasons. First, SiN is a low-index (-2) contrast material, thus increases size of the
structures. The SiN thickness needs to be -400nm to minimize substrate leakage on a SOI wafer, which
requires tight process control to achieve low side-wall roughness. Second, the thickness of the Si is being
decreased and density of transistors increased with the next generation of processor node. Therefore, even
SiN microrings are fabricated with an older node; the pitch of the electrical wires will limit the
performance of the hybrid photonic-electronic chip. Third, SiN is not electrically active (insulating) and
fabrication imperfections need to be fixed with external control, which becomes a power hungry solution.
If any of the solutions offered above can be realized in a large-scale integration platform, it will
definitely have an impact on the research and commercialization of Silicon photonic products. However,
we should focus on a more general solution without limitations of passive methods. Active compensation
methods; electro-optic and thermo-optic tuning have been optimized and energy per bit performance is
dwarfed significantly in the last decade [71-74]. Active compensation methods will be explained in the
following two sections.
1.9 Electro-optic tuning/modulation
This section will focus on PN junction resonant switches and modulators since the PN junction
based devices have few demonstrations of electro-optic tuning [75]. The speed of the tuning will be
limited by the bandwidth of electro-optic tuners, thus a faster device can be utilized for a reconfigurable
network. Injection or depletion of the carriers from a PN diode formed inside a resonator exhibits the
plasma-dispersion effect [70], which in turn changes the refractive index of the silicon waveguide. The
electro-optic refractive index change alters the resonance frequency of the resonator. Using this principle,
many variations of compact silicon modulators are formed and the first resonant modulator was an
injection-based device [71].
Depletion based devices improve on this early injection-based device, enabling efficient high-
speed operation of silicon microring and microdisk modulators. Recent work has yielded depletion-based
modulators leveraging lateral-junction configurations capable of operating beyond 25 [76-78], and even
40 Gb/s [79-81]. Methods to interleave PN junctions have been utilized to increase the electro-optic
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efficiency by enhancing the carrier-light overlap, which reduces the voltage-length product V"L,
achieving 25-Gb/s operation of a 30-pm-radius device with 4.5-dB extinction ratio at 2-V driving voltage
[76], and 25-Gb/s operation of a 250-ptm-circumference device with about 3.6-dB extinction ratio at 1.6-
V driving voltage and 41-fJ/bit power consumption [77]. Another demonstration has achieved 25-Gb/s
operation of a 7.5-gm-radius device with about 5-dB extinction ratio at 1-V driving voltage and about 7-
fJ/bit power consumption [78]. By reducing the radius of the latter device to 5 pm, reducing the junction
capacitance and the RC time constant, a similar device was demonstrated to operate at 40 (44) Gb/s, with
7- (2.3-) dB extinction ratios at 2-V driving voltages [79]. Leveraging PN-junction-interleaved cascaded
microring resonators, 40-Gb/s operation was demonstrated with a 20-pim-radius device with 3.9-dB
extinction ratio at 5-V driving voltage [80]. Lastly, a method to zigzag the PN junction has been
employed to achieve 44-Gb/s operation with 3.01-dB extinction ratio at 3-V driving voltage [81].
Injection-based devices can be used as an electro-optic tuner, but the efficiency (~4.4pW/GHz [73]) will
be quite low since it dissipates static power due to current.
Depletion-based devices leveraging vertical-junction configurations provide the added advantage
to the drive voltage, power consumption, size, and speed [73]. The vertical junction maximizes the
overlap of the depletion region with the radial TE mode, reducing the drive voltage and power
consumption for modulation. It also enables direct electrical contacts to be made at the interior of the
silicon microdisk or microring resonator, forming a hard outer wall that minimizes radiation, resulting in
a significant size reduction of the device. This reduction in size also reduces the capacitance and
increasing the speed. For example, depletion-based vertical-junction silicon microdisk modulators have
enabled 12.5-Gb/s modulation of a 1.75-gm-radius device with 3.2-dB extinction ratio at 1-V driving
voltage and 3-fl/bit power consumption [73]. This device occupies less than one-tenth the area of
traditional microring modulators, and maintains entirely-interior electrical contacts. Depletion based
devices do not shift more than ~50GHz with CMOS compatible voltage range, thus it is not enough for an
electro-optic tuner until today. However, if there will be a solution to the shift, depletion-based devices
will have low static power, which is dominated by the leakage current.
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However, one major limitation of microdisk resonators is that they support higher-order spatial
modes that corrupt the free spectral range (FSR) by introducing undesired resonances. To combat this,
several demonstrations have utilized adiabatic microring resonators, which leverage single-mode coupling
regions and adiabatic tapering to enable contact regions and maintain single-mode operation [82-85].
These devices preserve most of the benefits of microdisk resonators, with the added advantage of
enabling uncorrupted FSRs [82]. A single-mode adiabatic resonant microring (ARM) modulator has been
demonstrated with comparable performance to the microdisk modulator [84,85].
1.10 Thermo-optic tuning
Refractive index of Si waveguides can be tuned by a heater. Optimized external heaters placed
over the oxide cladding achieve 28-pW/GHz with a 6.4ps thermal time constant [72]. Recently, the
heaters have been integrated within resonators which offer the best optimization of tuning efficiency and
speed on thick SOI. One demonstration has directly integrated heaters within adiabatic microring
resonators, achieving 4.4-pW/GHz tuning efficiency and 1 -ps thermal tuning speed of a second-order
filter [74]. The resonant modulators also require thermo-optic tuning to align with the WDM multiplexer
and receiver. Unfortunately, heaters are usually integrated within resonant modulators at the expense of
area and/or performance. A large ridge microring modulator (400pm 2) with ~42pW/GHz tuning
efficiency and ~67% junction area coverage around the periphery [86] and a compact microdisk
modulator (50pm2) with 7pW/GHz tuning efficiency and 50% junction area coverage around the
periphery [86] have been demonstrated in the literature. Junction area coverage limits the modulation
efficiency and leads to an insertion loss of >5dB [5] and >3db [87]. For a normal distribution of ±100 C
temperature fluctuations and a ~100GHz resonance frequency offset due to fabrication/wafer variations,
the total modulation and heater energy was >322fJ/bit [86] and >200fJ/bit [87]. Therefore, the total
modulator efficiency is dominated by heater power.
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1.11 Automated Wavelength Recovery Architecture
In section 1.5, we have shown the idealized WDM multiplexer, transmitter and receiver. Through
section 1.6 to 1.10, we have stated the frequency mismatch due to fabrication/wafer imperfections and
dynamic temperature fluctuations and between resonators and the on-/off-chip lasers. We also explained
the available methods that can fix that frequency mismatch. Thermo-optic tuning is considered as the
most realistic approach. We will offer a solution that we call as automated wavelength recovery (AWR),
to fix a WDM silicon photonic link. This is a control layer that is required for a large scale WDM link that
supports >1Tb/s bandwidth.
A realistic WDM link multiplexer before and after AWR is shown in Fig. 25, a-b. AWR loop is
implemented to use the feedback from the integrated photodetector (PD) at thru port of each resonant
filter and sending the control voltage to the integrated heaters. Minimizing the received signal at the
detector will align the laser to the filter. The performance will be limited with the receiver sensitivity. The
underlying algorithm and demonstration of such a loop will be explained in Chapter 3.
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Figure 25. on-chip WDM multiplexer before(a) and after(b) wavelength recovery, color coding is used to indicate the resonance
of the filters. Automated wavelength recovery loop is using the feedback from the integrated detector at thru port of each
resonant filter and sending the control voltage to the integrated heaters. Each resonator resonance corresponds to the color coded
laser lines after recovery.
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A realistic WDM link transmitter and receiver with off-chip amplification, before and after AWR
is shown in Fig. 26, a-b. This link requires clock recovery and a WDM channel can be used to transmit
and receive the clock to eliminate clock recovery circuitry (Fig. 26,c-d). Thru port of the resonant
modulators can be observed by adding an evanescently coupled PD after each modulator. The data
received by each PD and the electrical data will be used as a feedback signal for the AWR loop and
integrated heater within the modulator will be used to align the laser line (Fig. 26, c). For a 1-MHz
thermal tuner bandwidth, and a data rate of 10-Gb/s, every 3 2th bit from the electrical data can be
compared to the data received by the PD at a loop with a bandwidth of ~312GHz. Another approach is to
measure the average intensity in the PD and selecting a bias point based on the optical true one and zero.
A loop bandwidth ~ 0-20MHz can be used for this approach which minimizes the power consumption of
the driver circuitry. Power consumption of the heater driver have been measured on a monolithically
integrated platform and at a clock frequency >20MHz a significant power is consumed by the driver head
[87]. So far, all modulator recovery demonstrations [89,90] include a calibration data which is not a
realistic solution considering optical performance fluctuations due to fabrication/wafer imperfections.
The transmitted data need to be demultiplexed before the receiver. A PD integrated to the drop
port of each resonant filter is already being utilized for receiving the data. Therefore, the AWR loop can
be implemented to use the feedback from this PD and sending the control voltage to the integrated heaters
(Fig. 26, d). Maximizing the received signal at the detector will automatically align the data to the filter.
The performance will be limited with the receiver saturation and/or sensitivity, depending on the input
laser power and the insertion loss of the filter. The underlying algorithm of such a loop will be explained
in Chapter 3.
The laser power fluctuations and frequency drifts are excluded up to this point since it is not
directly related to silicon photonics except possible thermal crosstalk between the lasers and silicon
photonic chip. However, laser is the key component of WDM link and AWR loop required to compensate
laser power fluctuations and frequency drift. AWR algorithm offered in Chapter 3 is designed to handle
this problem and minimizes the power required to stabilize the lasers.
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1.12 Conclusions
In the first chapter, on-/off-chip electrical and optical communications introduced. The roadmap
for bandwidth, clock frequency, energy, data storage and photonic integration discussed. The off-chip
bandwidth (>1Tb/s in 2020) and energy scaling (<1OOfJ/bit in 2020 for HPC machines) obviously
requires new technologies other than single channel per wire/fiber. WDM based Silicon Photonics is
offered as an enabling technology that can reach those goals. However, there are challenges, wafer level
and process variations and thermal fluctuations, ahead that silicon photonics need to overcome. The
frequency drifts due to those challenges can be -±150GHz (- ±50GHz from wafer/process imperfections
and ±100 C from dynamic temperature fluctuations). The most of the available methods to compensate
frequency drifts have limitations. Thermo-optic tuning can be used as a general solution at the expense of
static power consumption. Integration of heaters to each resonator and using a feedback loop that
constantly check for the frequency drifts is proposed which is called as automated wavelength recovery
(AWR).
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2 Active Silicon Photonic Resonators
In Chapter 1, we focused on a WDM link that is composed photonic multiplexer, transmitter and
receivers and proposed a general architecture for AWR. In order to perform AWR on chip, one needs the
resonant filters and modulators. Therefore, this chapter will focus on resonators that I lead the effort of
photonic design, layout and experimentally demonstration. Integrated electronic circuit for thermal tuner
control is designed and implemented by Chen Sun. The vertical PN junction, utilized in section 2.1-2.3
for electro-optic modulation, is designed with Cheryl M. Sorace-Agaskar using Sentaurus process
simulations. The devices in section 2.1-2.4 fabricated in CNSE, Albany. Micron Technology fabricated
the photonic device and the electric circuit in section 2.5. The resonators, will be presented here, can be
used to form a large scale low power high bandwidth WDM link with a focus on enabling AWR on chip.
2.1 Resonant Modulators
Silicon resonant modulators that utilize plasma dispersion effect [1], confine light in compact,
high-Q devices and minimize device capacitance and modulation energy and enhance the bandwidth [2-
16]. The first resonant modulators utilized carrier-injection in a P-I-N junction and ridge-waveguides for
electrical contacts [4]. However, carrier injection based devices are bandwidth limited by the free-carrier
lifetime in silicon ridge waveguides. Further, while ridge waveguide based modulators work well in
injection configurations, in depletion-based modulators, the lateral PN junctions that have been employed
exhibit a poor overlap with the optical mode, resulting in excess losses, higher drive voltages, and/or
reduced extinction [4,9]. Additionally, lateral PN junction requires external electrical contacts and
requires external ridge layer. The external ridge layer limits the confinement factor and bend-radii due to
induced radiation. The most compact demonstrated ridge waveguide based modulator is 5 pm,
minimizing the junction capacitance and the RC time constant, a similar device was demonstrated to
operate at 40 (44) Gb/s, with 7- (2.3-) dB extinction ratios at 2-V driving voltages [13]. Moreover,
vertical PN junctions enable centrally contacted microdisks [5-7] and microrings [8], and preserve hard
outer wall of the resonator which minimizes the bent radii, capacitance and power consumption and
substantially increase the overlap of the optical mode with the depletion region, thereby reducing the
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drive voltage, improving the extinction ratio and reducing the excess losses. WDM link can support more
channels with a compact device that results with a large free spectral range (FSR). In record-setting
demonstrations, vertical PN junction devices have achieved error-free modulation up to 12.5Gb/s with
only a 1V drive and while consuming only 3fJ/bit [6,7]. However, vertical junction modulators have been
limited to 12.5Gb/s [5-8, 16]. Recently, we demonstrated the first vertical junction modulator to achieve
open-eye diagrams up to 25Gb/s [17]. This work will be explained in section 2.2. Another demonstration
is integrating a heater element to a high performance vertical junction microdisk modulator. This device
can be directly used in a realistic WDM link with AWR loop. This work will be explained in section 2.3.
However, microdisks inherently support spurious modes that corrupt the free spectral range
(FSR) by introducing unwanted resonance dips on the transmission. Therefore, only half of the FSR can
be used for WDM channels in a silicon photonic link. Higher doping concentrations near the waveguide
wall lower the quality factor (Q) of the fundamental mode and do not cut-off undesired higher-order
modes. Microrings eliminate the undesired modes, but directly contacting the microring leads to
scattering and loss. A 4-pm adiabatic resonant microring modulator, which enabled single-mode
operation by adiabatic tapering of the single mode waveguide to allow interior contacts, was
demonstrated but limited in data-rate to 12.5 Gb/s due to electrical resistance of the contacts [8,16].
Recently, we demonstrated L-shaped resonant microring modulator that can achieve error free operation
up to 30Gb/s, which will be explained in section 2.4.
2.2 Vertical Junction Microdisk Modulator at 25 Gb/s
Previous demonstrations of vertical junction silicon modulators were limited by excess device
resistance and capacitance caused both by electro-optic design and non-Ohmic electrical contacts [5-8,
16]. To reduce the resistance in the device we devised a circularly contacted silicon microdisk modulator
(Fig. 1). The circular contact ensures that the electrical path out to the junction is effectively both short
and wide, therein minimizing resistance.
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Figure 1. Top-view of the 6-pm-diameter microdisk modulator which utilizes circular inner contacts (left), 2D crossection
showing the doping profile with PN vertical junction and P+ and N+ overlapping contacts (middle), spectral response of the
microdisk modulator with respect to voltage dropped and current passing through the modulator (right).
The -3gm radius microdisk modulator has a hard outer wall to maximize confinement and
minimize optical bend loss. N+ and P+ doped regions with a carrier concentration 1x 1020 cm 3 are used
to circularly contact the device. PN vertical junction with a carrier concentration of -1x1018 cm-3 is
formed around the edge. The PN vertical junction, centered 1 10nm thickness, is chosen to maximize the
mode overlap and formed around the edge (annulus of -1.5gm). The N+ and P+ contacts are formed
inside the microdisk where it is invisible to the fundamental radial mode, to allow a low resistance
circular P+ contact and central N+ contact which will minimize the resistance of the overall device (Fig.
1, left-middle). The modulator was fabricated by using 193-nm immersion lithography on a 220-nm thick
silicon-on-insulator (SOI) wafer with 2gm buried oxide (BOX) layer for optical isolation. The center
contact is a 0.4gmxO.4gm square and the annulus of the circular contact is -0.6pm wide. The microdisk is
optically fed by a single mode, 400nm wide input waveguide with a 11 Onm coupling gap designed to
ensure critical coupling.
2.2.1 Device characterization and demonstrated results
A GSG probe was landed to apply a voltage across the junction. Spectra were measured for a voltage
sweep from +0.5V to -1.5V (Fig. 1, right). The voltage range was chosen to keep the diode off and in
depletion mode. To maximize extinction ratio for an AC measurement, an AC coupled 1.2V,, was chosen
as the device operating voltage when using a 50L2 terminated GSG probe. For a high impedance
termination, only 0.6Vpp is required.
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In order to characterize the modulators and electro-optic test bench is used. An input tunable CW
laser source was aligned with a polarization controller for TE excitation of the bus waveguide and the
resonance of the microdisk modulator at 1571.4 nm. The data generated by a pattern generator, is a non-
return-to-zero (NRZ) on-off-keyed (OOK) signal, encoded with a 2 3_1 pseudo-random bit sequence
(PRBS). An electrical amplifier was used to achieve an AC coupled 1.2V,, drive signal at the desired data
rates. Drive voltage is applied to the modulator with a 502-terminated GSG probe and the voltage
dropped across the modulator is also ~1.2VA,. The optical thru port is then received by an Erbium Doped
Fiber Amplifier (EDFA) to overcome fiber-to-chip coupling losses and a tunable bandpass filter with a
1 nm 3dB bandwidth, was used to filter out the Amplified Spontaneous Emission (ASE) of the EDFA. Eye
diagrams were then taken with a sampling scope at data rates of 1OGb/s, 15Gb/s, 20Gb/s, and 25Gb/s
(Fig. 2). The dynamic extinction ratio and insertion loss based on the optical eye diagrams are
summarized in Table 1. With low insertion loss (A1dB) and high extinction ratio (>6.9dB), the
measurements are comparable to commercial modulators and the optical eyes are wide-open all the way
up to 25Gb/s.
10Gb/s 15Gb/s 20Gb/s 25Gb/s
150ps 150ps loops 75ps
Figure 2. Measured optical eye diagrams from the on-chip silicon microdisk modulator at AC coupled device voltage of 1.2Vpp
at 10-, 15-, 20-, 25-Gb/s data dates. The eye diagrams are shown with the true zero (gray line) at each data rate. The true one
level is obtained by setting the laser off resonance by -Inm and decreasing the EDFA to a non-satured level. The true one level
can be calculated using the Table 1 insertion loss data.
For Bit-Error-Rate (BER) testing, a variable optical attenuator (VOA) was inserted before the
receiver placed to adjust the received power level. The optical data was detected by a high-speed P-I-N
photodiode and transimpedance amplifier (TIA) receiver and fed to the Bit-Error-Rate Tester (BERT)
differentially for evaluation. No pre-emphasis or equalization was used throughout the experiments. The
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total fiber-to-fiber insertion loss was -16.5 dB. A commercial lithium niobate (LibNO3) Mach-Zehnder
modulator was substituted in for the on-chip microdisk modulator for comparison and power penalty. The
commercial modulator is rated at 35GHz 3dB bandwidth, and driven with an AC coupled voltage 5.5V,,
electrical signal.
In order to further quantify modulator performance, BER measurements and power penalty analysis is
performed from 10Gb/s to 25Gb/s data rates (Fig. 3). For up to 20Gb/s, we have error free operation
(BER <1012). At 25Gb/s even the commercial modulator cannot perform error free operation for the
current setup parameters. Therefore, we believe the BER is limited by the experimental setup rather than
the device itself. The power penalty is the relative received power difference at a BER of 10-9 between
the silicon microdisk modulator and the commercial modulator (Fig. 3). Data transferred by the silicon
microdisk modulator have received with a positive power penalty of 0.29, 0.68, 1.17 and 2.06 dB, at data
rates of 1 OGb/s, 15Gb/s, 20Gb/s and 25Gb/s, respectively.
We can estimate the modulator energy-per-bit of the microdisk modulator (Em) by calculating the
average junction capacitance (Cj) and using the experimental voltage swing (Vpp); Em=CV,, 2 /4 [5,6]. The
junction capacitance is Cj=&o esiA/d where, &o is vacuum permittivity, esi is relative permittivity of Si, A is
junction the area and d is the depletion width. Sentaurus simulations are performed to estimate average
depletion width and determined as -65nm which leads to a junction capacitance of -35fF. For a 1.2V p
drive voltage the modulator energy per bit is 13 fJ/bit.
on Ratio on Loss r enaltyRateate
b/s 252
'b/s 057 V-65 0.68
ib/s 7.6 .1 17
Gb/s 6.9 1.59 s2.06
Table. 1. Summary of the demonstrated results of the silicon microdisk modulator for data rates from 10Gb/s to 25Gb/s.
Extinction ratio and insertion loss is based on the optical eye measurements. The measured power penalty of microdisk
modulator is relative to the commercial lithium niobate modulator.
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Fig. 3. Bit-error-rate (BER) curves measured for microdisk modulator. BERs are experimentally measured for data rates at
IOGb/s, 15Gb/s (left) and 20Gb/s, 25Gb/s (right). The results are compared to a lithium niobate Mach-Zender modulator and
power penalty is obtained relative to this modulator.
2.3 Vertical Junction Microdisk Modulator with Integrated Heater
The modulator demonstrated in section offers high-performance modulation, however it can be only
used in a WDM link if the resonance aligns with filters and lasers naturally. In a realistic WDM link,
resonance drifts, induced by process/wafer variations and dynamic temperature fluctuations, distort the
alignment. Therefore, resonant modulator required to integrate thermal tuners to be compatible with
AWR arcitechture. The integration of heaters within microring filters and modulators achieves the best
optimization of thermal tuning power (4.4 pW/GHz) and speed (1 ps) [18]. Unfortunately, heaters are
usually integrated within resonant modulators at the expense of area and/or performance. A large ridge
microring modulator (400pm2 ) with -42gW/GHz tuning efficiency and -67% junction area coverage
around the periphery [9] and a compact microdisk modulator (50pm 2) with 7pW/GHz tuning efficiency
and 50% junction area coverage around the periphery [19] have been demonstrated in the literature.
Junction area coverage limits the modulation efficiency and leads to an insertion loss of >5dB [9] and
>3dB [19]. For a normal distribution of ±100C temperature fluctuations and a -100GHz resonance
frequency offset due to fabrication/wafer variations, the integrated heater needs to compensate ±75GHz
on average. The total modulation and heater energy became >322fJ/bit [5] and >200fJ/bit [6] at a data rate
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of 20Gb/s.
We proposed a -6-pm diameter (footprint ~ 28 pm 2 ) microdisk modulator with a CMOS compatible
integrated heater in the center that allows for high performance modulation and minimum thermal
capacitance. The hard outer walls of the microdisk modulator enable minimum bend radii and high-Q
operation [5-8,16-19]. High-speed modulation is enabled by a vertical p-n junction near to the edge of the
microdisk modulator and low resistance interior contacts. The proposed microdisk modulator is measured
to have a 4.9jiW/GHz thermal tuning efficiency and -11 fJ/bit performance at a data rate of 13 Gb/s, a
5.8dB extinction ratio and a 1.22dB insertion loss. This is the most efficient heater integration in a
modulator yet with total modulation and heater energy predicted to be less than <50fJ/bit which perfectly
fits with 2020 energy roadmap.
2.3.1 Device characterization and demonstrated results
The microdisk modulator, coupled to a bus waveguide, has an integrated vertical p-n junction
around the edge of the microdisk with same doping levels with the device explained in section 2.2. The
integrated heater is formed in the center of the microdisk using the same p and p+ type doping levels to
minimize the number of necessary mask layers and fabrication cost (Fig. 4, left). This design allows, for
-2
ON -8E . --10 =omW, (OV, 0mA)
n i-Si -P H=1.76mW, (iV, 1.75mA)
-HaerM d r12- P =7.42mW, (2V, 3.71mA)Heater Modulator 1.578 1.582 1.586 1.59 1.594
Contacts Contacts Wavelength [ pm]
Figure 4. 3D sketch of the microdisk modulator showing size, doping and contacts (left), and measured DC spectral response of
the integrated heater inside the microdisk modulator with an applied bias voltage to heater pins (right).
the first time, almost full peripheral junction area coverage (-90%) of the vertical junction around the
edge of the microdisk without compromising high speed operation. The polarity of the heater bias is
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chosen to minimize electrical crosstalk with the diode. The silicon waveguide thickness is 220nm and the
bus waveguide width is 400nm.
Thermal tuning of the microdisk modulator is achieved by applying a DC bias voltage across the
heater contacts. Spectral response is measured with a CW tunable laser for an applied heater DC voltage
for OV, 1V and 2V, as shown in Fig. 4, right. Wavelength shifts of 3 nm (-360 GHz) and 10 nm (-1.2
THz) are observed at heater power consumptions of 1.75 mW (1V) and 7.42 mW (2V). These values
correspond to a heater efficiency of 4.9pW/GHz and 6.2gW/GHz, respectively.
The microdisk modulator is characterized with a DC bias voltage applied across modulator pins from
-3V to 0.5V as shown in Fig. 5, right. For a probe wavelength -1581nm, a DC extinction ratio of 6dB is
measured between -1V and 0.5V bias. The DC insertion loss is 1.2dB. In order to demonstrate high speed
performance, the microdisk modulator is initially tuned to a frequency offset of 1.2 THz by applying 2V
to the heater. The modulator contacts are driven electrically with a terminated probe and an AC coupled
1.5 Vpp non-return-to-zero-on-off-keying (NRZ-OOK) signal encoded with a pseudo-random-bit-
sequence (PRBS) at a pattern length of 231-1. The optical eye diagram is obtained by a digital sampling
oscilloscope at a data rate of 13-Gb/s, as illustrated in Fig. 5, left. The dynamic extinction ratio is 5.8dB
and insertion loss of 1.22dB, in good agreement with the DC characterization (Fig. 5, right). Modulator
capacitance is calculated (the same way described in section 2.2) to be 20fF and the energy of the
modulator is estimated to be -11 f/bit for a voltage swing of 1.5Vpp. The modulator is PRBS source
limited to 13Gb/s and experiments to achieve higher data rate operation are ongoing.
If the proposed microdisk modulator has a frequency offset of -100GHz due to fabrication variation
and is on a processor chip with ± 104C temperature variation, the required heater power for compensation
is -1.5mW. Combined with an electro-optic modulation power of 0.22mW at a data rate of 20Gb/s, the
microdisk modulator will have a realistic energy performance of 85 fJ/bit when one includes both heater
and modulator energy. If the necessary tuning variations of the multiple microdisks in a WDM link obey a
Gaussian distribution, then the required thermal compensation can be halved, and a more realistic
performance estimate would be 48fJ/bits at a data rate of 20Gb/s as opposed to >322fJ/bit [5] and
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>200fJ/bit [6].
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Figure 5. High-Speed Optical Eye Diagrams at a data rate of 13-Gb/s with an ac-coupled 1.5Vpp drive and 2V applied across
heater contacts. The extinction ratio is 5.8dB and insertion loss is 1.22dB (left). Measured spectral response of the microdisk
modulator with applied DC bias voltage to modulator pins from -3V to 0.5V (right).
2.4 L-Shaped Resonant Microring Modulator
Although the microdisk modulator demonstrated in section 2.3 is AWR compatible, it will limit the
number of channels due to spurious or higher order modes. Spurious modes introduce unwanted
resonance dips in transmission and thereby corrupting the FSR. The only half or less of the large FSR
enabled by microdisk modulators, is useful in such a situation. Higher doping concentrations near the
waveguide wall lower the quality factor (Q) of the fundamental mode and do not cut-off undesired higher-
order modes. Microrings enable single mode operation, but directly contacting to the microring introduce
excess scattering and radiation loss. Single mode external ridge based microrings enable electrical
contacts at the expense of low confinement and bent radii (>5 m), thereby increasing the area and power
consumption by nearly an order of magnitude [9-13]. A 4-pim adiabatic resonant microring modulator,
which enabled single-mode operation by adiabatic tapering of the single mode waveguide to allow
interior contacts, was demonstrated but limited in data-rate to 12.5 Gb/s due to electrical resistance of the
contacts [8,16]. However, it allows contacts only in the adibatically widened regions which increases the
contact resistance as opposed to microdisk modulators. Therefore, a new design is required.
We introduced a new class of modulators, L-shaped resonant microrings (LRM), which allow for
both hard outer walls and single mode propagation while maintaining low resistance electrical contacts.
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Thus, LRM modulators can have a compact size, high quality factor, and an uncorrupted FSR while
maintaining high-speed operation. To allow for interior contacts, a hybrid junction consisting of a vertical
and interdigitated PN junction (Fig. 6, left) is used. The L-shaped waveguide is formed by an internal
ridge etch of a wide micro-ring/-disk, thus preserving the hard outer waveguide wall and enabling
minimum bend radii and peripheral direct contact to full waveguide thickness. The thickness of the inner
ridge is adjusted for single mode operation [20]. Since the L-shaped waveguide is inherently single mode,
the coupling region does not require complicated waveguide geometry or phase matching. Here, we will
demonstrate a hybrid PN junction based LRM modulator operating in depletion mode, with data rates up
to 30 Gb/s, and occupying chip area of < 20 pm 2 and maintaining an uncorrupted 5.3 THz FSR.
2.4.1 Device characterization and demonstrated results
The LRM modulator, coupled to a bus waveguide, has an integrated hybrid PN junction formed by
alternating doping of the ridge and full thickness silicon waveguide (Fig. 6, left). Doping concentrations
are identical to the modulators in sections 2.2 and 2.3. The full and ridge silicon waveguide thicknesses
are 220 and 110 nm, respectively. Spur-free FSR of 5.3 THz is demonstrated on a device with a diameter
of ~-5pm (Fig. 6, middle). Spectrum is measured at applied DC voltages from -2 to 0.5 V to characterize
the modulator (Fig. 6, right).
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Va-8 Single Mode Operation -- a
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-12 -10 -- 2V,35sA
Metal 1 1545 1555 1565 1575 1585 1595 1590.2 1590.6 1591 1591.4
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Figure 6. 3D sketch of the LRM modulator showing size, doping and metal connections (left), Spur-free single mode operation of
the LRM modulator with a FSR of 5.3 THz (middle), and measured spectral response at applied DC voltages (right).
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Figure 7. High-Speed Optical Eye Diagrams at 15-, 20-, 25- and 30-Gb/s data rates. Extinction ratio (ER) and insertion loss (IL)
is denoted below the eye diagrams.
The modulator was driven electrically with a terminated probe using a non-return-to-zero-on-off-keying
(NRZ-OOK) signal encoded with pseudo-random-bit-sequence (PRBS) data with a pattern length of 231-1, at 2.2
VP with a DC bias of -0.6 V. Optical eye diagrams at 15-, 20-, 25- and 30-Gb/s data rates are obtained using a
digital sampling oscilloscope (Fig. 7). Extinction ratio and insertion loss is denoted below the eye diagrams. For
further quantification of the modulator performance, BER measurements and power penalty analysis was performed
from 15- to 30-Gb/s (Fig. 8). The procedure of BER testing is identical to section 2.2.1. A commercial LiNbO 3
Mach-Zehnder modulator with 4dB insertion loss and 35GHz bandwidth is used for comparison. Error-free
operation (BER <10~2) up to 30Gb/s and < 2.8 dB power penalty at a BER of 10-9 were demonstrated.
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Figure 8. Bit Error Rate (BER) curves measured for the L shaped and LiBNO 3 modulator at 15-, 20- (left), 25- and 30-Gb/s
(right) data rates.
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2.6 Active Resonant Filters
The multiplexing and demultiplexing operations in an ideal WDM link are performed by
microring-based filters which are tightly aligned between to laser lines and data carrier frequency. The
resonance drifts by process/wafer variations and dynamic temperature fluctuations require high-speed
thermo-optic control of those filters. The efficient active tunable filters can be realized in a realistic WDM
link with AWR. The challenge is in implementing such control efficiently. Without using complex
undercut etch processes [21], the most efficient thermo-optic tunable filter to date have been
demonstrated with a 4.4 pW/GHz tuning efficiency, 1p js thermal time constant and a FSR of 5.6 THz
[18]. For a WDM link with ± 100 C variation due to processor activity, thermal tuning will consume ~0.6
mW [21] and -0.9 mW [18] power as opposed to an integrated microdisk modulator with a 3 fJ/bit
performance and a power consumption of 30 ptW at a data rate of 10 Gb/s [5,6]. Therefore, it is essential
to introduce new resonant microring filters. Additionally, high-speed thermal tuning can enable
reconfigurable networks as well as track the dynamic processor activity. However, the buried oxide
thickness around microring filter is favoring either thermal tuning efficiency or speed. Without using
complex undercut etch processes, we demonstrated a better tuning efficiency than [18] with a L-shaped
resonant microring filter. This work will be explained in section 2.7. We have also demonstrated the first
heater driver and adiabatic microring filter integration in a CMOS (customized DRAM) platform which
will be explained in section 2.8.
2.7 L-Shaped Resonant Microring Filter with Thermal Tuner
We introduced a new class of filters, L-shaped resonant microrings (LRM), which allow for both
hard outer walls and single mode propagation while enabling interior electrical contacts without inducing
radiation or scattering. Thus, LRM filters can directly integrate a heater within the resonator and
minimize the thermal capacitance and maintain a compact size and an uncorrupted FSR. Here, we
demonstrate a 6-um diameter LRM filter with high efficiency (3.3 iW/GHz), high-speed (1.6 ts) thermal
tuning and record low thru-to-drop power penalty (<1.1 dB) over the 4 THz FSR.
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2.7.1 Device characterization and demonstrated results
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Figure 9. (a) FD-TD simulation of a LRM resonator, (b) Measured spectrum of a fabricated LRM filter, showing uncorrupted 4
THz FSR on thru and drop ports, (c) 3D sketch of the proposed LRM filter with integrated heater and insulating tethers, (d)
Demonstration of thermal tuning of full FSR with a 13mW heater power and a 5V drive voltage.
The LRM filter has a L-shaped waveguide crossection, formed by an internal ridge etch of a wide
micro-ring/-disk. The thickness of the inner ridge and width of the microring is optimized for single mode
operation [20], thus the coupling region does not require a complicated waveguide geometry or phase
matching. Since the radial TE mode is confined at the edge of the LRM, lossless contacts can be
introduced to the periphery of the interior ridge without inducing scattering or radiation as shown by the
Finite Difference Time Domain (FD-TD) simulation in Fig. 9(a). For a compact LRM resonator with a
220nm thick silicon waveguide and 110nm ridge waveguide, a cylindrical mode solver is predicting
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single mode operation with a high quality factor (Q>10 5 ) and large spur-free FSR (>5 THz).
A LRM filter is designed and fabricated as illustrated in Fig. 9(c). Thru and drop spectrum of the
fabricated LRM filter, showing single-mode operation and an uncorrupted FSR of 4 THz, is measured
using tunable CW laser (Fig. 9(b)). Integrated heaters are introduced by P type doping concentration of
1 x 1018 cm-3 in the L-shaped waveguide. The thermally conductive vias/contacts are required to be
insulated from the integrated heater for enabling low-power and rapid thermal tuning. This is achieved by
contacting the integrated heater with narrow heavily doped (p+ type doping concentration of 1 x1020 cm-3)
silicon waveguide tethers (Fig. 9(c)). The resistance of the integrated heater is -1.3kQ and -2kg for an
applied voltage of below and above 3V, respectively.
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Figure 10. Bit Error Rate (BER) curves measured for the thru and drop ports of the LRM filter at different thermo-optic
resonance shifts. to the BER curve of off-chip thru (bypassing the chip) is measured for comparison (left), temporal response of
the thru and drop ports of the LRM filter, excited by 20kHz 0.15V square-wave drive, fit to a 2.6gs exponential decay and a
1.6[ts rise thermal time constant (shown in red), the insertion loss of the LRM filter is <0.5dB.
The LRM filter is thermo-optically tuned by applying a voltage across the integrated heater and thru
and drop spectrum of is measured using tunable CW laser (Fig. 9(d)). Wavelength shifts of 16 nm (-2
THz) and 33 nm (-3.9 THz) is observed for a heater power of 6.9 mW (3V) and 13 mW (5V),
respectively. These values correspond to a heater efficiency of 3.45 gW/GHz and 3.33 pW/GHz,
respectively and ~1.3 mW heater power for a temperature variation of ± 20 0C. Power dissipation of the
proposed LRM filter, fabricated on thick SOI process, is comparable to the undercut process [21].
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An external LiNbO3 Mach-Zehnder modulator, driven with a non-return-to-zero-on-off-keying
(NRZ-OOK) signal encoded with pseudo-random-bit-sequence (PRBS) data with a pattern length of 2 3-
1, and a data rate of 13 Gb/s, was used to quantify data transmission and routing performance of the LRM
filter. The procedure of BER testing is identical to section 2.2.1. Bit error rate (BER) was measured for off-
chip (bypassing the chip), on-chip thru port (off-resonance) of the LRM filter, and drop port (on-
resonance) at an applied voltage of OV (Ak=0nm), 3V (AX=16nm) and 5V (Ak=33nm) across the LRM
filter as shown in Fig. 10, left. The power penalty between on- and off-chip thru is recorded as <0.1 dB
and between on-chip thru and drop port is 0.5dB, 0.7dB, and 1.1dB for the applied voltage of OV
(Ak=Onm), 3V (A=6nm) and 5V (AX=33nm).
The temporal response of the LRM filter was measured by driving the LRM filter with a square-
wave at a frequency of 20 KHz and 0.15 Vpp, and observing the thru and drop port intensity of a laser
probe at X ~ 1555nm (Fig. 10, right). The thru port intensity is in good agreement with an exponential
decay (Tr- 2 .6 ps) and rise (T,~1.6pts) fit, shown with red lines in Fig. 10, right. Insertion loss of the LRM
filter (<0.5 dB) is determined from the total intensity of the thru and drop ports with respect to
transmission one.
2.8 Monolithically Integrated Adiabatic Resonant Microring Filter with Thermal Tuner
To date, thermal tuning of resonators have been demonstrated and characterized for devices built
on thick SOI with and without localized substrate removal (undercut) [9,18,19,22], in thin SOI with
silicon-carbide substrate transfer [23], and in bulk CMOS with localized substrate removal under shallow-
trench isolation (STI) [21].
We demonstrated a heater driver system for microring resonators consisting of a fully-digital
AZ-based heater driver circuit and an ARM filter (Fig. 11, left), both monolithically integrated in a
commercial 0.25 pm-equivalent bulk CMOS process with deep-trench isolation capability. Integration of
the heater driver alongside the integrated heater minimizes the parasitic resistance from driver to the
heater, provides a digital heater control interface through which multiple rings can be controlled on-chip,
and eliminates the dedicated pads for external heater control used in the majority of previous work. Using
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a process-compatible supply voltage of 2.5V, the system is able to tune the resonance of an ARM filter by
350GHz, with an efficiency of 10-15pW/GHz.
2.8.1 System Overview and Experimental Results
The driver circuit, designed and implemented by Chen Sun, consists of a synthesized pipelined
accumulator and a custom one-transistor driver head (Fig. 11, right). The circuit utilizes pulse density
modulation (PDM) to output a heater drive waveform consisting of a digital pulse train, with a duty-cycle
corresponding to an 8-bit digital input setting. The slow thermal response of the ring heater smoothens
ripples in temperature and transmission introduced by the digital nature of the drive waveform, provided
that the driver's clock frequency (and hence the PDM's oversampling ratio) is set significantly higher
than the thermal time constant. Since power consumption of the circuit scales with the clock frequency,
driver power can be optimized by fine-tuning the oversampling ratio of the PDM. The duty-cycled nature
of the driver guarantees a monotonic and linear relationship between heater power and input setting, as
well as constant step size. The implementation in this work is aggressively pipelined to hit frequency
targets >400MHz and sized to drive >5mA of current. Design constraints can be relaxed to lower driver
power and area.
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Figure 11. Layout of the integrated heater driver connected to the ARM filter, both integrated in a deep trench CMOS process
(left). Block diagram of the AE-based heater driver with SEM of the connected ARM filter (right). The ARM filter, 8-bit
accumulator, and driver head occupy 28tm 2, 1500um2, and 2500 um 2 of area, respectively, including area used for decoupling
capacitances and fill cells
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Figure 12. Optical spectrum when driver is off and at max power (left) and total power consumed at various driver power settings
(right). For reference, off corresponds to a driver strength setting of 0, max corresponds to a strength setting of 255.
The ARM filter and circuit are integrated in a deep-trench bulk CMOS process (equivalent to a
DRAM periphery process), with Poly-Si waveguides above deep oxide trenches (Fig. 11, left). The 6-pm
diameter ARM filter is designed to work at a wavelength of X- 1290nm with a deep-trench. The single-
mode waveguide width is 280nm in the coupling region and adiabatically tapered to 600nm to allow
contacts to the adiabatic region. Single radial mode propagation is preserved through the adiabatic region,
achieving an uncorrupted free spectral range (FSR) of 3.7THz (Fig. 12, left). The integrated heater with a
resistance of -1.7kg is formed by n type doping in the adiabatic region and the Si-tethers are doped n+
with silicide to minimize contact resistance and to insulate the tethers (Fig. 11, right-inset).
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Figure 13. Tuning cost per gigahertz, with driver cost included, to reach a specific tuning offset
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Table 2. Comparison of the tuning costs between this work at 20 MHz in the high power regime and other works. The normalized
cost is calculated as (Raw Cost) x (FSR/2n).
The heater output power is 3.5mW at the max power setting, limited by supply voltage (2.5V) and
heater resistance (1.7kM). We achieved a maximum resonance shift of 350GHz (Fig. 12, left),
corresponding to a step size of ~1.37GHz for an 8-bit input. Compared to the power delivered to the
ARM's heater, the power overhead for the driver circuit is negligible at a clock frequency of 500kHz but
substantial at 200MHz (Fig. 13, right). The tuning cost of the system improves with higher tuning offsets
(Fig. 14), as the relative power overhead of the driver circuit shrinks compared to the power going to the
heater. For the fabricated ARM filter, a clock frequency of 20MHz provided sufficient oversampling to
minimize the transmission ripples, leading to a tuning cost between 10-15tW/GHz.
2.9 Conclusions
We have demonstrated the first vertical junction silicon microdisk modulator to achieve open eye-
diagrams at a data rate of 25Gb/s and error-free operation up to 20Gb/s. These high-speed results were
enabled by a unique doping profile which circularly contacts the modulators to reduce the device
resistance while maintaining a hard outer wall for maximizing the optical confinement. The device
represents the smallest silicon modulator to run at 25Gb/s and achieves the lowest reported power penalty,
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important for the overall power budget in a microphotonic link.
We have integrated a silicon heater into a high performance vertical junction silicon microdisk
modulator without affecting modulator performance or size. Low power modulation (11 fl/bit) at a data
rate of 13-Gb/s, a 5.8-dB extinction ratio, a 1.22-dB insertion loss and a record-low thermal tuning (4.9-
ptW/GHz) of a high-speed modulator is achieved. A record low total energy of 48fJ/bit is predicted at a
data rate of 20Gb/s for a frequency offset of - 100GHz and ±1 0 C temperature variation.
Although a realistic AWR loop can be performed with the microdisk modulator with integrated
thermal tuner, spurious mode in the FSR limit the WDM scalability or number of channels. In order to
achieve a spur-free FSR, we demonstrated a new LRM modulator that achieves 30 Gb/s error-free
operation in a compact (< 20 pm 2 ) structure while maintaining single-mode operation, enabling direct
WDM across an uncorrupted 5.3 THz FSR. At a 70 GHz channel spacing, this modulator would allow 75
WDM channels along a single WDM link.
We have introduced high-efficiency heater elements inside a new single mode filter, a LRM filter,
successfully. The LRM filter achieved high-efficiency (3.3ptW/GHz) and high-speed (i~1 .6 ts) thermal
tuning and maintained signal integrity with record low thru to drop power penalty (<1.1 dB) over the 4
THz FSR and <0.5dB insertion loss. The efficiency is record-low for a thick SOI process. LRM
resonators can be used to form suspended microrings and phase shifter elements.
Lastly, we demonstrated a monolithically-integrated heater driver system in a commercial bulk
CMOS deep-trench process. We achieved a 350GHz thermal tuning range and 10-15pW/GHz tuning for
an ARM filter integrated with CMOS driver. The power of the integrated driver is found to be negligible
below ~1-2MHz. This is the first demonstration of microring thermal tuning and efficiency optimization
in a deep-trench bulk process.
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3 Automated Wavelength Recovery Demonstration
For a realistic WDM link, the automated wavelength recovery (AWR) has to be performed for
multiplexer, demultiplexer and transmitter resonators. This includes silicon microring/disk modulators
and filters with integrated thermo-optic tuners. We have explained the architecture of the wavelength
recovery in chapter 1 and the resonators designed and demonstrated to outperform the state of the art
modulators and filters with thermal tuning in chapter 2. In this chapter, we will focus on a generic AWR
algorithm and implementation to fix the wafer/process variations and dynamic temperature fluctuations.
For a normal distribution of ±10 0C temperature fluctuations and a ~100GHz resonance frequency offset
due to fabrication/wafer variations, the integrated heater needs to compensate ±75GHz on average out of
a maximum of ±150GHz [1-4]. The local temperature fluctuations, hot-spots, can be generated as fast as
1 00pts [3]. Therefore, AWR implementation required to be faster than -1 OKHz.
Lasers are the key components of WDM link and AWR loop required to compensate laser power
fluctuations and frequency drift. The laser power can fluctuate and the laser frequency can drift if the
lasers are not in a controlled environment such as next or on the processors. If the AWR loop is robust
against laser performance variations, then a laser with less control can be used which can increase the
wall-plug efficiency. AWR algorithm offered in section 3.2 is designed assuming stable lasers but in
section 3.5 we will update the AWR algorithm to handle the laser variations.
AWR compatible resonators from literature will be summarized here. I will only include
resonators with integrated silicon heaters since they offer the best optimization between speed and
efficiency. The adiabatic resonant microring (ARM) filters that have integrated heaters inside a single
mode microring have demonstrated high efficieny (4pW/GHz) and high speed (1p fs) thermal tuning [8,9].
A thermal sensor is integrated in such a ring and showed linear response with temperature [10]. A
compact microdisk with integrated heater has demonstrated with 7ptW/GHz tuning efficiency, 50%
junction area coverage around the periphery, 1.14Vpp drive voltage, 3dB extinction ratio, >3dB insertion
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loss at a data rate of 10Gb/s [7]. A large ridge microring modulator (400 ptm 2 ) with ~42pW/GHz tuning
efficiency, ~67% junction area coverage around the periphery, 7fJ/bit modulation energy, 1Vpp drive
voltage, ~5dB extinction ratio, >5dB insertion loss at a data rate of 25Gb/s have been demonstrated [5-
6].The limitations of microdisk and ridge based modulators are explained in chapter 2.
Recently, different methods of wavelength tracking have been demonstrated. It is hard to call
them AWR since the proposed methods does not offer a complete solution for temperature variations and
process/wafer variations. C. Qui et al. [11] have leveraged scattering of the microring filters for
wavelength locking. However, scattered light based techniques are not sufficiently reliable to enable
scalable implementations and hard to integrate on-chip. K. Padmaraju et al. [12,13] have used a injection
based modulator and a calibration set to achieve error free operation under thermal fluctuations to a
certain point. The proposed method can only compensate ±40 C with a power penalty of >2.4dB.
Therefore, it is not enough for either dynamic temperature fluctuations or fabrication/wafer variations. A
modulator locking scheme is demonstrated using the microdisk modulator [7] with an integrated heater by
active bit-error-rate (BER) testing loop [15,16].
In this chapter, we propose and demonstrate an AWR algorithm for a demultiplexer or a multiplexer
ARM resonator [8,9]. While implementing the algorithm, we limit ourselves to have no apriori
information about the quality factor or extinction ratio of resonator response, frequency drift between the
resonance and the laser line and insertion loss of the resonators. The limitations will help us to provide a
generic solution. The AWR algorithm required a simple implementation to achieve compact CMOS
control circuitry, thereby minimizing the number of decisions making steps in the AWR algorithm and
stored information in the registers. In the meantime, the AWR should maintain low-power and high-speed
operation. An AWR compatible ARM resonator, shown in Fig. 1(b), will be used to implement the AWR
algorithm [8,9]. Therefore, it is initially important to characterize the ARM in an open loop configuration
to use as a reference. Later, the AWR algorithm will be introduced. The AWR will be implemented under
thermo-optic stress and laser drifts. The speed of the AWR loop will be enhanced by simply changing
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initial conditions. The stability of the loop in time will be monitored and quantified at different initial
parameter settings. Lastly, the laser intensity will be actively adjusted and the AWR loop will be updated
to recover in volatile environments.
3.1 Device fabrication and characterization
A XIIInx FPGA ---- -
PDM
CW TL
Low Doped
Si heaters
Si tethers
Figure 1. (a) Experimental setup for testing ARM resonator which is composed of a CW tunable laser, photonic chip, external
TEC, FPGA and external photodetector, (b) micrograph of the ARM resonator, highlighting the integrated heater and insulating
tethers.
The 6pm in diameter, single-mode ARM (Fig. 1(b)) is fabricated using a 350-nm process at
Sandia National Laboratories on a six-inch 250-nm-thick silicon-on-insulator (SOI) wafer with a 3-pm
buried oxide for optical isolation. The heater region and tethers have a N and a N+ doping concentration
of 2x 10'8 /cm 3 and 1021/cm 3, respectively. Tungsten contacts, 500-nm in diameter, are directly contacted
with insulating silicon tethers. The fabricated ARM resonator, coupled to a 320-nm wide and 250-nm
thick silicon photonic bus, did not include a drop port. The gap between the edge of the microring and the
bus waveguide is 360-nm.
Directly integrated heater inside the ARM minimize the thermal capacitance and enable high
speed and low power thermal tuning. Silicon tethers act as low resistance contacts to the heater, thereby
maximizing the voltage drop on the integrated heaters and increasing the tuning efficiency. The internal
temperature, thus the resonance frequency can be thermo-optically tuned by applying a voltage bias
across the integrated heaters. S shape and highly doped tethers are also achieving thermal isolation
between contacts and the integrated heater within the resonator.
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Figure 2. (a) Measured spectral response of a microring resonator as a function of heater power consumption (red shift is
indicated by coloring from blue to red), (b) Correlation of heater power to frequency shift and calibrated temperature shift.
Experimental setup for full characterization of ARM is illustrated in Fig. la. The spectral scans for
various voltage and power levels are measured using a CW tunable laser as shown in Fig. 2(a). TE radial
fundamental mode is excited by the external laser. Resonance frequency shifts of 1 THz and 2 THz are
achieved for 8.5mW and 17mW of heater power, respectively. The induced wavelength shift altered the
coupling coefficient and the extinction ratio is dwarfed from 19.9dB to 16.5dB with ~17mW applied
heater power. Heater power can be directly correlated with frequency shifts. However, relating the heater
power to the internal temperature of the microring requires calibration with an external thermo-electro
coupler (TEC). The TEC is placed under the chip and a thermistor is positioned next to the chip.
Thermistor is used for readout and stabilization of the global chip temperature. The global chip
temperature is assumed to be equal to internal temperature of the microring since the integrated heater is
off during this measurement. Spectral scans are performed for various global chip temperatures. The
spectral scans, obtained by applying voltage to the heater and the TEC, are used to correlate temperature
shifts with integrated heater power (Fig. 2b). Temperature shifts of 150 0K and 3000K correspond to
8.5mW and 17mW heater power, respectively. The ARM has a free spectral range (FSR) of 4THz and can
be tuned more than 2THz. Therefore, it can be utilized for AWR applications and reconfigurable
networks.
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3.2 Automated Wavelength Recovery (AWR) Algorithm
While implementing the algorithm, we limit ourselves to have no apriori information about the
quality factor or extinction ratio of resonator response, frequency drift between the resonance and the
laser line and insertion loss of the resonators. The limitations will help us to provide a generic solution.
The AWR algorithm required a simple implementation to achieve compact CMOS control circuitry,
thereby minimizing the number of decisions making steps in the AWR algorithm and stored information
in the registers. In the meantime, the AWR should maintain low-power and high-speed operation.
The AWR algorithm required to perform with no apriori information about the quality factor or
extinction ratio of resonator response, frequency drift between the resonance and the laser line and
insertion loss of the resonators. The algorithm should have minimum number of decisions and should not
include data storage or calibration. This will simplify the algorithm and enable seamless integration with
low-power CMOS electronics. The algorithm should locate the laser line around the resonance and
achieve the global minimum for the through port or maximum for the drop port intensity for a first-order
microring multiplexer filter. This will tightly align the laser line is with the filter resonance. The AWR
algorithm is depicted with a state diagram in Fig. 3, which is composed of two loops; coarse and fine. The
loops will be explained for an AWR implementation based on thru port intensity. Drop port based AWR
can be implementing by simply reversing the conditional statements.
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Figure 3. Coarse and fine loop AWR algortihm for thru port based AWR where PN(t) is real-time power dissipated in the heater,
APH(t) is real-time power variation in the heater, PMAX/MIN is maximum/minimum heater power, APc/F is coarse/fine minimum
power variation in the heater, I(t) is real time output intensity, 1 is the static threshold intensity (it can be converted into active
threshold intensity (see section 6)), e(t) is the error signal, 17(t) is the dynamic target intensity which is constantly updating for
locking to the global minima. T stands for true and F for false for if statements. Drop port decision-making algorithm can be
implemented by simply reversing the conditional statements.
Coarse loop is designed for rapid localization of the filter resonance around the laser frequency, by
comparing with the threshold intensity. The threshold intensity can be set by measuring off-resonance
intensity. If the laser power is fluctuating, then threshold intensity has to be varied dynamically in the
algorithm which is implemented in section 3.5. Coarse loop sweeps the heater power and checks for the
triggering threshold condition. Below and above the threshold intensity (Io) will be considered as around
the resonance and off resonance, respectively. Fabry-Perot cavities due to reflections from the facets of
the chip or internal reflections should be eliminated by appropriately selecting the threshold intensity.
Microdisk resonators support higher order modes that corrupt the FSR with unwanted modes. Threshold
intensity for a microdisk resonator required to be lower than the extinction ratio of high order modes. For
practical purposes, minimum heater power, PMIN, is set to 0mW. Maximum heater power, PmAx, can be
either set to maximum CMOS power level or the power level which the device breaks. Coarse loop
algorithm is designed to sweep between these two extremes until the threshold is triggered by a
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resonance. If the threshold intensity is not triggered between minimum and maximum heater power
levels, then, heater power step will be divided by 2 to achieve finer tuning of the resonance. This allows
the algorithm to locate the resonance around the laser line even with high-Q resonators. When the
threshold triggered, a fine loop kicks in to achieve tight alignment.
Fine loop continuously searches for global minima below the threshold level and stabilizes at the
resonance dip. Threshold intensity (Io) is set as a target level intensity (IT) for generating an initial error
signal (e(t)). If the difference between two consecutive errors is below zero and both errors are not below
zero, then, target intensity is updated and gets one step closer to the resonance. For other conditions, it
searches until this condition is satisfied. The AWR loop automatically stabilizes when the target intensity
reaches the actual resonance intensity. Since the actual resonance intensity is not known by the algorithm
and can be dynamic, the integral based control loops such as proportional-integral-derivative (PID) or
proportional-integral (PI) control loop will be unstable. If the device is calibrated, then PID or PI will give
the best results. An adaptive proportional-derivative (PD) control is implemented to reach the target
intensity. Every time the target intensity is surpassed with a lower intensity, it gets updated. Eventually
the resonance dip will be equal to the target intensity which guarantees alignment between laser line and
the resonance.
For a demultiplexer filter, AWR should be feedback with the average intensity at the
photodetector instead of laser intensity and perform the same procedure as a multiplexer. Therefore, the
same algorithm can be used for WDM multiplexer and demultiplexer. The demonstration in this chapter
will focus on the multiplexer.
In a AWR implementation, the heater power change that corresponds to single bit accuracy at the
receiver determines the stability. Minimum power step can be altered and the speed of the AWR can be
enhanced at the expense of stability. Detailed analysis about this tradeoff is performed in Section 3.4.
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3.3 Thermal and Laser Frequency Drifts
AWR algorithm is implemented using an external FPGA that controls the integrated heater
voltage with 10-bit accuracy and collects feedback from an external DC-coupled detector with a 10MHz
3dB-bandwidth. AWR loop is initially stabilized in <5ms. Real-time photodetector data is stored for ~10
seconds at every ~30 seconds while heating the chip and cooling down. On-chip thermal drift is
mimicked by heating or cooling the photonic chip with an external TEC under the chip. Real time global
chip temperature of the chip is recorded using an external thermistor, attached to the chip. Chip is
globally heated with the TEC from 25 to 750 C in 20 minutes with 50C steps, stayed at 75 0C for 5 minutes
and cooled down from 75 to 250C in 10 minutes with 50C steps depicted in Fig. 4(a). TEC stabilizes using
an optimized PID loop which oscillates within ±0.10C from the target temperature at a low frequency of
-0.2Hz.
The experimental result under the thermal drift is shown in Fig. 4a. The internal temperature of
microring is kept constant and transmission is stabilized when the AWR loop is on for more than 18
minutes and chip temperature raised from 25 0C to 70 0C (Fig. 4(a)). After 18 minutes, the global
temperature rose above microring internal temperature (>70 0C) which requires shifting the microring
resonance by more than one FSR. This was not possible with the given microring resonator. However,
when the global chip temperature constantly cools down below 70 0C, AWR loop can again align the
resonance to the laser after 2 6th minute (Fig. 4(a)). AWR loop compensated the dynamic temperature
fluctuations for heating and cooling chip. Therefore, AWR loop performed with ARM resonator have
demonstrated temperature fluctuation as much as ±17.50C which corresponds to a AWR for a frequency
mismatch of - ± 175GHz. The external CW laser used in the experiments is stable and drifts less than
±50kHz over nominal frequency.
In another experiment, laser drift is mimicked by automatically tuning the external CW laser line
in a linear fashion. An external TEC is used to stabilize the global chip temperature to a static 250 C within
±0.1 0C error. The global chip temperature is stabilized to provide a controlled environment for the laser
drift experiment. Laser is initially red shifted by 1.5THz in a second, waited for a second and then blue
76
shifted by 1.5THz in a second which is illustrated in Fig. 4(b) while AWR loop was on. While laser
frequency is drifting, internal microring temperature is controlled by the AWR loop to align the drifting
laser line on to microring resonance. From Fig. 2a, we know that the extinction ratio of the resonator is
dependent on wavelength. When the local temperature is altered, the extinction ratio of the microring
filter response is decreasing and increasing by red and blue shifting of the microring resonance,
respectively. The extinction ratio of the reference measurements are 19.9 and 16.7 dB for zero and
maximum heater power, respectively. The experimental results, shown in Fig. 4(b), are in good agreement
with the reference measurements. This is the first demonstration of AWR over a frequency drift/offset of
1.5THz and in -5ms (Fig. 4(b)-inset).
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Figure 4. (a) AWR loop demonstration while thermally drifting the microring resonator by an external TEC. Internal microring
temperature and global temperature of the chip is also shown, (b) Experimental measurement results of the AWR loop while the
tunable CW laser line is red and blue shifting. Inset is showing the speed of the recovery which is around -5ms.
3.4 AWR Speed and Stability Optimization
The proposed AWR technique in Section 3 is not cognizant of the actual on-resonance intensity or
optimal target intensity. Therefore, optimizing the underlying control loop is device specific. In practical
systems, the AWR control loop bandwidth is limited with integrated heater time constant or the analog to
digital converter (ADC). System noise will be captured by the loop bandwidth after AWR is stabilized.
Furthermore, minimum detectable noise by the loop will be limited by the minimum heater power step in
the fine loop (Fig. 2). The AWR stability will be enhanced by diminishing heater power step. However,
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alignment will take more time for smaller heater power step. AWR loop can be customized for different
applications and given specifications of speed and stability.
To quantify the tradeoff between AWR speed and stability, CW laser line is set to ~1528.3nm
and the microring resonance had a frequency offset of 30GHz to the laser line but this information is not
used in the AWR loop. The offset is chosen to be particularly small to show the effect of speed and
stability more clearly. The minimum heater power step is set to minimum detectable limit that is dictated
by 10-bit ADC at sampling rate of 1OOKSa/s. The AWR loop performance is compared when the heater
power step is set to 1, 2, 4, 8, 16 and 32 times of the minimum heater power step. Real-time heater power
is recorded through the experiments. Thru port intensity of the ARM is measured with an external
photodetector simultaneously. The characterization data shown in Fig. 2 (b) is used to correlate the
frequency shift of the microring resonator to the real-time intensity and heater power. Correlated
frequency shifts for different heater power step settings are shown in Fig. 5(a). By increasing the heater
power step, the settling time of the AWR loop is diminished from -4.3ms to -200ps. The AWR has
potential to speed up more with faster integrated heater and ADC.
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Figure 5. (a) AWR loop speed analysis with respect to heater power step settings. The loop is stabilized for each heater power
setting. Settling time (ts) of the each setting is diminished by increased heater power step. (b) Overlapping Allan variance
analysis for each heater power step setting. 10s of real-time data after AWR is stabilized is used. (c) Histogram of the frequency
stability for each heater power step setting. 10s of real-time data after AWR is stabilized is used. (d) AWR settling time
dependence on the threshold intensity to the resonance intensity is depicted. Maximum heater power setting is chosen for the fine
loop.
AWR control loop will expect to become less stable with increasing minimum heater power setting.
To quantitatively understand the effects, histogram of the real-time data is fitted to the normal distribution
and overlapping Allan variance, a well-known technique for noise and stability analysis, is performed
[17-18]. The loop is observed after it settles to the on-resonance intensity for 10 seconds for each heater
power step setting. Normal distribution and Allan variance sigma is calculated using a custom MATLAB
program and the results are shown in Fig. 5 (b-c). Stability is raised with the smaller heater power steps as
expected. From the most stable to least, a normal distribution sigma of 0.74, 7.38, 13.1, 23.3, 33, 41 MHz
around the resonance is observed. If the ultra-high stability is not required, AWR speed can be increased
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significantly.
AWR loop can further speed up if the threshold intensity in the coarse loop is placed closer to the on-
resonance laser intensity. As the threshold gets closer to the on-resonance intensity the AWR loop will
spend more time in coarse loop than fine loop which will speed up the recovery. In order to demonstrate
the effect, the largest heater power step setting is chosen and AWR loop is performed for the different
threshold intensity levels. Results are shown in Fig 5(d). Settling time is reduced from -240us to -130us.
Long term-stability of the overall system did not change during the experiments. By adjusting the PD
parameters of the loop and altering the threshold intensity the settling time is vanished by 33 times from
-4.3ms to ~130ps. Therefore, the loop offers any optimization between high stability (<1MHz) or high
speed (~130ps) operation.
3.5 Laser intensity dependence
Insertion loss and intensity on each bus waveguide can be different on a real system. Additionally
coupling efficiency of on-chip couplers is wavelength dependent and each wavelength channel will have
different power on the bus waveguide. Therefore, AWR loop needs to be independent of the laser
intensity. In order to perform this task, fine loop on Section 3 will stay same and coarse loop threshold
intensity will be updated with dynamic control. Initial threshold intensity is set to upper bound of the laser
intensity (+1OdBm) for the drop port and minimum detectable intensity with the current detector (-
45dBm) for thru port. When the threshold intensity is not triggered by the loop, threshold intensity is
divided and multiplied by 2 for the drop and thru port, respectively. The advanced coarse-loop algorithm
is shown in Fig. 6(a). Advanced AWR loop is demonstrated when the laser intensity on the waveguide is
set to -2dBm, -9dBm and -16dBm which is not known by the loop. Real-time intensity data is shown in
Fig. 6(b). The largest heater power step is used and the settling time is varied due to dynamic threshold
intensity. Another way to control the threshold intensity dynamically is to record off-resonance intensity
automatically and set the threshold intensity accordingly. However, any mechanical or thermal instability
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in the experiments lead to misleading judgments about off-resonance intensity and it is not used in this
experiment.
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Figure 6. (a) Advanced coarse loop decision-making algortihm for thru port based AWR where P,,(t) is real-time power
dissipated in the heater, APli(t) is real-time power variation in the heater, PMAXMIN is maximum/minimum heater power, APc is
coarse minimum power variation in the heater, I(t) is real time output intensity, 10(t) is the dynamic threshold intensity, IMAXMIN
is maximum/minimum laser intensity in the bus waveguide T stands for true and F for false for if statements. Drop port decision-
making algorithm can be implemented by simply reversing the conditional statements. (b) AWR demonstration where the laser
intensity is varied from -2 dBm to -16 dBm.
3.6 Conclusion
In this chapter, we implemented an AWR algorithm on a WDM multiplexer microring. The AWR
is tested under thermal and laser drifts mimicking the possible extreme conditions. Thermal drift is
emulated by an external TEC. Cooling and heating cycles are both recovered and stabilized over ±1 7.5 0K
temperature differences and more than 18 minutes with settling time of -5ms. Laser drifts are resembled
by tuning the CW external laser. AWR is performed with a frequency offset of ~1.5THz with settling of
time of only -5ms. Red and blue shifting of the laser is perfectly captured and reacted real-time by the
AWR.
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The AWR speed is enhanced using parameter optimization in the algorithm. The PD control
parameters are modified by heater power step settings and the threshold intensity is manually modified to
observe the effect on speed of the recovery. The settling time is decreased from -4.3ms to 13O s at a
sampling rate of 1OOKSa/s. The histogram and overlapping Allan deviation of the frequency stability is
investigated for each heater power step setting. Both the histogram and the Allan deviation results are
correlated with speed.
The AWR loop has updated for variable laser intensity at the input waveguide. The threshold
intensity is modified to be a dynamic parameter. This parameter is swept using an intelligent algorithm to
align the laser line to the microring resonance. Laser intensity varied from -2 to -16 dBm and the settling
time of the loop is reduced from -380ps to -180s, respectively. In all experiments, the laser line is
recovered by the updated loop with no a priori information.
The AWR technique is demonstrated with an ARM resonator under various extreme conditions
with high speed and stability. Every development in the heater or the ADC speed will lead to faster and
more accurate recovery with this technique. The AWR can be implemented using CMOS electronics and
is readily scalable in a CMOS and photonics integrated platform for its simplicity and recovery speed.
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4 Advanced Automated Wavelength Recovery
In chapter 1, we have introduced automated wavelength recovery (AWR) architecture. This
architecture is designed to implement the AWR loop with minimum change to WDM link to offer the
most general solution. However, the most general solution might not be the most efficient or stable one.
Here, we will focus on a new architecture that is based on the phase response of the resonators instead of
intensity information. In a resonator, the phase response is hidden in the thru and the drop port response.
Therefore, in order to obtain phase response of a resonator, a Mach-Zender interferometer (MZI) [1-2] is
required. The MZI interferometer should be passive, low-power to minimize electrical power
consumption, compact to allow large scale integration, and broadband to enable C- and L-Band operation.
The common MZI structures are occupying >500m in length and formed with two 3-dB couplers that
interferes two identical arms with 3-dB intensity. However, in this work we require a MZI in tens of
micrometers length and use minimum optical intensity.
The phase response is less dependent to extinction ratio and quality factor of a resonator, thus it
will provide high performance even with wafer/process variations. More importantly, the phase response
of a resonator resembles the edge shape similar to the output of a Pound-Drever Hall (PDH) loop [3],
which is widely used for stabilizing the frequency of high-Q lasers.
4.1 Integrated Amplitude to Phase Converter Theory
The proposed MZI is composed of two arbitrary couplers that interfere the response of resonator
and the input signal. An exemplary design of such a MZI is illustrated in Fig. 1.
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Figure 1. The MZI structure, composed of 2 directional couplers and a 3dB-coupler, is proposed to convert amplitude to phase
response.
A directional coupler is envisioned to achieve arbitrary coupling to each arm of the MZI. To achieve low
loss and compact coupler, a straight to bend coupler is placed. The bend radius of the bend can be as
small as 1.5 to 3pm. If the space is not a constraint, the adiabatic couplers can achieve large bandwidth
[4].Transfer matrix method is a widely used for modeling photonic resonators and devices [5, 6].
The amplitude coupling and transmission coefficient of the coupler # is denoted by K# and t#, respectively.
For a lossless coupler, power conservation will be satisfied with;
|t#|2+ II 2= I
The integrated Silicon directional couplers can achieve almost lossless operation. For a lossy coupler with
an insertion loss of s#, then the power conservation will be satisfied with the following equation,
It#1|2+ |x |2 |s |'#11 + IS#12=1
The amplitude at the 3dB-coupler input is denoted by A#. If the input amplitude is BO, the amplitude in
arm 1 is given by,
A = Bo x Kx exel
where, 01 is the phase accumulated due to optical path delay in arm 1 with respect to the input reference
phase. Accumulated phase can be calculated in general as the following,
0#= 2a x (ng x L#)/k
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where, k is the operation wavelength and ng is the group index given by ng = neff - k x dneff Id X. The
optical path delay in arm 1,
01 =27r x (ng x Li)/ + Ocoupling - Greerence
where, Ocoupling and Oreerence is the coupling induced phase shift and reference phase, respectively and L, is
the path length in Arm 1. Coupling induced phase shift can result significant frequency shift for a
resonator [7]. The amplitude before the second coupler is the following,
Bi = Bo x t, x deOus
where, Obus is the optical path delay in the bus waveguide and given by 0 bus= 27t x (ngx Lbus)/X. Then, the
amplitude in arm 2 is,
A2 = Bo x t, x (2x de2
and the optical phase delay in arm 2 is given by,
02=27i x (ng x (L2 + Lbus))/X + Ocoupling - Greference
Then, the phase difference between the arms is,
021 = 02 - 01 =21r x (ng x (LI - L 2 + Lbus))/)'
A wavelength independent directional coupler has a transfer matrix as the following,
M = rcos(O) jsin(O)1
jsin(9) cos(6)_
For a special case at 0 =7/4, it will represent a 3dB-coupler which is,
_ F cos(;f/4) jsin(r/4)]
3dB jsin(r/4) cos(i/4) j
The output arm 1 and 2 of the MZI, called as D, and D2 , used for detection the phase. The output of the
MZI can be calculated as the following,
FD1 _[cos(r/4) jsin(7r/4)]F A]
D2  _jsin(rr/4) cos(r/4) jA 2 _
and the power at detector 1 and 2 is,
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D 2 = + j = 1,2  A
2
,
2 + jA2 1A192
We have explained the amplitude and phase relation between two output arms above. However, we still
need to design it to satisfy a high contrast MZI output. The amplitude in both arms has to be equal,
thereby satisfy the following,
IA2 1=JAI , => t] x K2 = K
A special case for t, = 0.707, K,=0.707, K2 = 1, the proposed MZI represents the conventional MZI
response. Since we want to just observe the phase response with low intensity drop, we can consider the
case with less than 5% coupled to each arm (I xl 2 < 0.05). The table 1 shows the coefficients required to
achieve high contrast MZI. If the first coupler power split is less than 1 percent (I K, 2 < 0.01), then the
second coupler can be identical with first coupler and minimize the complexity of the design.
Table 1. The coupling coefficients for high contrast MZI design
The normalized detector 1 and 2 output as a function of phase difference between each arm is illustrated
in Figure 2. The output is normalized to 21 K,12
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f1 I K K1  K-)t
0.05 0.224 0.229 0.9747
0.04 0.200 0.204 0.9798
0.03 0.173 0.176 0.9849
0.02 0.141 0.143 0.9899
0.01 0.100 0.101 0.9950
0.005 0.071 0.071 0.9975
0.0025 0.050 0.050 0.9987
0.00125 0.035 0.035 0.9994
0.000625 0.025 0.025 0.9997
01
0
0.
0.5ID21
0Z 0 60 120 180 240 300 360
Phase Difference [*]
Figure 2. The proposed MZI structure normalized output as a function of phase difference between the MZI arms.
4.2 Integrated Amplitude to Phase Converter Design
In order to design the integrated Amplitude to Phase Converter MZI, we need to design the
arbitrary directional couplers, the 3dB coupler and minimize the loss through the bends. The structure will
be fully designed and simulated in 3D with custom Finite Difference Time Domain (FDTD) code (Fig. 3).
The arbitrary directional couplers are designed for minimum bend radii. Therefore, the silicon waveguide
is designed to maximize confinement and maintain single mode operation from 2-pm to 1.6-ptm
wavelength range.
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Figure 3. The initial MZI design with full-3D FDTD simulation.
4.2.1 Arbitary Coupler Design
The coupler region is designed as a straight to bend coupler to achieve the most compact design. The
simulation is performed by exciting the TE mode of the input waveguide with a Gaussian amplitude
distribution in time and placing flux monitors at the coupled port and thru port of the device, as illustrated
in Fig. 4. The gap between the bend and straight waveguide is adjusted from 120 to 200nmi for optimizing
the coupling coefficient. The bend radius and width is kept at 3pm and 400nm, respectively. The
thickness of the silicon waveguide is 220nm. The flux monitors are overlapped with the corresponding
fundamental modes. The loss can be determined from the total overlap at the input, the drop and the
coupled port (Fig. 5). The results are obtained in a broadband spectrum by appropriately adjusting the
length of Gaussian excitation pulse.
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Figure 4. FDTD simulation of the straight to bend coupling. Size of each photonic part and photonic ports is shown on the figure.
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Figure 5. FDTD simulation results for Thru, Coupled and Loss power of the straight to bend coupling as a function of gap and
wavelength.
The wavelength dependence of straight to bend coupler is -0.03dB/nm, which is originating from
confinement scaling of the bus and bend waveguide. If we consider a resonator, that has a free spectral
range of 30nm, it will result with 0.9dB coupling dependence. This is acceptable for our application. The
loss is optimized by varying the width of the bus waveguide and as well as varying the gap (Fig. 6). The
width of the bus waveguide is varied from 360 to 440nm and the gap is varied from 120 to 200nm. The
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bend radius and width is kept at 3gm and 400nm, respectively and the thickness of the silicon waveguide
is 220nm. The coupled and loss power measured from corresponding flux monitors results at 1550nm
(Fig. 7). The loss is minimized for the 360nm bus waveguide width.
R=3pm I Coupled
Input Thru
Figure 6. FDTD simulation of the straight to bend coupling for the loss optimization based on bus width and gap.
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Figure 7. FDTD simulation results for Coupled and Loss power of the straight to bend coupling as a function of gap and bus
width.
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4.2.2 The 3dB Coupler Design
The 3dB Coupler is designed by utilizing mode beating between the symmetric and
antisymmetric modes of two identical core waveguides placed next to each other (Fig. 8, left). This was
an inherently wavelength dependent 3dB coupler and it will be updated in the demonstrated device with
an adiabatically tapered 3dB coupler. The effective index of the TE fundamental antisymmetric and
symmetric modes of the combined structure are calculated with a custom finite difference mode solver.
Single arm excitation can be decomposed into asymmetric and symmetric modes of the structure.
Therefore, single arm excites both modes with the same phase at the input of 3dB coupler. As the light
1. 1/2~ ~1/2~
0 U1/2 -- 1/2
Single Arm Symmetric Antisymmetric
Excitation Mode Mode
propagates the symmetric and antisymetric modes will have a wavelength and length dependent phase
shift which is,
Oshift OAS - OS=27 x (nAS - ns) X L/X
where, subscript S and AS denotes symmetric and antisymmetric, respectively. When the phase shift
between the antisymmetric and symmetric mode is equal to ±7r/2+27rN (N is an integer), the power at each
arm will be the following,
1/2 j/2 j/2
1/2 T j / 2_ T j/2
This is the 3dB point but the phase shift is wavelength dependent. If the phase shift between the arms is
equal to +ir+27rN, then the input power is transferred to the secondary arm.
The 3dB coupler can be designed directly with a modesolver but the coupling region of the
coupler will change the initial excitation conditions. Therefore, a proper FDTD-3D simulation is required
(Fig. 8, right). The 3dB coupler length is determined to be ~5ptm.
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Figure 8. FDTD simulation of the 3dB-coupler, the 3dB length is initially guessed by the analytical calculation and then
optimized in the simulation including the couplers (left), the arm power splitting and loss of the 3dB coupler for the simulated
3dB-coupler(right).
This design is wavelength dependent (-0.015dB/nm or 0.45dB for 30nm wavelength span) and it
is prone to fabrication errors. The 3dB coupler is simulated against fabrication errors. The results for
+15nm thickness and ±10nm gap variation are shown in Fig. 9, left. Additionally, the results for ±15nm
thickness and +10nm asymmetric waveguide width variation are shown in Fig. 10, right. The FDTD-3D
simulations are evaluated for the change in 3dB coupling point.
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Figure 9. FDTD simulation of the 3dB-coupler with respect to thickness and gap variations (left), FDTD simulation of the 3dB-
coupler with respect to thickness and asymmetric waveguide width variations (right). Each point represents a FDTD-3D
simulation.
4.2.3 FDTD-3D Simulation of the Amplitude to Phase Converter
After optimization of each part of the proposed Amplitude to Phase Converter (MZI), the MZI is
simulated as a whole (Fig.10, left). The arm outputs have achieved equal power splitting but wavelength
dependence deteriorates the system performance (Fig. 10, right). Wavelength dependence can be
eliminated if a broadband 3dB-coupler can be designed.
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Figure 10. FDTD simulation of the proposed amplitude to phase converter (left), FDTD simulation results of the full structure
normalized to total coupled power.
4.3 Advanced AWR with Amplitude to Phase Converter
The amplitude to phase converter is designed to convert the amplitude response of a resonator
into phase response. In this section, we will discuss the implementation and a demonstration of such
integration. The resonator will be placed between the coupler I and 2 to dynamically change the phase of
arm 2, while maintaining the phase of arm 1. It is illustrated in Fig. 11. The resonator thru port will adjust
the amplitude and phase of the second arm around the resonance. The same is thru is the drop port is used
as the arm 2.
Figure 11. Integration of amplitude to phase converter with a resonator.
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Figure 12. Demonstration of the proposed amplitude to phase converter integrated with a microdisk resonator. The top plot is
showing the FSR of microdisk structure, the bottom plots are zoomed in captions to show the phase response over the whole FSR
by the amplitude to phase converter
The proposed structure is fabricated at CNSE. Arm 1, arm 2 and thru spectrum is obtained by CW
tunable laser coupled into the waveguide with taper fibers (Fig. 12). The output resembles the phase
response of the resonator at the arm outputs. However, active demonstration of this structure did not work
properly due to large variations in 3dB-coupler performance in wafer and the resonator became
undercoupled after full process.
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The phase response can be used directly to detect the resonance with an edge detection integrated
circuit to achieve automated wavelength recovery. Since this method can be generalized for more than
one ring at a time, it is a general solution for aligning multiplexer, demultiplexer or modulators.
Modulator recovery with amplitude to phase converter will require the data to estimate the lock position
or observing the average power at the detectors.
4.4 Conclusions and Future Work
In this chapter, we have introduced a new and advanced method of automated wavelength
recovery. We have fully understood the theory and designed every component with FDTD-3D simulation.
The first round fabrication demonstrated the passive response of the amplitude to phase response
converter successfully. The work will follow with correcting the devices, achieving broadband response
and demonstration more than one resonator with single converter. The possibility of high order ring
recovery will be investigated.
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5 Conclusions and Future Work
The thesis started with a review of electrical and optical on-/off-chip communications. The
roadmap for realization of Wavelength Division Multiplexed (WDM) Silicon Photonics is summarized.
The challenges that Silicon Photonics need to overcome introduced. The available ways to overcome
those challenges are explained. The automated wavelength recovery (AWR) architecture is introduced.
The resonators that can enable AWR designed and demonstrated in Chapter 2 which includes a
vertical junction circularly contacted microdisk modulator, a vertical junction microdisk modulator with
thermo-optic tuner, a new L-shaped resonant microring (LRM) filter and modulator. The first integration
of an adiabatic resonant microring (ARM) filter to heater driver is demonstrated on deep trench process.
The demonstrated devices in this thesis can be used to realize a fully integrated WDM link with AWR, a
high order switch or filter, suspended microring resonators and integrated phase shifters.
Using an ARM resonator, AWR is demonstrated under thermal stress, laser drifts and laser power
fluctuations. AWR algorithm has shown the potential to be optimized in speed or accuracy. The
future work will include recovery of large scale WDM networks as well as high order ring resonators.
We have envisioned an advanced way of automated wavelength recovery and fully understood
the theory and designed every component with FDTD-3D simulation. The first round fabrication have
demonstrated the passive response of the amplitude to phase response converter successfully. The work
will follow with correcting the devices, achieving broadband response and demonstration more than one
resonator with single converter. The possibility of high order ring recovery will be investigated.
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