Introduction
There is an extensive literature about symmetric polynomials see e.g. 3] , and many combinatorial algorithms are known for the computation with symmetric polynomials. On the other hand there is not much known for non symmetrical polynomials. Lascoux and Sch utzenberger 1] de ned Schubert polynomials, which generalize symmetric polynomialsand form a ZZ-basis of the space of polynomials ZZ a 1 ; a 2 ; :::]. The combinatorics of these polynomials is very simliar to the combinatorics of symmetric polynomials. Moreover Schur functions, which are the most fundamental basis of the space of symmetric polynomials, are special Schubert polynomials. Skew Schur functions are not Schubert, but we show in this paper, that they are restrictions of Schubert polynomials. Lascoux and Sch utzenberger gave an algorithm, called the transition formula 2], to compute the decomposition of the symmetric part of the Schubert polynomial into a sum of Schur polynomials. They used this algorithm to compute the decomposition of the product of Schur functions as a sum of Schur functions, i.e. the computation of the Littlewood Richardson coe cents. We will use their algorithm to compute the decomposition of a skew Schur function into a sum of Schur functions. This method is totally di erent from the Littlewood Richardson rule, which provides the same decomposition. We use this method in the program SYMMETRICA, formerly called SYMCHAR, which is presented in the same volume, to compute the decomposition of skew Schur functions.
De nitions

Schubert polynomials
In order to de ne Schubert polynomials let A n := fa 1 < ::: < a n g be the rst n letters of an in nite linearly ordered alphabet. We call n the degree of the alphabet A n . For I = (i 1 ; :::; i n ) 2 IN n we denote by a I the monomial a i1 1 :::a in n . We now de ne a set of operators @ i for (1 i < n) on the ring ZZ A n ] of polynomials, which are called divided di erences.
@ i : f(a 1 ; :::; a n ) 7 ! f(a 1 ; :::; a n ) ? f(a 1 ; :::; a i?1 ; a i+1 ; a i ; a i+2 ; :::; a n ) a i ? a i+1
Since these operators satisfy the Coxeter relations
we can de ne the operator @ for arbitrary permutations of the symmetric group S n . This works as follows: The simple transpositions i := (i; i + 1) for 1 i < n generate S n and they satisfy the same
The author gratefully acknowledges nancial support from the European program PROCOPE Coxeter relations as above. So for any reduced decomposition of a permutation = i1 ::: ik (notice that we multiply permutations from right to left) we obtain the same operator @ := @ i1 :::@ ik If we use a decomposition, which is not reduced, we get the zero-operator. We now we de ne a maximal vector E n := (n ? 1; n ? 2; :::; 1;0) 2 IN n and the maximal permutation ! n := 1 2 ::: n ? 1 n n n ? 1 ::: 2 1 2 S n which allow us to de ne the Schubert polynomial, labelled by the permutation 2 S n : X (A n ) := a En @ !n Since Schubert polynomials are labelled by permutations, a di erent notation of permutations may be of interest. We de ne a function: where i k j k for 1 k p. We denote this skewpartition by J=I. We de ne the skew Schur polynomial in the alphabet A n as the following determinant of complete symmetric polynomials S m (A n ) of degree m in the alphabet A n : S J=I (A n ) := j(S jk+k?(ih+h) (A n )) h;k j If the partition I is the zero-vector, we get the usual Schur polynomial that we denote S J (A n ) instead of S J=0 . The polynomial S k (A n ) is de ned to be zero if k is negative. In the case of partitions the above de nition is the classical Jacobi Trudi identity. A brief example will illustrate the de niton of skew Schur polynomials: 
Schur polynomials
On the level of the Lehmercode, the embedding means appending zeros to the Lehmercode, and this doesn't change the corresponding Schubert polynomial. So we can label Schubert polynomials by arbitray vectors of IN k (k > 0). We add enough zeros to get a Lehmercode and the corresponding Schubert polynomial is independent of the number of zeros we added. This shows, that we can forget sometimes about the alphabet or the degree of the symmetric group, in which case we write X or Y I and do not note the alphabet.
Divided di erence and Schur polynomials
We have S m (A n )@ k = n S m?1 (A n+1 ) k = n 0 otherwise This is clear from the fact, that @ i gives zero if the polynomial is symmetric in a i and a i+1 . The second thing we need is the so called fundamental lemma, which gives a determinantal identity 3.1. 5 This is the "umbral notation" of Sylvester. As we have di erent alphabets we can now apply the divided di erences to this determinant, in such a way that there is only one factor in the product, which is non-zero under the divided di erence. This means, that the whole result is not zero. M. Wachs 4] if we restrict the alphabet to the rst 3 letters, which is denoted by \A 3 , and using the fundamental lemma we get the skew Schur polynomial S ijk=12 (A 3 ). In general we de ne a sequence of divided di erences for each partition I = (i 1 ; :::; i p ) and for each n. We de ne the operator @ =I;n to be the sequence @ n @ n+1 ::@ n+ip @ n?1 @ n ::@ n?1+ip?1 ::::::@ n?p+1 ::@ n?p+1+i1 We supress omit the n in the label. Now we can state the following theorem 3.1.2 Theorem: Let J=I be a skew partition. S J (A n )@ =I;n \ A k = S J=I (A k )
where k + 1 is the index of the rst non zero part of I. We notice now, that the Schur polynomialS J (A n )@ =I;n is still a Schubert polynomial, whose Lehmercode we get, if we shift j p i p steps to the right and we decrease it by one each shift. 
Transition
The transition algorithm is an algorithm which provides the symmetric part of a Schubert polynomial X , which is symmetric in the rst m letters as a sum of Schur polynomials in the alphabet A m . So we get the equation
The algorithm 2] works as follows: The input is one permutation and we look at the rightmost decrease, say i > i+1 < :::. Now we exchange i with the biggest j to the right, which is smaller than i . This gives us the new permutation := ::: i?1 j i+1 ::: i :::. Now we produce all permutations, which we get from exchanging j = i with elements k to the left, which are smaller and there are no entries m with k < m < i and k < m < i. These are the permutations which are generated from the input in one step. Let us look at one step: so we have generated two new permutations. This step is applied to all newly generated permutations, so we produce one layer of a tree after the other. We can stop if we have reached a permutation 2], which labels a Schubert polynomial, which is a Schur polynomial. These are permutations with only one decrease. These are the leaves of the tree, which we compute during the algorithm. To compute the Schur polynomial at the leaves you have to look at the Lehmercode, so for the example: the leaf, which is labelled by the permutation 1456237 is the Schur polynomial S 222 . This means that the tree is left unchanged under this operation, only the nodes get new labels. So the algorithm is independent of the size of the alphabet of the involved skew Schur polynomial, so we now obtain the decomposition of the skew Schur function S 133=12 = S 112 + S 22 + S 13 .
Example
