Abstract. The propagation of electrical activity in the human heart can be modelled mathematically by the bidomain equations. The bidomain equations represent a multi-scale reaction-diffusion model that consists of a set of ordinary differential equations governing the dynamics at the cellular level coupled with a set of partial differential equations governing the dynamics at the tissue level. Significant computation is generally required to generate clinically useful data from the bidomain equations. Contemporary developments in computer architecture, in particular multi-and many-core computers and graphics processing units, have made such computations feasible. However, the zeal to take advantage to parallel architectures has typically caused another important aspect of numerical methods for the solution of differential equations to be overlooked, namely the convergence order. It is well known that higher-order methods are generally more efficient than lower-order ones when solutions are smooth and relatively high accuracy is desired. In these situations, serial implementations of high-order methods may remain surprisingly competitive with parallel implementations of low-order methods. In this paper, we examine the effect of order on the numerical solution of the bidomain equations in parallel. We find that high-order methods, in particular high-order time-integration methods with relatively better stability properties, tend to outperform their low-order counterparts, even when the latter are run in parallel. In other words, increasing integration order often trumps increasing available computational resources, especially when relatively high accuracy is desired.
Introduction
Computer simulation of human organs has the potential to revolutionize medicine as we know it, from improving our understanding of pathologies to developing innovative treatments in silico. The bidomain equations are a popular mathematical model for the propagation of electrical activity in myocardial tissue [1] .
The complexity of the mathematical model and geometry of the tissue makes solving the bidomain equations a challenging computational problem. The heart has approximately 10 billion muscle cells. To obtain clinically useful data from the bidomain equations, they must be solved with many millions of unknowns. To obtain such data in real time is the ultimate goal; at present we are still a factor of 40 or so away from being able to do so [2, 3] .
A number of software packages can be used to solve bidomain model, e.g., the Cancer, Heart, and Soft-Tissue Environment (CHASTE), Control of Cardiac Arrhythmias (CARP), OPENCMISS, etc.; see [4] and references therein. They are mainly based on low-order numerical methods. In fact, many of the software packages compared in [4] implement low-order methods to solve the bidomain model.
It is well known that higher-order methods are generally more efficient than low-order ones when computing (smooth) solutions to relatively high precision. However it seems that in the attempts to take advantage of parallelism, many software packages overlook the importance of higher order in the numerical methods implemented. We provide a quantitative evaluation of the effectiveness of high-order methods run in serial versus low-order methods run in parallel.
The remainder of this paper is organized as follows. In Section 2, we detail the mathematical formulation of the bidomain equations. In Section 3, we outline the software used to perform our investigation, including the underlying numerical methods. In Section 4, we describe the numerical experiments performed and present the results. In Section 5, we give our conclusions.
The Bidomain Equations
The electrophysiological behaviour of the heart can be mathematically modelled using a multiscale reaction-diffusion model based on the bidomain equations [1] . In particular, the electrical activity and ionic currents of a single heart cell can be described by a system of ordinary differential equations (ODEs). These ODEs are coupled with a system of partial differential equations (PDEs) in order to model the propagation of the electrical activity throughout the entire heart via the bidomain equations. The bidomain equations are formulated as
with boundary conditionsn
where V m is the transmembrane potential, u E is the extracellular potential, s is a vector of state variables arising from the cell model, M I and M E are intracellular and extracellular conductivity tensors, respectively, χ is the area of cell membrane per unit volume, C m is the capacitance per unit area across the cell membrane, and I ion (s, V m ) is the ionic current per unit area provided by the cell model. The function f(s, V m ) is a vector-valued function that is determined by the particular cell model used.
Software Description
The purpose of this study is to examine the interaction of convergence order and parallelism when solving the bidomain equations. Accordingly we use two software packages that are capable of solving the bidomain equations: one that uses low-order discretizations but can take advantage of parallelization and one that can take advantage of high-order discretizations but runs in serial. CHASTE is a general-purpose simulation package aimed at multi-scale, computationally demanding problems arising in biology and physiology [5] . CHASTE is a parallel solver that implements low-order finite element methods for the spatial discretization and a first-order semi-implicit method, in which the linear diffusion terms in equation (1a) and (1b) are treated implicitly and the reaction terms explicitly [6] , for the time integration of the PDEs. This leads to a discretization of the form where ∆t is the time step, V n , u n E are vectors containing the values of V m , u E in the domain at time n∆t, respectively, and A I and A E are the spatial discretizations of the operators ∇·(M I ∇) and ∇ · (M E ∇), respectively [6] . The ODEs in equation (1c) are then solved using any timeintegration scheme, typically an explicit method such as forward Euler or Heun's method.
On the other hand, Nektar++ is a software package designed to provide a toolbox of data structures and algorithms that implement the spectral/hp element method [7] . The spectral/hp element method can be considered to be a high-order extension of the traditional "finite" or "spectral" element methods, where convergence is not only achievable through reducing the mesh size h but also through increasing the local polynomial order P of the basis functions used to expand the solution. It combines the geometric flexibility of finite elements with the high accuracy of spectral methods [8] . At present, Nektar++ is a serial solver that uses high-order time-integration methods in the form of general linear methods (GLMs) [9] .
GLMs are the unified generalization of the two principal types of time-integration schemes: linear multi-step methods and linear multi-stage (Runge-Kutta) methods. Nektar++ uses implicit-explicit (IMEX) GLMs [9] , a modification of the standard GLM formulated by Burrage and Butcher [10] . Nektar++ applies the method of lines to the PDEs to yield a large coupled system of ODEs [9] . IMEX GLMs are most useful when these ODEs can be written in the form
where f : R N → R N and g : R N → R N are functions with different stiffness properties [9] . Time step n of an IMEX-GLM that uses r past steps and s stages is formulated as
where the Y i are called the stage values, the F i and G i are called the stage derivatives, defined as
and the superscripts IM and EX denote implicit and explicit, respectively. The matrices
] define the specific time-integration method via the (s + r) × (2s + r) block-partitioned matrix
. . .
, and
equation (2) can be re-written in tensor form as where I N is an N × N identity matrix and denotes the Kronecker product. A number of IMEX GLMs are implemented in Nektar++. In our experiments reported below, we use methods from [11] , denoted by ARS(σ,σ, p) for an IMEX-RK method with σ implicit stages,σ explicit stages, and order p.
Numerical Experiments
We have used both software packages to solve three different examples with different levels of accuracy. The examples are a one-dimensional problem with a periodically varying solution, a one-dimensional problem taken from [12] of a propagating wavefront, and a two-dimensional problem with a periodically varying solution; details are given below. All reference solution were computed in Nektar++. For the example of the periodically varying solution in one dimension, we have computed a reference solution with 4 matching digits using N = 701 mesh points, polynomial degree P = 20, and the semi-implicit backward differentiation formula (SBDF3) from [13] with ∆t = 2e−6. For the example of propagating wavefront in one dimension, we have computed a reference solution with 4 matching digits using N = 701 mesh points, polynomial degree P = 10, and SBDF3 with ∆t = 1e−6. For the example of the periodically varying solution in two dimensions, we have computed a reference solution with 10 matching digits using N = 101 × 101 = 10, 201 mesh points, polynomial degree P = 9, and ARS(1,2,1) with ∆t = 5e−5. The accuracy of a given method is determined by computing the largest ∆t and the smallest N and P that yield the required accuracy; the results are presented in Table 1 .
In CHASTE, the problems were solved using shared-and distributed-memory architectures. In the shared-memory architecture, we use a single computer node with multiple processes. In the distributed-memory architecture, we use multiple computer nodes with a single process per node. A hybrid-memory architecture consisting of 8 nodes and 8 processes per node was found to underperform and hence results are omitted. 
, from T = 0 ms to T = 30 ms, the FitzHugh-Nagumo cell model [14] 
and initial condition V m (x, y, 0) = −1.28791 + sin(x), u E (x, y, 0) = 0, and s(x, y, 0) = −0.5758.
We have used the normalization u E (0, t) = 0. The problem is solved using CHASTE and Nektar++ using the parameters in Table 1 and the shortest execution times are given in Table 2 .
The results show that Nektar++ outperforms CHASTE in achieving one matching digit of accuracy. This problem is sufficiently small that effectively no parallel scaling is achieved. The results further show that when three matching digits are required, Nektar++ outperforms CHASTE on all architectures except on a shared-memory architecture with at least 8 processes. The problem is solved using CHASTE and Nektar++ using the parameters in Table 1 and the shortest execution times are given in Table 3 . The results show that Nektar++ outperforms CHASTE in all situations considered here. We observe similar results for a two-dimensional version of this example described in [12] . 
, other parameters as in Example 1, from T = 0 ms to T = 5 ms, using the modified Fitzhugh-Nagumo cell model [14, 15] 
and initial condition given by V m (x, y, 0) = −85 + 100(1 − sin(xy)), u E (x, y, 0) = 0, and s(x, y, 0) = 0.
We have used the normalization u E (0, t) = 0. The problem is solved using CHASTE and Nektar++ using parameters in Table 1 and the shortest execution times are given in Table 4 .
The results show that CHASTE outperforms Nektar++ for two matching digits of accuracy when two or more processes are used in either shared or distributed memory architectures. However, Nektar++ outperforms again when more accuracy is required. Specifically Nektar++ achieved ten matching digits of accuracy just under 2.5 days of execution time whereas CHASTE requires more than 4 weeks in either shared or distributed architectures. (1) in three different scenarios. The results show that high-order methods run in serial can outperform low-order methods run in parallel, especially when relatively high accuracies are desired. There are two main reasons for this behaviour. First, higher-order methods are more efficient than lower-order methods when smooth solutions are to be computed to relatively high accuracies because of their increased rate of error reduction relative to their increased expense. Second, current computational methods for the numerical solution of time-dependent differential equations typically do not scale well past a relatively small number of processes. Accordingly, there is a fairly tight limit on the time savings that can be achieved by increasing the number of processes used. These findings suggest software developers for the bidomain equations (and time-dependent PDEs in general) should not forego the implementation of high-order methods in their efforts to parallelize their solvers. Further quantitative studies of the relative performance of CHASTE and Nektar++ are ongoing.
