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Abstract. Edge detection is a fundamental problem in different com-
puter vision tasks. Recently, edge detection algorithms achieve satisfying
improvement built upon deep learning. Although most of them report
favorable evaluation scores, they often fail to accurately localize edges
and give thick and blurry boundaries. In addition, most of them focus on
2D images and the challenging 3D edge detection is still under-explored.
In this work, we propose a novel logical refinement network for crisp edge
detection, which is motivated by the logical relationship between segmen-
tation and edge maps and can be applied to both 2D and 3D images.
The network consists of a joint object and edge detection network and a
crisp edge refinement network, which predicts more accurate, clearer and
thinner high quality binary edge maps without any post-processing. Ex-
tensive experiments are conducted on the 2D nuclei images from Kaggle
2018 Data Science Bowl and a private 3D microscopy images of a monkey
brain, which show outstanding performance compared with state-of-the-
art methods.
Keywords: Crisp edge detection· Logical gate· Logical refinement ·
Deep learning.
1 Introduction
Edge detection is a fundamental and important task in computer vision which
provides ample supplementary cues to other tasks like semantic and instance
segmentation [22], object detection [14] and recognition [8], scene understanding
[20], etc. Until now, there are numerous works about edge detection. Most of
the early works usually detect edges based on color, intensity, texture [6] and
other low-level learning features [13]. Benefiting from the recent prevailing trend
of deep learning algorithms, the edge detection methods have been greatly im-
proved from the earlier traditional handcrafted feature based methods [6,7], to
the deep learning based methods [12,11,19]. DeepEdge [3], DeepContour [17] and
DeepCrisp [18] were proposed to leverage deep convolutional neural networks
to facilitate the exploration of more discriminative features for edge detection.
Bertasius et al. [4] showed that the low-level boundary detection process could
benefit from the high-level object features. A simultaneous edge alignment and
learning method [21] was proposed to improve edge quality by addressing the
label misalignment problem. Hierarchical multiscale and multilevel information
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Fig. 1: The framework of our proposed logical refinement network.
was exploited in [15,9,12,11,19] to make full use of rich features for edge detec-
tion. Even though the existing methods are propitious to generate edge maps
with high scores, they may confront problems of having low quality edge maps
due to blurry and deviating from actual image boundaries [18,10]. The short-
coming may be adversarial for tasks required crisper and sharper boundaries
like optical flow and image segmentation. Additionally, and importantly, most
of the recent methods are designed for 2D images, leaving the 3D edge detection
an open problem. In this paper, we propose a novel coarse-refine framework to
address the challenging problems above, which can be applied to both 2D and
3D images.
By exploring the relationship between binary segmentation and edge maps,
it is not difficult to find out that the segmentation map contains ample edge
information and the edge map is a subset of segmentation. Inspired by this ob-
servation, we propose a novel logical refinement network and a novel logical gate
to generate accurate and crisp edges. The logical gate leverages the relationship
between edge and segmentation maps to refine edge features. When it works
in conjunction with logical refinement network, the quality of edge maps can be
gradually improved. Our contributions can be summarized into the following two
parts: 1) We propose a simple yet efficient logical gate, which passes feature maps
between object and edge detection tasks, to simultaneously refine edge features.
2) We propose a novel coarse-refine framework for crisp edge detection, named
logical refinement network, which utilizes the interrelation between object and
edge maps to detect crisper and thinner image edges. Extensive experiments
show that our proposed framework is effective on both 2D and 3D images.
2 Methodology
Our method leverages a coarse-refine manner to capture both coarse (global) and
fine (local) information to produce finer image boundaries, and it includes two
phases: the first phase is to detect coarse edge maps using a joint object and edge
detection network, while the second phase is to refine edge maps with the edge
refinement network. Fig. 1 shows the framework of our proposed method. In the
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Fig. 2: The architecture of the object detection module (cf. the blue box in Fig.
1).
first phase, object and edge detection modules, which are shown in Figs. 2 and 3
respectively, are connected with logical gate and jointly trained end-to-end. The
object information and coarse edge maps obtained in the first phase are then
fed into the second phase to refine the final edge maps. The logical gate is also
used in the second phase to gradually refine the edge features. In this section,
we first introduce the logical gate, and then illustrate the work mechanism of
the framework.
Logical Gate. Both edge and object detection can be treated as a pixel-wise
binary classification task. An object detection map can be defined as DO that
highlights the full semantic areas of the target object. Then, the edge detection
map can be defined as DE , which highlights the edge of objects only. Under this
definition, the pixels in DE belong to a subset of the pixels in DO, in which the
logical relationship between edge and object maps can be reformulated as DE
∩ DO=DE , and DE ∪ DO=DO, where ∩ is Boolean AND operation and ∪ is
Boolean OR operation. In this paper, we exploit such interrelation with a logical
gate to refine edge features.
The object (DO) and edge (DE) maps are integrated by the logical gate
operation G (cf. the light-green box in Figs. 3 and 4), which is formulated as
G=Conv(DE
⊕
(DO
⊗
DE)), where
⊕
is element-wise addition,
⊗
is element-
wise multiplication and Conv is a 3×3 convolutional layer. In Fig. 3, the feature
map F also plays a role as edge map, since there are plenty of edge contexts
contained in F . In Fig. 4, the object and edge maps obtained in the first phase
are used as DO and DE to refine final edge maps. After applying the logical gate
operation in the networks, the edge features will become clearer and crisper. It is
because that the object features contain complete edge information and can be
utilized to improve edge features by multiplication operation, and the distractors
in the segmentation features can be suppressed by adding the edge features.
Joint Object and Edge Detection Network. The joint object and edge
detection network includes edge and object detection modules. Inspired by U-
Net [16] and SegNet [2], the object detection module is designed as an encoder-
decoder architecture, which is shown in Fig. 2, since this kind of architecture
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Fig. 3: The architecture of the edge detection module (cf. the orange box in Fig.
1).
can capture high level global contexts and low level local details at the same
time. The encoder part has an input residual convolution block and four stages
with 4, 6, 6, 4 residual blocks, respectively. The input and output of each stage
is element-wise added in skip connection. To further capture local details and
explore sufficient multiscale features, an Atrous Spatial Pyramid Pooling (ASPP)
block is used after the last stage of the encoder. The decoder includes four stages
and an output convolutional filter, and there are two residual blocks in each
stage. The output of object detection module can be defined as DO, which is
exploited by the logical gate in the edge detection module to improve the edge
features in the first phase.
The 2D edge detection module is a simple yet efficient network, which is
shown in Fig. 3. The network is composed of 16 convolutional layers which
are divided into five stages. Each convolutional layer is connected to another
convolutional layer and all resulting feature maps are element-wise accumulated
to fuse feature maps into five stages. Each stage is followed by a convolutional
layer. The feature map (F ) after the convolutional layer, which also plays a role
as edge map (DE), is fed into logical gate G along with the object map (DO)
generated from the object detection module. Specifically, the input feature map
will be element-wise multiplied by the object map (DO) and then element-wise
added by the edge map (DE), after which a convolutional layer is followed.
The output of each logical gate operation (F ′) is layer-specifically and deeply
supervised. The obtained edge and object maps are then passed to the next
phase to refine the coarse and thick edge maps obtained in this phase.
Crisp Edge Refinement Network. The edge maps obtained from the first
phase is usually coarse and unsharp. Such “coarse” appears in the following two
aspects: one is the blurry and noisy boundaries, and the other one is the unevenly
predicted probabilities. To address drawbacks in the edge maps, we develop a
novel crisp edge refinement network with an encoder-decoder architecture, which
is shown in Fig. 4. Both encoder and decoder have four stages. Each stage has
two convolutional layers followed by ReLU and group normalization. In the last
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Fig. 4: The architecture of the crisp edge refinement network (cf. the green box
in Fig. 1).
Table 1: Evaluation of the effectiveness of the proposed logical gate.
Phase 1 Phase 2
ODS (%) OIS (%) DSC (%) HD ODS (%) OIS (%) DSC (%) HD
W/O G 80.84 81.20 35.23 22.298 - - - -
With G 82.11 83.52 32.08 18.572 85.05 85.05 50.27 12.811
stage of the encoder, an ASPP block is also added to enrich hierarchical features.
The output feature map (F ) of each stage is passed to logical gate G with edge
(DE) and object (DO) maps obtained from the first phase, and the updated
feature map (F ′) is input to the next stage. All stages are fused together and
thus result in nine outputs, which are deeply supervised by ground truth.
Hybrid Loss Function. The object detection module is trained with a cross-
entropy loss. To address the class imbalance problem in edge detection and
obtain high quality edge maps, we define a hybrid loss, including a focal loss and
a cross-entropy loss, as the training loss of the edge detection module and the
crisp edge refinement network. It is defined as the summation over all outputs:
L =
K∑
k=1
αk`
k =
K∑
k=1
αk(`
k
ce + `
k
focal) (1)
where `k is the loss of k-th side output, K is the total number of outputs, and
αk is the weight of each loss. As described above, the edge detection module and
crisp edge refinement network are deeply supervised with six (K=6) and nine
(K=9) outputs, respectively.
3 Experiments
Datasets and Implementation Details. We evaluate our method on a 3D
monkey brain cell dataset acquired from a special 3D light-sheet microscopy
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Fig. 5: The evaluation results with and without the proposed logical gate (Coarse
Map: edge map predicted in the first phase).
Table 2: Evaluation of the effectiveness of hierachical boosting.
Metric Side 1 Side 2 Side 3 Side 4 Side 5 Side 6 Side 7 Side 8 Fusion
ODS (%) 65.78 68.08 73.53 80.44 81.50 82.83 84.49 84.94 85.05
OIS (%) 66.10 68.20 73.60 80.44 81.50 82.90 84.60 84.97 85.05
DSC (%) 50.21 50.19 50.19 50.20 50.22 50.22 51.75 51.24 50.27
HD 12.832 12.832 12.832 12.832 12.826 12.815 12.088 12.447 12.811
imaging equipment and a 2D nuclei detection dataset from Kaggle 2018 Data
Science Bowl [5]. The 3D dataset contains six patches with size of 300×300×100
voxels sampled from different regions of monkey brain images. The 2D dataset
includes 634 images from training set of Kaggle 2018 Data Science Bowl which
are resized to 256×256 pixels. Both datasets are originally designed for instance
segmentation and very challenging since most of the images contain dense objects
with overlapping image boundaries. We randomly select 20% of data for testing,
and the rest for training. Our network is implemented on the PyTorch framework
and a Tesla P40 GPU with 24 GB memory is used.
Optimal Dataset Scale (ODS) and Optimal Image Scale (OIS) [1] are two
common used metrics in edge detection tasks. ODS uses a fixed threshold, which
is calibrated globally for the whole dataset, to provide optimal performance.
OIS evaluates the performance with the optimal threshold selected in a per-
image basis. During quantitative evaluation, a maximum tolerance distance d is
used to match ground-truth edges, which is 0.0075 by default. In addition, to
show the localization ability of different methods, we also leverage Dice Score
Coefficient (DSC) and Hausdorff Distance (HD) as evaluation metrics. Notably,
our proposed method can predict final binary edge maps without any post-
processing. To be fair, for other compared methods, we evaluate the DSC and
HD with a fixed optimal threshold calibrated globally for the whole dataset.
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Table 3: Comparison with the state-of-the-art methods on 3D and 2D datasets.
3D Brain Cell 2D Nuclei
ODS (%) OIS (%) DSC (%) HD ODS (%) OIS (%) DSC (%) HD
HED [19] 68.52 69.13 28.04 22.811 82.28 82.66 39.54 44.981
RCF [11] 80.84 81.20 35.23 22.298 87.25 88.12 40.03 31.601
BDCN [9] 85.43 85.43 43.83 18.341 88.08 88.76 50.76 23.340
Proposed 85.05 85.05 50.27 12.811 88.68 88.68 51.65 30.252
Ablation Study. To evaluate the effectiveness of our proposed logical gate
operation, we conduct a set of experiments with and without the logical gate.
Table 1 shows that the logical gate improves the performance in the coarse phase
distinctly, while the model cannot converge well without the logical gate in the
refinement phase. With the logical gate in the refinement phase, the ODS, OIS,
DSC and HD can be further improved to 85.05%, 85.05%, 50.27% and 12.811,
respectively. From the arrows in Fig. 5, we can see that the edge maps can be
improved to be clearer and thinner with the logical gate on both 3D and 2D
datasets.
We also evaluate the effectiveness of the deeply supervised hierarchical boost-
ing in crisp edge refinement network. Each side is corresponding to an output
shown in Fig. 3. The results in Table 2 show that the performance is in an in-
creasing trend with the helpful hierarchical information. With all convolutional
layers combined to employ ample features, it achieves a boost in performance.
Comparisons with State of the Art. We compare the proposed method
with state-of-the-art methods including HED [19], RCF [12,11], and BDCN [9],
and conduct extensive experiments on those two datasets. The results shown in
Table 3 indicate that the performance of our proposed method is comparable
with BDCN, which is on the cutting edge. It is worth to note that BDCN,
as well as all other compared methods, need an optimal threshold to get the
binary edge map, while our proposed method can predict final edge map with
crisp boundaries directly. Last but not least, the DSC of the proposed method
outperforms all other methods, which indicates the superior “correctness” of
our proposed method in distinguishing edge and non-edge pixels. Fig. 6 shows
the edge detection results of different methods. As indicated by the arrows, the
edge response of our proposed method is more precise, sharper and clearer than
compared methods.
We further evaluate the “crispness” of edges from the proposed method by
varying the maximum tolerance distance d when matching ground-truth edges
during evaluation, which is shown in Fig. 7. The performance of all methods
decreases when tightening the evaluation criterion from 0.01 to 0.003. The per-
formance of our proposed method decreases slowly when d decreases. In contrast,
the performance of compared methods drops quickly. In fact, the ODS gap be-
tween the proposed method and RCF increases from 3.68% to 4.80%, and the
OIS gap increases from 3.87% to 4.39%. However, the gaps between BDCN and
CRF become closer with a smaller d, decreasing from 3.85% to 3.32% in the ODS
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Fig. 6: The results of different edge detection methods.
Fig. 7: Performance (ODS and OIS) as a function of the maximum tolerance
distance for edge matching to evaluate the “crispness” of edges.
gap and from 3.94% to 3.22% in the OIS gap, respectively. The results suggest
that our proposed method produces a crisp edge.
4 Conclusion
In this paper, we proposed a novel coarse-refine framework for crisp edge de-
tection, called logical refinement network. Motivated by the logical relationship
between binary segmentation and edge maps, we proposed a logical gate in which
the segmentation and edge features are utilized to gradually improve the quality
of edge maps. In conjunction with logical gate, the proposed method detects crisp
and clear edges, which stick to the actual image boundaries. Experiments show
that the proposed method is able to detect accurate and crisp 2D and 3D image
edges, and it is also the first attempt to address the 3D edge detection prob-
lem with deep learning. In terms of the correctness and crispness of detected
edges, our proposed method significantly outperforms existing state-of-the-art
algorithms in both 2D and 3D.
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