Quantum corrections to the entropy and its application in the study of
  quantum Carnot engines by Qiu, Tian et al.
ar
X
iv
:1
91
2.
11
42
9v
1 
 [q
ua
nt-
ph
]  
24
 D
ec
 20
19
Quantum corrections to the entropy and its application in the study of quantum Carnot engines
Tian Qiu,1 Zhaoyu Fei,1 Rui Pan,1 and Haitao Quan1, 2, 3
1School of Physics, Peking University, Beijing, 100871, China
2Collaborative Innovation Center of Quantum Matter, Beijing 100871, China
3Frontiers Science Center for Nano-optoelectronics, Peking University, Beijing, 100871, China
(Dated: December 25, 2019)
Entropy is one of the most basic concepts in thermodynamics and statistical mechanics. The most widely
used definition of statistical mechanical entropy for a quantum system is introduced by von Neumann. While
in classical systems, the statistical mechanical entropy is defined by Gibbs. The relation between these two
definitions of entropy is still not fully explored. In this work, we study this problem by employing the phase-
space formulation of quantum mechanics. For those quantum states having well-defined classical counterparts,
we study the quantum-classical correspondence and quantum corrections of the entropy. We expand the von
Neumann entropy in powers of ~ by using the phase-space formulation, and the zeroth order term reproduces
the Gibbs entropy. We also obtain the explicit expression of the quantum corrections of the entropy. Moreover,
we find that for the thermodynamic equilibrium state, all terms odd in ~ are exactly zero. As an application,
we derive quantum corrections for the net work extraction during a quantum Carnot cycle. Our results bring
important insights to the understanding of quantum entropy and may have potential applications in the study of
quantum heat engines.
I. INTRODUCTION
Entropy is, without any doubt, one of the most important
physical concepts in thermodynamics and statistical mechan-
ics. The notion of thermodynamic entropy was first intro-
duced by Clausius in 1865 [1], and Boltzmann gave the statis-
tical interpretation of the entropy in 1877, i.e., the relation be-
tween thermodynamic entropy and probability theory [2, 3].
In classical statistical mechanics, the macroscopic state of a
system is characterized by a distribution of the microstates,
and the statistical mechanical entropy of this distribution is
first introduced by Gibbs in 1902 [4–6]. Relevantly, a quan-
tum statistical mechanical entropy for quantum systems was
proposed by von Neumann in 1927 [7–9]. In the literature,
there are some discussions on the properties of both classi-
cal and quantum entropy [10–12]. For example, in Ref. [11],
a new definition of classical entropy (Wehrl entropy) is pro-
posed and its relation to quantum entropy is discussed. In
Ref. [12], a classical bound on the quantum entropy is pro-
posed. However, how the definitions of entropy in these two
regimes are related to each other is not fully explored.
The phase-space formulation of quantum mechanics is
equivalent to Hilbert space formulation and Feynman’s path
integral formulation of quantum mechanics [13–15]. Using
the Weyl-Wigner transform, we map operators in the Hilbert
space formulation intoWeyl symbols (functions) in the phase-
space formulation. Then the evolution equation of operators,
as well as their expectation values, can be reformulated in
the phase space. In Ref. [13, 16, 17], the quantum correc-
tions for the thermodynamic equilibrium states were studied
by using the phase-space formulation. It turns out that if
we expand the Wigner function of a quantum thermodynamic
equilibrium state in powers of ~, the zeroth order term repro-
duces the thermodynamic equilibrium distribution of its clas-
sical counterpart, and all terms odd in ~ are exactly zero. In
Ref. [18, 19], the quantum-classical correspondence of en-
tropy has been studied. Recently, the quantum corrections of
work statistics in closed systems have been derived in Ref.
[20]. Nevertheless, the quantum corrections to the entropy
has not been explored systematically, probably due to the dif-
ficulty in the Weyl-Wigner transform of the logarithm of the
density matrix.
In this article, in parallel to the work of Wigner in 1932
[13], we study the quantum corrections of the entropy by
utilizing the phase-space formulation of quantum mechanics.
For those quantum states having well-defined classical coun-
terparts, we expand the von Neumann entropy in powers of ~
in the phase space representation, and obtain the quantum cor-
rections to the entropy. Specially, for the thermal equilibrium
states, we prove that all terms odd in ~ are exactly zero. As
an application, we derive quantum corrections of the net work
extraction during a quantum Carnot cycle. Our results bring
important insights to the understanding of quantum entropy.
This article is organized as follows. In Sec. II, we derive the
quantum corrections to the entropy of states which have well
defined classical counterparts. We prove that if we expand the
von Neumann entropy in powers of ~, the zeroth order term
reproduces the classical Gibbs entropy, and we obtain the an-
alytical expressions for the first and the second order quantum
corrections. In Sec. III, we take the thermal equilibrium state
as an example, and we find that all correction terms odd in
~ are exactly zero. As an application, we study the quantum
correction of the net work extraction during a quantum Carnot
cycle in Sec. IV. We conclude our paper in Sec. V.
II. QUANTUM CORRECTIONS TO THE ENTROPY FOR
STATES HAVING CLASSICAL COUNTERPARTS
Let us consider a density matrix ρˆ. We are interested in
calculating the quantum correction to the classical Gibbs en-
tropy. As is known, the most widely used definition of the
entropy is given by von Neumann [10]. Hereafter, we use von
Neumann entropy and quantum entropy synonymously. The
2quantum entropy of the density matrix is given by [7, 8]
Sq = −Tr [ρˆ ln ρˆ] . (1)
Here, we have set the Boltzmann’s constant to be 1, thus the
entropy becomes dimensionless.
In order to calculate the quantum correction to the entropy,
an intuitive idea is to reformulate the above expression (1)
with the phase-space formulation of quantum mechanics, and
expand it in powers of ~. However, it turns out that this ap-
proach does not work due to the fact that the Weyl symbol
of ln ρˆ is not equal to the logarithm of the Weyl symbol of ρˆ
[12, 21]. Hence, in order to calculate the quantum correction
to the entropy, we have to expand ln ρˆ in powers of ~ through
other alternative methods. In the following, we will introduce
our method.
Let us consider a function of the operator ρˆ
fˆ(a, b) = ln(aρˆ+ b), (2)
where a and b are two constants. Obviously fˆ(a, b) is the
unique solution to the following equations about a,


∂fˆ(a, b)
∂a
= Aˆ
fˆ(0, b) = ln b,
(3)
where
Aˆ =
ρˆ
aρˆ+ b
(4)
is another operator. Accordingly, the von Neumann entropy
of ρˆ can be expressed as a function of fˆ(a, b) as
Sq = − lim
a→1,b→0
〈fˆ(a, b)〉. (5)
Here the angular bracket depicts the ensemble average with
respect to ρˆ. Eq. (3) and Eq. (5) can be rewritten as follows
by using the phase-space formulation [14]


∂fw(a, b;x, p)
∂a
= Aw(a, b;x, p)
fw(0, b;x, p) = ln b
, (6)
Sq = − lim
a→1,b→0
∫
dxdp
2π~
W (x, p)fw(a, b;x, p). (7)
Here, the subscript “w” indicates the Weyl symbols of these
operators, andW (x, p) is the Weyl symbol of the density ma-
trix ρˆ (Wigner function) of the system, which is defined as
[13]
W (x, p) :=
∫
dy
〈
x− y
2
∣∣∣ρˆ
∣∣∣x+ y
2
〉
e
ipy
~ . (8)
Also, according to Eq. (4), we can find that Aw satisfies the
following equation,
(aW + b) ⋆ Aw = W. (9)
Here “⋆” is the Moyal product [22] which is defined as
⋆ := e−
i~
2
(
←
∂p
→
∂x−
←
∂x
→
∂p), (10)
where the arrows indicate the directions the derivatives act
upon.
For a quantum state which has a classical counterpart [23],
the Wigner function can be expanded in nonnegative powers
of ~ as
W = W (0) + i~W (1) + (i~)2W (2) + o(~2), (11)
where W (0)(x, p) is the corresponding classical probability
distribution in the phase space. From Eq. (9) and Eq. (11), we
find that there is no term in negative powers of ~ in Aw [24].
Then Aw can be expanded in powers of ~ as
Aw = A
(0)
w + i~A
(1)
w + (i~)
2A(2)w + o(~
2). (12)
Also, the Moyal product can be expanded in powers of ~ [20].
Substituting Eq. (11) and Eq. (12) into Eq. (9), after some
algebra, one can obtain the explicit expressions for A
(0)
w , A
(1)
w
and A
(2)
w ,
A(0)w =
W (0)
aW (0) + b
, (13)
A(1)w =
bW (1)
(aW (0) + b)2
, (14)
A(2)w =
bW (2)
(aW (0) + b)2
− ab(W
(0))2
(aW (0) + b)3
− a
8

b(aW (0) + b)[W (0)(
←
∂p
→
∂x −
←
∂x
→
∂p)
2W (0)]− 2abG(W (0))
(aW (0) + b)4

 , (15)
where
G(W (0)) = ∂2pW
(0)(∂xW
(0))2 + ∂2xW
(0)(∂pW
(0))2 − 2∂xW (0)∂pW (0)∂xpW (0). (16)
3TABLE I: Partial differential equations of f
(0)
w , f
(1)
w , f
(2)
w and their solutions.
Equations for f
(0)
w , f
(1)
w , f
(2)
w Solutions for f
(0)
w , f
(1)
w , f
(2)
w
∂f
(0)
w (a, b)
∂a
= A(0)w
f
(0)
w (0, b) = ln b
f
(0)
w (a, b) = ln(aW
(0) + b)
∂f
(1)
w (a, b)
∂a
= A(1)w
f
(1)
w (0, b) = 0
f
(1)
w =
aW (1)
aW (0) + b
∂f
(2)
w (a, b)
∂a
= A(2)w
f
(2)
w (0, b) = 0
f
(2)
w =
aW (2)
aW (0) + b
−
a2[8(W (1))2 +W (0)(
←
∂p
→
∂x −
←
∂x
→
∂p)
2W (0)]
16(aW (0) + b)2
+
a3G(W (0))
12(aW (0) + b)3
Here A
(0)
w is the classical counterpart of Aˆ, and A
(1)
w , A
(2)
w
are the quantum corrections to the classical counterpart.
We also expand fw in powers of ~ as [25]
fw = f
(0)
w + i~f
(1)
w + (i~)
2f (2)w + o(~
2). (17)
One can obtain f
(0)
w , f
(1)
w and f
(2)
w from solving Eq. (6), and
the solutions are listed in Table I. From Eq. (7), Eq. (11),
and Eq. (17), one can find that there is no term in negative
powers of ~ in Sq . Then we expand the von Neumann entropy
in powers of ~ as
Sq = S
(0)
q + i~S
(1)
q + (i~)
2S(2)q + o(~
2). (18)
Substituting the results in Table I and Eq. (11) into Eq. (7),
we obtain
S(0)q = −
∫
dxdp
2π~
W (0) lnW (0). (19)
One can see that S
(0)
q is the classical Gibbs entropy [4], i.e.,
the von Neumann entropy reproduces the classical Gibbs en-
tropy when we take the limit ~→ 0 [18, 19]. In addition,
from Eq. (18), one can obtain the quantum corrections to the
classical Gibbs entropy. S
(1)
q and S
(2)
q are the first and the sec-
ond order quantum corrections of entropy respectively. Their
expressions can be given explicitly as follows
S(1)q = −
∫
dxdp
2π~
[
W (1) lnW (0) +W (1)
]
, (20)
S(2)q = −
∫
dxdp
2π~

W (2) lnW (0) +W (2) + (W (1))2
2W (0)
− W
(0)(
←
∂p
→
∂x −
←
∂x
→
∂p)
2W (0)
16W (0)
+
G(W (0))
12(W (0))2

 . (21)
We would like to emphasize that Eqs. (19-21) are the main re-
sults of our paper, i.e., the quantum corrections to the entropy.
III. QUANTUM CORRECTIONS TO THE ENTROPY FOR
A THERMAL EQUILIBRIUM STATE
The above results about quantum corrections to the entropy
(19-21) are valid as long as the density matrix has a well-
defined classical counterpart (11). However, for some special
cases, e.g., the thermal equilibrium state, the quantum correc-
tions to the classical Gibbs entropy can be obtained through a
simpler method. In the following, we will use this method to
calculate the quantum corrections to the entropy for the ther-
mal equilibrium state.
For later convenience, we introduce the system and some
notations before the discussions about the entropy. For sim-
plicity, we consider a quantum system whose Hamiltonian can
be written as
Hˆ =
pˆ2
2m
+ U(xˆ), (22)
where m is the mass of the particle and U(xˆ) is the external
potential. The Weyl symbol of Eq. (22) is the corresponding
4TABLE II: Expressions ofW
(0)
eq ,W
(1)
eq ,W
(2)
eq and expressions of S
(0)
q , S
(1)
q , S
(2)
q from Eqs. (19-21)
Expressions forW
(0)
eq ,W
(1)
eq ,W
(2)
eq [13] Expressions for S
(0)
q , S
(1)
q , S
(2)
q from Eq. (19-21)
W
(0)
eq (x, p) =
1
Zcl
e
−βǫ
S
(0)
q = Scl
W
(1)
eq (x, p) = 0 S
(1)
q = 0
W
(2)
eq (x, p) =
1
Zcl
e
−βǫ
[
η(β, x, p)−
〈
η(β, x, p)
〉
eq
]
S
(2)
q =
(
1− β
〈
ǫ(x, p)
〉
eq
)〈
η(β, x, p)
〉
eq
+ β
〈
ǫ(x, p)η(β, x, p)
〉
eq
classical Hamiltonian,
ǫ(x, p) =
p2
2m
+ U(x). (23)
In Ref. [13], Wigner obtained the Weyl symbol of the ex-
ponential Hamiltonian by expanding it in powers of ~ when
investigating the quantum corrections to the classical thermo-
dynamical quantities (such as the kinetic energy and the po-
tential energy):
[e−βHˆ ]w = e
−βǫ
[
1 + (i~)2η(β, x, p) + o(~2)
]
, (24)
where
η(β, x, p) =
β2
8m
[
∂2xU −
β
3
(∂xU)
2 − β
3m
p2∂2xU
]
. (25)
As we know, for the thermodynamic equilibrium state, one
can calculate the quantum entropy indirectly from the relation
between the entropy, the internal energy, and the free energy,
Scl = β
〈
ǫ(x, p)
〉
eq
+ lnZcl, (26)
where 〈...〉eq depicts an ensemble average with respect to the
classical canonical distribution, and
Zcl =
∫
dxdp
~
e−βǫ(x,p) (27)
is the classical partition function.
Similarly, for quantum systems, the von Neumann entropy
for a quantum thermal equilibrium state can be written as
Sq = 〈βHˆ〉+ lnZq, (28)
where 〈...〉 is the same as that in Eq. (5), and
Zq = Tr[e
−βHˆ] (29)
is the quantum partition function. In the phase-space formu-
lation, Eq. (28) can be rewritten as
Sq =
β
Zq
∫
dxdp
2π~
ǫ(x, p)[e−βHˆ ]w + lnZq. (30)
Also, by expanding 1/Zq and lnZq in powers of ~, we have
(see Eq. (24))


1
Zq
=
1
Zcl
[
1− (i~)2〈η(β, x, p)〉
eq
+ o(~2)
]
lnZq = lnZcl + (i~)
2
〈
η(β, x, p)
〉
eq
+ o(~2)
. (31)
Finally, substituting Eq. (31) into Eq. (30), one obtains the
~ expansion of the von Neumann entropy for a quantum ther-
modynamic equilibrium state,
Sq = Scl + (i~)
2
[(
1− β〈ǫ(x, p)〉
eq
)〈
η(β, x, p)
〉
eq
+ β
〈
ǫ(x, p)η(β, x, p)
〉
eq
]
+ o(~2). (32)
We can compare the results of quantum corrections to
the entropy obtained in this section with that in last section
(substituting the quantum corrections to the Wigner function
W
(0)
eq , W
(1)
eq , W
(2)
eq [13] into Eqs. (19-21), we immediately
obtain the quantum corrections to the entropy for the thermal
equilibrium states). The results are listed in Table II. One can
see that these results are exactly the same as Eq. (32), as we
anticipate. It is worth mentioning that the explicit expressions
of the quantum entropy as well as the classical entropy for a
special case, i.e., the harmonic oscillator, has been obtained
in Ref. [19]. Thus the quantum corrections to the entropy
for the harmonic oscillator can be obtained straightforwardly.
5But our result (32) is a general result and not restricted to the
harmonic oscillator.
From Eq. (32), one can see that the zeroth order term is
nothing but the classical Gibbs entropy, which means that the
von Neumann entropy reproduces the classical Gibbs entropy
in the limit of ~→ 0 [18, 19]. Furthermore, all terms in odd
powers of ~ are strictly zero, which is similar to the results in
Refs. [13, 20]. Also, an explicit expression of the lowest order
correction to the entropy (∝ ~2) is obtained, which vanishes
when the temperature of the system is high enough (β → 0).
Before ending this section, we would like to emphasize that
Eq. (32) is applicable to thermal equilibrium states only, but
Eqs. (19-21) can be applied to any state as long as it has a
classical counterpart, besides the thermodynamic equilibrium
state. For example, let us consider a mixed state
ρˆ =
1
2
ρˆeq +
1
2
D†(α)ρˆeqD(α), (33)
where
D†(α) = eαa
†−α∗a (34)
is the displacement operator, α is an arbitrary complex num-
ber. If we set x0 = −(α+ α∗)/
√
2 and p0 = (α− α∗)/i
√
2,
one can easily prove that the Wigner function of ρˆ is
W (x, p) =
1
2
Weq(x, p) +
1
2
Weq(x− x0, p− p0). (35)
Similarly one can calculate the quantum corrections to the en-
tropy for this state through Eqs. (19-21). But Eq. (32) is not
applicable in this case.
IV. QUANTUM CORRECTIONS TO THE NET WORK
EXTRACTION DURING A QUANTUM CARNOT CYCLE
The concept of quantum heat engines has been proposed in
1959 [26–28], and interests in this topic have revived in the
past two decades, probably due to the developments of quan-
tum technologies [29, 30] and its many potential applications
in chemistry and biology. It can generate useful work using
quantum matter as its working substance, and exhibits many
unusual and exotic properties [31–38]. By exploiting quan-
tum features of the working substance, such as quantum co-
herence and quantum entanglement, the quantum heat engines
may operate in an advantageous way in comparison with the
classical heat engines.
As can be expected, in the classical limit (~ → 0 and/or
β → 0), the performance of the quantum heat engine con-
verges to its classical counterpart. But in the extreme quantum
limit, the performance of the quantum heat engine will devi-
ate significantly from its classical counterpart. The correction
of the work extraction by a quantum heat engine in a Carnot
cycle to its classical counterpart is of great interest in many
situations. However, the quantum corrections to the work ex-
trction are rarely addressed in the literature. In the following,
we will calculate the quantum corrections to the work extrac-
tion of a quantum Carnot cycle by utilizing the results that we
have obtained in previous sections.
FIG. 1: A schematic temperature-entropy (T-S) diagram for a quan-
tum Carnot cycle. The process from A to B (C to D) is the isothermal
expansion (compression) process, in which the working substance is
put in contact with the high (low) temperature Th (Tl) heat bath. The
processes from B to C and from D to A are two adiabatic processes.
Let us recall that the quantum Carnot cycle consists of two
quantum isothermal processes and two quantum adiabatic pro-
cesses (see Fig. 1). Without losing generality, we choose a
quantum system, whose thermal equilibrium states have well-
defined classical counterparts [39], as our working substance,
such as a particle in an external potential. We assume that
the process from A to B (C to D) is the isothermal expansion
(compression) process [31], in which the working substance
is put in contact with the high (low) temperature Th (Tl) heat
bath, and the processes from B to C and from D to A are two
quantum adiabatic processes. According to Ref. [31], the net
work extraction during this quantum Carnot cycle is given by
Wq = (Th − Tl)[Sq(B)− Sq(A)]. (36)
Here, Sq(A) (Sq(B)) is the von Neumann entropy of the
working substance before (after) the isothermal expansion
process. We consider an ideal Carnot cycle. That means the
processes are quasi-static and the system is in thermal equilib-
rium at every moment of time. Therefore, one can obtain the
quantum corrections to the net work extraction during every
cycle from Eq. (32) and Eq. (36),
Wq = W
(0)
q + i~W
(1)
q + (i~)
2
W
(2)
q + o(~
2), (37)
where (see Table II for the definition of S
(2)
q )
W
(0)
q = (Th − Tl) [Scl(B)− Scl(A)] , (38)
W
(1)
q = 0, (39)
W
(2)
q = (Th − Tl)
[
S(2)q (B)− S(2)q (A)
]
. (40)
6Here, Scl(A) (Scl(B)) is the classical Gibbs entropy of the
classical working substance before (after) the isothermal ex-
pansion process. One can see that W
(0)
q is nothing but the net
work extraction during a classical Carnot cycle. S
(2)
q (A) and
S
(2)
q (B) are the lowest order corrections of the entropy before
and after the isothermal expansion process, which vanishes
in the high temperature limit (β → 0) but are non-negligible
at extremely low temperature. For some specific models, the
quantum correction terms can be further simplified. For ex-
ample, if we choose the quantum harmonic oscillator with an
adjustable angular frequency λ(t) as the working substance,
U(x, λt) =
1
2
mλ2(t)x2, (41)
one can get the lowest order quantum correction to the work
extraction through Eq. (40),
W
(2)
q = (Th − Tl)
β2h
24
[
λ2(A)− λ2(B)] , (42)
which is consistent with the results in Ref. [31] (one can see
the consistency by expanding Eq. (56) in Ref. [31] in powers
of ~ to the second order). For other complicated potentials,
such as a quartic oscillator [40], one can also get the lowest
order quantum correction to the net work extraction through
Eq. (40).
V. DICUSSION AND SUMMARY
Before concluding this paper, we want to emphasize two
points. First, it may be extremely hard to calculate the von
Neumann entropy through its definition Eq. (1), because one
have to diagonalize an infinite-dimensional matrix in order to
compute the trace of a function. But reformulating the prob-
lem in the phase space significantly simplifies the calculation.
Our results Eqs. (19-21) will be useful when studying quan-
tum corrections to the entropy for complicated systems. Sec-
ond, our results Eqs. (19-21) are not limited to thermody-
namic equilibrium states, as we have clarified in Sec. III.
In summary, in this paper, we study the quantum correc-
tions to the entropy in quantum systems. We expand the von
Neumann entropy in powers of ~ by using the phase-space
formulation. The zeroth order term reproduces the classi-
cal Gibbs entropy of its classical counterpart. Specially, for
the thermodynamic equilibrium state, we verify our results of
quantum corrections to the entropy, and we find that all cor-
rection terms odd in ~ are strictly zero. As an application,
we derive the quantum corrections to the net work extraction
during a quantum Carnot cycle.
In the classical stochastic thermodynamics, fluctuating en-
tropy is defined along every stochastic trajectory in the phase
space [41]. Nevertheless, how to define a trajectory-dependent
entropy in quantum systems is still an open question. We plan
to extend our current investigation to this regime and we be-
lieve that further studies along this line will advance our un-
derstanding about the relation between the quantum and the
classical entropy and may bring important insights to some
fundamental problems in quantum thermodynamics.
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