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Abstract
In this paper we consider periodic Dirac operators with skew-adjoint potentials in a large class of
weighted Sobolev spaces. We characterize the smoothness of such potentials by asymptotic properties of
the periodic spectrum of the corresponding Dirac operators.
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1. Introduction
Consider the focusing nonlinear Schrödinger equation (fNLS)
i∂tψ = −∂2xψ − 2|ψ |2ψ (1)
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ψ(x + 1, t)=ψ(x, t) for x ∈ R, t ∈ R.
The fNLS-equation is known to be integrable – see e.g. [23]. According to [23] it admits a Lax-
pair formalism. Indeed, recall that (1) can be written in Hamiltonian form. Let L2 := L2(T;C)
denote the standard Hilbert space of L2-integrable complex-valued functions on the circle,
T = R/Z, and define L2 := L2 × L2. Introduce the Poisson bracket, defined for C1-functionals
F,G on L2 as follows
{F,G}(ϕ1, ϕ2)= i
1∫
0
(∂ϕ1F∂ϕ2G− ∂ϕ2F∂ϕ1G)dx
where ∂ϕiF denotes the L2-gradient of F with respect to ϕi , i = 1,2. The Hamiltonian system
with Hamiltonian
H(ϕ1, ϕ2) :=
1∫
0
(
∂xϕ1∂xϕ2 + ϕ21ϕ22
)
dx
is given by
∂t (ϕ1, ϕ2)= i(−∂ϕ2H, ∂ϕ1H) (2)
and (1) is obtained by restricting (2) to the invariant subspace iL2R of L2,
iL2R :=
{
(ϕ1, ϕ2) ∈ L2: ϕ2 = −ϕ1
}
.
With (ϕ1, ϕ2)= (ψ,−ψ), Eq. (1) can be written as
∂tψ = i∂ψHf (3)
where
Hf(ψ)=
1∫
0
(−∂xψ∂xψ +ψ2ψ2)dx. (4)
We remark that when restricting (2) to the invariant subspace L2R of L2,
L2R :=
{
(ϕ1, ϕ2) ∈ L2: ϕ2 = ϕ1
}
,
one obtains the defocusing nonlinear Schrödinger equation (dNLS) for ψ := ϕ1,
∂tψ = −i∂ H = −i
(−∂2xψ + 2|ψ |2ψ) (5)ψ d
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Hd(ψ)=
1∫
0
(
∂xψ∂xψ +ψ2ψ2
)
dx. (6)
Eq. (2) admits the Lax pair representation
∂tL(ϕ)=
[
A(ϕ),L(ϕ)
]
where ϕ = (ϕ1, ϕ2), L= L(ϕ) is the Dirac operator – also referred to as Zakharov–Shabat oper-
ator
L(ϕ) := i
(
1 0
0 −1
)
∂x +
(
0 ϕ1
ϕ2 0
)
and
A(ϕ) := i
(−2∂2x + ϕ1ϕ2 −∂xϕ1 − 2ϕ1∂x
∂xϕ2 + 2ϕ2∂x 2∂2x − ϕ1ϕ2
)
.
The periodic spectrum of L(ϕ) is conserved along any solution of (2). It plays an important
role in analyzing the equations (fNLS) and (dNLS). Note that for potentials ϕ = (ϕ1, ϕ2) in L2R,
the Dirac operator L(ϕ) is symmetric with respect to the L2-inner product on L2×L2. Its spectral
properties – unlike in the case where ϕ is in iL2R – have been studied in detail. In this paper we
present new results relating properties of the periodic spectrum of L(ϕ) with the smoothness of
ϕ for potentials ϕ = (ϕ1, ϕ2) in iL2R, i.e. for ϕ with ϕ2 = −ϕ1. Note that in this case, L(ϕ) is no
longer symmetric.
To state our results we first have to introduce some notation and to recall some well-known
results. For ϕ ∈ L2, denote by spec(L(ϕ)) the spectrum of the operator L(ϕ) with domain
dom
(
L(ϕ)
) := {F ∈H 1loc(R,C)×H 1loc(R,C): F(1)= ±F(0)}
where H 1loc(R,C) denotes the standard Sobolev space of complex-valued functions which to-
gether with their derivative are locally L2-integrable.
The spectrum spec(L(ϕ)) coincides with the spectrum of the operator L(ϕ) considered on
[0,2] with periodic boundary conditions. The following proposition is well known – see e.g.
[9, Proposition I.6].
Proposition 1.1. For any ϕ ∈ L2, the periodic spectrum spec(L(ϕ)) consists of a sequence of
pairs of eigenvalues λ+k (ϕ), λ−k (ϕ) in C, k ∈ Z, listed with multiplicities, such that
λ±k (ϕ)= kπ + 2(k)
locally uniformly in ϕ, i.e. (λ±k (ϕ)− kπ)k∈Z ∈ 2(Z;C) and the sequences are locally uniformly
bounded with respect to ϕ.
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ϕ in iL2R, the periodic eigenvalues (λ±k (ϕ))k∈Z can be listed in such a way that Imλ+k (ϕ)  0,
and λ−k (ϕ) = λ+k (ϕ) for any k ∈ Z, and (λ+k (ϕ))k∈Z is lexicographically ordered, · · ·  λ+k 
λ+k+1  · · ·, i.e.[
Reλ+k < Reλ
+
k+1
]
or
[
Reλ+k = Reλ+k+1 and Imλ+k  Imλ+k+1
]
.
For any ϕ ∈ iL2R, we introduce (γk(ϕ))k∈Z by setting γk(ϕ) := i(λ−k − λ+k ). Note that
γk(ϕ)= 2 Imλ+k ∈ R0.
Unlike for ϕ ∈ L2R, the numbers γk(ϕ) have not the interpretation as lengths of gaps in the
spectrum of L(ϕ) on R if ϕ ∈ iL2R - they are simply the spacing of the pair of eigenvalues λ+k (ϕ),
λ−k (ϕ). Nevertheless we will refer to γk(ϕ) as kth gap length. According to Proposition 1.1, it
follows that (
γk(ϕ)
)
k∈Z ∈ 2(Z;R).
Finally let us introduce the weighted Sobolev spaces. A weight is a function ω : Z → R,
m → ω(m)≡ ωm satisfying
1 ω(0) ω(m), and ω(−m)= ω(m) ∀m 1.
A weight ω is said to be sub-multiplicative if
ω(m) ω(m− l)ω(l) ∀m, l ∈ Z.
We denote the set of all weights by W and by M the subset of sub-multiplicative weights
(cf. [11,12]). Given any weight ω ∈ W , the ω-norm ‖f ‖ω of a L2-integrable complex-valued
1-periodic function f : R → C,
f =
∑
m∈Z
f2me
2mπix,
is defined by
‖f ‖ω =
(∑
m∈Z
ω22m|f2m|2
)1/2
and
Hω ≡Hω(T;C) := {f ∈ L2(T;C): ‖f ‖ω <∞}
denotes the Hilbert space of all such functions with finite ω-norm.
Note that for the trivial weight ω(0) ≡ 1, one has Hω(0) = L2(T;C). Further, we introduce
Hω :=Hω ×Hω.
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‖ϕ‖ω =
(‖ϕ1‖2ω + ‖ϕ2‖2ω)1/2.
Here are some examples of relevant weights. All of them are elements of M. Let 〈n〉 = 1+|n|.
The Sobolev weights
〈n〉r , r ∈ R0
give rise to the usual Sobolev spaces Hr = Hr(T;C) of 1-periodic, complex-valued functions.
The Abel weights
〈n〉rea|n|, r ∈ R0, a ∈ R>0,
define spaces Hr,a = Hr,a(T;C) of functions in Hr which are analytic on the complex strip
| Im z|< a2π and have traces in Hr on the lines Im z = ± a2π . The Gevrey weights
〈n〉rea|n|σ , r ∈ R0, a ∈ R>0, 0 < σ < 1,
give rise to the so-called Gevrey spaces Hr,a,σ = Hr,a,σ (T;C). They are all subspaces of
C∞(T;C). Obviously,
Hr,a  Hr,a,σ  Hr.
Since logωn is sub-additive and nonnegative, the limit
χ(ω) := lim
n→∞
logωn
n
exists and is nonnegative [17, No. 98]. We call a weight ω in W exponential if
χ(ω) > 0
and sub-exponential if χ(ω) = 0, (ωn)n0 is non-decreasing, and ( 1n logωn)n1 converges to 0
in an eventually monotone manner. Clearly, Abel weights are exponential, while Sobolev and
Gevrey weights are sub-exponential. Yet another example of a sub-exponential weight is given
by
〈n〉r exp
(
a|n|
1 + (log〈n〉)α
)
r ∈ R0 and a,α ∈ R>0,
which is lighter than the Abel and heavier than the Gevrey weights.
To measure the decay of sequences such as (γk(ϕ))k∈Z we introduce the notion of weighted
2-sequences. A sequence z = (zn)n∈Z in C is said to be in hω ≡ hω(Z;C) if its ω-norm is finite,
‖z‖ω :=
(∑
k∈Z
ω22k|zk|2
)1/2
<∞.
First we state the following known result.
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In fact, Theorem 1.1 is known to hold for any ϕ ∈ L2 and was first proved in [6,8] for weights
of the form ω(n)= 〈n〉δη(n) with δ > 0 and η ∈ M and, in the generality stated, in [2,4,5].
In this paper we are concerned with the question if the converse of Theorem 1.1 holds. The
main results of this paper are the following two theorems.
Theorem 1.2. Let ω be a sub-exponential weight in M. Then for any ϕ ∈ iL2R with‖(γk(ϕ))k∈Z‖ω <∞, it follows that ‖ϕ‖ω <∞.
For exponential weights, we get a slightly weaker result.
Theorem 1.3. Let ω ∈ M be an exponential weight. Then for any ϕ ∈ iL2R with (γk(ϕ))k∈Z ∈ hω
it follows that ϕ ∈ Hωρ for some 0 < ρ  1.
Theorem 1.2 and Theorem 1.3 lead to the following application. An element ϕ ∈ L2 is said
to be a finite gap potential if {n ∈ Z | γn(ϕ) = 0} is finite. We denote the set of all finite gap
potentials by G and set Gω := G ∩Hω .
Corollary 1.1. For any weight ω ∈ M, the set Gω ∩ iL2R is dense in Hω ∩ iL2R.
We remark that Corollary 1.1 does not follow from the fact that Gω is dense in Hω . The latter
result was first proved in [7] for weights of the form ω(n) = 〈n〉δη(n) with δ > 0 and η ∈ M
and in the generality stated in Corollary 1.1, in [5]. In the case ω = 1, Corollary 1.1 is due to
Tkachenko [21].
In subsequent work we will use the theorems stated above to construct Birkhoff coordinates
for the fNLS-equation – see [10].
There is a vast literature on the topic of relating the regularity of a periodic potential with
asymptotic properties of spectral data of the corresponding Schrödinger operator or Dirac oper-
ator – see e.g. [15]. Instead of giving a survey on the results obtained so far we limit ourselves
to briefly comment on the papers most closely related to the present article. The methods em-
ployed in this paper were first developed for Hill’s operator, − d2
dx2
+ q , with q being a 1-periodic
real-valued potential in L2. It is well known that the periodic spectrum of − d2
dx2
+ q (considered
on the interval [0,2]) is discrete. When listed in increasing order (and with multiplicities) the
eigenvalues (λk)k0 satisfy
λ0 < λ1  λ2 < λ3  λ4 < · · · .
By Floquet theory, the open intervals (−∞, λ0), (λ1, λ2), (λ3, λ4), . . . are gaps in the spectrum
of − d2
dx2
+ q , when considered on the whole real line.
In [11,12], Kappeler and Mityagin presented a novel approach for relating the decay of the gap
lengths, γk := λ2k − λ2k−1, to the regularity of the potential q ∈ Hω(T) based on a Lyapunov–
Schmidt decomposition in Fourier space. For q in the weighted Sobolev space Hω with ω ∈ M,
the sequence (γk)k1 can be proved to be in the weighted 2-sequence space hω.
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of the form
ω(n)= 〈n〉ae|n|σ (a  0, 0 < σ < 1)
any q ∈ L2(T) with (γk)k1 ∈ hω actually is in Hω. A slightly weaker result holds for exponen-
tial weights. Their proofs however are rather complicated.
In [18], Pöschel obtained the most general results in this direction. He used a new functional
analytic approach which considerably simplifies the one of Djakov and Mityagin. See also the
Epilog in [18]. In [14], Kappeler, Serier, and Topalov, using still another approach involving flows
related to angle variables, presented a very short proof of the analogous result for potentials in
certain spaces of distributions.
In the same way, similar results for the Dirac operator L(ϕ) with ϕ = (ϕ1, ϕ2) in L2R were
obtained. When listed in increasing order (and with multiplicities) the eigenvalues (λ±k )k∈Z of
L(ϕ) with ϕ ∈ L2R satisfy
· · ·< λ−−1  λ+−1 < λ−0  λ+0 < λ−1  λ+1 < · · · .
By Floquet theory, the open intervals (λ−k , λ
+
k ), k ∈ Z are gaps in the spectrum of L(ϕ), when
considered on the whole real line. For any weight of the form ω(n) = 〈n〉δω1(n) with ω1 ∈ M
and δ > 0 it was proved in [6,8], that for an arbitrary ϕ in Hω , the sequence (λ+k −λ−k )k∈Z is in the
weighted sequence space hω. In [2,4,5], it was shown that the latter result holds for an arbitrary
weight ω ∈ M and that for a sub-exponential weight ω, an element ϕ ∈ L2R with (γk)k∈Z ∈ hω
is in fact an element in Hω . A slightly weaker result holds for exponential weights – see [5].
More generally, the Schrödinger operator has been considered for complex-valued potentials
and the Zakharov–Shabat system for arbitrary potentials ϕ = (ϕ1, ϕ2) in L2 – see e.g. [16,19,
20,22]. It turns out that the characterization of the regularity of potentials in terms of the cor-
responding spectra can be extended to this more general situation. However, additional spectral
information of the operators involved is needed for such a characterization. See [3], and, for im-
proved results, [18] for the Schrödinger operator. Concerning Dirac operators see [2,4]. Most of
the results mentioned in this short survey of recent advances in this topic – but not the results
obtained in [14] – are discussed in the survey article [5].
We prove Theorem 1.2 and Theorem 1.3 using the new functional analytic approach devel-
oped for the Schrödinger equation by Jürgen Pöschel [18]. To make the paper self-contained we
include for the convenience of the reader a proof of Theorem 1.1. In Sections 2 and 3 we provide
the set-up while the proofs of Theorems 1.1–1.3, and Corollary 1.1 are given in the subsequent
sections.
2. Set-up
For an arbitrary weight ω ∈ W , we introduce the weighted Sobolev space of 2-periodic func-
tions
Hω∗ :=
{
f ∈ L2([0,2];C), f = ∑ fmem: ‖f ‖ω <∞}m∈Z
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em(x)= exp(mπix), m ∈ Z,
and
‖f ‖2ω =
∑
m∈Z
ω2m|fm|2.
Similarly, we define the spaces L2∗, Hω∗ and L2∗ as the 2-periodic versions of the spaces L2, Hω
and L2.
For (ϕ1, ϕ2) = (0,0), the periodic eigenvalues are given by λ+k = λ−k = kπ with k ∈ Z and a
basis of corresponding eigenfunctions in L2∗ is given by{(
0
ek
)
,
(
e−k
0
)
, k ∈ Z
}
.
The latter basis is orthonormal with respect to the inner product on L2∗
〈(
f1
f2
)
,
(
g1
g2
)〉
= 1
2
2∫
0
(
f1(x)g1(x)+ f2(x)g2(x)
)
dx. (7)
More generally, we will denote by spec(ϕ) the set of periodic eigenvalues (with multiplicities)
of the operator L(ϕ1, ϕ2), where ϕ = (ϕ1, ϕ2). Given ϕ ∈ L2 there exists N  1 so that for any
integer |n|N , the set spec(ϕ)∩ {λ ∈ C: |λ− nπ |< π/2} contains exactly one isolated pair of
eigenvalues {λ+n , λ−n }, and so that spec(ϕ) contains 4N−2 = 4(N−1)+2 remaining eigenvalues
which are contained in the open disk of center 0 and radius (N − 1/2)π , see e.g. [6]. We then
define for any n ∈ Z,
γn(ϕ)=
∣∣λ+n (ϕ)− λ−n (ϕ)∣∣.
We refer to the spacing γn(ϕ) of the pair of eigenvalues {λ+n (ϕ), λ−n (ϕ)} as the nth gap length
of ϕ. If γn(ϕ)= 0, we speak of a collapsed gap, otherwise of an open gap.
By a slight abuse of notations, we will often write (f1, f2) for
( f1
f2
)
.
Consider the splitting
L2∗ = Pn ⊕Qn
where
Pn = span
{
(0, en), (e−n,0)
}
and
Qn = span
{
(0, ek), (e−k,0): k = n
}
.
Denote by Pn, Qn,
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Qn : L2∗ → Qn,
the corresponding orthogonal projections.
We write the eigenvalue equation Lf = λf where λ ∈ C and f = (f1, f2) ∈ L2∗ as
Aλf =Φf (8)
where
Aλf :=
(
λ− i
(
1 0
0 −1
)
d
dx
)
f
and
Φf :=
(
0 ϕ1
ϕ2 0
)
f = (ϕ1f2, ϕ2f1). (9)
With f = u+ v = Pnf +Qnf , Eq. (8) takes the form
Aλu= PnΦ(u+ v), (10a)
and
Aλv =QnΦ(u+ v) (10b)
referred to as the P-equation, respectively Q-equation.
For any n ∈ Z, introduce the strip Un of the complex plane,
Un =
{
λ ∈ C: ∣∣Re(λ)− nπ ∣∣ π
2
}
.
Note that for any λ ∈Un,
Aλ|Qn : Qn −→ Qn
is an unbounded operator with bounded inverse. Instead of (10a)–(10b), we can consider a
slightly different set of equations. Note that in Eq. (10a) the unknown v only appears in the
form w :=Φv. By multiplying (10b) by ΦA−1λ one gets
Φv =ΦA−1λ QnΦu+ΦA−1λ QnΦv
or
(Id − Tn)w = Tn(Φu).
where
Tn ≡ Tn(λ) :=ΦA−1Qn : L2∗ → L2∗. (10c)λ
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Aλu− PnΦu= Pnw, (10d)
(Id − Tn)w = Tn(Φu). (10e)
By a slight abuse of notation, we also refer to (10e) as the Q-equation. Given a solution (u,w)
of (10d)–(10e), v is then obtained from (10b),
v =A−1λ Qn(Φu+w).
In the following, we solve (10e) for w, viewing Tn(Φu) as an inhomogeneous term. We then
substitute the solution w into (10d). This leads to a linear equation for u, which we study in Sec-
tion 3. In particular, we will determine the λ’s in Un for which this equation admits a nontrivial
solution.
For the remainder of this section, we study the Q-equation
(Id − Tn)w = Tn(Φu)
where u is viewed as a parameter and is an arbitrary element in Pn. Our goal is to show that
(Id − Tn) : L2∗ → L2∗ is invertible for |n| sufficiently large.
For λ ∈Un, the operator A−1λ is bounded on Qn, and is given by
A−1λ
(∑
k =n
αk(0, ek)+ βk(e−k,0)
)
=
∑
k =n
1
λ− kπ
(
αk(0, ek)+ βk(e−k,0)
)
since for any k ∈ Z and any λ ∈ C, we have
Aλ
(
0
ek
)
= (λ− kπ)
(
0
ek
)
and Aλ
(
e−k
0
)
= (λ− kπ)
(
e−k
0
)
and for any k = n
min
λ∈Un
|λ− kπ | =
∣∣∣∣k − n+ 12
∣∣∣∣π  |k − n| 1. (11)
Any f = (f1, f2) in L2∗ admits a Fourier expansion
f =
∑
k∈Z
(
fˆ1(−k)
(
e−k
0
)
+ fˆ2(k)
(
0
ek
))
where for j = 1,2,
fj =
∑
k∈Z
fˆj (k)ek and fˆj (k)= 12
2∫
fj (x)ek(x) dx.0
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Tnf =ΦA−1λ Qnf =
∑
k =n
fˆ2(k)(ϕ1ek,0)+ fˆ1(−k)(0, ϕ2e−k)
λ− kπ .
Hence
Tnf =
(
0 T +n
T −n 0
)(
f1
f2
)
= (T +n f2, T −n f1) (12a)
where T ±n ≡ T ±n (λ) are linear operators on L2∗ defined for any h ∈ L2∗ by
T +n h :=
∑
l
(∑
k =n
ϕ̂1(l − k)
λ− kπ hˆ(k)
)
el (12b)
and
T −n h :=
∑
l
(∑
k =n
ϕ̂2(l + k)
λ− kπ hˆ(−k)
)
el. (12c)
For a linear operator T : L2∗ → L2∗, we denote by ‖T ‖ its operator norm.
Lemma 2.1. For any ϕ = (ϕ1, ϕ2) ∈ L2 and λ ∈ Un with n ∈ Z arbitrary, Tn(λ) is a bounded
operator on L2∗. More precisely
sup
λ∈Un
∥∥Tn(λ)∥∥  2‖ϕ‖.
Proof. Let n ∈ Z. Using the definition of T +n and Young’s inequality, we get for any λ ∈Un and
f = (f1, f2) ∈ L2∗
∥∥T +n f2∥∥2 ∑
l
(∑
k =n
|fˆ2(k)|
|k − n|
∣∣ϕ̂1(l − k)∣∣)2  ‖ϕ1‖2(∑
k =n
|fˆ2(k)|
|k − n|
)2
.
Hence
∥∥T +n f2∥∥2  ‖ϕ1‖2‖f2‖2∑
k =n
1
|k − n|2  4‖ϕ1‖
2‖f2‖2.
A similar estimate holds for T −n f1 and we conclude that
‖Tnf ‖2  4
(‖ϕ1‖2‖f2‖2 + ‖ϕ2‖2‖f1‖2) 4‖ϕ‖2‖f ‖2. 
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show that ‖Tn(λ)2‖ = o(1) as |n| → ∞. Hence Id−Tn(λ)2 is invertible for |n| sufficiently large.
In view of the identity
(Id − Tn)(Id + Tn)
(
Id − Tn2
)−1 = Id (13)
we then conclude that Id − Tn(λ) is invertible as well. First note that by (12a)
Tn
2f =
(
T +n T −n 0
0 T −n T +n
)(
f1
f2
)
= (T +n T −n f1, T −n T +n f2). (14)
In view of (12b) and (12c), we obtain for any h ∈ L2∗
T +n T −n h=
∑
l∈Z
∑
k,m =n
ϕ̂1(l − k)
λ− kπ
ϕ̂2(k +m)
λ−mπ hˆ(−m)el (15a)
and
T −n T +n h=
∑
l∈Z
∑
k,m =n
ϕ̂2(l + k)
λ− kπ
ϕ̂1(−k −m)
λ−mπ hˆ(m)el. (15b)
To estimate the norms of T +n T −n and T −n T +n it is useful to introduce some more notation. For
any given ϕ ∈ L2∗, let
φ =
∑
k∈Z
φ(k)ek, φ(k)= max
{∣∣ϕ̂1(±k)∣∣, ∣∣ϕ̂2(±k)∣∣}. (16)
Then, φ ∈ L2∗ and
1
2
‖ϕ‖  ‖φ‖  2‖ϕ‖. (17)
Further, for any h ∈ L2∗ and n = 0 we denote by Rn(h) the remainder term
Rn(h)=
∑
|j ||n|
ĥ(j)ej . (18)
In addition, we introduce the convolution operators X±n ≡ X±n (φ), defined by the same expres-
sions as in the definition of T ±n (λ), but with ϕ̂i (k) replaced by φ(k) and (λ − kπ) replaced by|n− k|, i.e. for any h ∈ L2∗,
X+n h :=
∑
l∈Z
(∑
k =n
φ(l − k)
|n− k| hˆ(k)
)
el (19a)
and
X−n h :=
∑(∑ φ(l + k)
|n− k| hˆ(−k)
)
el. (19b)l∈Z k =n
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∥∥X±n ∥∥  ‖φ‖(∑
k =n
1
|k − n|2
)1/2
 2‖φ‖. (20)
Further
X+n X−n h=
∑
l∈Z
( ∑
k,m =n
φ(l − k)φ(k +m)
|n− k||n−m| hˆ(−m)
)
el
and
X−n X+n h=
∑
l∈Z
( ∑
k,m =n
φ(l + k)φ(k +m)
|n− k||n−m| hˆ(m)
)
el. (21)
It is easy to see that the Hilbert–Schmidt norm ‖T −n (λ)T +n (λ)‖HS of T −n (λ)T +n (λ) is bounded by
the Hilbert–Schmidt norm of X−n X+n ,
sup
λ∈Un
∥∥T −n (λ)T +n (λ)∥∥HS  ∥∥X−n X+n ∥∥HS
and, similarly, that
sup
λ∈Un
∥∥T +n (λ)T −n (λ)∥∥HS  ∥∥X+n X−n ∥∥HS.
Further, one verifies in a straightforward way that∥∥X−n X+n ∥∥HS = ∥∥X+n X−n ∥∥HS
and hence, as ∥∥Tn(λ)2∥∥2HS = ∥∥T +n (λ)T −n (λ)∥∥2HS + ∥∥T −n (λ)T +n (λ)∥∥2HS
it follows that
sup
λ∈Un
∥∥Tn(λ)2∥∥HS  2∥∥X−n X+n ∥∥HS.
Lemma 2.2. For any |n|  5, the operators X−n X+n ,X+n X−n : L2∗ → L2∗ are Hilbert–Schmidt
operators and
∥∥X−n X+n ∥∥HS  7‖φ‖( ‖φ‖|n|1/2 + ∥∥Rn(φ)∥∥
)
. (22)
As a consequence,
sup
λ∈Un
∥∥Tn(λ)2∥∥HS  14‖φ‖( ‖φ‖|n|1/2 + ∥∥Rn(φ)∥∥
)
. (23)
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j∈Z
∥∥X−n X+n ej∥∥2.
Hence by (21)
∥∥X−n X+n ∥∥2HS =∑
j =n
∑
l
(∑
k =n
φ(l + k)φ(k + j)
|n− k||n− j |
)2
.
The latter sum is split up into Σn,1 + Σn,2 + Σn,3 and the three sums Σn,i , 1  i  3, are
estimated separately. First let us consider Σn,1 given by
Σn,1 :=
∑
|j−n|> |n|2
∑
l∈Z
(∑
k =n
φ(l + k)φ(k + j)
|n− k| |n− j |
)2
.
By the Cauchy–Schwarz inequality,
Σn,1 
∑
|j−n|> |n|2
∑
l
4
∑
k =n
φ(l + k)2φ(k + j)2
|n− j |2
 4‖φ‖4
∑
|j−n|> |n|2
1
|n− j |2 .
Note that for any |n| 5,
∑
|l|> |n|2
1
l2
 2
∑
l>
|n|
2
1
l(l − 1)  2
1
|n|−1
2
 5|n|
and therefore
Σn,1 
20
|n| ‖φ‖
4.
Next we look at the sum
Σn,2 :=
∑
j =n
∑
l∈Z
( ∑
|k−n|> |n|2
φ(l + k)φ(k + j)
|n− k||n− j |
)2
which can be estimated in a similar way as Σn,1,
Σn,2 
20 ‖φ‖4.|n|
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Σn,3 :=
∑
1|j−n| |n|2
1
|n− j |2
∑
l∈Z
( ∑
1|k−n| |n|2
φ(l + k)φ(k + j)
|n− k|
)2
.
By Cauchy’s inequality
Σn,3  4
∑
1|j−n| |n|2
1
|n− j |2
∑
l
∑
1|k−n| |n|2
φ(l + k)2φ(k + j)2.
Using that for 1 |j − n| |n|/2 and 1 |k − n| |n|/2
|k + j | 2|n| − |k − n| − |j − n| |n|
one then gets
Σn,3  16‖φ‖2
∥∥Rn(φ)∥∥2.
Combining the estimates for Σn,1, Σn,2, and Σn,3 leads to inequality (22). 
According to Lemma 2.2, for any given ϕ ∈ L2, there exists N0 ≡ N0(ϕ) in N such that for
any |n|  N0 and any λ ∈ Un, the operator Tn(λ)2 is a contraction. More precisely, we choose
N0  5 such that, for any |n|N0 and σ ∈ {±}∥∥X−σn Xσn ∥∥HS  14 and hence supλ∈Un
∥∥Tn(λ)2∥∥HS  12 . (24)
As a consequence, for any |n|N0 and any λ ∈Un, the Q-equation (10e) can be solved,
w = (Id − Tn(λ))−1Tn(λ)(Φu). (25)
3. Lyapunov–Schmidt reduction
Substituting the solution (25) into (10d) one gets
Aλu= PnΦu+ Pn(Id − Tn)−1Tn(Φu),
or, with (Id − Tn)−1 = Id + (Id − Tn)−1Tn,
Aλu= Pn(Id − Tn)−1(Φu).
We write the latter equation as
Sn(λ)u= 0 where Sn(λ) :=
(
Aλ − Pn
(
Id − Tn(λ)
)−1
Φ
)∣∣Pn . (26a)
Thus, any λ in Un is a periodic or antiperiodic eigenvalue of L(ϕ) if and only if it is a root
of detSn(λ). Recall that u is an element of Pn, a 2-dimensional subspace with L2-orthonormal∗
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the basis {(0, en), (e−n,0)} as a matrix,( 〈T (0, en), (0, en)〉 〈T (e−n,0), (0, en)〉
〈T (0, en), (e−n,0)〉 〈T (e−n,0), (e−n,0)〉
)
.
As
Aλ
∣∣Pn = (λ− nπ) · Id∣∣Pn
the matrix representation of Sn(λ) (
Sn,11 Sn,12
Sn,21 Sn,22
)
has entries
Sn,11 ≡ Sn,11(λ) := (λ− nπ)−
〈(
Id − Tn(λ)
)−1
Φ(0, en), (0, en)
〉
, (26b)
Sn,22 ≡ Sn,22(λ) := (λ− nπ)−
〈(
Id − Tn(λ)
)−1
Φ(e−n,0), (e−n,0)
〉
, (26c)
and
Sn,12 ≡ Sn,12(λ) := −
〈(
Id − Tn(λ)
)−1
Φ(e−n,0), (0, en)
〉
, (26d)
Sn,21 ≡ Sn,21(λ) := −
〈(
Id − Tn(λ)
)−1
Φ(0, en), (e−n,0)
〉
. (26e)
Let us investigate the matrix Sn(λ).
Lemma 3.1. Let ϕ ∈ L2 and |n|N0 with N0 given as in (24). Then for any λ ∈Un
(i) Sn,11(λ)= Sn,22(λ).
(ii) If ϕ2 = ±ϕ1, then Sn,12(λ)= ±Sn,21(λ).
(iii) If ϕ2 = ±ϕ1, then Sn,11(λ)= Sn,11(λ).
Proof. Statement (i) has been proved in [6]. For the convenience of the reader we include its
proof here. In view of the matrix representation (12a) of Tn(λ) and the identities (13) and (14),
we have
Sn,11 − (λ− nπ)= −
〈
T −n
(
Id − T +n T −n
)−1
ϕ1en, en
〉 (27)
and
Sn,22 − (λ− nπ)= −
〈
T +n
(
Id − T −n T +n
)−1
ϕ2e−n, e−n
〉
. (28)
Writing (Id − T −n T +n )−1 as a Neumann series, the latter formula takes the form
Sn,22 − (λ− nπ)=
∑〈
T +n
(
T −n T +n
)k
(ϕ2e−n), e−n
〉
k0
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(
T −n T +n
)k
f =
∑
l∈Z
β+k,l(f )el
with
β+k,l(f )=
∑
li =n
ϕ̂2(l + l2k)ϕ̂1(−l2k − l2k−1) · · · ϕ̂2(l3 + l2)ϕ̂1(−l2 − l1)
(λ− l2kπ)(λ− l2k−1π) · · · (λ− l2π)(λ− l1π) f̂ (l1). (29)
Thus, according to (12b), we can write
Sn,22 − (λ− nπ)= −
∑
k0
β+k
where
β+k =
〈
T +n
(
T −n T +n
)k
(ϕ2e−n), e−n
〉=∑
l =n
ϕ̂1(−n− l)
(λ− lπ) β
+
k,l(ϕ2e−n). (30)
Similarly, using (15a) we have
Sn,11 − (λ− nπ)= −
∑
k0
β−k
where
β−k =
〈
T −n
(
T +n T −n
)k
(ϕ1en), en
〉=∑
l =n
ϕ̂2(n+ l)
(λ− lπ) β
−
k,l(ϕ1en). (31)
and
β−k,l(f )=
∑
li =n
ϕ̂1(−l − l2k)ϕ̂2(l2k + l2k−1) · · · ϕ̂1(−l3 − l2)ϕ̂2(l2 + l1)
(λ− l2kπ)(λ− l2k−1π) · · · (λ− l2π)(λ− l1π) f̂ (−l1).
Comparing (30) and (31) one sees that
β−k = β+k ∀k  0,
and therefore, Sn,11 = Sn,22. This proves statement (i).
Next we prove item (ii). Again, making use of the matrix representation of Tn(λ), we obtain
Sn,12(λ)= −
〈(
Id − T −n T +n
)−1
ϕ2e−n, en
〉
, (32a)
Sn,21(λ)= −
〈(
Id − T +n T −n
)−1
ϕ1en, e−n
〉
. (32b)
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Sn,12(λ)= ∓
〈(
Id − T −n (λ)T +n (λ)
)−1
ϕ1en, en
〉
.
Note that for arbitrary h ∈ L2∗ one has ĥ(k)= hˆ(−k), k ∈ Z. Hence, by (15a) and (15b),
T −n (λ)T +n (λ)h=
∑
l
( ∑
k,m =n
ϕ̂2(l + k)
λ− kπ
ϕ̂1(−k −m)
λ−mπ ĥ(m)
)
el
= c.c.
(∑
l
( ∑
k,m =n
ϕ̂2(−l − k)
λ− kπ
ϕ̂1(k +m)
λ−mπ ĥ(−m)
)
e−l
)
= c.c.
(∑
l
( ∑
k,m =n
ϕ̂1(−l − k)
λ− kπ
ϕ̂2(k +m)
λ−mπ ĥ(−m)
)
e−l
)
.
Hence
T −n (λ)T +n (λ)h= T +n (λ)T −n (λ)h. (33)
Here c.c.(z) denotes the complex conjugate of the complex number z. Thus
(
Id − T −n (λ)T +n (λ)
)−1
ϕ1en =
(
Id − T +n (λ)T −n (λ)
)−1
ϕ1en
and it follows that
Sn,12(λ)= ∓
〈(
Id − T +n (λ)T −n (λ)
)−1
ϕ1en, en
〉= ±Sn,21(λ)
as claimed. (We note that the case ϕ2 = ϕ1 has been treated in [4].)
It remains to prove item (iii). In view of the definition of T +n and the fact that for arbitrary
h ∈ L2∗ one has ĥ(k)= hˆ(−k), k ∈ Z, it follows that for any ϕ = (ϕ1, ϕ2) ∈ L2 with ϕ2 = ±ϕ1
T +n (λ)h=
∑
l
(∑
k =n
ϕ̂1(l − k)
λ− kπ ĥ(k)
)
el
=
∑
l
(∑
k =n
±ϕ̂2(l − k)
λ− kπ ĥ(−k)
)
e−l
= ± c.c.
(∑
l
(∑
k =n
ϕ̂2(k − l)
λ− kπ ĥ(−k)
)
e−l
)
= ±T −n (λ)h.
Combined with (33) we then get for ϕ = (ϕ1, ϕ2) ∈ L2 with ϕ2 = ±ϕ1
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〈
T +n (λ)
(
Id − T −n (λ)T +n (λ)
)−1
(±ϕ1en), e−n
〉
= − c.c.(〈T −n (λ)(Id − T +n (λ)T −n (λ))−1ϕ1en, en〉)
= Sn,11(λ)− (λ− nπ).
In view of item (i) it then follows that Sn,11(λ)= Sn,11(λ). 
Given λ ∈Un, ϕ ∈ L2, and |n|N0 as in (24), introduce
an(λ)= (λ− nπ)− Sn,11(λ). (34)
By Lemma 3.1
an ≡ an(λ)= (λ− nπ)− Sn,22(λ)
and by (27)
an =
〈
T −n
(
Id − T +n T −n
)−1
(ϕ1en), en
〉
. (35)
Further let
bn ≡ bn(λ)= −Sn,12(λ) and cn ≡ cn(λ)= −Sn,21(λ). (36)
Writing (Id − T −n T +n )−1 = Id + T −n T +n (Id − T −n T +n )−1 and using (32a) one sees that
bn = ϕ̂2(2n)+
〈
T −n T +n
(
Id − T −n T +n
)−1
(ϕ2e−n), en
〉
. (37)
Similarly one gets from (32b) the identity
cn = ϕ̂1(−2n)+
〈
T +n T −n
(
Id − T +n T −n
)−1
(ϕ1en), e−n
〉
. (38)
Note that by the definitions (12b)–(12c) of T ±n (λ), the functions λ → an(λ), λ → bn(λ), and
λ → cn(λ) are analytic on Un.
4. Proof of Theorem 1.1
In this section we prove Theorem 1.1. We note that in Proposition 4.1 we derive a slightly
stronger auxiliary result than needed for the proof of Theorem 1.1. It will be used later.
In this section we follow work first developed in [6,8] and then refined in [5]. Note however
that the proof of Lemma 36 in [5] has a gap on p. 710 as Lemma 32 in [5] cannot be applied to
the expression Σ4(n) given by (2.117) of [5]. However it turns out that the method developed in
[4] can be applied.
To obtain the estimate for the sequence (γn(ϕ))n∈Z claimed in Theorem 1.1, we first need to
establish bounds for the coefficients an(λ), bn(λ), and cn(λ).
2088 T. Kappeler et al. / Journal of Functional Analysis 256 (2009) 2069–2112Lemma 4.1. Let ϕ = (ϕ1, ϕ2) ∈ L2 and let N0 be given by (24). Then for any n ∈ Z with
|n|N0,
sup
λ∈Un
∣∣an(λ)∣∣ 2‖φ‖(‖φ‖|n| + ∥∥Rn(φ)∥∥
)
, (39a)
sup
λ∈Un
∣∣bn(λ)− ϕ̂2(2n)∣∣ 4‖φ‖2(‖φ‖|n| + ∥∥Rn(φ)∥∥
)
, (39b)
sup
λ∈Un
∣∣cn(λ)− ϕ̂1(−2n)∣∣ 4‖φ‖2(‖φ‖|n| + ∥∥Rn(φ)∥∥
)
(39c)
where φ and Rn(φ) are given by (16), respectively (18).
Remark 4.1. With Proposition 4.1 and Corollary 4.1 we will improve the estimates (39b)–(39c).
Proof. Substituting(
Id − T −n (λ)T +n (λ)
)−1 = Id + (Id − T −n (λ)T +n (λ))−1T −n (λ)T +n (λ)
in (35) yields an(λ)=Σ1 +Σ2 where
Σ1 :=
〈
T −n (ϕ1en), en
〉
and Σ2 :=
〈
T −n H(ϕ1en), en
〉 (40)
with
H ≡H(λ;n) := (Id − T −n (λ)T +n (λ))−1T −n (λ)T +n (λ)
is a Hilbert–Schmidt operator on L2∗. By (24), for |n|N0,
sup
λ∈Un
∥∥T +n (λ)T −n (λ)∥∥HS  1/2
and thus
sup
λ∈Un
∥∥H(λ;n)∥∥HS  1. (41)
The terms Σ1 and Σ2 in (40) are estimated separately. According to (12c)
Σ1 =
∑
k =n
ϕ̂2(k + n)ϕ̂1(−k − n)
λ− kπ
and by Cauchy’s inequality we have, for any λ ∈Un,
|Σ1| ‖φ‖
(∑ φ(n+ k)2
|n− k|2
)1/2
. (42)
k =n
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Σ2 =
∑
k =n
∑
j
H−k,−j
ϕ̂2(n+ k)ϕ̂1(−j − n)
λ− kπ .
By the Cauchy–Schwarz inequality and the estimate (41)
|Σ2| ‖H‖HS
(∑
k =n
∑
j
φ(n+ k)2φ(n+ j)2
|n− k|2
)1/2
 ‖φ‖
(∑
k =n
φ(n+ k)2
|n− k|2
)1/2
. (43)
Combining the estimates (42)–(43) for Σ1 and Σ2 leads to
sup
λ∈Un
∣∣an(λ)∣∣ 2‖φ‖(∑
k =n
φ(n+ k)2
|n− k|2
)1/2
.
For nN0, one has ∑
k =n
φ(k + n)2
|n− k|2 
∑
k0
φ(k + n)2 + 1
n2
∑
k<0
φ(k + n)2
and thus ∑
k =n
φ(k + n)2
|n− k|2 
∥∥Rn(φ)∥∥2 + ‖φ‖2
n2
.
The case n−N0 can be treated in the same way, leading to a similar estimate. Hence,
sup
λ∈Un
∣∣an(λ)∣∣ 2‖φ‖(∥∥Rn(φ)∥∥ + ‖φ‖|n|
)
.
Estimates (39b) and (39c) are proved in a similar way. 
Lemma 4.2. Let ϕ = (ϕ1, ϕ2) ∈ L2 and let N0 be given by (24). Then there exists N1 =
N1(ϕ)  N0 such that for any n ∈ Z with |n|  N1, the determinant of the linear operator
Sn(λ) : Pn → Pn given by (26a) has exactly two (complex) roots ξ−, ξ+ in Un. They are con-
tained in the disc Dn ⊂Un
Dn :=
{
λ ∈ C: |λ− nπ | π
3
}
and satisfy
|ξ+ − ξ−| 3 sup
∣∣bn(λ,ϕ)cn(λ,ϕ)∣∣1/2.λ∈Un
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detSn(λ)=
(
λ− nπ − an(λ)
)2 − bn(λ)cn(λ).
According to Lemma 4.1, there exists N1 =N1(ϕ)N0 such that for any |n|N1 and λ ∈Un∣∣an(λ)∣∣, ∣∣bn(λ)∣∣, ∣∣cn(λ)∣∣ π48 . (44)
Hence, for any |n|N1 and λ ∈Un
∣∣detSn(λ)− (λ− nπ − an(λ))2∣∣ ∣∣bn(λ)cn(λ)∣∣ ( π48
)2
and
inf
λ∈∂Dn
∣∣λ− nπ − an(λ)∣∣2  ∣∣∣∣π3 − supλ∈∂Dn
∣∣an(λ)∣∣∣∣∣∣2 > ( π48
)2
.
As detSn(λ) and (λ − nπ − an(λ))2 are both analytic on Un, by Rouché’s theorem, they have
the same number of zeros in Dn when counted with their multiplicities. By the same argument,
one shows that (λ−nπ − an(λ))2 and (λ−nπ)2 have the same numbers of zeros in Dn counted
with their multiplicities. Note that λ = nπ is a double root of (λ− nπ)2 in Dn, hence detSn(λ)
has two roots in Dn, which we denote by ξ+ and ξ−.
Next, we want to estimate the difference ξ+ − ξ−. By Cauchy’s estimate,
|∂λan|Dn 
|an|Un
dist(Dn, ∂Un)
 π/48
π/6
= 1
8
. (45)
We have {
ξ+ − nπ − an(ξ+)= ±
√
bn(ξ+)cn(ξ+),
ξ− − nπ − an(ξ−)= ±
√
bn(ξ−)cn(ξ−),
and thus
|ξ+ − ξ−|
∣∣an(ξ+)− an(ξ−)∣∣+ ∣∣√bn(ξ+)cn(ξ+)∣∣+ ∣∣√bn(ξ−)cn(ξ−)∣∣
 |ξ+ − ξ−| sup
λ∈Dn
∣∣∂λan(λ)∣∣+ 2 sup
λ∈Un
∣∣bn(λ)cn(λ)∣∣1/2.
Hence, by (45),
7
8
|ξ+ − ξ−| 2 sup
λ∈Un
∣∣bn(λ)cn(λ)∣∣1/2
and therefore
|ξ+ − ξ−| 3 sup
∣∣bn(λ)cn(λ)∣∣1/2. λ∈Un
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additional notations. Given n with |n|N0 we write (Id−T −n T +n )−1 as a Neumann series. Then
formula (37) for bn(λ,ϕ) takes the form
bn(λ,ϕ)− ϕ̂2(2n)=
∑
k1
〈(
T −n T +n
)k
(ϕ2e−n), en
〉
.
By (29) we know that for any k  1, and |n|N0,〈(
T −n T +n
)k
(ϕ2e−n), en
〉
=
∑
li =n
ϕ̂2(n+ l2k)ϕ̂1(−l2k − l2k−1) · · · ϕ̂2(l3 + l2)ϕ̂1(−l2 − l1)
(λ− l2kπ)(λ− l2k−1π) · · · (λ− l2π)(λ− l1π) ϕ̂2(l1 + n).
Recall that we have introduce the convolution operators X±n (19a)–(19b) for which one gets the
identity 〈(
X−n X+n
)k
(φe−n), en
〉
=
∑
li =n
φ(n+ l2k)φ(l2k + l2k−1) · · ·φ(l3 + l2)φ(l2 + l1)
|n− l2k||n− l2k−1| · · · |n− l2||n− l1| φ(l1 + n). (46)
Hence, for any k  1 and n ∈ Z, with |n|N0
sup
λ∈Un
∣∣〈(T −n T +n )k(ϕ2e−n), en〉∣∣ 〈(X−n X+n )k(φe−n), en〉
and thus
sup
λ∈Un
∣∣bn(λ,ϕ)− ϕ̂2(2n)∣∣ Bn(φ) (47)
where
Bn(φ)=
∑
k1
〈(
X−n X+n
)k
(φe−n), en
〉
. (48)
Similarly, by formula (38) for cn(λ,ϕ),
cn(λ,ϕ)− ϕ̂1(−2n)=
∑
k1
〈(
T +n T −n
)k
(ϕ1en), e−n
〉
and by the identity (31), for any k  1 and n ∈ Z,〈(
T +n T −n
)k
(ϕ1en), e−n
〉
=
∑ ϕ̂1(−n− l2k)ϕ̂2(l2k + l2k−1) · · · ϕ̂1(−l3 − l2)ϕ̂2(l2 + l1)
(λ− l2kπ)(λ− l2k−1π) · · · (λ− l2π)(λ− l1π) ϕ̂1(−l1 − n).
li =n
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X+n X−n
)k
(φen), e−n
〉= 〈(X−n X+n )k(φe−n), en〉
and therefore
sup
λ∈Un
∣∣cn(λ,ϕ)− ϕ̂1(−2n)∣∣ Bn(φ). (49)
Next we need to introduce a special class of weights. We say that the weight ω = (ω(n))n∈Z
in W is slowly growing if there exists a constant Cω  1 so that
ω(2n) Cωω(n) ∀n ∈ Z, (50a)
and
1 ω(0) ω(1)= ω(−1) ω(2)= ω(−2) · · · . (50b)
Note that ω might not be in M, i.e. ω might not be sub-multiplicative. However Cωω is sub-
multiplicative, hence in M, as
ω(n+m) Cω max
(
ω(n),ω(m)
)
 Cωω(n)ω(m)
where we used that ω(0) 1, and ω(0) ω(n)= ω(|n|) ω(|n| + 1) for any |n| 1.
Proposition 4.1. Let ω be a slowly growing weight. Then for any ϕ ∈ Hω there exists N2 ≡
N2(φ,ω)N1(φ) with N1(φ) given by Lemma 4.2 so that for any N N2,( ∑
|n|N
ω(2n)2Bn(φ)2
)1/2
 4
√
2Cω2
(‖RN(φ)‖2ω
ω(N)2
+ ‖φ‖
2
ω
N1/2
)
. (51)
The constant N2 can be chosen locally uniformly with respect to ϕ.
Proof. By the definition (48) of Bn(φ),
(
Bn(φ)
)
|n|N =
( ∞∑
k=1
〈(
X−n X+n
)k
(φe−n), en
〉)
|n|N
.
Hence by the triangle inequality in 2,
∥∥(ω(2n)Bn(φ))|n|N∥∥  ∞∑
k=1
∥∥(ω(2n)〈(X−n X+n )k(φe−n), en〉)|n|N∥∥
or ( ∑
ω(2n)2Bn(φ)2
)1/2

∞∑( ∑
ω(2n)2
〈(
X−n X+n
)k
(φe−n), en
〉2)1/2
. (52)|n|N k=1 |n|N
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|n|N
ω(2n)2
〈(
X−n X+n
)k
(φe−n), en
〉2
=
∑
|n|N
ω(2n)2
( ∑
l∈I2k,n
φ(n+ l2k)φ(l2k + l2k−1) · · ·φ(l2 + l1)
|n− l2k| · · · |n− l1| φ(l1 + n)
)2
(53)
where
I2k,n :=
{
l = (l1, . . . , l2k)
∣∣ li ∈ Z \ {n} ∀1 i  2k}.
To estimate to right-hand side of (53) we want to distinguish between the cases |li − n| > |n|/2
and |li − n| |n|/2. Hence we decompose the index set I2k,n
I2k,n =
⋃
σ
Iσ2k,n
where
σ = (σ1, . . . , σ2k) with σi ∈ {0,1}
and
Iσ2k,n =
{
l ∈ I2k,n
∣∣∣ |li − n| |n|2 if σi = 0; |li − n|> |n|2 if σi = 1
}
.
Again by the triangle inequality in 2, one gets
( ∑
|n|N
ω(2n)2
(∑
σ
∑
l∈Iσ2k,n
φ(n+ l2k)φ(l2k + l2k−1) · · ·φ(l2 + l1)
|n− l2k| · · · |n− l1| φ(l1 + n)
)2)1/2

∑
σ∈Z2k2
( ∑
|n|N
ω(2n)2
( ∑
l∈Iσ2k,n
φ(n+ l2k)φ(l2k + l2k−1) · · ·φ(l2 + l1)
|n− l2k| · · · |n− l1| φ(l1 + n)
)2)1/2
.
For any given σ = (σ1, . . . , σ2k) ∈ Z2k2 we get by the Cauchy inequality( ∑
l∈Iσ2k,n
φ(n+ l2k)φ(l2k + l2k−1) · · ·φ(l2 + l1)
|n− l2k| · · · |n− l1| φ(l1 + n)
)2
Aσ2k,n ·Bσ2k,n(φ)
where
Aσ2k,n =
∑
l∈Iσ
(
1
|n− l2k| · · · |n− l1|
)22k,n
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Bσ2k,n(φ) :=
∑
l∈Iσ2k,n
φ(n+ l2k)2φ(l2k + l2k−1)2 · · ·φ(l2 + l1)2φ(l1 + n)2. (54)
Our aim is to estimate for any given σ ∈ Z2k2∑
|n|N
ω(2n)2Aσ2k,n ·Bσ2k,n(φ). (55)
The terms Aσ2k,n and B
σ
2k,n(φ) are estimated separately. Let us first consider A
σ
2k,n. With |σ | =∑2k
i=1 σi ,
Aσ2k,n 
( ∑
0<|n−j | |n|2
1
|n− j |2
)2k−|σ |( ∑
|n−j |> |n|2
1
|n− j |2
)|σ |
 42k−|σ |
(
5
|n|
)|σ |
or
Aσ2k,n  52k|n|−|σ |. (56)
Next we consider Bσ2k,n. Note that if σ1 = 0, then
|l1 + n| =
∣∣2n− (n− l1)∣∣ 2|n| − |n|2 > |n| (57a)
and similarly, if σ2k = 0, then
|l2k + n|> |n|. (57b)
If 1 i  2k − 1 and σi = 0 as well as σi+1 = 0 then
|li + li+1| =
∣∣2n− (n− li )− (n− li+1)∣∣ 2|n| − 2 |n|2  |n|. (57c)
Denote by τ(σ ) the number of arguments n + l2k, l2k + l2k−1, . . . , l2 + l1, l1 + n of the φ’s in
the expression (54) for Bσ2k,n(φ) with range contained in {j ∈ Z||j |  |n|}. Then according to
(57a)–(57c)
τ(σ ) (1 − σ1)+ (1 − σ2k)+
2k−1∑
i=1
(1 − σi)(1 − σi+1).
Clearly, one has
τ(σ ) 2k + 1 − 2|σ | +
2k−1∑
σiσi+1  2k + 1 − 2|σ |. (58)
i=1
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ω(2n) (Cω)2kω(n+ l1)ω(l1 + l2) · · ·ω(l2k−1 + l2k)ω(l2k + n). (59)
Hence for σ ∈ Z2k2 with τ(σ )= 0 and φω(j) := ω(j)φ(j) we get in view of (56)
∑
|n|N
ω(2n)2Aσ2k,n ·Bσ2k,n(φ)

(
5C2ω
)2k ∑
|n|N
1
|n||σ |
∑
l∈Iσ2k,n
φω(n+ l2k)2 · · ·φω(l1 + n)2

(
5C2ω
)2k 1
N |σ |
(‖φ‖2ω)2k+1

(
5C2ω
)2k(‖φ‖2ω√
N
)2k+1
where for the latter inequality we used that in the case τ(σ )= 0, (58) implies
2|σ | 2k + 1.
In the case τ(σ ) 1 we use (50a) and (50b) to get
∑
|n|N
ω(2n)2Aσ2k,n ·Bσ2k,n(φ)
 5
2k
N |σ |
∑
|n|N
ω(2n)2
∑
l∈Iσ2k,n
φ(n+ l2k)2 · · ·φ(l1 + n)2
 5
2k
N |σ |
C2ω
∥∥RN(φ)∥∥2ω(∥∥RN(φ)∥∥2)τ(σ )−1(‖φ‖2)2k+1−τ(σ )
 5
2k
N |σ |
C2ω
∥∥RN(φ)∥∥2ω(‖RN(φ)‖2ωω(N)2
)τ(σ )−1(‖φ‖2)2k+1−τ(σ ).
As ‖φ‖  ‖φ‖ω and 2|σ | 2k + 1 − τ(σ ) by (58) we see that for σ with τ(σ ) 1
∑
|n|N
ω(2n)2Aσ2k,n ·Bσ2k,n(φ)
 52kC2ω
∥∥RN(φ)∥∥2ω(‖RN(φ)‖2ωω(N)2
)τ(σ )−1(‖φ‖2ω√
N
)2k+1−τ(σ )
.
Combining the two cases we conclude that for any σ ∈ Z2k ,2
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|n|N
ω(2n)2Aσ2k,n ·Bσ2k,n(φ)
)1/2
 Cω
(∥∥RN(φ)∥∥2ω + ‖φ‖2ω√
N
)1/2(
5C2ω
)k(‖RN(φ)‖2ω
ω(N)2
+ ‖φ‖
2
ω√
N
)k
. (60)
Choose N2 ≡N2(φ)N1 so large that for any N N2
C2ω
(∥∥RN(φ)∥∥2ω + ‖φ‖2ω√
N
)
 1
60
. (61)
As (Z2k2 )= 22k , we then get for any N N2, by combining (52), (53), (55) and (60)( ∑
|n|N
ω(2n)2Bn(φ)2
)1/2
 1√
60
∞∑
k=1
22k
(
5C2ω
)k(‖RN(φ)‖2ω
ω(N)2
+ ‖φ‖
2
ω√
N
)k
 4C2ω
(‖RN(φ)‖2ω
ω(N)2
+ ‖φ‖
2
ω√
N
)
which is the claimed estimate. 
As any weight ω ∈ M is sub-multiplicative one has (see (46), (48) and (59))
ω(2n)Bn(φ) Bn(φω), (62)
where φω(j)= ω(j)φ(j) for any j ∈ Z. Applying Proposition (4.1) to the constant weight ω ≡ 1
and φω ∈ L2 then yields the following
Corollary 4.1. Let ω ∈ M be an arbitrary weight. Then for any ϕ ∈ Hω there exists N2 ≡
N2(φω) so that for any N N2( ∑
|n|N
ω(2n)2Bn(φ)2
)1/2
 4
(∥∥RN(φ)∥∥2ω + ‖φ‖2ω√
N
)
.
The constant N2 can be chosen locally uniformly with respect to ϕ.
Proof. The claimed estimate follows from Proposition 4.1 with ω ≡ 1 and φω ∈ L2, taking into
account that ∥∥RN(φ)∥∥ω = ∥∥RN(φω)∥∥ and ‖φ‖ω = ‖φω‖. 
Given an arbitrary element ϕ in L2, the following result describes the decay properties of the
sequence (γn(ϕ))n∈Z in terms of the regularity of ϕ.
Theorem 4.1. Let ω be an arbitrary weight in M. Then for any ϕ ∈ Hω , one has (γn(ϕ))n∈Z ∈
hω(Z).
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Lemma 4.2, detSn(λ) has exactly two roots in Dn and none in Un \ Dn. Note that the union of
all the (closed) strips Un covers the complex plane. Further there exists N3 N2 with N2 given
as in Corollary 4.1 so that
• spec(ϕ) ∩ {λ ∈ C: |λ − kπ | < π/2} contains exactly one isolated pair of eigenvalues
{λ+k , λ−k }, for any |k|N3;
• spec(ϕ) \ {λ±k , |k|N3} is contained in {λ ∈ C: |λ|< (N3 − 1/2)π}
(cf. e.g. [6]). Hence, for any n with |n| N3, the two roots of detSn(λ) in Dn found above are
the periodic eigenvalues λ±n . By Lemma 4.2
∣∣γn(ϕ)∣∣2 = |ξ+ − ξ−|2  9 sup
λ∈Un
|bncn| 92 supλ∈Un
|bn|2 + 92 supλ∈Un
|cn|2.
Notice that by (47),
ω(2n)|bn| ω(2n)
∣∣ϕ̂2(2n)∣∣+ω(2n)∣∣bn − ϕ̂2(2n)∣∣
 ω(2n)
∣∣ϕ̂2(2n)∣∣+ω(2n)B(φ,n).
As ϕ ∈ Hω , the first term of the latter expression is in 2(Z), and by Corollary 4.1 the second one
is in 2(Z) as well. By the same arguments, we obtain similar estimates for cn. This establishes
Theorem 4.1. 
Proof of Theorem 1.1. As iL2R ⊂ L2, Theorem 1.1 is a special case of Theorem 4.1. 
5. Adapted Fourier coefficients
To prove Theorem 1.2 and Theorem 1.3 we want to adapt the arguments of Pöschel [18]
developed for KdV to the focusing NLS equation. In a first step we slightly perturb the Fourier
coefficients of a given element ϕ ∈ L2 so that they can be compared with the sequence of gap
lengths (γn(ϕ))n∈Z. It turns out that the matrix Sn(λ,ϕ), introduced in (26a),
Sn(λ,ϕ)=
(
λ− nπ − an(λ,ϕ) −bn(λ,ϕ)
−cn(λ,ϕ) λ− nπ − an(λ,ϕ)
)
(63)
encodes all the information to prove Theorems 1.2 and 1.3.
Following [18] we want to choose λ ∈ Un so that the diagonal terms of Sn(λ,ϕ) vanish. For
any real M > 0 denote by BωM the closed ball of radius M in Hω,
BωM :=
{
f ∈Hω: ‖f ‖ω M
}
and let
BωM = BωM ×BωM.
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v are weights with v ∈ M and limk→∞ w(k) = ∞. Then there exists N4 ≡ N4(M,w) such that
for any n ∈ Z with |n|N4, there is a unique analytic function σn : BωM −→ C, such that
(i) supϕ∈BωM |σn(ϕ)− nπ | π48 ,(ii) σn(ϕ1,±ϕ1) ∈ R for any ϕ1 ∈ BωM , and
(iii) σn(ϕ)= nπ + an(σn(ϕ),ϕ) identically on BωM .
Proof. For any given n ∈ Z, consider the fixed point problem for the map T
T σ := nπ + an
(
σ(·), ·)
acting on the set E of all analytic functions σ : BωM → C satisfying
|σ − nπ |BωM := sup
ϕ∈BωM
|σ − nπ | π
48
and
σ(ϕ1,±ϕ1) ∈ R ∀ϕ1 ∈ BωM.
An example of a map σ in E is
σ(ϕ)= nπ + π
48M2
1∫
0
ϕ1(t)ϕ2(t) dt.
Hence E = ∅. Now choose N4 =N4(M,w) 1 so that for any n with |n|N4
1
|n|1/2 +
1
w(n)
 1
96M2
.
By Lemma 2.2 it then follows that for any ϕ ∈ BωM and any |n|N4
∥∥X−n X+n ∥∥HS  7‖φ‖2ω( 1|n|1/2 + 1w(n)
)
 1
2
(64)
whereas by Lemma 4.1,
sup
λ∈Un
∣∣an(λ)∣∣ π48 .
Since any σ in E maps BωM into the closed disc
D′n =
{
λ: |λ− nπ | π
}
⊂Un,48
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|T σ − nπ |BωM 
∣∣an(σ(·), ·)∣∣BωM  |an|Un×BωM  π48 .
The latter inequality and Lemma 3.1(iii) show that T maps E into E. Endow E with the metric
d(σ1, σ2)= |σ1 − σ2|BωM . Then T is a contraction,
d
(
T (σ1), T (σ2)
)= ∣∣T (σ1)− T (σ2)∣∣BωM  |∂λan|D′n×BωM d(σ1, σ2) 123d(σ1, σ2)
as by Cauchy’s estimate
|∂λan|D′n×BωM 
|an|Un×BωM
dist(D′n, ∂Un)
 π/48
π/2 − (π/48) =
1
23
.
Hence, T admits a unique fixed point in E, denoted by σn. By construction, σn satisfies items
(i)–(iii). 
To investigate the function σn given by Lemma 5.1, apply Lemma 5.1 for M  1 and v = 1
and denote the unique analytic function σn by σwn . For any weight ω = wv with v ∈ M, one has
ω(k)= w(k)v(k) w(k) ∀k ∈ Z,
and thus, BωM ⊂ BwM . Hence by the uniqueness property, the function σn given by Lemma 5.1 for
ω and M  1 is the restriction of σwn to BωM ,
σn = σwn
∣∣BωM .
For M  1 and ω = wv as above, choose N4 = N4(M,w) as in Lemma 5.1. Then for any n ∈ Z
with |n|N4 and ϕ = (ϕ1, ϕ2) ∈ BωM
Sn
(
σn(ϕ),ϕ
)= ( 0 −bn(σn(ϕ),ϕ)−cn(σn(ϕ),ϕ) 0
)
.
By (64) and Lemma 4.1, we know that for |n|  N4, the coefficient bn(σn(ϕ),ϕ) is close to
ϕ̂2(2n) whereas cn(σn(ϕ),ϕ) is close to ϕ̂1(−2n). We now define the perturbed Fourier series
FM(ϕ1, ϕ2) on BωM by
FM(ϕ1, ϕ2)=
( ∑
|n|NM
ϕ̂1(2n)e2n,
∑
|n|NM
ϕ̂2(2n)e2n
)
+
( ∑
|n|>NM
c−n(σ−n(ϕ),ϕ)e2n,
∑
|n|>NM
bn(σn(ϕ),ϕ)e2n
)
, (65)
where the integer NM satisfies NM max{N4(M,w),N4(2M,w)}, and will be chosen according
to the following proposition.
2100 T. Kappeler et al. / Journal of Functional Analysis 256 (2009) 2069–2112Proposition 5.1. For any M  1 and for any unbounded slowly growing weight w, there exists
NM ≡NM(w) such that FM maps BwM into Hw.
Moreover, for any weight ω of the form
ω(k)= w(k)v(k), k ∈ Z,
where v is any given weight in M, the restriction of FM to BωM is an analytic diffeomorphism
onto its image
FM
∣∣BωM : BωM −→ FM(BωM)⊂ Hω (66)
such that for all ϕ ∈ BωM ,
1
2
‖ϕ‖ω 
∥∥FM(ϕ)∥∥ω  2‖ϕ‖ω. (67)
Moreover, for any ε ∈ {1, i}
FM
(BωM ∩ εL2R)= FM(BωM)∩ εL2R. (68)
Proof. Let M  1 and let w be an unbounded, slowly growing weight. Since σn maps Bω2M
into Un for |n| N4(2M,w) and any weight ω of the form ω = wv as described above, the co-
efficients c−n(σ−n(ϕ),ϕ) and bn(σn(ϕ),ϕ) are well defined for ϕ in Bω2M . Moreover, according
to (47), we have
ω(2n)
∣∣bn(σn,ϕ)− ϕ̂2(2n)∣∣ ω(2n)Bn(φ) w(2n)v(2n)Bn(φ). (69)
Since v is sub-multiplicative, one concludes by (62) that
ω(2n)
∣∣bn(σn,ϕ)− ϕ̂2(2n)∣∣ w(2n)Bn(φv). (70)
In the same way, one gets from (49) and (62) that
ω(2n)
∣∣cn(σn,ϕ)− ϕ̂1(−2n)∣∣ w(2n)Bn(φv). (71)
Similarly as in (61) choose NM =NM(w)N4(2M,w) so that for any nNM
C2w
(∥∥Rn(φv)∥∥w + ‖φv‖w√n
)
 1
60
.
Then, as in the proof of Proposition 4.1( ∑
|n|NM
w(2n)2Bn(φv)2
)1/2
 4
√
2Cw2(2M)2
(
1
w(NM)2
+ 1√
NM
)
(72)
where we used that
‖φv‖w = ‖φvw‖ = ‖φ‖ω  2M.
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see that (cn(σn,ϕ))n∈Z is in hω. Hence, the adapted Fourier series FM is well defined on Bω2M .
In view of the definition (65) and the estimates (69)–(71), the following estimate then holds
for any ϕ in Bω2M with ω = wv as above
∥∥FM(ϕ)− ϕ∥∥ω = ( ∑
|n|>NM
ω(2n)2
(∣∣bn(σn,ϕ)− ϕ̂2(2n)∣∣2 + ∣∣c−n(σ−n,ϕ)− ϕ̂1(2n)∣∣2))1/2

√
2
( ∑
|n|>NM
w(2n)2Bn(φv)2
)1/2
.
Thus one has
∥∥FM(ϕ)− ϕ∥∥ω  32Cw2M2( 1w(NM)2 + 1√NM
)
.
In particular, FM(Bω2M) ⊆ Hω . Moreover, according to the latter estimate, we can choose NM
larger, if necessary, so that
∥∥FM(ϕ)− ϕ∥∥ω  M16 ∀ϕ ∈ Bω2M. (73)
Cauchy’s estimate (cf for instance [13, Lemma A.2]) then yields
sup
ϕ∈BωM
‖dϕFM − Id‖ω 
1
M
sup
ϕ∈Bω2M
∥∥FM(ϕ)− ϕ∥∥ω  18 , (74)
hence FM : BωM → Hω is a local diffeomorphism. To see that FM is one-to-one note that for any
ϕ, ϕ˜ ∈ BωM ∥∥FM(ϕ)−FM(ϕ˜)− (ϕ − ϕ˜)∥∥ω  sup
ψ∈BωM
‖dψFM − Id‖ω‖ϕ − ϕ˜‖ω
 1
8
‖ϕ − ϕ˜‖ω.
Thus if FM(ϕ) = FM(ϕ˜), one has ‖ϕ − ϕ˜‖ω  18‖ϕ − ϕ˜‖ω which implies ϕ = ϕ˜. Note that for
any ϕ ∈ BωM∥∥FM(ϕ)∥∥ω  ‖ϕ‖ω + ∥∥FM(ϕ)− ϕ∥∥ω  (1 + sup
ψ∈BωM
‖dψFM − Id‖ω
)
‖ϕ‖ω
where for the latter inequality we used that FM(0)= 0. It then follows that
‖ϕ‖ω 
∥∥FM(ϕ)∥∥ω + ∥∥FM(ϕ)− ϕ∥∥ω

∥∥FM(ϕ)∥∥ω + sup
ψ∈Bω
‖dψFM − Id‖ω‖ϕ‖ω.M
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7
8
‖ϕ‖ω 
∥∥FM(ϕ)∥∥ω  98‖ϕ‖ω,
proving the estimate (67). Finally the statement (68) follows from Lemma 3.1(ii)–(iii) and
Lemma 5.1(ii). 
6. Regularity: Abstract case
Proposition 6.1. Let M  1 and let ω be a weight of the form ω = wv where v ∈ M and w is an
unbounded slowly growing weight. Then for any ϕ ∈ BwM one has
FM(ϕ) ∈ BωM/2 ⇒ ϕ ∈ BωM.
In particular, ϕ is in Hω .
Proof. By Proposition 5.1, the map FM is an analytic diffeomorphism between BwM and its
image. In addition, it is an analytic diffeomorphism between BωM and its image. By Lemma 6.1
below, FM(BωM) contains BωM/2. Thus, if ψ := FM(ϕ) ∈ BωM/2 for some ϕ ∈ BwM , then
ϕ = F−1M (ψ) ∈ BωM ⊂ Hω.
This proves the claimed statement. 
Lemma 6.1. Under the same assumptions as in Proposition 6.1, FM(BωM) contains BωM/2.
Proof. First note that by Proposition 5.1, FM is a diffeomorphism between BωM and its image
IωM := FM(BωM). In particular,
∂IωM = FM
(
∂BωM
)
. (75)
Assume that BωM/2 is not contained in IωM . We claim that in this case,
∂IωM ∩ UωM/2 = ∅ (76)
where UωM/2 denotes the interior of BωM/2. To see it, assume that (76) is not true and let X :=
IωM ∩ UωM/2. Note that FM(0) = 0, and hence 0 ∈ X, i.e. X is not empty. As FM is a diffeomor-
phism, IωM is closed and therefore X is closed in the relative topology of UωM/2. On the other
hand, by our assumption, ∂IωM ∩ UωM/2 = ∅ and thus X is open. As UωM/2 is connected it then
follows that X = UωM/2, contradicting the assumption ∂IωM ∩ UωM/2 = ∅. This proves (76).
It follows from (75) and (76) that there exists ψ ∈ UωM/2 and ϕ ∈ ∂BωM such that ψ = FM(ϕ).
In particular, ∥∥FM(ϕ)∥∥ <M/2.ω
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M/2 = ‖ϕ‖ω/2
∥∥FM(ϕ)∥∥ω <M/2.
This contradiction proves the statement of the lemma. 
Proposition 6.2. Let ϕ ∈ BwM for some M  1 where w is an unbounded slowly growing weight.
Suppose that
FM(ϕ) ∈ Hω
for some weight ω = wv where v ∈ M. Then the following statements hold:
(i) If v is sub-exponential, then ϕ ∈ Hω.
(ii) If v is exponential, then ϕ ∈ Hwv for some ε > 0 where vε is the weight defined by
vε(k)= eε|k|, k ∈ Z.
To deduce Proposition 6.2 from Proposition 6.1, we argue as in [18], and introduce a modified
weight. The following lemma can be found in [18, Lemma 9].
Lemma 6.2. If v ∈ M is either sub-exponential or exponential, then
ωε := min{vε, v}
is a weight in M for any ε > 0 sufficiently small.
Proof of Proposition 6.2. Without loss of generality we may assume that
M  8‖ϕ‖w, (77)
since the assumptions of the proposition and the conclusions continue to hold if M is increased.
For ψ = FM(ϕ) we have by the estimate (67)
‖ψ‖w  2‖ϕ‖w. (78)
On the other hand, ψ ∈ Hω by assumption so
‖ψ‖ω <∞.
By the definition (65) of FM we have that FM(0) = 0. Hence it remains to consider the case
ψ = 0. Choose N so large that
‖TNψ‖ω  ‖ψ‖w,
where TNψ is the tail of the Fourier series of ψ = (ψ1,ψ2)
TNψ =
( ∑
ψ̂1(2n)e2n,
∑
ψ̂2(2n)e2n
)
.|n|>N |n|>N
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‖ψ‖2wωε = ‖ψ − TNψ‖2wωε + ‖TNψ‖2wωε
 ‖ψ − TNψ‖2wvε + ‖TNψ‖2ω
 e2Nε‖ψ − TNψ‖2w + ‖ψ‖2w

(
e2Nε + 1)‖ψ‖2w
 4‖ψ‖2w,
or, taking into account (77), (78),
‖ψ‖wωε  2‖ψ‖w  4‖ϕ‖w 
M
2
.
Thus, ψ ∈ BwωεM/2, whence
ϕ = F−1M (ψ) ∈ BwωεM ⊂ Hwωε
by Proposition 6.1. The claim follows by noting that Hwωε = Hω if v is sub-exponential, and
Hwωε = Hwvε if v is an exponential weight and ε > 0 is sufficiently small. Indeed, if v is sub-
exponential, then
χ(v) = lim|n|→∞
log v(n)
|n| = 0.
Thus, for any ε > 0, there exists Nε > 0 such that for all |n|Nε
0 log v(n)|n|  ε or v(n) exp
(
ε|n|)= vε(n).
In other words, ωε(n)= min(v(n), vε(n))= v(n) for |n|Nε which means that Hwωε = Hω .
Similarly if v is an exponential weight, i.e. χ(v) > 0, then one has ωε(n) = vε(n) for any
0 < ε < χ(v) and |n| large enough and thus Hwωε = Hwvε . 
7. Lower bound for γn
The following result gives a two sided bound for the gap length |γn(ϕ)| = |λ+n (ϕ) − λ−n (ϕ)|
assuming a two sided bound for the quotient of cn and bn.
Lemma 7.1. Let M  1, let w be an unbounded increasing weight and let ω be a weight of the
form
ω(k)= w(k)v(k), k ∈ Z, with v ∈ M.
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ϕ ∈ BωM . If bn(σn,ϕ) = 0 and
1
9

∣∣∣∣ cn(σn,ϕ)bn(σn,ϕ)
∣∣∣∣ 9. (79)
Then ∣∣bn(σn,ϕ)cn(σn,ϕ)∣∣ ∣∣γn(ϕ)∣∣2  9∣∣bn(σn,ϕ)cn(σn,ϕ)∣∣.
Proof. Write det(Sn(λ))= g+(λ)g−(λ) where
g±(λ) := λ− nπ − an(λ)±
√
bn(λ,ϕ)cn(λ,ϕ). (80)
Set σn ≡ σn(ϕ) with σn(ϕ) given by Lemma 5.1 and introduce
ξn ≡ ξn(ϕ)=
√
bn(σn,ϕ)cn(σn,ϕ) and rn := |ξn|. (81)
As by assumption, bn(σn,ϕ) = 0 and cn(σn,ϕ) = 0 one has rn > 0. For λ near σn, we can choose
a fixed sign of the square root
√
bn(λ,ϕ)cn(λ,ϕ). Indeed, let D0n be the disk
D0n :=
{
λ ∈ C: |λ− σn| 2rn
}
.
By Lemma 5.1, we have |σn − nπ | π/48 and by the estimate (44), rn  π/48. Hence
D0n ⊆
{
λ ∈ C: |λ− nπ |< π
3
}
=Dn.
We claim that bn(λ,ϕ) and cn(λ,ϕ) do not vanish for λ ∈D0n. To see it, write |cn(σn,ϕ)| as
∣∣cn(σn,ϕ)∣∣= ∣∣bn(σn,ϕ)cn(σn,ϕ)∣∣1/2∣∣∣∣ cn(σn,ϕ)bn(σn,ϕ)
∣∣∣∣1/2.
The estimate (79) then implies that
1
3
rn 
∣∣cn(σn,ϕ)∣∣ 3rn. (82a)
Similarly, one gets
1
3
rn 
∣∣bn(σn,ϕ)∣∣ 3rn. (82b)
Moreover, for any λ ∈D0n ∣∣cn(σn,ϕ)− cn(λ,ϕ)∣∣ |∂λcn|D02rnn
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|∂λcn|D0n 
|cn|Un
dist(D0n, ∂Un)
 π/48π
2 − |σn − nπ | − 2rn
 1
21
, (83)
where we used again the estimates |σn − nπ | π48 , and rn  π48 . Hence
∣∣cn(σn,ϕ)− cn(λ,ϕ)∣∣D0n  221 rn.
Similarly, we get
|∂λbn|D0n 
1
21
and
∣∣bn(σn,ϕ)− bn(λ,ϕ)∣∣D0n  221 rn (84)
as well as
|∂λan|D0n 
1
21
. (85)
Combined with the estimate (82a) we then conclude that for any λ ∈D0n
5
21
rn =
(
1
3
− 2
21
)
rn 
∣∣cn(λ,ϕ)∣∣, ∣∣bn(λ,ϕ)∣∣ (3 + 221
)
rn = 6521 rn
or ∣∣∣∣bncn
∣∣∣∣
D0n
,
∣∣∣∣ cnbn
∣∣∣∣
D0n
 65
5
= 13. (86)
In particular, the latter estimate shows that bn(λ) and cn(λ) do not vanish on D0n. Hence λ →√
bn(λ,ϕ)cn(λ,ϕ) is differentiable on D0n. Using (83), (84) and (86), we finally obtain
∣∣∂λ√bn(λ,ϕ)cn(λ,ϕ)∣∣D0n  12 · √13(|∂λbn|D0n + |∂λcn|D0n) 421 . (87)
Now, we are in a position to compare g± with h±, defined by
h±(λ) := λ− nπ − an(σn,ϕ)± ξn
on the disk
D±n :=
{
λ: |λ− σn ± ξn| rn/2
}⊂D0n. (88)
Then
|λ− σn|D±n  |λ− σn ± ξn|D±n + |ξn|
3rn
2
. (89)
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∣∣h±(λ)− g±(λ)∣∣D±n  ∣∣an(λ)− an(σn)∣∣D±n + ∣∣√bn(λ,ϕ)cn(λ,ϕ)− ξn∣∣D±n

(
1
21
+ 4
21
)
|λ− σn|D±n
<
rn
2
= ∣∣h±(λ)∣∣∂D±n
where, for the latter identity, we used definitions (88) and the identity h±(λ) = λ − σn ± ξn
which follows from the definition of σn, an(σn,ϕ) = σn − nπ . Since, h± has the unique root
λ = σn ∓ ξn in D±n , it follows by Rouché’s theorem that the unique root λ±n of g± within Dn
must be contained in D±n . Hence ∣∣λ±n − σn ± ξn∣∣ rn2 .
Writing
λ+n − λ−n =
[
λ+n − σn + ξn
]− [λ−n − σn − ξn] + 2ξn
we then conclude that
rn = 2|ξn| − rn 
∣∣λ+n − λ−n ∣∣ 2|ξn| + rn = 3rn
as claimed. 
In the focusing and defocusing case, the two sided estimate (79) can be easily verified. Indeed,
according to Lemma 3.1, for any ϕ ∈ L2 with ϕ = (ϕ1,±ϕ1)
bn(λ,ϕ)= ±cn(λ,ϕ).
By Lemma 5.1(ii), σn(ϕ1,±ϕ1) is real and thus
bn
(
σn(ϕ),ϕ
)= ±cn(σn(ϕ),ϕ).
Hence if bn(σn(ϕ),ϕ) = 0, then for ϕ ∈ L2 with ϕ = (ϕ1,±ϕ1)∣∣∣∣ cn(σn(ϕ),ϕ)bn(σn(ϕ),ϕ)
∣∣∣∣= 1.
We note that the conclusion of the lemma above continues to hold for ϕ = (ϕ1,±ϕ1) even if
bn(σn(ϕ),ϕ)= 0. Indeed, as cn(σn(ϕ),ϕ)= ±bn(σn(ϕ),ϕ)= 0, the matrix Sn(σn(ϕ),ϕ) is zero
(cf (63)) and consequently, λ+n (ϕ) = λ−n (ϕ) = σn(ϕ) is a double periodic eigenvalue, i.e. the nth
gap is collapsed.
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It turns out that the converse of Theorem 4.1 is not true. First we need to exclude exponential
weights, and second we need to restrict to potentials ϕ in L2R ∪ iL2R.
Theorem 8.1. Let ω be any weight of the form ω = wv where w is an unbounded slowly growing
weight and v ∈ M. Then the following statements hold.
(i) Assume that v is a sub-exponential weight. Then for any ϕ ∈ L2R ∪ iL2R,
ϕ ∈ Hw and (γn(ϕ))n∈Z ∈ hω ⇒ ϕ ∈ Hω.
(ii) Assume that v is an exponential weight. Then for any ϕ ∈ L2R ∪ iL2R, there exists ε > 0 so
that
ϕ ∈ Hw and (γn(ϕ))n∈Z ∈ hwv ⇒ ϕ ∈ Hwvε
where vε is the weight defined by vε(k)= eε|k|, k ∈ Z.
Proof. Suppose that ϕ ∈ Hw ∩ (L2R ∪ iL2R) satisfies∑
n∈Z
ω(2n)2
∣∣γn(ϕ)∣∣2 <∞.
Let M be large enough so that ϕ ∈ BwM , and consider ψ = (ψ1,ψ2) with ψ̂1(2k)= c−k(σ−k(ϕ),ϕ)
and ψ̂2(2k) = bk(σk(ϕ),ϕ) for |k| > NM where NM is given as in Proposition 5.1. As ϕ is in
L2R ∪ iL2R, we know that
bk
(
σk(ϕ),ϕ
)= ±ck(σk(ϕ),ϕ).
So Lemma 7.1 applies, leading to∣∣ψ̂1(−2k)∣∣= ∣∣ψ̂2(2k)∣∣ ∣∣γk(ϕ)∣∣, |k|>NM.
Hence ψ = FM(ϕ) ∈ Hω , and the claimed result follows from Proposition 6.2. 
9. Proofs of Theorems 1.2, 1.3, and Corollary 1.1
To prove Theorem 1.2 and Theorem 1.3, we want to apply Theorem 8.1. The following lemma
which can be found in [5, Lemma 48] allows to get rid of the weight function w in Theorem 8.1.
Lemma 9.1. If z = (zk)k∈Z ∈ 2, then there exists an unbounded slowly increasing weight w =
(w(k))k∈Z such that z ∈ hw.
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zero terms. Consider the sequence ρ = (ρn)n1, ρn = 1√2rn , where
rn :=
( ∑
|k|n
|zk|2
)1/4
.
Clearly, ρ is an unbounded increasing sequence such that
∞∑
n=1
|ρn|2
(|zn|2 + |z−n|2)<∞.
Indeed,
ρ2n
(|zn|2 + |z−n|2)= |zn|2 + |z−n|22r2n  r
4
n − r4n+1
r2n + r2n+1
 r2n − r2n+1
and thus for any N  1,
N∑
n=1
ρ2n
(|zn|2 + |z−n|2) r21 = ‖z‖.
Let us introduce the sequence d = (dn)n1 defined by
d1 = ρ1 and d2n+1 = d2n = min(2dn,ρ2n) ∀n 1.
Then, the sequence d verifies
d2n  2dn ∀n 1.
Note that dn  ρn, for any n 1, as d1 = ρ1 and for any n 1,
d2n+1 = d2n  ρ2n  ρ2n+1
where for the latter inequality we used that (ρn)n1 is increasing. Moreover (dn)n1 is in-
creasing. Indeed, d1  d2 and d2n = d2n+1, n  1, by construction whereas for any n  1,
d2n+1 min(2dn+1, ρ2n+2)(= d2n+2) as d2n+1  ρ2n  ρ2n+2 and
d2n+1 = d2n  2dn  2dn+1
where we used induction to get the latter inequality.
To see that (dn)n1 is unbounded, suppose the contrary. Then, there exists d∞ such that
dn ↗ d∞ as n→ ∞.
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ρ2N > 2d∞ and
2
3
d∞  dN  d∞
and hence
d2N = min(2dN,ρ2N)= 2dN  43d∞ > d∞,
contradicting our assumption that dn  d∞, ∀n 1. Finally, we define the weight w by
w(0)= 1, w(k)= 1 + d|k| ∀k ∈ Z \ {0}.
Note that w(k) 1 + ρ|k|, ∀k ∈ Z \ {0} as d|k|  ρ|k|. Hence, w is an unbounded, slowly growing
weight so that z ∈ hw. 
Now, we are in position to prove our main results.
Proof of Theorems 1.2 and 1.3. Let ϕ ∈ iL2R and assume that (γn(ϕ)) ∈ hω for some weight
ω ∈ M. Consider the sequence z = (zn)n∈Z given by
zn =
(∣∣ϕ̂1(2n)∣∣2 + ∣∣ϕ̂2(2n)∣∣2 +ω(2n)2∣∣γn(ϕ)∣∣2)1/2.
By the assumptions, this sequence is in 2. By Lemma 9.1 there exists a slowly increasing un-
bounded weight w for which z ∈ hw. Thus ϕ ∈ Hw and (γn(ϕ))n∈Z ∈ hwω . Theorem 8.1 then
implies that Theorem 1.2 holds.
To complete the proof of Theorem 1.3 we argue as in the proof of Proposition 6.2. Let ω be an
exponential weight in M, i.e. χ(ω) > 0. Applying Theorem 8.1 to wω it follows that, ϕ ∈ Hvε
for some (small) ε > 0. Since χ(ω) > 0, there exists N  1 so that |n|N ,
0 < ε  logω(n)|n|  2χ(ω) i.e. 1 < exp
(
ε|n|) ω(n) exp(2χ(ω)|n|).
Then, taking ρ = ε2χ(ω) , one has 0 < ρ  1 and
1 ω(n)ρ  exp
(
ρ · 2χ(ω)|n|)= vε(n) ∀|n|N,
thus, ϕ ∈ Hvε ⊂ Hωρ . 
Remark 9.1. The proof of Theorem 1.2 and Theorem 1.3 can be used to show versions of Theo-
rem 1.2 and Theorem 1.3 for ϕ in L2R.
Proof of Corollary 1.1. Let M  1 and let ω be a weight as in Proposition 5.1. Consider ϕ in
BωM ∩ iL2R so that for N >NM ,
FM(ϕ) ∈ TN := span
{
(0, e2k), (e2k,0)
∣∣ |k|N}.
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particular γn(ϕ)= 0. Hence ϕ is an N -gap potential. The union of the sets FM(BωM ∩ iL2R)∩TN
for N >NM is dense in FM(BωM ∩ iL2R). Since, by Proposition 5.1,
FM : BωM ∩ iL2R → FM
(BωM)∩ iL2R
is a diffeomorphism, the family of N -gap potentials in BωM ∩ iL2R is dense in BωM ∩ iL2R. Since
M is arbitrary, this proves Corollary 1.1 for such weights.
Let ϕ = (ϕ1, ϕ2) ∈ Hω where ω is an arbitrary weight in M. Then
zn = ω(2n)
(∣∣ϕ̂1(2n)∣∣2 + ∣∣ϕ̂2(2n)∣∣2)1/2
is in 2. By Lemma 9.1, ϕ ∈ Hwω for some unbounded, slowly increasing weight w. By the argu-
ments above the finite gap potentials are dense in Hwω and Hwω is a dense subspace of Hω . 
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