Abstract-One of the consequences of the present adoption of cloud-based services among organizations is the increasing rate of outsourcing of business and technical functions to third parties. The recent approaches such as cloud integration platforms (iPaaS) facilitate this trend even further. In this scenario, users' resources distributed across different cloud systems are accessed, shared and processed completely in the cloud, at third-party premises, effectively transferring the execution of entire business processes to the cloud. In this work, we approach security challenges and issues that arise from data and resource integrations of such scale. Our contribution aims at advancing privacy and confidentiality in collaboration flows of distributed, cross-domain systems. We focus on the perspective of resource owners, enabling automated, structured discovery and security orchestration of their resources hosted at various cloud premises. We furthermore consider the perspective of integration clients that access and process distributed resources on behalf of resource owners, providing the model for discovery, integration and fine-grained constraints of sharing requests. Our contribution is examined on a basis of the focused prototype that allows proxy-based integration with existing systems and web authorization protocols.
I. INTRODUCTION
The fast-paced development and broad adoption of cloud services enabled the enterprises to transform their businesses and practices, taking advantages of lowered entry barriers and accelerated innovation processes introduced by the new paradigm. By relying on component reuse and delivering the benefits of economy of scale even to small enterprises, cloudbased approaches contributed to the creation of new business and service models, strengthening the ties and dependence between different organizations. However, these developments and widespread acceptance of cloud model caused other impacts as well. Some of their consequences can be observed through multiplied complexity of organizational processes and additional security concerns raised with the adoption of new models. This especially applies to the overall governance and protection of personal information, corporate assets and processes in a highly-connected and dependable environment.
In this work we present our ongoing contribution that advances the security and legal conformance of cross-system integrations. Our approach takes advantage of rich expressivity of semantic technologies, putting them in the context of crossdomain data protection and security governance, aimed both to organizations and end users. We apply our contribution in the form of service, policy and request models in the use case that considers both emerging approach of Integration Platforms as a Service (iPaaS) and broadly adopted web authorization protocols. By developing and testing an initial prototype in a focused use-case, we examined the flexibility and seamless integration potential of our framework.
Outline: this work is organized as follows. In the second section, we revisit related work, establish the problem and state our contribution. We then introduce proposed approach, providing the high-level overview of our model, followed by detailed consideration of its building blocks. In fourth section we describe our prototype implementation. In the subsequent section we discuss our approach, followed by the conclusion and research roadmap.
II. BACKGROUND AND RELATED WORK

A. Integration platforms
The approach of cloud-based integration got broader attention recently, as the products focused on integration and management of cloud services started to gain traction. The emergence of these services, however, does not imply the establishment of a new discipline. Enterprise integration, in its various forms, has been present for more than a decade [1] . Following the emergence of iPaaS, analysts tried to establish and define this service model. Pezzini et al. contributed in this direction, identifying iPaaS as a suite of cloud services enabling development, execution and governance of integration flows connecting any combination of on-premises and cloud-based processes, services, applications and data within individual, or across multiple organizations [2] .
The analysis of functional and organizational aspects, as well as the detailed overview of integration platforms, technologies and challenges have been provided in [3] . Raj investigated challenges for SaaS and XaaS integrations, identifying dynamic nature of SaaS interfaces, dynamic characteristics of metadata of SaaS solutions and data quality and integrity issues. Other contributions that established the concepts and challenges in cloud-based service integrations have been provided in the works of Kleeberg et al. [4] and Baude et al. [5] . As they deal both with the integration of enterprise systems and processes, integration platforms often overlap or share similar issues with other concepts. These include Cloud Brokerage, B2B Integration, as well as Enterprise Application Platforms and API Management. 
B. Protocols and Architectures for Web Authorization
In the focus of our work are data exchanges performed on the web, using HTTP protocol and interfaces. These interfaces are typically built according to RESTful architectural style, which currently represents one of the major approaches for web APIs. This can be observed by analyzing the directory maintained at ProgrammableWeb, where the vast majority of registered web APIs are based on RESTful style [6] . One of the major approaches to protect these interfaces is OAuth 2.0, a web authorization protocol that enables clients to access protected resources on behalf of a resource owner [9] . In OAuth 2.0 scenario, a resource owner authorizes a client to make requests to resources hosted by resource server. These interactions are governed by authorization server, which issues access tokens to the client on the basis of a resource owner consent. Currently, OAuth 2.0 is dominantly adopted approach for web API protection. Building on OAuth 2.0, UMA [10] represents an emerging protocol that further refines its flows, processes and APIs, focusing on a protection of resources in distributed environments. Derived from an initial work of Machulak [7] , UMA introduces resource owner policies and distributed architecture by separating authorization and resource server and defining additional APIs for that purpose [8] . Fig. 1 depicts the architectural model of UMA.
Another approach that deals with authorization, considering distributed and enterprise-oriented perspective, is XACML [11] , an XML-based declarative language standardized by OASIS. XACML provides the means to specify access control policies based on an extensive set of built-in data types, functions, combining algorithms and supported profiles [11] . Primary elements of XACML are rule, policy and policy set. Due to its focus towards intra-enterprise processes and complex infrastructure, XACML is rarely applied in largescale API integrations [6] .
C. Integration scenario
A typical integration platform scenario reuses the building blocks from a general API integration, extending the process to span across different entities and platforms. In its base form, this scenario encompasses the use of organizational accounts at third party providers, with the goal to execute predefined tasks. The related flow is commonly realized using Web APIs exposed by service providers and secured using widely adopted mechanisms, such as OAuth 2.0 protocol [9] . However, the complexity added by iPaaS in comparison to standard approaches is manifold. First, they rely on the execution of automated task batches organized in workflows, assuming the subsequent accesses to multiple external systems, in a contextdependent manner. The parts of this process are, contrary to typical API integrations, completely executed in premises of different and unrelated third party organizations. They both consume and process client's data in a range of heterogeneous systems, out of the client's control. The scope of these interactions raises the issue of effective management, as well as secure data propagation and overall accountability of interactions executed across various organizations and clouds.
In Fig. 2 we show an example activity performed by an integration platform in the cloud. The workflow that represents organizational business process is executed in the scope of cloud integration platform that connects to on-premise organizational systems, various cloud services and external organizations. In this example, the platform connects to organizational Live email account, retrieves and processes the messages and then, according to predefined triggers, consumes the interface on Salesforce and uploads data to organizational GDrive storage. The last steps of the workflow relate to controlled data exchange with external entities.
Cloud Platform
Cloud App Cloud App
On-premise 
D. Problem statement and contribution
The traditional enterprise integration model has been customized for on-premise setups, dealing with the security requirements from intra-organizational perspective. The transition to the cloud and broad application of API-based integrations increased the attack surface, raising the need to consider inter-organizational communications as well. Commonly applied protocol for such integrations, OAuth 2.0, defines only coarse-grained, static and platform-specific access scopes, which do not provide adequate means to govern accesses in multiple connected environments. Its UMA profile introduces the concepts of security policies and distributed enforcement, but misses defining their structures and semantics, effectively preventing the interoperability between different providers.
Additional details on OAuth 2.0 and UMA flows are available in our previous work [14] , which demonstrated the non-conformance with least privilege principle [15] and numerous legal regulations [16] . In this sense we refer to data minimisation principle introduced by Directive 95/46/EC and Regulation 45/2001 of European Commission, as well as related domain-specific opinions on cloud [17] and IoT [18] , which present a legal motivation for our work.
In this work, we contribute with a model that deals with confidentiality and privacy issues of API-based data and resource integrations. We establish common interoperability framework for definition and exchange of service models, policies and requests in cross-domain collaborations. This model enriches security management of resources by introducing inherent semantics based on OWL [20] language and RDF Schema [21] . Based on these descriptions, we enable bidirectional model discovery between clients and servers, enabling them both to structure their requests and transform responses on a privacy and confidentiality conforming way, aiming at the establishment of interoperable security on the level of services, collaboration requests and policies.
III. PROPOSED APPROACH
We consider collaborative environments that host repetitive interactions between diverse entities, operating in various domains and jurisdictions. In this setting, user data or services are dispersed across these entities, being accessed and consumed as a part of various third-party workflows. In a particular case of cloud integration platforms, entire business processes can be outsourced to external entities, establishing both data sharing and processing out of organizational, physical control. Our proposed solution tackles the problem of data privacy and confidentiality in such processes. We rely on a modelbased approach that consolidates and structures cross-service resource sharing by leveraging the semantic interoperability layer for cross-domain processes.
In the first step, we propose the modeling of services, policies and requests using common model vocabularies. The proposed approach enables the entities across interaction chain: (1) to derive the semantics and capabilities of the adjacent services, (2) to shape the requests that conform to exposed models, capabilities and their restrictions and (3) to ingest the delivered data in a structured way, provided with enhanced semantics and annotations. Additionally, our proposal enables the owners of resources collocated in the cloud: (1) to discover their resources on different systems and derive their capabilities, semantics and possible restrictions, and (2) to set security policies relevant for their resources in an interoperable way that is portable across different platforms. By relying on these capabilities, resource owners can employ additional services or tools for automated analysis, audit or orchestration of security-related properties of their distributed resources. In the following subsections, we provide more details on each building block of our model.
A. Exposing services and capabilities
This block establishes the structured model of services and resources exposed by the cloud provider. In a typical scenario, service providers present APIs that are specific to their usecases and internal models, resulting with a broad range of different implementations and styles. This adds development and maintenance overhead globally, and impacts the interoperability between systems, as API clients need to be separately created for each exposed system and continuously maintained over its life cycle.
As APIs descriptions are provided mostly as out-of-theband contracts, partially delivered in the form of human- Resource is a consumable entity exposed by service, which can be present in a domain and purpose-specific instantiations. The members of this class represent entities at different levels of abstractions, allowing specification of the granularity of resource sharing and application of (pre)processing operations at multiple abstraction levels. Abstract Entity Class: Operation
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Operations are actions that can be executed on resources prior to their sharing. They effectively provide a resource view adjusted to a particular context. readable documentation, practically the only possibilities for the developers to integrate remote functionalities and resources are to manually implement service-specific API clients or to rely on provided SDKs. These approaches, however, hinder the interoperability and automation of services on a broader scale, beyond the point-to-point integrations.
In order to enable heterogeneous systems from different domains to communicate effectively and engage in the process of autonomous, machine-based integrations, in this work we extend the dominant RESTful approach with service description capability. In our proposal, cross-system API modeling is established by using common semantic interoperability layer, which introduces the concepts and relations that deal with various use cases. By relying on the concepts defined from the external perspective, provided as a common framework, service providers enable automated integration and management of exposed resources, allowing the interoperability beyond of their local premises or models.
The primary building block of semantic interoperability layer introduced in this work are its core and domain specific vocabularies. Table I presents the main concepts from this framework. It describes three abstract categories of entities, providing a list of related concepts for each entity and their roles in the framework. By using the object properties presented in Table II , providers can describe each of their exposed resources and formalize their hierarchical organizations and relationships. This allows heterogeneous clients in different domains to integrate provided resources and align them with internal processes by reusing existing concepts from known framework.
In the current iteration of our work, available are the core Fig. 3 we reuse their concepts and relationships, as presented in Table I and Table II , and model the typical cloud email service. We rely on graph-based descriptions, distinguishing between concepts, represented through classes, object and data properties, and their instantiations, represented as graph nodes in the figure. Based on that, service providers describe their systems by (1) relying on common classes and properties, and (2) by instantiating the concepts that apply in their particular case. Those models are then further used in other processes, as described in the following sections.
B. Describing security policy capabilities
Security policies define security requirements for a given system [12] . In the context of cross-system collaborations, by applying the term security policy as a general concept, we focus on its role in the enforcement of access control in inter-domain collaborations. Existing and broadly adopted web authorization frameworks exhibit different approaches to access control management. For instance, OAuth 2.0 does not explicitly assume the existence of security policies, but relies on user's consent based on access scope for access control enforcement. Related UMA profile, however, introduces the notion of a policy, defining it as a set of configuration parameters at authorization server that effect the access management of resources [10] . UMA, however, does not specify the format, model and application of security policies, leaving most aspects to be provided by particular implementations.
In our proposal, we go one step further by providing the framework for specification and exchange of security policies. Our goal is to enable systems residing in heterogeneous environments to expose their policy models and enable policy interactions to be performed beyond the scope of a platform. For this purpose, we rely on vocabularies provided in semantic interoperability framework, extending them with security policy related terms. Table III provides the overview of these concepts established in the scope of our work.
Structure. Our proposed model of data sharing policies partially reuses the terminology defined in [19] and the concepts from XACML language [11] . It considers the rules as a basic building block, organized in sets denoting the policies. Each rule states its target (object), action, subject and alternatively context and obligation. The decision over a policy set consisting of multiple rules is done by applying its predefined combinatorial algorithm.
TABLE III: Information model concepts for security policy
Expressivity and granularity. Considering the potential complexity of representations of granular resources, we restrict the modeling of policies to each separate resource and entity. In our opinion, this is especially necessary when considering a range of possible relations between resources, subresources and applicable actions, as well as limitations of representation formats, underlying languages and supporting tools. We, therefore, model security policies available at the service provider and applicable to a particular resource in a similar way as the services are modeled, as provided in the previous section. On  Fig. 4 we visually depict the excerpt of a model of security policy applicable to Email resource, where the nodes represent entity instances, arrows relationships, and rectangles related and generalized class concepts. 
C. Defining security policies
Once the system provides a structured model of security policies applicable to its resources, resource owners and their automated clients are allowed to separately create, retrieve and update these policies on a remote system. This process is performed by applying following steps:
1. Discovering policy model. Clients retrieve models of policies applicable to particular resources. These representations state a range of supported actions, concepts of subjects, as well as obligations and contextual restrictions. They can be delivered in the following ways: a) Embedded with resources. Models are retrieved together with resources by using web API endpoints and providing the models as separate descriptions that reference each related resource. b) Separate policy endpoints. Additional, dedicated API endpoint is provided for policy management. 2. Defining policy. Based on the resource-specific model, the client determines the policies and apply them.
D. Requesting resources
By relying on previously discovered service model descriptions, third party clients request data and service access from cloud providers, on behalf of data owners and users. The scope of their requests depends on expressivity of the provided model, exposed capabilities and client's processing requirements. Using provider-specific service model, clients are able to: (1) request only a subset of exposed resources that conforms to their use case, and (2) express the transformations that do not impact their processing workflow significantly.
Based on the inherent semantics of common framework models, clients are able to understand the type of resources, as well as the restrictions and operations applied to them.
The extent of supported possibilities can be illustrated by looking at request shown in Fig. 5 . In this example, the client reuses common interoperability framework and prepares a request that conforms to its particular use case. Accordingly, it requests access to an email resource, stating that this resource can be reduced to the form of its constituent, an email message header. It furthermore declares that the resource can be subjected to additional processing in the form of removal of personally identifiable information (PII). This way, the clients can request data views that conform to the least privilege principle [15] and requirements for data minimisation [17] . In order to validate the feasibility of our approach, we have first defined ontologies for interoperability framework, establishing both core concepts, as well as storage and email service vocabularies and relationships. Then, we have developed a proof-of-concept prototype implementation of supporting components for our framework. Our implementation relies on Java and PlayFramework for RESTful API and proxy support, using JSON-LD Tools for data representation transformation. It furthermore relies on Jena library for semantic modeling and reasoning using reduced OWL [20] capability set. In our prototype we also reuse Google API Client Library and Box's developer SDKs for the purpose of email and storage integration in our sample application.
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Fig. 6: Layered policy evaluation
Scope. Focusing on a prototype with restricted functionality, we explored the possibility to integrate our proposed approach with existing OAuth 2.0 deployments. In this scenario, we place a transparent proxy between clients and cloud service, with the purpose to serve as a second policy enforcement layer. It, therefore, applies security policies that (1) reduce the provided resource set, and (2) enforce clientspecific resource-view by performing dynamic operations.
Workflow. Our prototype implements a layered integration by acting as a model proxy to OAuth 2.0 [9] sample application. It furthermore implements endpoints to describe the service model of the cloud provider and applicable policies to clients. The related flow is shown in Fig. 6 . In the first step, the system receives requests from the clients with authorization tokens that correspond to standard access scopes from Gmail, Drive and Box services. These requests are proxied to the main application running on the service provider. In the step (2) the main application provides the resource located at cloud service and enhances the response with concepts defined in our framework, using JSON-LD [13] entities in a response header. By following these descriptions, model proxy transparently reduces the provided data set and performs basic operations supported by our framework (PII removal and encryption).
Cross-system messaging. The model descriptions in the prototype are exchanged in JSON-LD format [22] , enabling external parties to explore system capabilities and implement advanced integrations with their workflows. Using tools provided in JSON-LD framework, these representations can be converted to ontologies and resource instantiations, processable by different systems. In our case, this approach is used to transform representations, such as ones provided in Fig. 3 and 4, to their textual, machine-readable counterpart.
In the example in Fig. 7 , an excerpt of a security policy is formated as a JSON-LD record, defining the policy with one rule that applies to Email resource and allows read operation to designated token bearer (authorization token as provided in [9] , [10] ). This record is sent as HTTP PUT request to RESTful API endpoint that corresponds to the instance of the resource. Our proposal for securing cross-service collaborations in the first line aims to establish inter-service model awareness, by providing the means for hosts to describe their resources, the clients to structure their sharing requirements, and the resource owners to define security policies independently of proprietary environments.
Compared to OAuth 2.0 [9] and UMA [10] , our approach contributes with discovery and modeling of both services and policies applicable to resources. Contrary to OAuth 2.0, UMA defines these steps in the main flow, but their structure and flows are left to implementations to decide, causing the interoperability issues across different services. These steps are shown in Fig. 1 as manage resources and define policies.
We furthermore structure the definition and execution of obligations in web API services. This enables not only the implementation of traditional access control capabilities, but also their enhancement with dynamic data transformation, allowing context-specific reduction of information footprint and its alteration by enforcing removal, encryption or masking of sensitive information.
Finally, by relying on provided models, we enable thirdparty security agents and automated tools to access, discover, manage and control organizational resources hosted at various third-party premises. These tools can be used to control, audit, analyze and orchestrate security policies applicable on these distributed resources, establishing the broader picture of risks and processes that cross organizational boundaries.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented our ongoing work on interoperability framework, proposed with the goal to advance security and interoperability of distributed services integrated using web-based APIs. Our framework introduces two layers that contribute with domain specific ontologies and provide the tools for seamless integration of existing APIs and services. In this work, we have introduced the modeling layer of proposed framework, its building blocks and processes, providing the excerpts from applied ontologies and service descriptions. We also introduced the initial prototype used to examine the applicability of our model within existing deployments. This application is implemented as a proxy deployed between clients and cloud service provider. It integrates basic vocabularies for domains of email and storage services and provides basic components for policy management and enforcement. In its current iteration, the prototype supports enforcement of selective restrictions in a form of transforming obligations on shared data. It also integrates with existing OAuth 2.0 environments, acting as a policy enforcement and service model description point, deployed in a second layer.
In our future work, we plan to extend our general framework by (1) defining models of supported service and policy vocabularies for additional domains, (2) providing additional tools that support automated integration with APIs and (3) providing a web-based interface for semi-automated generation of semantic mappings between vocabularies and APIs. We furthermore intend to explore and demonstrate the applicability of our work beyond the cloud domain, focusing additionally on the security of both IoT, mobile and fog computing applications.
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