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Resumo
Desenvolvemos modelos para matrizes estoca´sticas sime´tricas com matriz me´dia
com caracter´ıstica um. Estas matrizes desempenham um papel relevante em muitas
situac¸o˜es interessantes, por exemplo em problemas de componentes principais com
primeira componente dominante.
Mostramos como ajustar e validar tais modelos e como medir o respectivo grau de
ajustamento atrave´s de um estudo de simulac¸o˜es para evidenciar o bom compor-
tamento dos estimadores obtidos. Esse bom comportamento verifica-se quando o
primeiro valor pro´prio da matriz me´dia e´ suficientemente preponderante. Utilizando
a linearidade assimpto´tica foi poss´ıvel testar se esta condic¸a˜o se verifica.
Ale´m de modelos para matrizes quase escalares estudamos famı´lias estruturadas de
modelos, cujas matrizes correspondem aos tratamentos de um delineamento base.
Consideramos ainda famı´lias de modelos divididas em subfamı´lias que correspondem
a esses tratamentos.
Estamos sobretudo interessados em modelos base com estrutura ortogonal. Apresen-
tamos essa estrutura e mostramos como aplicar esses modelos no estudo de famı´lias
estruturadas.
Damos uma aplicac¸a˜o dos nossos resultados a` metodologia Statis, concretamente aos
resultados de eleic¸o˜es auta´rquicas em Portugal Continental. Nesta aplicac¸a˜o utili-
zamos o facto destes modelos serem aplica´veis a` primeira e segunda etapas desta
metodologia. Assim, consideramos um par de famı´lias decompostas, em subfamı´lias
que correspondem aos tratamentos do mesmo delineamento base. A primeira famı´lia
corresponde a` primeira etapa da metodologia Statis, e a segunda familia corres-
ponde a` segunda etapa da mesma metodologia. Estuda´mos a heterogeneidade das
subfamı´lias de ambas as famı´lias de modelos. Conclu´ımos que a ordenac¸a˜o das
subfamı´lias a partir da respectiva heterogeneidade se mante´m da primeira para a
segunda etapa.
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Abstract
Structured Families and Sub-Families Almost Stochastic Scalar.
An Application to Elections in Portugal from 1976 to 1997.
We developed models for stochastic matrices with rank one mean matrix. These
matrices are relevant in many interesting situations, for instance in principal com-
ponents with a dominant first one. It is shown how to adjust and validate models
and how to measure their adjustment degree. Simulations were carried out to show
the good behavior of our estimators whenever the predominance of the first eigen-
value was sufficiently high. Inference on the predominance of the first eigenvalue
was carried out. To this study we used the recent technique of asymptotic linearity,
Mexia e Oliveira (2011), which enables us to test if that predominance is sufficiently
high. Besides models for single matrices we will consider structured families whose
matrices correspond to the treatments of a base design. We will also consider fami-
lies divided in subfamilies that correspond to the treatments of the base design. We
are mainly interested in models with orthogonal structure. After presenting these
models we show how to use them in the study of structured families namely to the
results of election in mainland Portugal. We will give an application of our results
to the Statis methodology. In this application we avail ourselves of our models being
of use in the first and second phases of that methodology. We thus consider a pair
of families decomposed in subfamilies that correspond to the treatments of the same
base design. The first family corresponds to the first phase and the second to the
second phase of the Statis methodology. We estimate the heterogeneity of the sub-
families of both families. We conclude that the ranking of subfamilies according to
heterogeneity is carried out from the first to the second phase.
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Simbologia e Notac¸o˜es
i.i.d. independentes e identicamente distribu´ıdos
v vector (letra minu´scula a negrito)
Y vector aleato´rio (letra maiu´scula a negrito)
A matriz (letra maiu´scula a negrito)
Π modelo de efeitos fixos
R conjunto dos nu´meros reais
 soma directa ortogonal de subespac¸os
D(r1, . . . , rk) matriz diagonal cujos elementos principais
sa˜o as componentes de r1, . . . , rk
A = [ak1, · · · , aks ] matriz com vectores coluna ak1, · · · , aks
A = [aij] matriz com elemento gene´rico aij
car(·) caracter´ıstica duma matriz
det(A) determinante da matriz A
At transposta de A
A−1 matriz inversa de A
Pr matriz ortogonal padronizada r × r
M+ inversa de Moore-Penrose da matriz M
Ik matriz identidade de ordem k
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0n,m matriz de ordem n×m com elementos todos nulos
0k vector com componentes nulas
1k vector cujas componentes sa˜o 1
∇ subespac¸o
∇⊥ complemento ortogonal de ∇
MPO matriz de projecc¸a˜o ortogonal
f.g.m. func¸a˜o geradora de momentos
⊗ produto de Kronecker de matrizes
R(A) espac¸o imagem da matriz A
ℵ(A) espac¸o de nulidade da matriz A
uF−−−→
n→∞
converge uniformemente em distribuic¸a˜o para,
quando n tende para +∞
p−−−→
n→∞
converge em probabilidade para,
quando n tende para +∞
E(·) valor me´dio
∼ distribui-se como
Σ/(·) matriz de covariaˆncia
grad vector gradiente
Hess matriz Hessiana
P (|λ) distribuic¸a˜o de Poisson de paraˆmetro λ
N(|µ, σ2) distribuic¸a˜o normal de valor me´dio µ e variaˆncia σ2
χ2k qui-quadrado central com k graus
de liberdade
χ2k,δ qui-quadrado com k graus de liberdade
e paraˆmetro de na˜o centralidade δ
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Cap´ıtulo 1
Introduc¸a˜o
A Infereˆncia Estat´ıstica tem uma natureza diale´ctica.
Dum lado tem-se um modelo que conte´m o que se sabe sobre o problema em estudo
antes da colheita das observac¸o˜es e do outro as observac¸o˜es. E´ do jogo entre modelo
e observac¸o˜es que se tiram as concluso˜es. Na formulac¸a˜o dos modelos usa-se a
linguagem das probabilidades; no entanto, e´ no jogo entre modelos e observac¸o˜es
que esta´ o essencial do trabalho estat´ıstico.
Na utilizac¸a˜o do modelo, pode-se considerar uma primeira fase em que se trabalhava
com modelos isolados, por exemplo, para interpretar uma dada experieˆncia. No
entanto, actualmente considera-se muito a interpretac¸a˜o de redes de ensaios e outras
situac¸o˜es em que em vez dum modelo isolado se consideram va´rios. Nos casos melhor
definidos, os va´rios modelos:
• teˆm a mesma estrutura
• correspondem a combinac¸o˜es de n´ıveis dum dado conjunto de factores, por
exemplo, aos pares local e ano, em que ensaios de comparac¸a˜o de variedades
se realizam. Essas combinac¸o˜es sera˜o os tratamentos do delineamento base.
Neste caso os factores seriam a localizac¸a˜o e o ano.
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Diremos enta˜o que se tem uma famı´lia estruturada de ensaios em que, para ale´m
do estudo individual dos modelos, se procura analisar a acc¸a˜o dos factores do deli-
neamento base sobre os resultados que se obteˆm para os va´rios ensaios. Para isso,
comec¸a-se por condensar a informac¸a˜o transportada por cada ensaio num vector pa-
rame´trico ajustado e numa soma de quadrados de res´ıduos para o erro. Por exemplo,
no primeiro exemplo destas famı´lias, a dos modelos regressionais mu´ltiplos, os mode-
los individuais eram regresso˜es lineares nas mesmas varia´veis, Mexia (1987). A con-
densac¸a˜o conduziu aqui ao vector de coeficiente ajustado pelo me´todo dos mı´nimos
quadrados e a` soma dos quadrados dos res´ıduos. O que distingue esta abordagem e´
o estudo da acc¸a˜o dos factores sobre os coeficientes. Alia´s, a` semelhanc¸a dos casos
posteriores, esse estudo pode ser feito utilizando a Ana´lise de Variaˆncia e te´cnicas
relacionadas.
A esta primeira aplicac¸a˜o outras se seguiram, destacando-se as centradas em mode-
los para a metodologia Statis, Oliveira (2001), Ramos (2006) e Areia (2009). Esta
metodologia trata se´ries de estudos. Cada estudo e´ constitu´ıdo por um trio de ma-
trizes; uma matriz de dados e duas matrizes de pesos, uma para objectos e outra
para varia´veis. Por exemplo, para cada eleic¸a˜o auta´rquica podemos, por concelho,
ter um estudo em que as freguesias sa˜o os objectos e as opc¸o˜es partida´rias sa˜o as
varia´veis. Os pesos das freguesias podem ser proporcionais aos respectivos nu´meros
de eleitores, havendo va´rias possibilidades para os pesos das opc¸o˜es de voto.
Entre as aplicac¸o˜es mais recentes podemos referir a desenvolvida por Cantarinha
(2012), para fogos florestais em Portugal Continental. Para efeito de combate a esses
fogos o pa´ıs encontra-se dividido em regio˜es: Norte, Centro, Vale do Tejo, Alentejo
e Algarve. Acima do factor localizac¸a˜o tem-se o factor ano. Para cada par (local,
ano) temos um modelo. Os modelos utilizados enquadram-se nos modelos colectivos
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das Matema´ticas Actuariais, ver por exemplo Bowers et al. (1986). Nestes modelos
e´ o conjunto das apo´lices duma carteira que ”gera”os sinistros X1, . . . , XN , os quais
podem ser considerados como realizac¸o˜es de varia´veis independentes e identicamente
distribu´ıdas independente ainda do seu nu´mero N , sendo o total do sinistros
S =
N∑
i=1
Xi,
caso se considere um per´ıodo de tempo fixo.
Agora o conjunto das apo´lices e´ substitu´ıdo pelo conjunto dos povoamentos florestais
de uma dada regia˜o e os sinistros, por exemplo pelas a´reas ardidas nos va´rios fogos.
Em muitos casos, por exemplo nas aplicac¸o˜es a` metodologia Statis, os resultados sa˜o
expressos em matrizes estoca´sticas sime´tricas, tendo-se verificado que, muitas vezes
o seu primeiro valor pro´prio domina, fortemente os restantes. Enta˜o e´-se levado a
admitir que a matriz me´dia de M tem caracter´ıstica um, dizendo-se que M e´ uma
matriz quase escalar. O nosso estudo incidira´ sobre famı´lias estruturadas destas
matrizes, admitindo-se para as mesmas, modelos da forma
M = λααt + E¯,
onde λααt e´ a matriz me´dia e E¯ e´ uma matriz de erros sime´trica. Como veremos a
informac¸a˜o contida numa destas matrizes condensa-se num vector de estrutura,
β = λα,
e numa soma de quadrados dos res´ıduos. O estudo conjunto destas famı´lias estrutu-
radas centrar-se-a´ sobre a acc¸a˜o dos factores do delineamento base sobre os vectores
de estruturas.
Na metodologia Statis considera-se treˆs etapas; inter-estrutura, compromisso e tra-
jecto´rias. Na primeira destas associa-se a cada estudo, um operador matricial. Sendo
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A1, . . . ,Ak os operadores correspondentes aos estudos obte´m-se a matriz
S = [Si,j]
em que
Si,j = tr(AiA
t
j), i = 1, . . . , k i = 1, . . . , k
e´ o produto de Hilbert -Schmidt das matrizes Ai e Aj, i = 1, . . . , k i = 1, . . . , k.
Ate´ agora as aplicac¸o˜es tem-se reduzido a esta primeira etapa. No entanto, na
segundo etapa, considera-se a matriz compromisso
C =
1
k
k∑
i=1
Ai,
podendo os modelos apresentados serem aplicados a`s duas primeiras etapas da me-
todologia Statis, desde que os A1, . . . ,Ak sejam sime´tricas.
Conve´m referir que os delineamentos base que consideramos esta˜o associados a
partic¸o˜es ortogonais de <n sendo n o nu´mero de tratamentos.
Por exemplo, se tivermos n factores com a1, . . . , an n´ıveis e se considerarmos as
combinac¸o˜es poss´ıveis temos
n = pini=1ai,
tratamentos. Temos enta˜o de considerar, ale´m de valores me´dios, os efeitos dos
n´ıveis dos n factores e as interac¸o˜es entre n´ıveis de todos ou parte dos factores.
Quanto a` articulac¸a˜o do trabalho, no Cap´ıtulo 2 consideramos os modelos para
matrizes sime´tricas quase escalares. A formulac¸a˜o apresentada baseia-se na dada
por Oliveira (2001) para a matriz S da inter-estrutura. Refez-se o desenvolvimento,
mostrando que o modelo se aplica a qualquer matriz estoca´stica sime´trica quase
escalar. Como veremos ao longo da apresentac¸a˜o do modelo, para o mesmo ser
aplica´vel, o primeiro valor pro´prio tem de ter uma preponderaˆncia suficientemente
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grande em relac¸a˜o aos restantes.
Esta condic¸a˜o pode ser formulada como uma hipo´tese sobre
τ =
λ
σ2
,
desde que se admita que
E¯ =
1
2
(E¯ + E¯t),
e que vec(E) seja ℵ(0k2 , σ2Ik2).
Recorde-se que
vec
(
[a1, . . . ,ak]
)
= [at1, . . . ,a
t
k]
t.
No entanto, como veremos, para testar hipo´teses da forma
Ho : τ = τc
contra
H1 : τ > τc,
isto e´ quando, nos interessa verificar se a preponderaˆncia excede um valor elevado
τc, sera´ necessa´rio construir intervalos de confianc¸a para τ utilizando a te´cnica da
linearidade assimpto´tica, Mexia e Oliveira (2011).
Esta te´cnica, e´ apresentada com algum detalhe no Cap´ıtulo 3, com a construc¸a˜o dos
intervalos de confianc¸a atra´s referidos. No Cap´ıtulo 2, apresentam-se resultados de
simulac¸o˜es que facilitam a escolha dos valores τc.
No Cap´ıtulo 4 apresentaremos a estrutura alge´brica dos delineamentos ortogonais.
Cada modelo destes esta´ associado a uma partic¸a˜o directa ortogonal
Rn = mj=1w¯j,
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sendo n o nu´mero de tratamentos. Mostraremos como aplicar a ana´lise de variaˆncia
quando se tem um vector
y ∼ ℵ(µ,σ2In),
isto e´, um vector normal com vector me´dio µ e a matriz de covariaˆncia σ2In, in-
dependente de S em que S ∼ σ2χ2g. Esta formulac¸a˜o ajusta-se bem a` condensac¸a˜o
da informac¸a˜o contida em cada modelo da famı´lia, num par constitu´ıdo por um
vector de estrutura ajustado e numa soma de quadrados dos res´ıduos, testando-se
as hipo´teses
H0,i : µ ∈ wi = w¯⊥i , i = 1, . . . ,m,
com w¯⊥i o complemento ortogonal de w¯i, i = 1, . . . ,m.
Por exemplo, se estivermos a considerar o cruzamento de m factores, os pares de
subespac¸os (wi, w¯i), i = 1, . . . ,m, correspondera˜o aos conjuntos de factores. Se se
tiver um u´nico factor n, um conjunto de hipo´teses correspondente sera´ de auseˆncia
de efeitos para os n´ıveis desse factor. Se houver mais que um factor sera´ de auseˆncia
de interacc¸o˜es entre as combinac¸o˜es de n´ıveis dos factores de conjunto.
Mostraremos em seguida como aplicar os resultados apresentados a`s famı´lias es-
truturadas de matrizes quase escalares. Em particular consideram-se famı´lias di-
vididas em subfamı´lias as quais, e na˜o as matrizes individuais, correspondem aos
tratamentos do delineamento base e veremos como medir a heterogeneidade de tais
subfamı´lias.
No Cap´ıtulo 5 apresenta-se a metodologia Statis, introduzida por l‘Hermier des Plan-
tes (1976), Escoufier (1980) e Lavit (1989), aplicando-se os modelos desenvolvidos
a`s:
• matriz S da inter-estrutura;
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• matriz compromisso C da segunda etapa.
Se tivermos estudos agrupados em subfamilias que correspondem aos tratamentos
dum delineamento base, temos duas familias de matrizes, uma para a primeira e ou-
tra para a segunda etapa divididas em subfamilias correspondentes aos tratamentos
do delineamento base. Podera´ enta˜o estudar-se a medida em que a heterogeneidade
das subfamilias se transporta da primeira para a segunda etapa.
No Cap´ıtulo 6, aplicaremos os nossos modelos aos resultados das eleic¸o˜es auta´rquicas
em Portugal Continental de 1976 a 1997. Para cobrir o pa´ıs, considerou-se uma
quadr´ıcula com 3 distritos litorais e 3 distritos interiores.
Para cada concelho dum desses distritos e cada eleic¸a˜o tem-se um estudo, surgindo
assim as subfamilias das familias de matrizes correspondentes a` inter-estrututura e
para o compromisso. Veremos que a heterogeneidade destas subfamilias se trans-
porta da primeira para a segunda etapa.
Refira-se que os aspectos mais originais desta dissertac¸a˜o se prendem a`:
• aplicac¸a˜o da linearidade assimpto´tica para construir intervalos de confianc¸a
para a preponderaˆncia;
• apresentac¸a˜o da versa˜o multivariada da linearidade assimpto´tica;
• introduc¸a˜o das subfamı´lias das matrizes estruturadas e ao estudo da hetero-
geneidade das mesmas.
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Cap´ıtulo 2
Modelos
2.1 Considerac¸o˜es pre´vias
Vamos agora, como referimos, apresentar um modelo para matrizes quase escalares
da forma
M = λααt + E¯,
onde λααt e´ a matriz me´dia e se tem uma matriz de erros
E¯ =
1
2
(E + Et),
com vec(E) ∼ ℵ(02, σ2Ik). Este modelo foi apresentado por Oliveira(2001) para as
matrizes de produto de Hilbert- Schmiidt da primeira etapa da metodologia Statis.
Observe-se que ja´ Lavit (1988), salientava tais matrizes terem muitas vezes um pri-
meiro valor pro´prio dominante. Na secc¸a˜o seguinte estudamos a validac¸a˜o do modelo
e a condensac¸a˜o da informac¸a˜o transportada no vector de estrutura e numa soma
de quadrados de res´ıduos. Esta operac¸a˜o de condensac¸a˜o e´ muitas vezes utilizada
em infereˆncia. Assim, no caso das regresso˜es, a informac¸a˜o e´ condensada no vector
dos coeficientes ajustados e numa soma de quadrados dos res´ıduos. O vector de
estrutura desempenha o papel que, nas regresso˜es, cabia ao vector dos coeficientes.
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Sendo θ e γ o primeiro valor e vector pro´prio de M, ao longo desta secc¸a˜o ad-
mitimos que γ ≈ α. Adiante mostramos que essa suposic¸a˜o se justifica quando a
preponderaˆncia
τ =
λ
σ2
e´ suficiente grande, atrave´s de simulac¸o˜es que podem ainda ajudar a fixar o limiar
de τc a partir do qual e´ de aceitar a suposic¸a˜o feita .
Na secc¸a˜o 2.3 mostra-se que sendo
M˜ = θγγt,
a matriz ajustada, dado ter-se
‖M‖2 = ‖M˜‖2 + ‖M− M˜‖2,
e ‖M˜‖2 = θ2, se pode medir o valor de ajustamento por
R2 =
θ2
M2
.
As simulac¸o˜es atra´s referidas sa˜o apresentadas na secc¸a˜o 2.4. Segue-se uma secc¸a˜o
dedicada a` preponderaˆncia. Obte´m-se um estimador centrado e um intervalo de
confianc¸a para τ. No entanto na pra´tica esses intervalos sa˜o dif´ıceis de construir
para valores grandes de τ.
2.2 Validac¸a˜o e condensac¸a˜o
Sendo θ e γ o primeiro valor e vector pro´prio de M, temos
Mγ = θγ,
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vindo
‖Mγ‖2 = θ2.
Dada uma matriz sime´trica A = [aij] do tipo k × k, seja w(A) o vector, com
componentes
a22, . . . , akk,
√
2a23, . . . ,
√
2a2k, . . . ,
√
2a(k−1,k).
Com
‖A‖2 =
k∑
i=2
k∑
j=2
a2ij,
e v(A), o primeiro vector linha de A temos
(2.1) )A( =
k∑
i=2
a2ii + 2
k∑
i=2
k∑
j=i+1
a2ij
= ‖A‖2 − 2‖v(A)‖2 + a211
bem como
)A(= ‖w(A)‖2.
Interessa-nos agora estabelecer o Lema 2.1
Lema 2.1 Sendo P uma matriz ortogonal tem-se vec(PE) ∼ ℵ(0k2 , σ2Ik2).
Demonstrac¸a˜o De vec(E) ∼ ℵ(0k2 , σ2Ik2), resulta ter-se
E = [e1, . . . , ek],
com
ek1, . . . , e
2
k i.i.d ∼ ℵ(0k2 , σ2Ik2),
vindo
PE = [Pe1, . . . ,Pek],
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com
Pek1, . . . ,Pe
k
k i.i.d ∼ ℵ(0k, σ2Ik)
donde resulta a tese. 2
Podemos agora estabelecer a Proposic¸a˜o seguinte
Proposic¸a˜o 2.2 Com a = v(P) temos
v(PE) ∼ ℵ(0, σ
2
2
(Ik + aa
t)),
bem como
w(PE¯Pt) ∼ ℵ(0, σ2I`)
com ` =
k(k − 1)
2
, sendo v(PE) independente de w(PE) e de )PE¯Pt(, tendo-se
ainda
)PE¯Pt(∼ σ2χ2` .
Demonstrac¸a˜o Sejam a1, . . . , ak as componentes de a. Com E = [eij] as compo-
nentes de Ea, Eta e de
Ea =
1
2
(Ea+ Eta)
sera˜o
k∑
j=1
ajeij,
k∑
j=1
ajeji e
1
2
k∑
j=1
aj(eij + eji), i = 1, . . . , k, respectivamente.
Como a = v(P) e E¯ e´ sime´trica as componentes de
v(PE¯) = E¯a,
sera˜o
1
2
k∑
j=1
aj(eij + eji), i = 1, . . . , k
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vendo-se que as componentes de v(PE¯) teˆm valor me´dio nulo, e que
V ar
(
1
2
k∑
j=1
aj(eij + eji)
)
= σ2a2i +
σ2
2
k∑
j 6=i
a2j
=
σ2
2
(1 + a2i ), i = 1, . . . , k
bem como
Cov
(
1
2
k∑
j=1
aj(eij + eji);
1
2
k∑
j=1
aj(ehj + ejh)
)
=
σ2
2
aial; l 6= h.
Logo
vec(PE¯) ∼ ℵ
(
0k,
σ2
2
(Ik + aa
t)
)
.
De acordo com o Lema 2.1 tem-se vec(PE) ∼ ℵ(0k2 , σ2Ik2) e, dado vec(EtPt) ter
as mesmas componentes que vec(PE) tambe´m temos
vec(EtPt) ∼ ℵ(0k2 , σ2Ik2).
Podemos agora voltar a aplicar o Lema 2.1 para mostrar que
vec(PEPt) ∼ ℵ(0k2 , σ2Ik2).
Dado ter-se
PE¯Pt =
1
2
(PEEt + PEtPt)
=
1
2
(
PEPt + (PEPt)t
)
,
com, PE¯Pt = [e◦ij], as componentes de w(PE¯P
t) sera˜o,
e◦22, . . . , e
◦
kk,
1√
2
(e◦23 + e
◦
32)+, . . . ,
1√
2
(e◦(k−1),k + e
◦
k(k−1)),
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independentes das componentes
e◦11,
1
2
(e◦12 + e
◦
21), . . . ,
1
2
(e◦1k + e
◦
k1),
de vec(PE¯Pt). Assim, os vectores
vec(PE) = Ptv(PEPt)
e vec(vec(PE¯Pt) sera˜o independentes de
w(P ¯EPt)
e de
)w(PE¯Pt)(.
Finalmente, de
vec(PEPt) ∼ ℵ(0k2 , σ2Ik2)
e das expresso˜es das componentes de
w(PE¯Pt)
resulta ter-se
w(PE¯Pt) ∼ ℵ(0, σ2I`)
e, consequentemente
)PE¯Pt(= ‖w(PE¯Pt)‖2 ∼ σ2χ2` ,
o que completa a demonstrac¸a˜o. 2
Admitindo que γ ≈ α e θ ≈ λ, pode enta˜o escolher-se matrizes ortognais P◦ e
P+ tais que
v(P◦) = γ
16
e, que
v(P+) = α
e que P◦ ≈ P+, vindo
w(P◦SP◦t) ≈ w(P+SP+t),
Vaquinhas e Mexia (1992).
Sendo δi o vector com i-e´ssimo componente 1 e as restantes nulas, temos
P+MP+t = P+(ααt + E¯)P+t
= λP+ααtP+t + P+E¯P+t
= λδ1δ
t
1 + P
+E¯P+t,
bem como
w(P+MP+t) = w(P+E¯P+t) ∼ ℵ(0, σ2I`).
Vamos agora ver como validar este modelo. Como
E¯ =
1
2
(E + Et)
com E¯ = [e¯ij] e E = [eij], temos
e¯ii = eii, i = 1, . . . , k
bem como
e¯ij =
1
2
(eij + eji), i 6= j
dado vec(E) ∼ ℵ(0k2 , σ2Ik2) veˆ-se que as variave´is
e¯11, . . . , e¯kk,
√
2e¯12, . . . ,
√
2e¯1k, . . . ,
√
2e¯23, . . . ,
√
2e¯(k−1)k,
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sa˜o i.i.d. ℵ(0, σ2). Continuando a admitir que θ ≈ λ e que γ ≈ α temos
θγγt ≈ λααt
pelo que
[zij] = Z = M− θγγt ≈M− λααt = E¯;
logo, com
g =
k(k + 1)
2
as varia´veis aleato´rias
y1 = z11, . . . , yk = zkk, yk+1 =
√
2z12, . . . , yg =
√
2z(k−1)k
sera˜o (aproximadamente) i.i.d. ℵ(0, σ2).
Assim, e´-se levado a testar a hipo´tese
H0 : Y1, . . . , Yg i.i.d. ℵ(0, σ2).
A estat´ıstica
= =
(g − 1)( g∑
i=1
yi
)2
g
g∑
i=1
y2i −
( g∑
i=1
yi
)2
tem, caso H0 se verifique, a distribuic¸a˜o F¯ (|1, g − 1) do quociente de dois qui-
quadrados centrais com 1 e g− 1 graus de liberdade, = ≈ F¯ (|1, g− 1), Mexia (1989,
pg. 41). Esta estat´ıstica foi constru´ıda para testar H0 contra alternativas em que as
varia´veis Y1, . . . , Yg sa˜o independentes, com variaˆncia σ
2 e valores me´dios µ1, . . . , µg.
Com
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µ◦ = 1g
g∑
i=1
µi
δ1 =
1
σ2
gµ20
δ2 =
1
σ2
g∑
i=1
(µi − µ0)2 = 1
σ2
( g∑
i=1
µ2i − gµ20
)
,
A hipo´tese H0 verifica-se quando
δ1 = δ2 = 0.
Sob as alternativas, = distribui-se como o quociente de qui-quadrados independentes
com 1 e g − 1 graus de liberdade e paraˆmetro de na˜o centralidade δ1 e δ2 pondo-se
= ≈ F¯ (|1, g − 1, δ1, δ2), Mexia(1989 a).
Existem alternativas em que δ1 predomina sobre δ2 e outras em que δ2 predomina
sobre δ1. Nas primeiras = tende a tomar valores maiores do que quando a hipo´tese
H0 se verifica. No caso das alternativas do segundo tipo passa-se o contra´rio. As-
sim, seguindo Mexia (1989 a), vamos considerar testes bilaterais. Sendo o p-e´ssimo
quantil de F¯ (.|1, g − 1) a regia˜o de aceitac¸a˜o para o teste de n´ıvel q sera´
[
f¯ q
2
, 1, g − 1; f¯1− q
2
, 1, g − 1
]
.
Mostra-se que, para os n´ıveis usuais de significaˆncia, a poteˆncia destes testes
cresce rapidamente com δ1 e δ2 Mexia(1989 a, pgs 43 a 63).
No caso que se esta´ a considerar a rejeic¸a˜o da hipo´tese H0 pode resultar de
• na˜o adequac¸a˜o do modelo;
• θ e γ na˜o serem bons estimadores de λ e α, respectivamente.
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Logo, quando H0 na˜o e´ rejeitada somos levados a admitir que:
• o modelo se ajusta;
• θ e γ sa˜o bons estimadores de λ e α, respectivamente.
Observe-se que se poderia ter λ = 0 reduzindo-se o modelo a
M = E¯
o que pouco interesse teria para as aplicac¸o˜es. Interessa-nos pois testar a hipo´tese
H◦0 : λ = 0
contra
H◦1 : λ > 0
Estabelec¸amos enta˜o a Proposic¸a˜o seguinte
Proposic¸a˜o 2.3 Quando a hipo´tese H◦0 se verifica,
F =
(k − 1)θ2
2(‖M‖2 − θ2)
tem distribuic¸a˜o F central com k e ` graus de liberdade, F ∼ F (.|k, `)
Demonstrac¸a˜o
Como
v(P◦MP◦t) = θδ1
temos, atendendo a´ expressa˜o 2.1
)P◦MP◦t(= ‖M‖2 − θ2
20
o que nos permite reescrever a estatistica F como
F =
(k − 1)θ2
2)P◦MP◦t(
.
Ora, quando H◦0 se verifica, M = E¯ e, de acordo com a Proposic¸a˜o 2.2, temos
v(PM) = v(P E¯) ∼ ℵ(0k, σ
2
2
(Ik + aa
t))
independente de
)PMPt(∼ ℵ(0, σ2I`).
Assim, tem -se
U(P) = 2v(PM)t(Ik + a.a
t)−1v(PM) ∼ σ2χ2k,
bem como
F (P) =
(k − 1)U(P)
2)PMPt(
∼ F (.|k, `),
Mexia (1990). Sendo, γ vector pro´prio de Ik + γγ
t, com valor pro´prio 2γ, e´ vector
pro´prio de (Ik + γγ
t)−1 com valor pro´prio
1
2
, logo
γt(Ik + γγ
t)−1γ =
1
2
,
e, como γtM = θγt, temos
v(P◦M) = θγ,
vindo
U(P◦) = 2v(P◦M)t(Ik + γγt)−1v(P◦M)
= 2(θγ)t(Ik + γγ
t)−1(θγ)
= 2(θγ)t(
1
2
θγ)
= θ2,
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pelo que F = F (P◦).
Para completar a demonstrac¸a˜o observamos que quando H◦◦ se verificar ao pro-
curarmos a distribuic¸a˜o de F recondicionamos em ordem a P◦, obtemos F (.|k, `),
visto todas as estat´ısticas F (P) terem essa distribuic¸a˜o.
A fim de estudar o comportamento deste teste debaixo das alternativas H◦1 es-
tabelecemos a
Proposic¸a˜o 2.4 F (P+) tem distribuic¸a˜o F com k e l graus de liberdade e paraˆmetro
de na˜o centralidade
τ =
λ2
σ2
,
pondo-se F (P+) ∼ F (.|k, l, τ)
Demonstrac¸a˜o
Como
P+M = λP+ααt + PtE¯,
tem-se
v(P+M) = λα+ v(PtE¯).
Igualmente se veˆ que
P+MP+t = P+(λααt + E¯)P+t
= λδ1δ
t
1 + P
+E¯P+t,
ja´ que P+α = α, tendo-se pois
)P+MP+t( = )P+E¯P+(,
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logo atendendo a` Proposic¸a˜o 2.2, temos
)P+MP+t ∼ σ2χ2` ,
independente de
v(P+E¯) ∼ ℵ(0k, σ
2
2
(Ik +αα
t)),
e de
v(P+M) ∼ ℵ(λα, σ
2
2
(Ik +αα
t)).
Tem-se enta˜o,
U(P+) = 2v(P+M)t(Ik +αα
t)−1v(P+M) ∼ σ2χ2k,δ
com
δ =
2
σ2
(λα)t(Ik +αα
t)(λα)
=
λ2
σ2
= τ.
A tese resulta pois de v(P+M) e, consequentemente, U(P+) serem independentes
de )P+MP+t(.
Ora quando γ ≈ α, temos
F = F (P ◦) ≈ F (P+).
Pelo que F, tera´ aproximadamente, distribuic¸a˜o F (.|k, `, τ). Este facto permite es-
tender ao teste com estat´ıstica F, o bom comportamento dos testes F para modelos
de efeitos fixos. Mexia (1989 a) mostra que esses testes sa˜o UMP nas famı´lias dos
testes:
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• cuja poteˆncia depende apenas do paraˆmetro de na˜o centralidade;
• invariantes para translac¸o˜es, rotac¸o˜es e homotetias.
Observe-se agora que, qualquer que seja a matriz ortogonal P,
)PSPt(∼ σ2χ2` .
Logo, descondicionando em ordem a P ◦, obte´m-se
)P◦SP◦
t
(∼ σ2χ2` .
Obtendo-se assim o estimador centrado
σ˜2 =
V
`
com
V = )P◦SP◦
t
(
= ‖M‖2 − θ2.
A informac¸a˜o contida em M fica, quando este modelo se ajusta , condensada no par
(β˜, V ), observando-se, que quando
γ ≈ α,
se tem
β˜ ≈Mα.
Por outro lado, com 6 Σ, indicando matriz de covariaˆncia, tem-se tambe´m
6 Σ(Mα) = 6 Σ(E¯α),
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quando o modelo se ajusta. Assim, raciocinando como para estabelecer a Pro-
posic¸a˜o 2.2, mostra-se que, quando γ ' α
6 Σ(β˜) ≈6 Σ(Mα) = σ2(Ik +ααt) ≈ σ2(Ik + γγt).
No entanto esta heterocedasticidade e´ pouco acentuada ja´ que tem-se
‖α‖2 = 1,
os elementos de ααt sa˜o em geral pequenos. No Cap´ıtulo 4 voltamos a considerar
o problema de heterocedasticidade.
2.3 Valor de ajustamento
A estat´ıstica do teste F para a hipo´tese H◦o
F = k − 1
2
θ2
‖M‖2 − θ2
tem, aproximadamente, distribuic¸a˜o F (|k, g, τ) sendo
τ =
λ2
σ2
a predominaˆncia.
Por outro lado, tendo em conta a matriz ajustada
M˜ = θ1γ
t
1γ1
e como M tem decomposic¸a˜o espectral
M =
k∑
j=1
θjγ
t
jγj
temos
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‖M˜‖2 = θ21
‖M− M˜‖2 =
k∑
j=2
θ2j
‖M‖2 =
k∑
j=2
θ2j = ‖M˜‖2 + ‖M− M˜‖2,
podendo-se medir o valor de ajustamento por
R2 = 1− ‖M− M˜‖
2
‖M‖2
=
‖M˜‖2
‖M˜‖2 + ‖M− M˜‖2
=
θ21
θ21 + (‖M‖2 − θ21)
=
θ2
θ2 + (‖M‖2 − θ2)
=
θ2
‖M‖2 .
Observa-se agora que,
F = θ
2
‖M‖2 − θ2 =
2
k − 1F
tem distribuic¸a˜o F¯ (|k, g, τ) do quociente χ2k,τ/χ2g de qui-quadrados independentes, e
que
R2 =
F
F + 1 =
2
k − 1F
2
k − 1F + 1
=
F
F +
k − 1
2
Relacionando-se assim R2 com as estat´ıstica F e F. Esta medida R2 do valor do
ajustamento foi obtida em Oliveira (2001). No entanto, o tratamento apresentado
no aˆmbito desta dissertac¸a˜o e´ diferente baseando-se em M˜ poder ser considerada
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como projecc¸a˜o ortogonal da matriz M sobre o espac¸o das matrizes K × k com
caracter´ıstica um.
2.4 Simulac¸o˜es
Vamos agora realizar um conjunto de simulac¸o˜es para mostrar que, quando τ e´
suficientemente grande,
γ ' α.
Os valores considerados para k foram: 2, 4, 6, 8, 10, 12, 15 e 20 e os valores de
τ foram 12, 5, 50, 100, 200 e 400. Na construc¸a˜o das matrizes S aproveitou-se a
simetria do problema tomando-se
α = δ1.
Para cada par (k, τ) geraram-se 1000 matrizes E com
vec(E) ∼ ℵ(0k2 , Ik2)
a partir dos quais se obtiveram as matrizes
S = λδ1δ
t
1 + E¯
com
λ =
√
2τ
e α = δ1. Sendo γ1 o primeiro vector pro´prio de S, como
‖δ1‖2 = ‖γ1‖2 = 1,
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tem-se
‖δ1 − γ1‖2 = (δ1 − γ1)t(δ1 − γ)
= δt1δ1 − 2δt1γ1 + γt1γ1
= 2(1− γ11),
visto ter-se
γ11 = δ
t
1γ1
com γ11 a primeira componente de γ1.
Como ‖γ1‖2 = 1 temos
−1 ≤ γ11 ≤ 1
e
‖α− γ1‖2 = ‖δ1 − γ1‖2
e´ tanto menor quanto mais pro´ximo de 1 estiver γ11. Assim, podemos considerar γ11
como uma medida de eficieˆncia de γ, para estimar α.
Para cada par (k, τ) apresentamos na Tabela 1 o valor me´dio (V. me´dio) e o
desvio padra˜o (d.p.) para a amostra de valores de γ11.
Como veremos muitas vezes os valores estimados para τ caem na zona em que
somos levados a admitir ter γ ≈ α e consequentemente, θk ≈ λ.
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Tabela 2.1: Valores me´dios e desvio padra˜o da varia´vel γ11
k=2 k=4 k=6 k=8
τ V. me´dio d.p V. me´dio d.p V. me´dio d.p V. me´dio d.p
12.5 0.912 0.181 0.784 0.258 0.673 0.283 0.594 0.291
50 0.988 0.020 0.965 0.053 0.940 0.060 0.909 0.117
100 0.995 0.008 0.983 0.015 0.972 0.021 0.963 0.023
200 0.996 0.004 0.992 0.007 0.987 0.009 0.982 0.010
400 0.999 0.000 0.998 0.002 0.997 0.002 0.996 0.002
k=10 k=12 k=15 k=20
τ V. me´dio d.p V. me´dio d.p V. me´dio d.p V. me´dio d.p
12.5 0.499 0.294 0.446 0.284 0.379 0.272 0.311 0.241
50 0.877 0.129 0.842 0.158 0.801 0.173 0.707 0.234
100 0.949 0.031 0.939 0.032 0.921 0.052 0.888 0.072
200 0.977 0.012 0.971 0.014 0.964 0.015 0.951 0.018
400 0.994 0.003 0.993 0.003 0.991 0.003 0.988 0.004
2.5 Infereˆncia para a preponderaˆncia
Os resultados das simulac¸o˜es mostram que caso τ seja suficientemente grande pode-
mos
• usar θ e γ como estimadores de λ e α;
• validar o modelo e testar a exiteˆncia de componente deterministica (λ > 0).
Assim, nesta secc¸a˜o vamos
• determinar um estimador pontual para τ ;
• obter intervalos de confianc¸a para τ.
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Observe-se que, por dualidade, se podem utilizar estes intervalos para construir
testes de hipo´teses para
H0(τ0) : τ = τ0.
A hipo´tese testada e´ rejeitada pelo teste de n´ıvel q, se o intervalo de confianc¸a de
n´ıvel 1− q na˜o contiver τ0. A partir de intervalos limitados dos dois lados [limitados
a` esquerda; limitados a` direita], constroem-se testes bilaterais [unilaterais esquerdos;
unilaterais direito]. Para ale´m destes testes, interessa o teste para H0(τ0) contra
H1(τ0) : τ > τ0
ja´ que ao rejeitar-se a hipo´tese H0(τ0) se esta´ a optar por τ > τ0, podendo τ0 ser
o limite inferior, para a preponderaˆncia a` posteriori do qual se pode acrescentar
que γ1 ≈ α1, e que θ1 ≈ λ1. Este teste e´ constitu´ıdo por dualidade a partir desses
intervalos de confianc¸a de n´ıvel 1− q limitado a` direita.
2.5.1 Estimac¸a˜o pontual
Os resultados desta sub-secc¸a˜o encontram-se aprofundados com maior detalhe em
Oliveira (2002). Sendo
F = F (P+)
a estat´ıstica atra´s utilizada para testar
H◦0 : τ = 0.
vamos substitui-la por
F = 2
k − 1F
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mais maneja´vel. Observa-se que F se distribui como o quociente χ2k,τ/χ2` dos qui-
quadrados independentes, tendo densidade
f¯(z|k, `, τ) = e
−τ
2
∞∑
j=0
(
τ
2
)j
j!
f¯(z|k + 2j, l)
onde, com h = `+ 2j, se tem
f¯(z|h, `) =
Γ(
h+ l
2
)
Γ(
h
2
)Γ(
l
2
)
z
h
2
− 1
(1 + z)
h+ l
2
; para z > o
(anulando-se para z < 0).
Como ` > 2r o r-e´simo momento de f¯(z|h, `) relativa a´ origem e´
µ′r(|h, `) =
Γ(
h+ 2r
2
)
Γ(h
2
)Γ( `
2
)
Γ( `−2r
2
)
Γ( `
2
)
em particular se ` > 2
µ(|h, `) = h
`− 2
e se ` > 4, tem-se
µ′2(|h, `) =
(h+ 2)h
(`− 4)(`− 2) .
Se ` > 2 temos
µ(|k, `, τ) = e−
τ
2
∞∑
j=0
(
τ
2
)j
j!
h+ 2j
`− 2 =
k
`− 2 +
τ
`− 2 .
Obte´m-se o estimador centrado
τ˜ = (l − 2)>◦ − k.
Analogamente se, ` > 4, tem-se
µ′2(k, `, τ) =
k2 + 2k + 2(k + 2)τ + τ 2
(`− 4)(`− 2)
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vindo
var(F) = 2(k + τ)
2 + 2(`− 2)(k + 1)τ
(l − 4)(l − 2)2 ,
pelo que a variaˆncia do estimador sera´
var(τ¯) =
2(k + τ)2 + 2(`− 2)(k + 1)τ
`− 4 .
2.5.2 Intervalos de confianc¸a
A func¸a˜o F¯ (z|k, `, τ) descresce estritamente com τ, pelo que podemos utilizar o
me´todo geral para obter intervalos de confianc¸a para τ (Mood et al. (1987, pg. 389
a 391)). Assim, sendo τ q
2
e τ1− q
2
as soluc¸o˜es das equac¸o˜es em τ
F¯ (>◦|k, `, τ) = 1− q
2
F¯ (>◦|k, `, τ) = q
2
,
teremos, para τ, o intervalo de confianc¸a de nivel 1− q
[τ q
2
; τ1− q
2
].
Analogamente os intervalos de confianc¸a de nivel 1−q limitada a` esquerda e a` direita
sera˜o
[τq; +∞[
e
[0; τ1−q[.
Observe-se que para resolver as equac¸o˜es acima referidas se pode utilizar o me´todo
da bissecc¸a˜o, ver Hammig (1962, pg.352). Como
F¯ (z|k, `, τ) = e− τ2
∞∑
j=0
(
τ
2
)j
j!
F¯ (>◦|k + 2j, `),
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tomando-se
F¯N(z|k, `, τ) = e− τ2
N∑
j=0
(
τ
2
)j
j!
F¯ (>◦|k + 2j, `),
tem-se
F¯N(z|k, `, τ) < F¯ (z|k, `, τ) < F¯N(z|k, `, τ) + e
−τ
2
∞∑
j=N+1
(
τ
2
)j
j!
=, F¯+N (z|k, `, τ),
ja´ que
0 < F¯ (z|k + 2j, `) < 1, j = 0, 1, . . . ,
tomando-se enta˜o a me´dia das soluc¸o˜es obtidas usando F¯N(z|k, `, τ) e F¯+N (z|k, `, τ).
Podemos pois controlar o erro da truncatura que se tem quando se substitui F¯ por
F¯N . Em particular, dado ε > 0 torna-se fa´cil obter o nu´mero mı´nimo de termos
necessa´rios para que o erro de truncatura na˜o exceda ε. Como a derivada de
gN(τ) = e
−
τ
2
∞∑
j=N+1
(
τ
2
)j
j!
,
e´
g′N(τ) =
1
2
e
−
τ
2
∞∑
j=N+1
(
τ
2
)j
j!
+
1
2
e−
τ
2
∞∑
j=N+1
( τ
2
)j−1
(j − 1)!
= e
−
τ
2
∞∑
j=N+1
(
τ
2
)N
N !
> 0,
gN(τ) e, consequentemente, o nu´mero mı´nimo de termos a tomar cresce com τ.
Assim, temos de fixar um limite superior τ¯ para τ e determinar o nu´mero N ′ mı´nimo
de termos para garantir um erro de truncatura quando muito igual a ε, quando τ ≤ τ¯ .
Tem-se alia´s
N ′ = Min{N : gN(τ˜) ≤ ε}.
33
Tabela 2.2: Nu´mero de termos
ε
τ 10−2 10−3 10−4 10−6
5 7 9 10 13
10 11 13 15 19
20 18 21 24 28
50 37 42 46 52
100 67 73 78 87
Na Tabela 2.2, encontram-se indicados, em func¸a˜o de τ¯ e ε, os nu´meros mı´nimos
de termos a tomar.
Verifica-se no entanto, que quando T ◦ e´ grande a soluc¸a˜o nume´rica das equac¸o˜es
em τ
F¯ (T ◦|k, `, τ) = p
e´ dif´ıcil. Ora, sa˜o precisamente as situac¸o˜es em que T ◦ toma valores elevados,
indicando elevadas predominaˆncias, que nos interessa.
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Cap´ıtulo 3
Linearidade assimpto´tica
3.1 Considerac¸o˜es pre´vias
Vimos atra´s que τ e´ o paraˆmetro de na˜o centralidade duma distribuic¸a˜o F . Dada a
dificuldade de resolver, em ordem a τ , a equac¸a˜o
F (z|r, s, τ) = p
quando z e´ grande, resulta daqui ter de se substituir a abordagem cla´ssica na
construc¸a˜o de intervalos de confianc¸a para τ por outra, baseada na linearidade as-
simpto´tica. A noc¸a˜o chave desta abordagem e´ a noc¸a˜o de func¸a˜o assimptoticamente
linear que introduziremos na secc¸a˜o 3.2.
Sendo g(.) uma func¸a˜o assimptoticamente linear mostraremos, debaixo de condic¸o˜es
bastante gerais, que, com

Y ◦ = g(a+e)−g(a)‖g(a)‖
Z◦ = g(a)
te
‖g(a)‖ ,
se tem
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Sup{|FY ◦ − FZ◦|} →‖a‖→∞0.
Em particular se Z0 tiver distribuic¸a˜o que na˜o depende de a temos
FY ◦
u→
‖a‖→∞
FZ◦ ,
onde
u−→ indica convergeˆncia uniforme. Se e for normal com valor me´dio nulo e
matriz de covariaˆncia σ2Ik, e ∼ ℵ(0, σ2Ik), tem-se Z◦ ∼ ℵ(0, σ2), Aplicamos estes
resultados aos
• qui-quadrados na˜o centrais;
• paraˆmetros de na˜o centralidade das distribuic¸o˜es F.
Com vista a desenvolvimentos futuros, inclu´ımos ainda uma secc¸a˜o com a versa˜o
multivariada da linearidade assimpto´tica.
3.2 Distribuic¸o˜es limite
Sejam g(.) e g∗(.) o gradiente e a matriz Hessiana duma func¸a˜o com derivadas
parciais de segunda ordem g : <k −→ <. Representamos por rd(x) o supremo do
raio espectral gk(y) quando
‖y − x‖ ≤ d
e pomos
kd(u) = sup{ rd(x)‖g(x)‖ ; ‖x‖ ≥ u}
A func¸a˜o g(.) sera´ assimptoticamente linear se
∀d, kd(u) →
u→∞
0,
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ja´ que enta˜o ao afastarmo-nos de origem, a norma do gradiente domina o raio es-
pectral da matriz Hessiana.
Vamos agora considerar as estat´ısticas
y = g(a+ e)
, onde g(.) e´ assimptoticamente linear, obtendo distribuic¸a˜o limite quando ‖a‖ −→
∞. Como e e´ sempre o mesmo a dimensa˜o da amostra dada pelo nu´mero de com-
ponentes de a+ e e´ fixa. Sendo g(.) assimptoticamente linear mostra-se, ver Mexia
e Oliveira (2010) que se a densidade de Z0 e´ limitada por C
Sup{| FY 0(z)− FZ0(z) |} ≤ 2d(),
onde,
d() = C+ 1− p(),
com
p() = pr{|Y 0 − Z0|} < ),
tendo-se ainda
Sup{|FY 0(z)− FZ0(z)|} →‖a‖→∞0.
Ate´ agora temos considerado a aproximac¸a˜o a FY ◦ dada por FZ◦ . Pode-se no entanto
procurar melhorar a mesma, com E(U) o vector me´dio de U ,
4(a) = E ′(Y ◦ − Z◦),
tomamos, em vez de Z◦,
Z◦◦ = Z◦ +4(a).
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Na secc¸a˜o seguinte mostramos um exemplo desta nova aproximac¸a˜o. Por outro lado,
com y◦p e z
◦
p os p-e´simos quantis para as distribuic¸o˜es, FY ◦ e de FZ◦ , temos agora a,
Proposic¸a˜o 3.1 Sendo g assimptoticamente linear, tendo-se
Sup{fZ◦(z)} ≤ C,
bem como
fZ◦(z) ≥ m(q) > 0
quando
zq−d(ε) ≤ z ≤ z◦1−q+d(ε),
teremos
Sup{| y◦p − z◦p |; q < p < 1− q} ≤ 2
(
ε+
d(ε)
m(q)
)
.
Demonstrac¸a˜o
De acordo com o Corola´rio 1 da Proposic¸a˜o 3.3 tem-se
FZ◦(y
◦
p − ε)− d(ε) ≤ FY ◦(y◦p)
= p ≤ FZ◦(y◦p + ε) + d(ε).
Logo 
FZ◦(y
◦
p − ε) ≤ p+ d(ε)
FZ◦(y
◦
p + ε) ≥ p− d(ε),
pelo que 
y◦p − ε ≤ zcp+d(ε)irc
y◦p + ε ≤ zcp−d(ε)irc,
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vindo
z◦p−d(ε) − ε ≤ y◦p ≤ z◦p+d(ε) + ε.
Para completar a demonstac¸a˜o basta observar que
z◦p+d(ε) − z◦p−d(ε) ≤
2d(ε)
m(q)
sempre que
q ≤ p− d(ε) < p+ d(ε) ≤ 1− q.
2
Quando FZ0 na˜o depende de u temos
FY0
u−→ FZ0
onde
u−→ representa a convergeˆncia uniforme. Quando e e´ normal com vectores me´dio
nulo e matriz de covariaˆncia 6 Σ
e ∼ ℵ(0, 6 Σ);
mostra-se que, quando 6 Σ e´ invert´ıvel
Sup{FZ0(z)} ≤
1√
2piθk
,
com θk o menor valor pro´prio de 6 Σ o que se permite tomar
C =
1√
2piθk
,
para obter um majorante para
Sup{FZ0(z)− FY 0(z)},
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Mexia e Oliveira (2010). Por outro lado, sendo as caudas com probabilidade q
2
da
normal reduzida limitadas por −zq e zq temos
mq =
e
−z2
q/2
√
2pi
.
Observa-se que no caso em que e ∼ ℵ(0, 6 Σ),
b =
1
‖a‖a,
se tem
Z0 ∼ ℵ(0, bt 6 Σb).
pelo que
FY 0(.)
u→
‖a‖→∞
ℵ(0, bt 6 Σb)
caso b seja fixo.
3.3 Distribuic¸a˜o limite dos qui-quadrados
No presente trabalho os qui-quadrados desempenham um papel importante o que
justifica a inclusa˜o desta aplicac¸a˜o aos mesmos. Assim, vamos obter distribuic¸a˜o
limite normal para
Y ◦ =
χ2k,δ − δ
2
√
δ
,
quando δ →∞. Teremos agora
g(x) = ‖x‖2,
pelo que {
g(x) = 2x
g?(x) = 2Ik.
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Logo, com
Y = g(µ+ e)
onde e ∼ ℵ(0, Ik), teremos
Y ∼ χ2k,δ,
com δ = ‖µ‖2 = g(µ). Como g(µ) = 2µ temos,
‖g(µ)‖ = 2‖µ‖ = 2
√
δ,
vindo
Z◦ =
2µte
2‖µ‖ ∼ ℵ(0, 1).
Por outro lado,
g(µ+ e) = ‖µ+ e‖2 = ‖µ‖2 + 2µte+ ‖e‖2,
vindo,
Y ◦ − Z◦ = ‖e‖
2
2
√
δ
=
χ2k
2
√
δ
.
Logo
5 = 5(µ) = k
2
√
δ
,
tendo-se pois,
Z◦◦ = Z0 +5 ∼ ℵ(5, 1)
visto que Z0 ∼ ℵ(0, 1).
Vamos agora utilizar a desigualdade de Berry (1941) e Essen(1945) para obter
um majorante para | FY ◦ − FZ◦◦ | . Assim, tem-se
Sup{| F1(z)− F2(z) |} ≤ 1
2pi
∫ +∞
−∞
| ϕ1(t)− ϕ2(t)
t
| dt,
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onde ϕ1 e ϕ2 sa˜o func¸o˜es caracteristicas de F1 e F2.
Ora, 
ϕY ◦(t) = ϕ
(
χ2
k,δ
−δ√
δ
)
(t) = e−i
√
δtϕχ2k,δ(
t√
δ
) =
e
−
t2
2(1− t√
δ
)
(1− it√
δ
)k/2
ϕ2◦◦(t) = e
ikt
2
√
δ
− t
2
2 .
Utilizando o MAT-LAB, obtiveram-se os valores apresentados na Tabela 3.1 para
4(k, δ) = Sup{| FY ◦(z)− FZ◦◦(z) |}.
Tabela 3.1: Limites de Berry- Essen
k
δ 10 20 30 50
10 0.081 0.116 0.149 0.201
20 0.053 0.073 0.054 0.131
50 0.031 0.039 0.048 0.068
100 0.021 0.024 0.029 0.04
1000 0.006 0.007 0.007 0.008
10000 0.002 0.002 0.007 0.002
A ana´lise desta Tabela exibe resultados perfeitamente compat´ıveis com ter-se
4(k, δ) −−−→
δ→∞
0.
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3.4 Paraˆmetro de na˜o centralidade para estat´ısticas
F
Esta aplicac¸a˜o e´ de certa forma uma continuac¸a˜o da anterior e e´ de interesse para
infereˆncia sobre preponderaˆncia em situac¸o˜es de forte domı´nio da mesma. Voltamos
a tomar
g(x) = ‖x‖2,
voltando a ter 
g1(x) = 2x
g2(x) = 2Ik.
Enta˜o, se
Y = g(µ+ e),
onde e ∼ ℵ(0, σ2Ik), ter-se-a´ Y ∼ σ2χ2k,δ, com
δ =
1
σ2
‖µ‖2 = 1
σ2
g(µ).
Temos enta˜o
Z◦ =
µte
‖µ‖2 ∼ ℵ(0, σ
2).
Logo FZ◦ na˜o depende de µ e a distribuic¸a˜o limite de
Y ◦ =
Y − ‖µ‖2
2‖µ‖ =
‖µ+ e‖2 − ‖µ‖2
2‖µ‖ ,
quando ‖µ‖ → ∞, sera´ ℵ(0, σ2). Com zq o limite para caudas com probabilidade q2
da normal reduzida tomando
y = µ+ e,
temos
pr
(− zqσ ≤ ‖y‖2 − ‖µ‖2
2‖µ‖ ≤ zqσ
)
= 1− q,
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o que e´ equivalente a ter-se
pr
(
− 2zqσ‖µ‖ ≤ ‖y‖2 − ‖µ‖2 ≤ 2zqσ‖µ‖
)
= 1− q.
Ora, podemos utilizar este par de desigualdades para obter limites para
Υ = ‖µ‖2.
Observe-se ainda que o par de desigualdades pode ser reescrito como
pr
(
(‖y‖2 −Υ)2 ≤ 4z2qσ2x
)
= 1− q.
Como
pr
(‖y‖4 − 2‖y‖2Υ− 4z2qσ2Υ + Υ2 ≤ 0) = 1− q,
e como
pr
[(
‖y‖2 + 2z2qσ2 −
√
(‖y‖2 + 2z2qσ2)2 − ‖y‖4
)
≤ Υ
≤
(
‖y‖2 + 2z2qσ2 +
√
(‖y‖2 + 2z2qσ2)2 − ‖y‖4
)]
= 1− q.
Este u´ltimo par de desigualdades pode ser simplificado para
pr
[(
‖y‖2 + 2z2qσ2 − 2zqσ2
√
‖y‖2 + z2qσ2
)
≤ ‖µ‖2
≤
(
‖y‖2 + 2z2qσ2 + 2zqσ2
√
‖µ‖2 + z2qσ4
)]
= 1− q.
Se σ2 = 1 ter-se-ia ||µ||2 = δ, obtendo-se os limites pretendidos para ‖µ‖2.
Analogamente, para ‖µ‖2/‖y‖2, tem-se
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pr
[
1 + 2z2q
σ2
‖y‖2 − 2zq
σ2
‖y‖2
√
1 +
z2qσ
2
‖y‖2 ≤
‖µ‖2
‖y‖2
≤ 1 + 2z2q
σ2
‖y‖2 + 2zq
σ2
‖y‖2
√
1 +
z2qσ
2
‖y‖2
]
= 1− q.
Ora, em muitos casos, σ/‖y‖ e´ suficientemente pequeno para que o erro relativo
εr, resultante de se utilizar ‖y‖2 como estimador de ‖µ‖2 poder ser desprezado.
Observe-se que os limites obtidos para ‖µ‖2 e para ‖µ‖2/‖y‖2 dependem de σ2 pelo
que para os utilizarmos temos de ter informac¸a˜o adicional sobre σ2. Admitimos
agora que y e´ independente de S ∼ σ2χ2g.
Como
‖y‖
‖µ‖
p−−−→
u→∞
1,
e como a distribuic¸a˜o limite de
Z◦ =
‖y‖2
2‖µ‖ −
‖µ‖
2
,
quando ‖µ‖ → ∞, e´ ℵ(0, σ2) a distribuic¸a˜o limite de
Z◦◦ =
‖y‖ − ‖µ‖
2
,
quando ‖µ‖ → ∞, tambe´m e´ ℵ(0, σ2) . Enta˜o a distribuic¸a˜o limite de
t◦◦ =
‖y‖ − ‖µ‖
2
√
s
2
,
quando ‖µ‖ → ∞, e´ a distribuic¸a˜o t central com g graus de liberdade, Mexia (1992).
Seja tg,q, o limite para as caudas com probabilidade q
′ dessa distribuic¸a˜o. Temos
pr
(
− tg,q ≤ ‖y‖ − ‖µ‖
2
√
s
g
≤ tg,q
)
−−−→
u→∞
1− q,
45
logo,
pr
[
− 2tg,q
√
s
g
≤ ‖y‖ − ‖µ‖ ≤ 2tg,q
√
s
g
]
−−−→
u→∞
1− q
vindo
pr
(
− ‖y‖ − 2tg,q
√
s
g
≤ ‖µ‖ ≤ −‖y‖+ 2tg,q
√
s
g
)
−−−→
u→∞
1− q,
bem como
pr
[(
‖y‖ − 2tg,q
√
s
g
)2
≤ ‖µ‖2 ≤
(
‖y‖+ 2tg,q
√
s
g
)2]
−−−→
u→∞
1− q
e como
pr
[(
1− 2tg,q
√
s
g‖y‖2
)2
≤ ‖µ‖
2
‖y‖2 ≤
(
1 + 2tg,q
√
s
g‖y‖2
)2]
−−−→
u→∞
1− q.
Estes intervalos de confianc¸a na˜o dependem de σ2. Veˆ-se ainda que quando s‖y‖2
e´ pequeno o erro relativo resultante de se tomar ‖y‖2 como estimador de ‖λ‖2 e´
desprez´ıvel.
Chegando ao ponto central desta al´ınea, observamos que para σ2 e 1/σ2 temos
os intervalos de confianc¸a de n´ıvel 1− q′ dados por

[
S
χ
g,1− q′2
; S§
g,
q′
2
]
[
χ
g,
q′
2
S
;
χ
g,1− q′2
S
]
.
Ora, quando ambos os pares de desigualdades
(
‖y‖ − 2tg,q
√
S
g
)2
≤ ‖µ‖2 ≤
(
‖y + 2tg,q
√
s
g
)2
χ
g, q
′
2
S ≤ 1
σ2
≤ χ
g,1− q′
2
S
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se verificam, temos
(
‖y‖ − 2tg,q
√
S
g
)2χ
g, q
′
2
S
≤ δ ≤
(
‖y‖+ 2tg,q
√
S
g
)2χ
g,1− q′
2
S
.
Logo atendendo a` desigualdade de Boole, temos
pr
[(
‖y‖ − 2tg,q
√
S
2
)χ
g, q
′
2
S
≤ δ
≤
(
‖y‖+ 2tg,q
√
S
g
)2χ
g,1− q′
2
S
]
≥ 1− q − q′.
Na pra´tica torna-se q < q′ visto que a precisa˜o da estimac¸a˜o de ‖µ‖2 usando
‖y‖2 ser muito maior que a de estimar σ2 usando s/g.
Uma aplicac¸a˜o a` preponderaˆncia
Recordamos agora que, atendendo a´ Proposic¸a˜o 2.4, F (P+) tem distribuic¸a˜o
F com k e ` graus de liberdade e paraˆmetro de na˜o centralidade
δ = τ.
Assim, o intervalo de confianc¸a para δ pode ser reinterpretado como intervalo de
confianc¸a para τ . Atrave´s da dualidade podemos a partir destes intervalos testar a
hipo´tese
H0 : τ = τ0.
3.5 Caso multivariado
Apresentamos de seguida os resultados para a linearidade assimpto´tica no caso mul-
tivariado.
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Trabalhamos com estat´ısticas vectoriais com n componentes
Yi = gi(µ+ e), i = 1, . . . , n.
A passagem do caso univariado para o caso multivariado e´ facilitada pela
Proposic¸a˜o 3.2se F (·) tiver distribuic¸o˜es marginais Fi(·), i = 1, . . . , n, com
a ≤ b, isto e´ se ai ≤ bi, i = 1, . . . , n tem-se
F (b)− F (a) ≤
n∑
i=1
(Fi(bi)− Fi(ai)).
Demonstrac¸a˜o: Com X com componentes Xi, i = 1, . . . , n, e distribuic¸a˜o F,
termos X ≤ a implicara´ X ≤ b, vindo
F (b)− F (a) = pr(X ≤ b)− pr(X ≤ a)
= pr[(X ≤ b) \ (X ≤ a)]
= pr[(X ≤ b) ∩ (X ≤ a)c]
onde \ representa a diferenc¸a de acontecimentos e (X ≤ ai)c, o acontecimento
complementar de (X ≤ a). Ora,
(X ≤ a)c = (∩ni=1(Xi ≤ ai))c = ∪ni=1(Xi > a1)
e
(X ≤ b) ∩ (∪ni=1(Xi > ai)) = ∪ni=1((X ≤ bi) ∩ (Xi > ai))
= ∪ni=1(∩i′ 6=i(Xi′ ≤ bi′) ∩ (ai < Xi ≤ bi)),
vindo
F (b)− F (a) ≤
n∑
i=1
pr
(
∩i′ 6=i (Xi′ ≤ bi′) ∩ (ai < Xi ≤ bi)
)
≤
n∑
i=1
pr(ai < Xi ≤ bi) =
n∑
i=1
(
Fi(bi)− Fi(ai)
)
,
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estando pois a tese estabelecida. Ainda temos uma generalizac¸a˜o dos resultados da
secc¸a˜o 3.2 que passamos a considerar. Para isso comec¸amos por observar que, caso
‖u− v‖ ≤ d,
se tem
(1) v − d√
n
1n ≤ u ≤ v + d√
n
1n
e que, quando
Sup{| 1√
n
1tngi(x) |} ≤ g¯i, i = 1, . . . , n
se tem,
(2) | gi(v + d√
n
1k)− gi(v − d√
n
1k) |≤ 2g¯id, i = 1, . . . , n.
Seja A(ε) o acontecimento que se verifica quando
| Y ◦ −Z◦ |≤ ε,
com Y ◦ e Z◦ com componentes
Y ◦i =
gi(µ+e)−gi(µ)
‖gi(µ)‖ , i = 1, . . . , n.
Z◦i = gi(µ)
te, i = 1, . . . , n,
e tal, como atra´s
p(ε) = pr(A(ε)).
Observe-se que, quando A(ε) se verifica, se tem com ⇒ indicando implicac¸a˜o
(Z◦ ≤ z − ε√
n
1n)⇒ (Y ◦ ≤ z)⇒ (Z◦ ≤ z + ε√
n
1n),
tendo-se pois,
pr
(
Z◦ ≤ z − ε√
n
1n \ A(ε)
)
≤ pr
(
Y ◦ ≤ z \ A(ε)
)
≤ pr(Z◦ ≤ z + ε√
n
1n \ A(ε)).
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Logo
FZ◦
(
z − ε√
n
1n
)− (1− p(ε)) = p(ε)pr(Z◦ ≤ z − ε√
n
1n/A(ε)
)
+
(
1− p(ε)pr
(
Z◦ ≤ z − ε√
k
1k/A
c(ε)
)
− (1− p(ε)
)
≤ p(ε)pr
(
Z◦ ≤ z − ε√
n
1n/A(ε)
)
≤ p(ε)pr
(
Y ◦ ≤ z/A(ε)
)
≤ pr(ε)pr
(
Y ◦ ≤ z/A(ε)
)
+
(
1− p(ε
)
pr
(
Y ◦ ≤ z/Ac(ε)
)
= F z◦ (z).
Da mesma maneira se mostra que
FY ◦(z) ≤ FZ◦(z + ε√
n
1n) + p(ε)
estabelendo-se assim a
Proposic¸a˜o 3.3 Tem-se
FZ◦
(
z − ε√
n
1n
)
− (1− p)(ε) ≤ FY ◦(z) ≤ FZ◦
(
z +
ε√
n
1n
)
+
(
1− p(ε)
)
.
Corola´rio 1
Tendo FZ◦ gradiente FZ◦ tal que
F¯Z◦ = Sup{|
1√
n
1tnFZ◦(z) |} < +∞,
tem-se
Sup{| FY ◦(z)− FZ◦(z) |} ≤ d(ε)
com
d(ε) = 2
(
F¯Z◦ε+ 1− p(ε)
)
.
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Demonstrac¸a˜o:
Do mesmo modo como se obteve(2), mostra-se que
0 ≤ FZ◦
(
z +
ε√
n
1n
)− FZ◦(z − ε√
n
1n
)
≤ 2F¯Z◦ε.
Pelo que
(
FZ◦(z +
ε√
n
1n) + 1− p(ε)
)
− (FZ◦(z − ε√
n
1n)− (1− p(ε)) ≤ d(ε).
Para completar a demonstrac¸a˜o basta observar que
FZ◦(z − ε√
n
1n) ≤ FZ◦(z)
≤ FZ◦(z + ε√
n
1n).
Regressando a` estat´ıstica Y , com componentes Yi, i = 1, . . . , n, admitamos que as
func¸o˜es gi(·), sa˜o assimptoticamente lineares tendo-se, qualquer que seja d > 0,
kd,i(u) −−−→
u→∞
0, i = 1, . . . , n.
De uma forma ana´loga veˆ-se que, quaisquer que sejam d > 0 e ε > 0,
ui(d,
ε√
k
) = Inf{u : kd,i(u)d2 ≤ ε√
k
} < +∞, i = 1, . . . , n.
Seja
p(ε) = pr(A(ε)),
com A(ε) o acontecimento que se verifica quando
∩ni=1(| Y ◦i − Z◦i |≤
ε
k
).
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Quando
‖µi‖ ≥Max{ui(`1−q, ε√
k
), i = 1, . . . , n},
tem-se p(ε) ≥ 1− q e como, atendendo a´ Proposic¸a˜o 3.3,
FZ◦(z − ε√
k
1k)− q(ε) ≤ FY ◦(z)
≤ FY ◦(z + ε√
k
1k) + q.
Devido ao Corola´rio 1 da Proposic¸a˜o 3.3 temos igualmente
Sup{| FY ◦(y)− FZ◦(z) |} ≤ 2(F¯Z◦ε+ q),
quando
‖µ‖ ≥Max{ui(φ1−q, ε√
k
), i = 1, . . . , n}.
Sejam G(µ) e B as matrizes com vectores linha g1(µ), . . . , gn(µ) e b1, . . . , bn. Caso
gi(µ) −−−−→‖µ‖→∞ bi, i = 1, . . . , n,
FY ◦ convergira´ para FZ˚ com
Z˚ = Be.
Proposic¸a˜o 3.4 Se as func¸o˜es gi(·), i = 1, . . . , n forem assimptoticamente line-
ares e se
1
‖gi(µ)‖
gi(µ) −−−−→‖µ‖→∞ bi, i = 1, . . . , n,
qualquer que seja a func¸a˜o continua `(·), F`(Y ◦) converge para F`(Z˚).
Demonstrac¸a˜o
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As func¸o˜es caracteristicas de `(Y ◦) e `(Z◦) sa˜o
ϕ`(Y ◦)(u) =
∫ +∞
−∞ ...
∫ +∞
−∞ e
iu`(y)dFY ◦
=
∫ +∞
−∞ ...
∫ +∞
−∞ cos(u`(y))dFY ◦ + i
∫ +∞
−∞ ...
∫ +∞
−∞ sin(u`(y))dFZ˚
ϕ`(Z◦)(u) =
∫ +∞
−∞ ...
∫ +∞
−∞ e
iu`(y)dFZ˚
=
∫ +∞
−∞ ...
∫ +∞
−∞ cos(u`(y))dFZ˚+i ∫+∞−∞ ... ∫+∞−∞ sin(u`(z))dFZ˚ .
Ora, atendendo ao lema de Helley Brey tem-se

∫ +∞
−∞ ...
∫ +∞
−∞ cos(u`(y))dFy◦ −→‖µ‖→∞
∫ +∞
−∞ ...
∫ +∞
−∞ cos(u`(y))dFZ˚∫ +∞
−∞ ...
∫ +∞
−∞ sin(u`(y))dFy◦ −→‖µ‖→∞
∫ +∞
−∞ ...
∫ +∞
−∞ sin(u`(y))dFZ˚
,
o que estabelece a tese visto que a convergeˆncia das func¸o˜es caracter´ısticas implica
a convergeˆncia das distribuic¸o˜es, ver por exemplo Lukacs e Laha(1964).
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Cap´ıtulo 4
Delineamento base ortogonais
4.1 Considerac¸o˜es pre´vias
Os delineamentos ortogonais com n tratamentos esta˜o associados a partic¸o˜es orto-
gonais
Rn = mj=1w¯j,
Na secc¸a˜o seguinte estudamos a estrutura alge´brica deste delineamento realc¸ando o
papel de matrizes A1, . . . ,Am cujos vectores linha constituem bases ortonormados
para os subespac¸os w¯1, . . . , w¯m. Consideramos, em particular o cruzamento de facto-
res os quais conduzem a um delineamento em que os tratamentos sa˜o todas as com-
binac¸o˜es poss´ıveis de n´ıveis. Mostraremos como construir as matrizes A1, . . . ,Am
para esses delineamento.
Um delineamento ortogonal e´ equilibrado se tem o mesmo nu´mero ”r”de observac¸o˜es
por tratamentos. Tomamos
r = 1
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ja´ que vamos utilizar a Ana´lise de Variaˆncia sem restric¸o˜es em que se trabalha com
um par(Y , V ) em que se tem
Y ∼ ℵ(µ, σ2C)
independente de
V ∼ σ2χ2g,
admitindo-se que C e´ semi - definida positiva, Mexia (1989 a). Apresentaremos este
tipo de ANOVA na secc¸a˜o 4.3. Observe-se que a mesma permite testar, em vez das
hipo´teses usuais
H0,j : µ ∈ wj, j = 1, . . . ,m,
as respectivas generalizac¸o˜es
H0,j(b) : µ− b ∈ wj j = 1, . . . ,m,
vindo os w1, . . . , wm os complementos ortogonais w¯1, . . . , w¯m, pondo-se wj = w¯
⊥
j , j =
1, . . . ,m.
Esta generalizac¸a˜o faz surgir, como veremos, propriedades de dualidade para os
testes F . Assim, com 
η˜j = AjY , j = 1, . . . ,m
ηj = Ajµ, j = 1, . . . ,m
ηj,0 = Ajb, j = 1, . . . ,m
sera´ poss´ıvel construir hiperesferas de confianc¸a para os ηj, j = 1, . . . ,m e o teste de
n´ıvel q rejeita H0,j(b) se e so´ se a hiperesfera de confianc¸a de n´ıvel 1−q na˜o contiver
ηj,0, j = 1, . . . ,m. Assim, temos na˜o so´ um alargamento da famı´lia das hipo´teses
testadas como um enriquecimento dos testes F .
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A secc¸a˜o 4.4 representa um desenvolvimento da anterior com vista a aplicac¸a˜o fu-
tura a famı´lias estruturadas do modelo. Em vez do par (Y , V ) temos nos modelo
mu´ltiplos, (Y (1), . . . ,Y (`), V ) com
Y (i) ∼ ℵ(µ(i), σ2In), i = 1, . . . , u
V ∼ σ2χ2g,
sendo os Y (1), . . . ,Y (`) e V independentes. Para compreender a ligac¸a˜o entre estes
modelos mu´ltiplos e as famı´lias estruturadas conve´m recordar que a informac¸a˜o
contida nos modelos dessas famı´lias e´ condensada em pares(β˜i, Vi), i = 1, . . . , n.
Podemos agora pensar em tomar
Yi(d) = cd
tβ˜i, i = 1, . . . , n, d = 1, . . . , `
V =
n∑
i=1
Vi.
Segue-se a secc¸a˜o 4.5 em que se aplicam os resultados sobre ANOVA sem restric¸o˜es
a famı´lias estruturadas de matrizes quase escalares. A informac¸a˜o contida nessas
matrizes e´ condensada em pares (β˜i, Vi), i = 1, . . . , n o que permite proceder como
foi indicado atra´s para obter o vector Y os vectores Y (1), . . . ,Y (n) e uma soma de
quadrados de res´ıduos. Neste trabalho, consideramos um u´nico vector Y deixando os
modelos mu´ltiplos para desenvolvimentos futuros. Consideramos para ale´m dessas
famı´lias divididas em subfamı´lias que correspondem aos tratamentos. Na aplicac¸a˜o
que demos a`s eleic¸o˜es auta´rquicas de Portugal Continental os tratamentos corres-
pondem a distritos havendo um modelo para cada concelho desses distritos. Assim
os modelos agrupam-se em subfamı´lias, uma por distritos. Como veremos os nos-
sos modelos podem ser aplicados a`s duas primeiras etapas da metodologia Statis.
Temos assim uma subfamı´lias por distrito e etapa. Veremos como medir a maior
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ou menor heterogeneidade dessas famı´lias mostrando-se que a heterogeneidade das
subfamı´lias e´ transportada de primeira para a segunda etapa.
4.2 Estrutura alge´brica
Como referimos, os modelos ortogonais esta˜o associados a partic¸o˜es ortogonais,
Rn = mj=1w¯j
sendo n o nu´mero de tratamentos. Ponhamos
Aj ←→ w¯j, j = 1, . . . ,m
para indicar que vectores linha de Aj constituem uma base ortonormada para w¯j,
j = 1, . . . ,m.
Teremos enta˜o
AtjAj = Igj , j = 1, . . . ,m.
com
gj = dim(w¯j) = car(Aj), j = 1, . . . ,m,
sendo a matriz de projecc¸a˜o ortogonal Qj sobre w¯j,j = 1, . . . ,m, dada por
Qj = A
t
jAj, j = 1, . . . ,m.
Veˆ-se ainda que o espac¸o nulidade ℵ(Aj) da matriz Aj, j = 1, . . . ,m, e´ dado por,
ℵ(Aj) = wj = w¯⊥j , j = 1, . . . ,m.
Logo tem-se
v − b ∈ w¯j, j = 1, . . . ,m
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se e so´ se
Ajb = Ajv, j = 1, . . . ,m,
Em particular
v ∈ wj, j = 1, . . . ,m
quando e apenas quando
Ajv = o, j = 1, . . . ,m.
Como veremos estes resultados alge´bricos permitem sistematizar a ANOVA sem
restric¸o˜es para estes modelos.
4.2.1 Cruzamento equilibrado de factores
Admitamos que se teˆm u factores com a1, . . . , au, n´ıveis e que se considerem todas as
combinac¸o˜es poss´ıveis dos mesmos. Estas combinac¸o˜es sa˜o os tratamentos, havendo
pois
n = pi
u
i=1
aj
tratamentos. Ale´m do valor me´dio geral, temos de considerar os efeitos dos n´ıveis dos
va´rios factores e as interacc¸o˜es para as va´rias combinac¸o˜es de n´ıveis dos conjuntos
de mais de um factores. Identificando os factores com os seus ı´ndices os conjuntos
de factores sera˜o os sub-conjuntos de
u¯ = {1, . . . , u}.
Dado ϕ ⊆ u¯, se #(ϕ) = 0, temos o conjunto vazio correspondendo-lhe o valor
me´dio geral; se #(ϕ) = 1 corresponder-lhe-a˜o os efeitos dos niveis do unico factor
com indice em ϕ. Finalmente, se #(ϕ) > 1, a ϕ correspondera˜o as interac¸o˜es entre
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conjunto de n´ıveis dos factores em ϕ. Temos agora a partic¸a˜o ortogonal
Rn = ϕ⊆u¯w¯(ϕ),
onde
W¯ (ϕ) = <(A(ϕ))t, ϕ ⊆ u¯,
ver Fonseca et al. (2003). Para construir as matrizes A(ϕ) pode recorrer-se no
produto de Kronecker ⊗ de matrizes. Sendo C = [cij] uma matriz r × s tem-se
qualquer que seja a matriz B,
C⊗B =
 c11B . . . c1sB... ...
cr1B . . . crsB.
 (4.2.0)
Em particular temos
A(ϕ) = ⊗ul=1Al(ϕ)
onde 
A`(ϕ) =
1√
a`
1ta` , ` /∈ ϕ
A`(ϕ) = Ta` , ` ∈ ϕ.
sendo Tal obtida retirando a primeira linha igual a
1√
a`
1ta` a uma matriz ortogonal
a` × a`. Por exemplo, pode tomar-se
T2 =
[
− 1√
2
1√
2
]
T3 =
 −1√2 0 1√2
1√
6
−2√
6
1√
6
.

4.3 ANOVA sem restric¸o˜es
Nestes modelos temos um vector
Y ∼ ℵ(µ, σ2In)
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independente de
V ∼ σ2χ2g
e uma partic¸a˜o ortogonal
<n = mj=1wj.
Usualmente interessara´ testar as hipo´teses
H0j : µwj = w¯
⊥
j , j = 1, . . . ,m
no entanto, podemos considerar uma generalizac¸a˜o. Passamos enta˜o a testar-se as
hipo´teses
H0j(b) : µ− b wj , j = 1, . . . ,m.
Sendo
Qj = A
t
jAj, j = 1, . . . ,m
as matrizes de projecc¸a˜o ortogonal sobre os w¯j, j = 1, . . . ,m, tem-se
AjA
t
j = Igj , j = 1, . . . ,m
com
gj = dim(w¯j), j = 1, . . . ,m
Recorde-se que os vectores linha de Aj, que sa˜o vectores coluna de A
t
j, constituiem
uma base ortonormada para w¯j, j = 1, . . . ,m.
Enta˜o com 
η˜j = AjY , j = 1, . . . ,m
ηj = Ajµ, j = 1, . . . ,m
ηj,0 = Ajb, j = 1, . . . ,m
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temos
η˜j − ηj0 ∼ ℵ(ηj − ηj0, σ2Igj), j = 1, . . . ,m,
bem como
‖η˜j − ηj0‖2 ∼ σ2χ2gj ,δj(b), j = 1, . . . ,m,
com
δj(b) =
1
σ2
‖ηj − ηj0‖2, j = 1, . . . ,m
independente de V pelo que as estatisticas
Fj(b) = g
gj
‖η˜j − ηj0‖2
V
, j = 1, . . . ,m,
tera˜o distribuic¸o˜es F com gj e g graus de liberdade e paraˆmetros de na˜o centralidade
δj(b), j = 1, . . . ,m, tendo-se pois
Fj(b) ∼ F (|gj, g, δ(b)), j = 1, . . . ,m.
Como a hipo´tese H0j(b) pode ser reescrita como
H0j(b) : δj(b) = 0, j = 1, . . . ,m,
estes testes F sera˜o estritamente na˜o distorcidos, Mexia(1995). Por outro lado,
temos as varia´veis pivot
F ′j =
g
gj
‖η˜j − ηj‖2
V
, j = 1, . . . ,m
com distribuic¸o˜es F centrais com gj e g graus de liberdade, j = 1, . . . ,m,
F ′j ∼ F(/gj, g), j = 1, . . . ,m.
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Sendo fp,gj ,g o p-e´ssimo quantil de F (|gj, g), j = 1, . . . ,m, teremos as hiperes-
feras de confianc¸a de nivel 1− q para os ηj, j = 1, . . . ,m, dadas por
‖ηj − η˜j‖2 ≤ gjF1−q,gj ,g
V
g
, j = 1, . . . ,m
ja´ que estas desigualdades sa˜o equivalentes a`s
F ′ ≤ f1−q,g,g , j = 1, . . . ,m.
Observe-se que estes testes F gozam da dualidade ja´ que o teste de nivel q rejeita
H0j(b) quando e so´ quando ηj0(b) na˜o esta´ contida na correspondente hiperesfera
de confianc¸a de nivel 1− q, j = 1, . . . ,m.
A completar o estudo da dualidade vamos obter uma versa˜o conveniente do te-
orema de Scheffe´, ver Scheffe´ (1959) e Mexia(1989 b). Assim, um ponto esta´ no
interior dum elipso´ide se e so´ se estiver entre todos os pares de planos paralelos
tangentes ao elipso´ide, havendo, para toda a direcc¸a˜o, um par desses planos perpen-
diculares a essa direcc¸a˜o e tangente ao elipso´ide. Dado o elipso´ide definido por
(x− a)M(x− a) ≤ d,
onde M e´ uma matriz k × k, semi-definida positiva e d > 0, o ponto b esta´ entre o
par dos planos tangentes ao elipso´ide e perpendiculares a c, se e so´ se
| ctb− cta |≤
√
dctMc,
ver Scheffe´ (1959). Assim, b estara´ contido no elipso´ide se e so´ se⋂
c
( | ctb− cta |≤ √dctMc),
com
⋂
c a indicar que se consideram todos os vectores de R
k. Observa-se que, para
c = 0, se tem a desigualdade trivial, 0 ≤ 0.
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Aplicando esta discussa˜o a`s hiperesferas de confianc¸a obte´m-se a versa˜o do teorema
de Scheffe´ dada por
pr
[⋂
c
| ctηj − ctη˜j |≤
√
gj, F1−q,gj ,g‖c‖2
V
g
)]
= 1− q, ; j = 2, . . . ,m.
Conve´m observar que esta propriedade de dualidade surgiu ao alargar-se a famı´lia
das hipo´teses testadas. Interessa assim aprofundar a natureza desta extensa˜o para
o que seguimos a abordagem apresentada em Mexia(1989 a). Assim definimos em
Ω uma relac¸a˜o de congrueˆncia %j j = 1, . . . ,m escrevendo
v%ju, j = 1, . . . ,m
quando e so´ quando
v − uwj, j = 1, . . . ,m.
Logo H◦j(b) verifica-se se e so´ se
µ%jb, j = 1, . . . ,m,
vendo-se que b determina a classe de congrueˆncia %j, j = 1, . . . ,m, associada a
H◦j(b). Sendo [u]%j a classe de congrueˆncia %j, j = 1, . . . , n, a que u pertence as
hipo´teses podem ser reescritas como
H◦j(b) : µ[b]%j , j = 1, . . . ,m,
tendo-se em particular
H◦j(0) : µwj, j = 1, . . . ,m,
ja´ que w = [0]`j j = 1, . . . ,m.
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Para aplicar os resultados precedentes a um qualquer caso basta construir as
matrizes A. Por exemplo com treˆs factores a 3, 2 e 3 n´ıveis que se cruzam, temos
A(φ) =
1√
3
1t3 ⊗
1√
2
1t2 ⊗
1√
3
1t3
A({1}) = T3 ⊗ 1√
2
1t2 ⊗
1√
3
1t3
A({2}) = 1√
3
1t2 ⊗ T2 ⊗
1√
3
1t3
A({1, 2}) = T3 ⊗ T2 ⊗ V 1√
3
1t2
A({3}) = V 1√
3
1t2 ⊗ V
1√
2
1t2 ⊗ T3
A(1, 3) = T3 ⊗ 1√
2
1t2 ⊗ T3
A(2, 3) =
1√
3
1t2 ⊗ T2 ⊗ T3
A(1, 2, 3) = T3 ⊗ T2 ⊗ T3,
o que permite aplicar directamente os resultados anteriores.
4.4 Modelos mu´ltiplos sem restric¸o˜es
Em vez dum par (Y, V ) temos agora (Y(1), . . . ,Y (u), V ) com
Y (`) ∼ ℵ(µ(`), σ2In), l = 1, . . . , u
e V ∼ σ2χ2g, sendo os Y(1), . . . ,Y(u) e V independentes. Consideramos a mesma
partic¸a˜o
Rn = mj=1w¯j,
para todos os Y (`), ` = 1, . . . , u, tendo-se para os mesmos as hipo´teses de teste
H0j(bl) : µ` − blwj, j = 1, . . . ,m, ` = 1, . . . , u.
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Dado D ⊆ u¯ = {1, . . . , u}, ponhamos
b(D) = {bj; jD}
o que nos permite definir as hipo´teses
H0j(b(D)) : (µ` − b`wj; lD),
isto e´ H0j(b(D)) verifica-se se e so´ se verificar em as H0j(bl) com `D, j = 1, . . . ,m.
Teremos agora os vectores
η˜j(`) = AjY (`), ` = 1, . . . , u, j = 1, . . . ,m
η˜j(`) = Ajµ(`), ` = 1, . . . , u, j = 1, . . . ,m
ηj0(b`) = Ajb`, ` = 1, . . . , u, j = 1, . . . ,m,
sendo os η˜j(1), . . . , η˜j(u) independentes entre si e de V. Assim, atendendo a´ repro-
dutividade dos qui-quadrados tem-se∑
lD
‖η˜j(`)− ηj0(b`)‖2 ∼ σ2χgj ·#(D),δj(D), j = 1, . . . ,m,
com
δj(D) =
∑
lD
δj(bl), j = 1, . . . ,m,
onde
δj(b`) =
1
σ2
‖ηj(l)− ηj0(bl) ‖2, lD, j = 1, . . . ,m.
Assim, para testarmos as H0j(D), j = 1, . . . ,m podemos utilizar as estatisticas
Fj(D) = g
gj ·#(D)
∑
`D ‖η˜j(`)− ηj0(b`)‖2
V
, j = 1, . . . ,m,
que teˆm distribuic¸o˜es F com gj · #(D) e g graus de liberdade e paraˆmetro de na˜o
centralidade δj(D), j = 1 . . . ,m. Por outro lado, os∑
`D
‖η˜j(`)− ηj(`)‖2, j = 1, . . . ,m,
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sera˜o qui-quadrados centrais com gj · ](D) graus de liberdade independentes de V ,
pelo que as varia´veis pivot
F ′(D) = g
gj ·#(D)
∑
`D ‖η˜j(`)− ηj(`)‖2
V
, j = 1, . . . ,m.
tera˜o distribuic¸o˜es F centrais com gj · #(D) e g graus de liberdade, j = 1, . . . ,m.
Com

η˜j(D) =
[
η˜j(l)
t; lD
]t
; j = 1, . . . ,m;D ⊆ u¯
ηj(D) =
[
ηj(l)
t; lD
]t
; j = 1, . . . ,m;D ⊆ u¯
ηj0(D) =
[
ηj0(l)
t; lD
]t
; j = 1, . . . ,m; D ⊆ u¯,
onde u¯ = {1, . . . , u} teremos
Fj(D) = g
gj#(D)
‖η˜j(D)− ηj0(D)‖2
V
; j = 1, . . . ,m;D ⊆ u¯
F ′j(D) = ggj#(D)
‖η˜j(D)− ηj(D)‖2
V
; j = 1, . . . ,m;D ⊆ u¯.
Pode utilizar-se Fj(D), j = 1, . . . ,m;D ⊆ u¯, para testar as hipo´teses
H0j(D) : ηj(D) = ηj0(D); j = 1, . . . ,m;D ⊆ u¯,
vendo-se que
H0j(D) =
⋂
lD
H0j(l),
isto e´, H0j(D) verifica-se e so´ se as H0j(`), lD, se verificarem j = 1, . . . ,m.
Alia´s, temos ainda a possibilidade de reescrever estas hipo´teses como
H0j(D) : δj(D) = 0; j = 1, . . . ,m;D ⊆ u¯
H0j(l) : δj(`) = 0; j = 1, . . . ,m; ` = 1, . . . , u
e como os Fj(D) [Fj(`); ` = 1, . . . , u] teˆm distribuic¸o˜es F com gj#D e g [gj e g]
graus de liberdade e paraˆmetro de na˜o centralidade δj(D) [δj(l), l = 1, . . . , u], j =
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1, . . . ,m,D ⊆ u¯, os testes F com estas estat´ısticas sera˜o estritamente na˜o distorci-
dos, ver Mexia (1995). Observe-se que,
Fj(D) = 1
#(D)
∑
`D
Fj(`); j = 1, . . . ,m;D ≤ u¯,
o que e´ importante, pois como se verifica facilmente pode ter-se
Fj(D) ≤ F1−q,gj#D,g,
embora para um ou mais dos `D se tenha
Fj(`) > F1−q,gj ,g,
na˜o se rejeitando H0j(D) ao nivel q embora se rejeitem uma ou mais das H0j(`) a
esse nivel. Assim podemos considerar que os testes para as H0j(`), lF, j = 1, . . . ,m
representam um refinamento dos testes para as H0j(D), j = 1, . . . ,m.
As varia´veis pivot F ′j(D) [F ′j(`), ` = 1, . . . , u] teˆm distribuic¸o˜es F central com
gj#(D) e g [gj e g] graus de liberdade, j = 1, . . . ,m, tendo-se pois as hiperesferas
de confianc¸a,
‖ηj(D)− η˜j(D)‖2 ≤ gj#(D)
V
g
, j = 1, . . . ,m,D ⊆ u¯
‖ηj(`)− η˜j(`)‖2 ≤ gj
V
g
, j = 1, . . . ,m, ` = 1, . . . , u,
paras os ηj(D), D ⊆ u¯, e os ηj(`), j = 1, . . . ,m, ` = l, . . . , u. Raciocinando como
atra´s veˆ-se ainda que os testes F para as Hj(D), D ⊆ u¯, e as
Hj(l), l = 1, . . . , n, j = 1, . . . ,m,
gozam de dualidade. Tem-se ainda, um nivel de confianc¸a conjunto 1− q, os inter-
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valos de confianc¸a simultaˆneos
⋂
dj
(
| dtjηj(D)− dtjη˜j(D) |≤
√
gj#(D)‖dj‖2 Vg
)
, j = 1, . . . ,m,D ≤ u¯
⋂
dj`
(
| dtj`ηj`(`)− dtj`η˜j(`) |≤
√
gj‖dj`‖V
g
)
, j = 1, . . . ,m, ` = 1, . . . , u
4.5 Aplicac¸a˜o a`s famı´lias de matrizes estoca´sticas
quase escalares
Como vimos a informac¸a˜o contida numa matriz sime´trica a que se ajusta um modelo
da forma
M = λααt + E¯,
com
E¯ =
1
2
(E + Et)
e
vec(E) ∼ ℵ(0k2 , σ2Ik2),
condensa-se num vector de estrutura ajustado
β˜ = θγ
e numa soma de quadrados dos residuos
V = ‖M‖2 − θ2.
Vimos ainda que
6 Σ(β˜) ≈ σ2(Ik + γγt),
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no entanto, esta heterocedasticidade e´ pouca acentuada. Alia´s nas famı´lias estrutu-
radas de matrizes sime´tricas esta´-se no caso equilibrado ja´ que as somas de quadrados
para os residuos das diferentes matrizes teˆm
g· =
k(k − 1)
2
,
graus de liberdade. Ora, ver Scheffe´e´ (1959) e Ito (1980), a ANOVA e te´cnicas
relacionadas sa˜o robustas para a heterocedasticidade no caso equilibrado. Assim,
admitimos ter pares (β˜`, V`) independentes com
˜βell ∼ ℵ(βi, σ2Ik), i = 1, . . . , n
Vi ∼ σ2χ2g·, i = 1, . . . , n,
sendo ainda os ˜βell independentes das Vi, i = 1, . . . , u. A aplicac¸a˜o dos resultados
das al´ıneas anteriores e´ agora directa. Seguimos assim o caminho ja´ desenvolvido
por Oliveira e Mexia (1998,1999a,199b, 2002, 2004, 2007a, 2007 b), Ramos (2006) e
Areia (2009).
No caso dos modelos simples ha´ duas variantes interessantes:
• Analise Transversal: em que se trabalha com os vectores constitu´ıdos pelas
componentes homolo´gas (primeira, segunda,. . . ,) dos vectores de estrutura.
Esta ana´lise tem uma extensa˜o directa para os modelos mu´ltiplos.
• Ana´lise Longitudinal: em que dado um vector c se trabalha com ctβ˜1, . . . , ctβ˜m.
Esta ana´lise diz-se longitudinal pois se as componentes correspondem a ins-
tantes, sucessivos as ctβ˜i, i = 1, . . . , n podem ser utilizadas para medir a
evoluc¸a˜o. Se quise´ssemos podia-se utilizar os resultados da al´ınea 4.4 para
considerar simultaneamente va´rios contrastes.
Recorde-se que um dos vectores de contrastes tem uma das componentes nula.
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4.6 Subfamı´lias
Ao considerarmos as famı´lias estruturadas admitimos que, para cada tratamento do
modelo base, existia uma matriz da famı´lia.
Vamos agora passar a admitir que as famı´lias se articulam em subfamı´lias e que sa˜o
estas que correspondem aos tratamentos. Uma primeira questa˜o a esclarecer sera´ o
grau de heterogeneidade das subfamı´lias.
Admitimos ter h subfamı´lias com m1, . . . ,mh matrizes k×k cada. Dado estarmos
a trabalhar com matrizes estoca´sticas quase escalares que cada matriz origina um par(
β˜i,j, Vi,j
)
, j = 1, . . . ,mi; i = 1, . . . , h constitu´ıda por um vector de estrutura
ajustado e por uma soma de quadrados de res´ıduos. Mantendo os pressupostos que
temos utilizado na infereˆncia temos
β˜i,j ∼ ℵ
(
βi,j, σ
2Ik
)
, j = 1, . . . ,mi; i = 1, . . . , h
independente de
Vi,j ∼ σ2χ2` j = 1, . . . ,mi; i = 1, . . . , h,
sendo ainda independente os pares
(
β˜i,j, Vi,j
)
, j = 1, . . . ,mi; i = 1, . . . , h
com 
βi,◦ =
1
mi
mi∑
j=1
βi,j i, . . . , h
β˜i,◦ =
1
mi
mi∑
j=1
β˜i,j, i, . . . , h,
temos
mi∑
i=1
‖β˜i,j − β˜i◦‖2 ∼ σ2χ2k(mi−1),δi i = 1, . . . , h,
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com
δi =
1
σ2
mi∑
j=1
‖βi,j − βi,◦‖2, i = 1, . . . , h,
independente de
Vi =
mi∑
i=1
Vi,j ∼ σ2χg2i , i = 1, . . . , h,
com, atendendo a´ produtividade dos qui-quadrados,
gi = mi` i = 1, . . . , h.
Assim a estat´ıstica
Fi = gi
k(mi − 1)
Di
Vi
, i = 1, . . . , h
tera´ distribuic¸a˜o F (|k(mi − 1), gi, δi), i = 1, . . . , h, podendo ser utilizado para
testar a hipo´tese
H0i : β˜i1 = . . . , β˜i,mi , i = 1, . . . , h.
Como δi se anula se e so´ se as H0i, i = 1, . . . , h, se verificare os m testes sera˜o
estritamente na˜o destorcidos.
A partir das estatisticas Fi, i = 1, . . . , h, obte´m-se os estimadores centrados
δ˜i =
k(mi − 1)− 2
k(mi − 1 Fi − 1, i = 1, . . . , k
dos δi, i=1,. . . ,h, que podemos utilizar para medir a heterogeneidade das sub-
famı´lias. Na aplicac¸a˜o que apresentamos temos duas famı´lias de matrizes havendo
uma correspondeˆncia 1-1 entre as subfamı´lias de ambas. Compararemos as hetero-
geneidade das subfamı´lias correspondentes.
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Cap´ıtulo 5
Metodologia Statis
5.1 Introduc¸a˜o
A metodologia Statis (”Structuration de Tableaux a` Trois Indices de la Statistique”)
foi inicialmente introduzida por Escoufier(1973) e L‘Hermier des Plantes (1976) e
ainda por Escoufier L‘Hermier des Plantes(1973),no Laborato´rio de Probabilidades
e Estat´ısticas da Universidade de Montpellier II, por volta de 1976, e posteriormente
desenvolvida por Lavit(1988). A aplicac¸a˜o deste me´todo permite a explorac¸a˜o si-
multaˆnea de va´rios quadros de dados quantitativos recolhidos da seguinte forma:
• Segundo o me´todo Statis, os T quadros de dados sa˜o recolhidos em diferentes
instantes sobre os mesmos objectos; as varia´veis podem diferir-se ao longo dos
quadros; o me´todo e´ caracterizado por T estudos.
(Xi,Dn,Dpi), i = 1, . . . , T,
em que Xi representa as matrizes de dados do tipo n × pi, Dn representa a
matriz diagonal dos pesos dos objectos e Dpi representa a matriz diagonal dos
pesos das varia´veis. Com a aplicac¸a˜o desse me´todo consegue-se determinar o
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n´ıvel de proximidade entre os indiv´ıduos.
• Segundo o me´todo Statis Dual, os T quadros de dados sa˜o recolhidos em
diferentes instantes sobre as mesmas varia´veis, em que os indiv´ıduos podem
variar ao longo dos quadros. Neste caso o me´todo e´ caracterizado por T estudos
(Xi,Dn,Dpi) com i = 1, . . . , T, permitindo assim determinar a relac¸a˜o entre
as varia´veis.
Os me´todos Statis, desenvolvem-se segundo treˆs etapas fundamentais:
• Inter- estrutura: permite fazer uma comparac¸a˜o global dos quadros de da-
dos.
• Intra- estrutura: descrever a estrutura comum dos va´rios quadros de dados
atrave´s da determinac¸a˜o do compromisso e da respectiva imagem euclidiana.
• Trajecto´rias: No me´todo ”Statis”destaca os indiv´ıduos e no ”Statis Dual”as
varia´veis responsa´veis, pelas semelhanc¸as ou diferenc¸as entre os quadros de da-
dos, a partir da imagem compromisso, trac¸am-se as trajecto´rias que descrevem
o comportamento evolutivo de cada individuo ou varia´vel.
5.2 Me´todo Statis
Os T quadros de dados sa˜o constitu´ıdos por n indiv´ıduos e pi varia´veis quantitativas,
com i = 1, . . . , T. No instante i a tabela Xi representa a matriz de dimensa˜o n× pi
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Xi =

(x11)
i (x21)
i ... (xpi1 )
i
(x12)
i (x22)
i ... (xpi2 )
i
... ... ... ...
(x1n)
i (x2n)
i ... (xpin )
i
 (5.2.0)
5.2.1 Inter-estrutura
Esta etapa consiste em comparar os T quadros de dados, para tal e´ necessa´rio definir
um operador representativo para cada estudo, uma me´trica entre os operadores
representativos dos estudos e uma representac¸a˜o geome´trica dos estudos. O estudo
e´ representado por uma matriz
Wi = XiDpiX
t
i, i = 1, . . . , T.
A cada estudo sera´ associado um operador do tipo
Ai = WiDn, i = 1, . . . , T,
onde Wk, representa os produtoss escalares entre os indiv´ıduos. A comparac¸a˜o entre
os estudos podera´ ser feita atrave´s dos operadores utilizando a norma euclidiana
da diferenc¸a entre os operadores Ai e Aj, associados aos estudos. Vejamos como
representar geometricamente os estudos em RT . Para isso consideremos a matriz
S = tr(WiDnWjDn) = [sij], i, j = 1, ..., T
sime´trica, semi-definida positiva de ordem T(Escoufier,1976), com termo geral
Sij = tr(AiA
t
j), i, j = 1, ..., T,
dado pelo produto de Hilbert Schmidt de Ai e Aj. A matriz S tera´ decomposic¸a˜o
espectral:
S =
T∑
i=1
θiγiγ
t
i,
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com os valores pro´prios θ1 > θ2 >, ..., θT , associados aos vectores pro´prios γ1,γ2, . . . ,γT .
As coordenadas do ponto representativo do j-e´ssimo estudo sa˜o as j-e´ssimas com-
ponentes dos vectores θ1γ1, θ2γ2, . . . , θTγT . Verifica-se que se Ai ≈ Aj os pontos
representativos dos dois estudos estara˜o pro´ximos. A matriz S pode ser considerada
como uma matriz de covariaˆncias entre os T estudos, admite um valor pro´prio po-
sitivo associado a um vector pro´prio de componentes todas positivas, Lavit (1988).
Outras propriedades desta matriz, encontram-se em Escoufier e L’Hermier (1978).
A metodologia Statis modela a inter-estrutura utilizando para isso distaˆncias
euclidianas entre configurac¸o˜es observadas em T situac¸o˜es diferentes. Estas con-
figurac¸o˜es sa˜o descritas por varia´veis quantitativas ou qualitativas transformadas
Oliveira(1996).
5.2.2 Compromisso
Na etapa Compromisso obtem-se uma tabela que resume o conjunto dos objectos
da mesma natureza e que representa a me´dia ponderada dos objectos Wi:
W =
T∑
i=1
αiWi.
Para determinar a imagem euclidiana dos T estudos e´ afectado, a cada um destes,
um peso designado de pii, em que a matriz dos pesos e´ dada por:
4 =

pi1 0 ... 0
0 pi2 ... 0
... ... ... ...
0 0 ... piT
 (5.2.0)
Se os estudos tiverem a mesma importaˆncia, podemos enta˜o escrever 4 = 1
T
IT .
A ana´lise espectral e´ feita sobre a matriz S4, onde se calculam os valores pro´prios
θ1, θ2, . . . , θT associados aos vectores pro´prios γ1,γ2, . . . ,γT , respectivamente.
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Se os objectos forem normados o compromisso e´ definido por:
W =
T∑
i=1
αi
Wi
‖Wi‖HS
.
A determinac¸a˜o dos coeficientes αi depende de dois crite´rios:
• O compromisso W e´ o objecto mais correlacionado com os objectos Wi
• W deve ser um objecto da mesma natureza que os objectos Wi, isto e´,
‖W‖HS =
T∑
i=1
pii‖Wi‖HS.
Se os objectos forem normados enta˜o ‖W‖HS = 1.
Seja γ1 o vector pro´prio de S4, associado ao maior valor pro´prio θ1 designado
por:
γ1 =

γ11
γ21
...
γT1 .
 (5.2.0)
As coordenadas sa˜o todas do mesmo sinal e positivas. Segundo Lavit(1988) e
Lavit et al(1999) os coeficientes αi sa˜o determinados da seguinte forma:
• no caso dos objectos Wi;
αi =
1√
θ1
(
T∑
l=1
pil‖Wl‖HS
)
piiγ
i
1
• no caso dos objectos normados Wi/‖Wi‖HS
αi =
1√
θ1
piiγ
i
1;
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• no caso dos objectos Wi, o Compromisso, tem a seguinte expressa˜o
W =
T∑
i=1
[
1√
θ1
(
T∑
l=1
pil‖Wl‖HS
)
piiγ
i
1Wi
]
• no caso dos objectos serem normados, Wi/‖Wi‖HS, tendo-se
W =
T∑
i=1
[
1√
θ1
piiγ
i
1
Wi
‖Wi‖HS
]
.
A coordenada do compromisso W sobre o i-e´ssimo eixo e´ obtida por combinac¸a˜o
linear das coordenadas
√
θiγ
t
i dos pontos Ai sobre o i-e´ssimo eixo:
T∑
i=1
αi
√
θiγ
t
i.
Como os vectores pro´prios da matriz S4 sa˜o ortonormados ( uma vez que S4 e´
sime´trica) e por definic¸a˜o de αi, todas as coordenadas do compromisso sera˜o nulas
com excepc¸a˜o da primeira.
5.3 Me´todo Statis dual
Este me´todo aplica-se a dados quantitativos, constitu´ıdos por um conjunto de tabe-
las de p varia´veis medidas sobre um conjunto de indiv´ıduos, que podem na˜o ser os
mesmos de tabela para tabela. Este me´todo, tal como o me´todo Statis, e´ constitu´ıdo
por treˆs etapas ana´logas (Inter-estrutura, Compromisso e Trajecto´rias). Neste caso,
Escoufier e L’Hermier (1978), associaram aos estudos as matrizes:
Bi = X
t
iDnXiDp, i = 1, . . . , T,
assim a matriz S sera´ da forma
Sij = tr(BiB
t
j), i, j = 1, . . . , T.
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5.4 Modelac¸a˜o de se´ries de estudos
Na sua formulac¸a˜o inicial a metodologia Statis, so´ considerava o estudo de uma
u´nica se´rie de estudos consistindo em projecc¸o˜es ortogonais sobre planos paralelos
aos dois primeiros vectores pro´prios da matriz de Hilbert-Schmidt.
Oliveira e Mexia(1998),(1999 a),(1999 b) (2002),(2004), (2007 a),(2007 b), Ra-
mos(2006) e Areia(2009), desenvolveram modelos tendo em vista a infereˆncia para
se´ries isoladas e se´ries emparelhadas de estudos. Este conceito, ”emparelhadas”,
concretiza-se quando entre duas ou mais se´ries de estudos existe uma bijecc¸a˜o entre
os respectivos conjuntos de estudos.
Nos modelos considerados em Oliveira (2002), a matriz S desempenhava um
papel central. A abordagem seguia a observac¸a˜o feita por Lavit (1988), de que
quando uma se´rie de estudos tem uma estrutura comum os pontos representativos
dos estudos se encontram ao longo do primeiro eixo. Assim, os valores pro´prios com
excepc¸a˜o do primeiro sa˜o muito pequenos , isto e´,
θ2j = ‖θjγj‖2 ≈ 0, j = 2, . . . , T
Neste caso a matriz S sera´
S ≈ θ1γ1γt1
tendo θγ1γ
t
1 caracteristica um. O primeiro modelo, Oliveira e Mexia(1988), consi-
derado foi da forma
S = θγγt + E
com E = (eij). Neste modelo admitiu-se que os elementos da matriz E sa˜o in-
dependentes e identicamente distribu´ıdos (i.i.d.), normais, com valor me´dio nulo e
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variaˆncia σ2. Este modelo embora extremamente maneja´vel tinha o inconveniente de
na˜o respeitar a simetria da matriz S. Admitiu-se posteriormente um outro modelo
sime´trico
S = θγγt + E,
com E =
1
2
(E+Et), com o qual foi possive´l obter a generalidade dos resultados obti-
dos no primeiro modelo. Os modelos adoptados permitiram condensar a informac¸a˜o
de uma se´rie de estudos num estimador β˜, vector estrutura, da forma, β˜ = θγ. Estes
modelos apenas consideravam se´ries com estrutura de grau um.
Ramos (2006), admitiu a normalidade na componente aleato´ria das observac¸o˜es
iniciais, considerando a condensac¸a˜o da informac¸a˜o contida numa se´rie de estudos
num vector de estrutura β˜ = θ1γ1 estimador de β = λα e na soma dos quadrados
dos res´ıduos
‖S−
h∑
j=1
θjγjγ
t
j‖2.
Na formulac¸a˜o dos modelos para se´ries isoladas de estudos com estrutura comum de
grau um, foi utilizada uma abordagem baseada no conceito de ”quase-normalidade”.
Este conceito permitiu, com recurso a estudos de simulac¸a˜o, mostrar que certas
func¸o˜es na˜o lineares de varia´veis normais com desvios padro˜es muito menor que os
mo´dulos dos valores me´dios pequeno podem ser tratadas como varia´veis normais
tambe´m elas com desvio relativo pequeno.
Areia et al. (2008), admitiu que os elementos das matrizes Ai, i = 1, . . . , T,
sa˜o normais desenvolvendo, a partir da´ı, o modelo aplica´vel a`s se´ries de estudos.
No desenvolvimento destes modelos considerou-se de uma forma mais abrangente o
conceito ”quase-linearidade”ja´ utilizado por Ramos (2006). Os modelos em estudo
foram generalizados para estruturas de grau h.
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No aˆmbito desta dissertac¸a˜o desenvolveremos modelos aplica´veis a matrizes sime´tricas.
Consideraremos os casos em que essas matrizes sa˜o:
• as matrizes S de produtos de Hilbert Schimidt da inter-estrutura;
• matrizes compromisso.
Realizaremos assim um estudo integrado das duas primeiras etapas da metodolo-
gia Statis (inter-estrutura e compromisso). Em particular para a primeira etapa
podemos realizar as ana´lises, transversal e longitudinal e para a segunda a ana´lise
transversal. Com efeito, enquanto na primeira etapa se pode considerar uma su-
cessa˜o de estudos, o que justifica a realizac¸a˜o de ana´lise longitudinal, o mesmo na˜o
se verifica para a segunda etapa.
Um problema de homogeneidade
Suponhamos que as populac¸o˜es de se´ries se agrupam em subfamı´lias. Podemos
enta˜o aplicar os resultados da al´ınea 4.6 para medir a heterogeneidade das mesmas.
Observa-se que se tera´ uma medida de heterogeneidade para a primeira e outra para
a segunda etapa. Na primeira [segunda] trabalhou-se com os vectores de estrutura
ajustados para as matrizes de produtos de Hilbert Schimidt [compromisso].
Interessara´ ver em que medida e´ que uma maior ou menor heterogeneidade se trans-
porta para a segunda etapa.
Possivelmente, havendo m pares de sub-famı´lias, podera´ utilizar-se o coeficiente de
correlac¸a˜o ordinal de Sperman para testar a preservac¸a˜o da ordem de heterogenei-
dade.
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Cap´ıtulo 6
Heterogeneidade em eleic¸o˜es
auta´rquicas
6.1 Dados e objectivos
De maneira a cobrir todo o territo´rio Continental Portugueˆs escolheram-se os distri-
tos de Beja, Braga, Guarda, Leiria, Setu´bal e Vila e Real. Deste modo, constru´ımos
uma tabela de dados com os resultados apurados ao n´ıvel do distrito/freguesias
em relac¸a˜o a`s 6 regio˜es de Portugal Continental correspondentes aos distritos de
Braga (13 Concelhos), Leiria (16 concelhos), Guarda (14 concelhos), Setu´bal (12
concelhos), Beja (12 concelhos) e Vila Real (14 concelhos), trabalhando-se todos os
concelhos dos mesmos.
Tabela 6.1: Distridos de Portugal em estudo
Litoral Interior
Norte Braga Vila Real
Centro Leiria Guarda
Sul Setu´bal Beja
Para cada concelho destes distritos t´ınhamos uma se´rie de estudos logo uma sub-
populac¸a˜o por distrito no sentido atra´s referido.
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Essas se´ries conteˆm os resultados das sete eleic¸o˜es auta´rquicas referentes aos distri-
tos.
Para cada concelho os objectos sa˜o as freguesias e as varia´veis sa˜o as opc¸o˜es politi-
cas.
Em algumas eleic¸o˜es participaram PS, PSD e CDS coligados AD, os votos respec-
tivos foram distribu´ıdos pelo PSD e CDS proporcionalmente ao das duas eleic¸o˜es
mais pro´ximas em que concorreram separados considerando-se eleic¸o˜es em que con-
correram separados.
Resolveu-se estudar a heterogeneidade dessas populac¸o˜es na primeira e segundas
etapas da metodologia Statis.
Utilizando-se essa metodologia obtiveram-se para cada um dos concelhos
• a matriz dos produtos de Hilbert Schmidt;
• a matriz compromisso.
6.2 Resultados
A partir dos resultados obtidos obtiveram-se as preponderaˆncias dos primeiros va-
lores pro´prios. Estes resultados constam nas Tabelas 6.2 a 6.7.
Tabela 6.2: Valores da preponderaˆncia do distrito de Beja
Preponderaˆncia
Beja Matriz de Hilbert-Schmidt Matriz Compromisso
Aljustrel 124.49 305.89
Almodoˆvar 344.81 260.41
Beja 152.87 168.62
C. Verde 292.33 241.01
Cuba 388.32 934.90
F. do Alentejo 163.28 279.62
Me´rtola 254.78 444.80
Moura 434.00 188.58
Odemira 120.53 182.77
Ourique 231.48 81.48
Serpa 107.01 62.57
Vidigueira 186.27 353.97
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Tabela 6.3: Valores da preponderaˆncia do distrito de Braga
Preponderaˆncia
Beja Matriz de Hilbert-Schmidt Matriz Compromisso
Amares 11.64 17.65
Barcelos 222.61 98.26
Braga 317.24 172.03
Cab. de Basto 219.39 123.64
Cel. de Basto 7.59 15.08
Esposende 11.24 17.92
Fafe 287.71 104.81
Guimara˜es 19.23 31.5
Po´voa de Lanhoso 44 37.59
Terras de Bouro 11.96 20.17
Vieira do Minho 96.81 76.35
V. N. de Famalica˜o 157.12 129
Vila verde 5.36 10.23
Tabela 6.4: Valores da preponderaˆncia do distrito da Guarda
Preponderaˆncia
Beja Matriz de Hilbert-Schmidt Matriz Compromisso
Aguiar da Beira 14.89 20.09
Almeida 2.51 4.37
C. da beira 16.96 26.72
F. C. Rodrigo 23.6 37.47
F. de Algodres 46.01 78.46
Gouveia 303.62 108.12
Guarda 370.83 113.89
Manteiga 18.23 36.15
Meda 15.36 22.93
Pinhel 15.82 25.32
Sabugal 16.8 15.52
Seia 172.96 73.62
Trancoso 97.3 60.95
V. N. Coa 175.08 91.17
Tabela 6.5: Valores da preponderaˆncia do distrito de Leiria
Preponderaˆncia
Beja Matriz de Hilbert-Schmidt Matriz Compromisso
Alcobac¸a 317.9 133.25
Alvaia´zere 30.2 43.53
Ansia˜o 213.31 343.96
Batalha 19.01 44.76
Bombarral 52.27 130.64
Caldas da Rainha 389.72 240.5
Castanheira de Pera 292.97 53.22
Figueiro´ dos Vinhos 12.23 29.76
Leiria 49.6 68.34
Marinha Grande 343.66 965.7
Nazare´ 614.44 346.53
O´bidos 566.33 653.19
Pedroga˜o Grande 107.23 227.03
Peniche 186.99 279.88
Pombal 351.98 284.27
Porto de Mo´s 104.84 92.58
Tabela 6.6: Valores da preponderaˆncia do distrito de Setu´bal
Preponderaˆncia
Beja Matriz de Hilbert-Schmidt Matriz Compromisso
Alca´cer do Sal 366.21 137.62
Alcochete 1297.39 752.98
Almada 135.11 415.56
Barreiro 112.97 286.38
Graˆndola 109.41 582.27
Moita 49.25 167.73
Montijo 105.15 192.76
Palmela 262.92 491.58
Santiago do Cace´m 307.5 344.59
Seixal 133.97 247.71
Sesimbra 112.34 348.44
Setu´bal 108.77 272.77
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Tabela 6.7: Valores da preponderaˆncia do distrito de Vila Real
Preponderaˆncia
Beja Matriz de Hilbert-Schmidt Matriz Compromisso
Alijo 196.93 132.54
Bo´ticas 597.58 180.34
Chaves 75.11 93.91
Mesa˜o Frio 1626.39 188.99
Mondim de Basto 10.24 21.29
Montalegre 275.7 87.91
Murc¸a 78.48 117.9
P. da Re´gua 294.85 139.66
Ribeira de Pena 7.11 17.02
Sabrosa 101.19 70.84
S. Penaguia˜o 356.72 65.22
Valpac¸os 76.04 75.73
V. de Aguiar 199.42 146.32
Vila Real 237.95 145.99
Daqui constata-se a forte predominaˆncia do primeiro valor pro´prio em relac¸a˜o
aos restantes tanto para a matrizes de produtos de Hilbert-Schmidt, como para a
matriz compromisso, o que revela que as matrizes consideradas sa˜o quase escalares
para todos os distritos/concelhos. Os quadros seguintes apresentam os vectores de
estrutura ajustado para as matrizes e a soma dos quadrados dos res´ıduos.
Como vimos quando se quer medir a heterogeneidade dessa subfamı´lia em que m
n´ıveis e k estudos a que correspondem os pares
(
β˜, Vi
)
com i = 1, . . . ,m de vectores
de estrutura ajustado e de soma de quadrados dos res´ıduos, utiliza-se a estat´ıstica
F = ml
k(m− 1)
S1 − S2
m
V
com 
S1 =
m∑
j=1
k∑
i=1
β2ij
S2 =
k∑
i=1
(
m∑
j=1
βij)
2
V =
m∑
i=1
Vi
Os vectores de estrutura ajustados encontram-se nos quadros seguintes
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Tabela 6.8: Vector estrutura e soma de quadrados dos res´ıduos do distrito de Beja
inter-estrutura
Aljustrel Almodoˆvar Beja C. Verde Cuba
25830722 23860559 22858554 25279517 27962451
28416304 17612130 23411813 31030472 33295591
25907786 17916950 21814336 29139541 30256293
28334101 20799675 22678400 29126804 29536029
22908614 19116053 20457135 26922427 27310296
25006458 19139944 22034528 24124055 24173030
25179470 18968012 22359796 26721734 25963787
Vi 38016908323367 7902153551154 22664239807922 18203315495401 14633855682961
compromisso
Aljustrel Almodoˆvar Beja C. Verde Cuba
232 701 351 278 65
1131 1688 1094 1034 1356
0 0 41 0 0
190 191 157 171 225
2380 779 2064 2565 2543
1650 1836 1656 1600 1516
Vi 31880 28250 49500 42790 11401
Tabela 6.9: Vector estrutura e soma de quadrados dos res´ıduos do distrito de Beja -
Continuac¸a˜o 1
inter-Estrutura
F. do Alentejo Me´rtola Moura Odemira
23701440 22622481 24344670 21386827
22778201 24253653 22514034 20983575
21993893 24442680 23228085 20628395
22364961 27138266 28826615 23650796
21631583 23885376 26892283 21053914
21370373 22335234 25503076 19627396
22347083 23890106 25311689 20044764
Vi 21365952297205 15990433509845 10332632308752 25826243266343
compromisso
F. do Alentejo Me´rtola Moura Odemira
243 155 188 511
1719 1149 1276 963
0 45 0 13
159 225 173 149
1791 2075 1675 1802
1468 1833 2227 1855
Vi 30037 20380 50153 43233
Tabela 6.10: Vector estrutura e soma de quadrados dos res´ıduos do distrito de Beja -
Continuac¸a˜o 2
Inter - Extrutura
Ourique Serpa Vidigueira Total
18367133 23498989 23021408
19067183 22674107 24782185
18684366 24293361 26852025
22721955 27302856 27875246
16164247 26095664 24485778
20040508 31637402 22242242
18544241 25924346 21723512
Vi 11115632610877 44442762906732 22593037244906 253087167005464
compromisso
Ourique Serpa Vidigueira Total
1687 1687 287
506 506 1055
0 0 0
130 130 198
1421 1421 2226
1400 1400 1728
Vi 87094 153260 25916 573896
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Tabela 6.11: Vector estrutura e soma de quadrados dos res´ıduos do distrito de Braga
Inter-estrutura
Amares Barcelos Braga Cab. de Basto
36708945 49611721 50484391 59675041
9190216 3258694 2586445 3825867
5224754 564724 1093853 1231739
1963396 332870 356062 274299
390629 89039 142657 46662
102090 11294 25479 8320
43423 2732 3604 3700
Vi 115777936417038 11056866765081 8034003900171 16231938133801
compromisso
Amares Barcelos Braga Cab. de Basto
1926 1246 1755 1520
331 594 861 1072
850 1169 539 510
152 115 149 165
326 244 120 85
1449 1393 1639 1728
Vi 271818 71231 40271 63065
Tabela 6.12: Vector estrutura e soma de quadrados dos res´ıduos do distrito de Braga -
Continuac¸a˜o 1
inter-estrutura
Cel. de Basto Esposende Fafe Guimara˜es
38349530 44784926 55158000 38484159
13489615 13329854 2639520 8277729
3332914 698018 1711432 2374542
769988 550376 815527 1690756
359934 137402 115209 97410
148928 17938 10094 61007
59208 7192 2139 10787
Vi 193826156923374 178494398904746 10574530241567 77031219712687
compromisso
Cel. de Basto Esposende Fafe Guimara˜es
2401 1218 1193 1174
624 1713 2176 1621
581 187 141 223
156 195 181 131
202 200 203 464
1366 1675 1423 1343
Vi 334801 334195 72723 165764
Tabela 6.13: Vector estrutura e soma de quadrados dos res´ıduos do distrito de Braga -
Continuac¸a˜o 2
inter-estrutura
P. de Lanhoso Terras de Bouro Vieira do Minho
48875963 71011726 48866938
6055976 20222386 3895009
4157541 3452188 3069365
501630 884365 265111
267286 216761 52698
53750 38941 36787
28718 14575 22917
Vi 54286774430597 421693302180851 24667036879110
compromisso
P. de Lanhoso Terras de Bouro V. do Minho
1857 1464 1032
338 803 781
681 527 1076
161 144 188
462 323 135
1433 1615 1626
173971 432208 88260
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Tabela 6.14: Valores do teste F da inter-estrutura e compromisso a n´ıvel dos distritos
Teste F
Inter-Estrutura Compromisso
Beja 11.91 91.23
Braga 5.15 22.8
Guarda 2.03 15.52
Leiria 10.87 73.01
Setubal 9.99 47.42
Vila real 6.72 42.01
Os valores das estat´ısticas F e as suas ordenac¸o˜es encontram-se tabela seguinte
Para testar a concordaˆncia das ordenac¸a˜o utilizou-se o coeficiente ordinal de Sper-
Tabela 6.15: Estat´ısticas F e ordenac¸o˜es
Distritos Inter-extrutura Compromisso Ordem de S Ordem do compromisso di d
2
i
Beja 11.91 91.23 6 6 0 0
Braga 5.15 22.8 2 2 0 0
Guarda 2.03 15.52 1 1 0 0
Leiria 10.87 73.01 5 5 0 0
Setubal 9.99 47.42 4 4 0 0
Vila Real 6.72 42.01 3 3 0 0
mam tendo-se obtido Rs = 1. O coeficiente de correlac¸a˜o ordinal de Spermam e´
altamente significativo, concluindo-se que a heterogeneidade que se obte´m na pri-
meira etapa, inter-estrutura e´, transportada para a segunda etapa do compromisso.
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Cap´ıtulo 7
Considerac¸o˜es finais
Ao longo deste trabalho:
• apresentamos modelos, para matrizes estoca´sticas quase escalares que se apli-
cam, sempre que o respectivo primeiro valor pro´prio, tenha preponderaˆncia
suficientemente alta;
• constru´ımos um teste para verificar a condic¸a˜o de preponderaˆncia suficiente-
mente alta utilizando a linearidade assimpto´tica;
• mostramos , como analisar tambe´m estruturas de matrizes quase escalares
associadas a delineamento base ortogonais. Como referimos essas famı´lias
cobrem a generalidade dos casos suficientemente regulares do delineamento
base;
• exploramos, a possibilidade desses tratamentos integrados das duas primeiras
etapas da metodologia Statis, tendo aplicado essa possibilidade aos resultados
das eleic¸o˜es auta´rquicas de Portugal continental.
Do ponto de vista de interesse estat´ıstico dos resultados apresentados na˜o podemos
deixar de referir o ter-se obtido uma distribuic¸a˜o limite F central e constru´ıdo inter-
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valos de confianc¸a para paraˆmetros de na˜o centralidade das distribuic¸o˜es F (|1, g, δ),
quando δ e´ grande. Observa-se que na construc¸a˜o da distribuic¸a˜o limite foi poss´ıvel
eliminar a variaˆncia σ2 que actuava como paraˆmetro perturbador.
Pretendemos aprofundar o estudo deste caso considerando situac¸o˜es em que tem
X = µ+ e
(i)
S
onde e, tem distribuic¸a˜o esfe´rica com paraˆmetro de dispersa˜o θ e S tem como u´nico
paraˆmetros θ2, que tambe´m actua como paraˆmetro de dispersa˜o. Pretendemos ainda
alargar esse trabalho ao caso de matrizes estoca´sticas sime´tricas cuja matriz me´dia
tenha caracter´ıstica (r ≥ 1).
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