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UNIFORM BOUNDS ON SUP-NORMS OF HOLOMORPHIC
FORMS OF REAL WEIGHT
RAPHAEL S. STEINER
Abstract. We establish uniform bounds for the sup-norms of modular forms
of arbitrary real weight k with respect to a finite index subgroup Γ of SL2(Z).
We also prove corresponding bounds for the supremum over a compact set. We
achieve this by extending to a sum over an orthonormal basis
∑
j y
k |fj(z)|
2
and analysing this sum by means of a Bergman kernel and the Fourier coeffi-
cients of Poincare´ series. As such our results are valid without any assumption
that the forms are Hecke eigenfunctions. Under some weak assumptions we
further prove the right order of magnitude of supz∈H
∑
j y
k|fj(z)|
2.
1. Introduction
Supremum norms of Maass and holomorphic cusp forms (of integral and half-
integral weight) have been studied in various ways. Iwaniec-Sarnak [IS95] obtained
the first non-trivial result in the eigenvalue aspect. Since then, results have been
obtained in the level and weight aspects by various authors. In particular, we refer
to the following papers for the current best-known bounds for Hecke eigenforms:
Xia [Xia07] for the weight aspect, Das–Sengupta [DS13] for the weight aspect for
forms on compact quotients, Harcos–Templier for the level aspect [HT12], [HT13],
Saha [Sah14] for the level aspect in the non-squarefree case, Templier [Tem11] for
a hybrid bound, and Kiral [Kir13] for the level aspect in the case of half-integral
weight. For non Hecke eigenforms, results in the weight aspect have been obtained
by Rudnick [Rud05] and Friedman-Jorgenson-Kramer [FJK13]. Recently, there has
also been an explosion of papers related to the sup-norm question for automorphic
forms of higher rank.
In this paper we study the supremum norm problem for holomorphic cusp forms in
a variety of cases, where no non-trivial bounds have been previously written down.
In particular we generalize the results obtained in [FJK13] in absolute uniformity
to modular forms of arbitrary real weight with respect to a finite index subgroup of
SL2(Z). We note that the results of this paper do not assume that the cusp forms
are eigenfunctions of any Hecke operators.
To motivate some of our results we recall a result of Rudnick [Rud05], who proved
that for a fixed compact subset K of the upper-half plane H and a cusp form f
of weight k ∈ 2Z for the full modular group SL2(Z) we have supz∈K y
k
2 |f(z)| ≪K
k
1
2 ‖f‖2. This result is essentially the best possible as there is a family of modular
forms, which admit their supremum in a compact set and satisfy supz∈K y
k
2 |f(z)| ≫
k
1
2−ǫ‖f‖2. We generalize this result of Rudnick uniformly to arbitrary real weight
k, finite index subgroup Γ and automorphy factor ν as follows:
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Theorem 1. Let ν be an automorphy factor of weight k ≥ 6 for a finite index
subgroup Γ ∋ −I of SL2(Z) and f ∈ S(Γ, k, ν) with Petersson norm1 〈f, f〉Γ = 1.
Then we have for any compact subset K ⊆ H:
sup
z∈K
y
k
2 |f(z)| ≪K [SL2(Z) : Γ] 12 k 12 .
The proof will essentially rely on the construction of a Bergman kernel for modular
forms of real weight. We refer the reader to Theorem 4 for the key properties of
the Bergman kernel.
If we do not restrict ourselves to compact sets the situation is different. In this case
we are able to show:
Theorem 2. Let ν be an automorphy factor of weight k≫ 1 with respect to a finite
index subgroup Γ ∋ −I of SL2(Z). Further let f ∈ S(Γ, k, ν) with 〈f, f〉Γ = 1 be a
normalized cusp form. Then we have:
sup
z∈H
y
k
2 |f(z)| ≪ǫ
(
1 + max
τ∈SL2(Z)
n
1
2
τ k
− 12+ǫ
)
[SL2(Z) : Γ]
1
2 k
3
4
min
τ∈SL2(Z)
η
1
2
τ
≪ǫ
(
1 + [SL2(Z) : Γ]
1
2 k−
1
2+ǫ
) [SL2(Z) : Γ] 12 k 34
min
τ∈SL2(Z)
η
1
2
τ
.
Here nτ defines the width of the cusp τ∞. The quantity ητ equals the cusp pa-
rameter2 of τ∞ if the cusp parameter is not equal to 0, and equals 1 if the cusp
parameter equals 0. We note that in the special case Γ = Γ0(N) the width nτ is
an integer dividing N .
Both Theorems 1 and 2 may be regarded as convexity results, since they are ob-
tained by embedding f into an orthonormal basis and then proving the correspond-
ing bounds for the sum over the whole basis in different regions. This generalizes the
work of Friedman-Jorgenson-Kramer [FJK13] to real weight. One should remark
here that our approach differs from theirs as we use properties of the Poincare´ series
and their work depends on the careful analysis of a heat kernel and what happens
at the cusps.
If we assume [SL2(Z) : Γ] ≪ k1−δ, we are able to show that our analysis of∑
j y
k|fj(z)|2 gives the correct order of magnitude in the following sense:
Theorem 3. Let ν be an automorphy factor of weight k ≫ 1 for Γ ∋ −I a finite
index subgroup of SL2(Z). Then we have for [SL2(Z) : Γ] ≪ k1−δ and {fj} an
orthonormal basis of S(Γ, k, ν):
sup
z∈H
∑
j
yk|fj(z)|2 ≍ [SL2(Z) : Γ]k
3
2
min
τ∈SL2(Z)
ητ
,
where the implied constant depends at most on δ and the implied constant in
[SL2(Z) : Γ]≪ k1−η.
1The Petersson norm has been defined in this paper so as to be independent of Γ.
2In the classical setting Γ a congruence subgroup and automorphy factor jk, where k is an
even integer, all cusp parameters are 0.
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Finally, we remark that while the theory of Hecke operators of real weight has its
difficulties, it has been well established in the case of half-integral weight. So, in
analogy with the integral weight case, one expects that it should be possible to
improve all the above bounds significantly in the case that f is a Hecke eigenform
of half-integral weight. This indeed turns out to be the case and will be topic of a
forthcoming paper.
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2. Notation and Preliminaries
For w ∈ C and k ∈ R we let wk := exp(k·log(w)), where log(w) = log(|w|)+i arg(w)
with −π < arg(w) ≤ π. The symbol ≪ denotes the Vinogradov symbol and
f(x) ≪A,B,C g(x) means |f(x)| ≤ Kg(x), where K depends at most on A,B and
C. Further the symbol f(x) ≍A g(x) means that f(x)≪A g(x) and g(x)≪A f(x).
As usual the action of SL2(Z) on H = {z ∈ C| Im z > 0} is given by Mo¨bius
transformations:
γz = γ · z = az + b
cz + d
, ∀γ =
(
a b
c d
)
∈ SL2(Z), ∀z ∈ H.
The action is then extended to the set of cusps Q = P1(Q) = Q ⊔ {∞}. For
γ =
(
a b
c d
)
∈ SL2(R) we define
j(γ, z) = (cz + d), ∀z ∈ H.
For a detailed treatment of modular forms of real weight we refer the reader to
[Ran77]. Here we recall the necessary facts. Throughout this paper we assume
−I ∈ Γ and Γ is a finite index subgroup of SL2(Z). Also we denote Γˆ := Γ / {±I}.
Definition 1. A function ν : Γ×H→ C is called an automorphy factor of weight
k on Γ if the following conditions are satisfied:
(1) ∀γ ∈ Γ : ν(γ, ·) is a holomorphic function on H,
(2) ∀γ ∈ Γ, ∀z ∈ H : |ν(γ, z)| = |j(γ, z)|k,
(3) ∀γ, τ ∈ Γ, ∀z ∈ H : ν(τγ, z) = ν(τ, γz)ν(γ, z),
(4) ∀γ ∈ Γ, z ∈ H : ν(−γ, z) = ν(γ, z).
Corresponding to ν we can define a multiplier system υ : Γ→ S1 of weight k on Γ
as:
υ(γ) = υ(γ, z) :=
ν(γ, z)
j(γ, z)k
, ∀γ ∈ Γ, ∀z ∈ H.
We remark that the right hand side is indeed independent of z as it is a bounded
holomorphic function on H and thus constant. It satisfies the relation:
υ(τγ) = σ(τ, γ)υ(τ)υ(γ), ∀τ, γ ∈ Γ,
where
σ(τ, γ) :=
j(τ, γz)kj(γ, z)k
j(τγ, z)k
.
If ν is an automorphy factor of weight k on Γ and τ ∈ SL2(Z) we can define a
conjugate automorphy factor ντ of weight k on Γτ := τ−1Γτ in the following way:
ντ (τ−1γτ, z) =
ν(γ, τz)j(τ, z)k
j(τ, τ−1γτz)k
, ∀γ ∈ Γ, ∀z ∈ H.
Remark 1. If τ ∈ Γ, then ντ = ν, but Γτ = Γ does not necessarily imply ντ = ν,
if τ /∈ Γ.
Definition 2. Let τ ∈ SL2(Z). The width nτ of the cusp τ∞ is defined as
the smallest natural number n such that the stabilizer Γˆτ∞ of τ∞ is generated
by τ
(
1 n
0 1
)
τ−1. It is only dependent on the equivalence class of τ∞ modulo Γ.
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Definition 3. Let τ ∈ SL2(Z). The cusp parameter κτ is defined as the real
number in [0, 1), which satisfies:
e2πiκτ = υτ (Unτ ) = υτ (Unτ )j(Unτ , z)k = ντ (Unτ , z) = υ(τUnτ τ−1).
It is only dependent on the equivalence class of τ∞ modulo Γ and ν.
If f is a meromorphic function on H, we define the γ-transform f |kγ of f as:
(f |kγ)(z) = j(γ, z)−kf(γz).
Definition 4. A holomorphic function f on H is called a modular form with respect
to Γ, k, ν if it satisfies
f(γz) = ν(γ, z)f(z) = υ(γ)j(γ, z)kf(z), ∀γ ∈ Γ, z ∈ H
and has a Fourier expansion at every cusp τ∞ of the form:
(f |kτ)(z) =
∑
m∈Z,
m+κτ≥0
(̂f |kτ)(m)e
2pii(m+κτ )z
nτ .
We say f ∈ M(Γ, k, ν). If moreover the sum can be restricted to m + κτ > 0 we
say f is a cusp form and we say f ∈ S(Γ, k, ν).
Remark 2. For f ∈ S(Γ, k, ν) it is evident, that ητ = min{r|r ∈ R+ and r− κτ ∈
Z} parametrises a lower bound on the exponential decay at the cusp τ∞.
The spaces M(Γ, k, ν) and M(Γ, k, ν) are finite dimensional and the latter can be
made into a Hilbert space, by defining an inner product.
Definition 5. The Petersson inner product on S(Γ, k, ν) is defined by
〈f, g〉Γ = 1
µ(Γ)
∫
FΓ
f(z)g(z)yk
dxdy
y2
,
where µ(Γ) = [SL2(Z) : Γ] = [PSL2(Z) : Γˆ]. It is indeed an inner product and is
independent of the choice of the fundamental domain FΓ and independent of the
subgroup Γ, i.e. if Γ′ ≤ Γ of finite index, then
〈f, g〉Γ = 〈f, g〉Γ′ , ∀f, g ∈ S(Γ, k, ν) ⊇ S(Γ′, k, ν).
Definition 6. For k > 2 we define the m-th Poincare´ series of weight k at the
cusp τ−1∞, where τ ∈ SL2(Z), with respect to Γ, ν as:
Gτ (Γ, k, ν; z,m) =
∑
γ∈Γˆ
τ−1∞ \ Γˆ
exp
(
2πi(m+ κτ−1)
nτ−1
τγz
)
j(τ, γz)kν(γ, z)
.
Proposition 1. The above Poincare´ series converges locally uniformly on H and
defines thus a holomorphic function on H and defines an unrestricted modular form
of weight k with respect to Γ, ν.
(1) They satisfy the relations:
Gτ1(Γ, k, ν; ·,m)|kτ2 =
1
σ(τ1, τ2)
Gτ1τ2(Γ
τ2 , k, ντ2 ; ·,m);
(2) If m+ κτ−1 > 0, then Gτ (Γ, k, ν; ·,m) ∈ S(Γ, k, ν);
(3) Ifm+κτ−1 = 0, then Gτ (Γ, k, ν; ·,m) ∈M(Γ, k, ν) non-zero with ord(Gτ , τ−1∞,Γ) =
0 and at the other cusps ζ 6≡ τ−1∞modΓ one has ord(Gτ , ζ,Γ) > 0;
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(4) If m + κτ−1 < 0, then ord(Gτ , τ
−1∞,Γ) = m + κ and at the other cusps
ζ 6≡ τ−1∞modΓ one has ord(Gτ , ζ,Γ) > 0.
Proof. See [Ran77] Theorem 5.1.2 page 136. 
Proposition 2. We have for k > 2, f ∈ S(Γ, k, ν), τ ∈ SL2(Z)\{−U l|l ∈ Z},
m+ κτ ≥ 0:
〈f,Gτ (Γ, k, ν; ·,m)〉 =
nk
τ−1
Γ(k − 1)
µ(Γ)(4π(m+ κτ−1))k−1
̂(f |kτ−1)(m).
Proof. See [Ran77] Theorem 5.2.2 page 149. 
Proposition 3. For τ ∈ SL2(Z) the Poincare´ series with k > 2 satisfy the following
equality:
Gτ (Γ, k, ν; z,m) = δτe
2pii(m+κI )z
nI +
∑
r+κI>0
a(r,m; τ)e
2pii(r+κ
τ−1
)z
n
τ−1 ,
where
δτ =

 e
2piis(m+κI )
nI
υ(τ−1Us)σ(τ,τ−1) , if τ
−1Us ∈ Γ, for some s ∈ Z,
0, else,
and
a(r,m; τ) =


(2π)k
Γ(k)
i−k(r + κI)
k−1
∞∑
c=1
W (Γ, ν; r,m; c)
(nIc)k
, if m+ κτ−1 = 0,
2πi−k
(
nτ−1
nI
) k−1
2
(
r + κI
m+ κτ−1
) k−1
2
×
∞∑
c=1
W (Γ, ν; r,m; c)
nIc
Jk−1
(
4π
c
√
(r + κI)(m+ κτ−1)
nInτ−1
)
, if m+ κτ−1 > 0,
2πi−k
(
nτ−1
nI
) k−1
2
∣∣∣∣ r + κIm+ κτ−1
∣∣∣∣
k−1
2
×
∞∑
c=1
W (Γ, ν; r,m; c)
nIc
Ik−1
(
4π
c
√
(r + κI)|m+ κτ−1 |
nInτ−1
)
, if m+ κτ−1 < 0.
The Bessel functions Jk−1, Ik−1 are given by:
Jk−1(z) =
∞∑
m=0
(−1)m( z2 )2m+k−1
Γ(m+ 1)Γ(m+ k)
,
Ik−1(z) =
∞∑
m=0
( z2 )
2m+k−1
Γ(m+ 1)Γ(m+ k)
,
and the generalized Kloosterman sum is given by:
W (Γ, ν; r,m; c) =
∑
γ =
(
a ∗
c d
)
∈ τJτ
exp
(
2πi
c
(
(m+ κτ−1)a
nτ−1
+
(r + κI)d
nI
))
υ(τ−1γ)σ(τ, τ−1)
σ(τ−1, γ),
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where Jτ is the double coset
Jτ = Γˆτ−1∞
∖
Γˆ− τ−1{Us|s ∈ Z}/
Γˆ∞
.
Remark 3. If δτ 6= 0, then nI = nτ−1 and κI = κτ−1.
Proof. See [Ran77] Theorem 5.3.2 page 162. 
Corollary 1. Let {fj} be an orthonormal basis of S(Γ, k, ν), τ ∈ SL2(Z)\{−U l|l ∈
Z} and m+ κτ−1 ≥ 0, then we have:
∑
j
| ̂(fj |kτ−1)(m)|2 =µ(Γ)(4π(m+ κτ−1))
k−1
nk
τ−1
Γ(k − 1)
×
(
1 + 2πi−k
∞∑
c=1
W (Γτ
−1
, ντ
−1
;m,m; c)
nτ−1c
Jk−1
(
4π(m+ κτ−1)
cnτ−1
))
.
Proof. We have
Gτ (Γ, k, ν; z,m) =
∑
j
〈Gτ (Γ, k, ν; ·,m), fj〉fj(z)
=
nk
τ−1
Γ(k − 1)
µ(Γ)(4π(m+ κτ−1))k−1
∑
j
̂(fj |kτ−1)(m)fj(z)
and henceforth
∑
j
̂(fj |kτ−1)(m)(fj |kτ−1)(z) = µ(Γ)(4π(m+ κτ−1))
k−1
nk
τ−1
Γ(k − 1) (Gτ (Γ, k, ν; ·,m)|kτ
−1)(z)
=
µ(Γ)(4π(m+ κτ−1))
k−1
nk
τ−1
Γ(k − 1) GI(Γ
τ−1 , k, ντ
−1
; z,m).
Using the previous theorem we can easily deduce the m-th Fourier coefficient at
∞. To verify the equality one easily checks that δI = 1 and nI for Γτ−1 is equal to
nτ−1 for Γ. And we refer to [Ran77] to see that κI for Γ
τ−1 , ντ
−1
is equal to κτ−1
for Γ, ν. 
Definition 7. We define the Bergman kernel for Γ, ν, k > 2 on H2 as
h(z, w) =
∑
γ∈Γ
1(
w+γz
2i
)k
ν(γ, z)
.
Theorem 4. The Bergman kernel satisfies the following properties:
(1) The sum converges absolutely uniformly on the sets {z ∈ H|ǫ < arg(z) <
π − ǫ} × {w ∈ H| Imw > ǫ},
(2) ∀w ∈ H : h(·, w) ∈ S(Γ, k, ν),
(3) ∀f ∈ S(Γ, k, ν):
〈f, h(·,−w)〉 = 2
µ(Γ)
· 4π
k − 1 · f(w).
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Proof. We have for τ ∈ SL2(Z):
|(h(·, w)|kτ)(z)| =
∣∣∣∣∣∣
1
j(τ, z)k
∑
γ∈Γ
1(
w+γτz
2i
)k
ν(γ, τz)
∣∣∣∣∣∣
≤
∑
γ∈Γ
1∣∣w+γτz
2i
∣∣k |j(γ, τz)|k|j(τ, z)|k
=
∑
γ∈Γ
1∣∣w+γτz
2i
∣∣k |j(γτ, z)|k
≤
∑
γ∈SL2(Z)
∣∣∣∣ Imw2
∣∣∣∣
−k
1
|j(γ, z)|k .
The latter converges uniformly on the mentioned sets. It follows, that h(·, w) is
a holomorphic function on the upper-half plane. Moreover we can exchange limit
and summation in the following:
lim
Im z→∞
|(h(·, w)|kτ)(z)| ≤ lim
Im z→∞
∑
γ∈SL2(Z)
1∣∣w+γz
2i
∣∣k |j(γ, z)|k
=
∑
γ∈SL2(Z)
lim
Im z→∞
1∣∣w+γz
2i
∣∣k |j(γ, z)|k = 0.
To see the latter we distinguish two cases. Let γ =
(
a b
c d
)
. If c = 0 then
lim
Im z→∞
|w + γz| = lim
Im z→∞
|w + d−1(az + b)| =∞
and j(γ, z) = d. If c 6= 0, then |w + γz| ≥ Imw and
lim
Im z→∞
|j(γ, z)| = lim
Im z→∞
|cz + d| =∞.
We also have for τ ∈ Γ:
h(τz, w) =
∑
γ∈Γ
1(
w+γτz
2i
)k
ν(γ, τz)
=
∑
γ∈Γ
ν(τ, z)(
w+γτz
2i
)k
ν(γτ, z)
= ν(τ, z)h(z, w).
From which the second claim follows. The third claim needs more work. Let
f ∈ S(Γ, k, ν). We have:
f(z)h(z,−w)yk =
∑
γ∈Γ
f(z)yk(
w−γz
2i
)k
ν(γ, z)
=
∑
γ∈Γ
f(γz)yk(
w−γz
2i
)k
ν(γ, z)ν(γ, z)
=
∑
γ∈Γ
f(γz)(Imγz)k(
w−γz
2i
)k .
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Plugging this in the definition of the Petersson inner product we find:
〈f, h(·,−w)〉 = 1
µ(Γ)
∫
FΓ
∑
γ∈Γ
f(γz)(Imγz)k(
w−γz
2i
)k dxdyy2
=
1
µ(Γ)
∑
γ∈Γ
∫
γFΓ
f(z)yk(
w−z
2i
)k dxdyy2
=
2
µ(Γ)
∫
H
f(z)yk(
w−z
2i
)k dxdyy2 .
Using a Cayley transformation lw : H→ D, z 7→ ζ = (z − w)/(z − w), which maps
the upper-half plane biholomorphic to the unit disk, we will transform the integral.
For this we denote z = x + iy, w = u + iv, ζ = ξ + iη. We have the following
identities:
dlw
dz
=
w − w
(z − w)2 =
2v
(z − w)2 ⇒ dξdη =
4v2
|z − w|4 dxdy,
1− |ζ|2 = |z − w|
2 − |z − w|2
|z − w|2 =
4yv
|z − w|2 .
Back to the integral we have to calculate:
∫
H
f(z)yk(
w−z
2i
)k dxdyy2 =
∫
H
f(z)
(
w − z
2i
)−k [
(1− |ζ|2)|z − w|2
4v
]k [
4v
(1− |ζ|2)|z − w|2
]2
dxdy
=
∫
D
f(z)
(
w − z
2i
)−k
(1− |ζ|2)k
∣∣∣∣w − z2i
∣∣∣∣
2k
v−k
4dξdη
(1− |ζ|2)2
=
4
vk
∫
D
f(z)
(
z − w
2i
)k
(1− |ζ|2)k dξdη
(1− |ζ|2)2
=
4
vk
∫
D
f †(ζ)(1 − |ζ|2)k dξdη
(1− |ζ|2)2 .
Where
f †(ζ) = f(z)
(
z − w
2i
)k
is holomorphic on D and satisfies∣∣f †(ζ)(1 − |ζ|2) k2 ∣∣ = v k2 y k2 |f(z)| ≪f,w,k 1.
By computing the following integral for 0 ≤ t < 1, α > −1∫
tD
(1− |ζ|2)αdξdη =
∫ t
0
∫ 2π
0
(1− r2)αrdϕdr
= −π (1− r
2)α+1
α+ 1
∣∣∣∣
t
r=0
=
π
α+ 1
(
1− (1− t2)α+1)
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we see that the integral left to be computed converges absolutely uniformly for
k > 2. Hence we have:∫
D
f †(ζ)(1 − |ζ|2)k dξdη
(1− |ζ|2)2 = limt→1−
∫
tD
f †(ζ)(1 − |ζ|2)k dξdη
(1− |ζ|2)2
= lim
t→1−
∫
tD
∞∑
n=0
(
f †
)(n)
(0)
ζn
n!
(1− |ζ|2)k dξdη
(1− |ζ|2)2
= lim
t→1−
∞∑
n=0
(
f †
)(n)
(0)
n!
∫
tD
ζn(1 − |ζ|2)k dξdη
(1− |ζ|2)2 .
As the Taylor expansion converges absolutely uniformly on tD. Making the substi-
tution ζ 7→ e2πisζ for some suitable s ∈ R we see that:
∫
tD
ζn(1− |ζ|2)k dξdη
(1 − |ζ|2)2 =
{
π
k−1
(
1− (1− t2)k−1) , if n = 0,
0, if n > 0.
And therefore we have:∫
D
f †(ζ)(1 − |ζ|2)k dξdη
(1− |ζ|2)2 = f
†(0) · π
k − 1 =
π
k − 1f(w)v
k,
which completes the proof. 
Corollary 2. Let {fj} be an orthonormal basis of S(Γ, k, ν) and τ ∈ SL2(Z). Then
we have: ∑
j
|(fj |kτ)(z)|2 = µ(Γ)k − 1
8π
∑
γ∈Γτ
1(
γz−z
2i
)k
ντ (γ, z)
.
Proof. We prove first the case τ = I, which follows easily from the formula:
h(z,−w) =
∑
j
〈h(·,−w, fj〉fj(z) = 2
µ(Γ)
· 4π
k − 1
∑
j
fj(w)fj(z).
For the general case we use the special case and the fact that {fj|kτ} is a basis of
S(Γτ , k, ντ ). The orthonormality follows from:
〈f, g〉Γ = 1
µ(Γ)
∫
FΓ
f(z)g(z)yk
dxdy
y2
=
1
µ(Γ)
∫
τ−1FΓ
(f |kτ)(z)(g|kτ)(z)yk dxdy
y2
= 〈f |kτ, g|kτ〉Γτ ,
where we used µ(Γ) = µ(Γτ ), the SL2(Z) invariance of the measure y
−2dxdy and
that τ−1FΓ is a fundamental domain for Γ
τ . 
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We will also need uniform results on Bessel functions. Recall that the (modified)
Bessel functions are given by
Jρ(x) =
∑
m=0
(−1)m (x2 )2m+ρ
Γ(m+ 1)Γ(m+ ρ+ 1)
,
Yρ(x) = sin(ρπ)
−1 [Jρ(x) cos(ρπ)− J−ρ(x)] ,
Iρ(x) =
∑
m=0
(
x
2
)2m+ρ
Γ(m+ 1)Γ(m+ ρ+ 1)
,
Kρ(x) =
π
2
sin(ρπ)−1 [I−ρ(x) − Iρ(x)] .
Proposition 4. On has for x ≥ C > 0:
|Jρ(x)| ≪C,ρ x− 12 ,
|Yρ(x)| ≪C,ρ x− 12 ,
|Kρ(x)| ≪C,ρ x− 12 e−x.
Proof. See [Wat44] page 199, 202. 
Proposition 5 (Langer’s formulas). The Bessel function admits the following uni-
form formula for x > ρ:
Jρ(x) = w
− 12 (w − arctanw) 12
[√
3
2
J 1
3
(z)− 1
2
Y 1
3
(z)
]
+O(ρ−
4
3 ),
where
w =
√
x2
ρ2
− 1 and z = ρ(w − arctan(w)).
For x < ρ one has the formula
Jρ(x) = π
−1w−
1
2 (artanh(w)− w) 12K 1
3
(z) +O(ρ−
4
3 ),
where
w =
√
1− x
2
ρ2
and z = ρ(artanh(w)− w).
Proof. See [EMOT81] page 30, 89. 
Proposition 6. For the intermediate range |x− ρ| = o(ρ 13 ) we have the following
asymptotic for every M :
Jρ(x) =
1
3π
M−1∑
m=0
Bm(x− ρ) sin
(π
3
(m+ 1)
) Γ ( 13 (m+ 1))(
x
6
) 1
3 (m+1)
+O
(
x−
M+1
3
)
.
Proof. See [Wat44] page 245-247. 
The proof given there is also enough to show the following proposition.
Proposition 7. For |x− ρ| ≤ Cρ 13 , ρ≫C 1 we have the following:
|Jρ(x)| ≪C ρ− 13 .
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Proposition 8. One has for ρ ≥ 2x2:
|Jρ(x)| ≪
(
x
2
)ρ
Γ(ρ+ 1)
.
Proof. Using Stirling approximation for the Γ-function one checks that:
|Jρ(x)| =
∣∣∣∣∣
∑
m=0
(−1)m (x2 )2m+ρ
Γ(m+ 1)Γ(m+ ρ+ 1)
∣∣∣∣∣
≪
(
x
2
)ρ
Γ(ρ+ 1)
∞∑
m=0
(ρ+ 1)ρ+
1
2
(m+ 1)m+
1
2 (ρ+m+ 1)ρ+m+
1
2 e−2m
(x
2
)2m
≪
(
x
2
)ρ
Γ(ρ+ 1)
∞∑
m=0
(
ρ+ 1
ρ+m+ 1
)ρ(
x2e2
4(m+ 1)(ρ+m+ 1)
)m
≪
(
x
2
)ρ
Γ(ρ+ 1)
∞∑
m=0
(
x2e2
4(ρ+ 1)
)m
≪
(
x
2
)ρ
Γ(ρ+ 1)
.

Proposition 9. There exists C′ > 0 for which we have in the range x ≤ ρ −
C′ρ
1
3 (log ρ)
1
3 , ρ≫C′ 1 the following estimation:
|Jρ(x)| ≪C′ ρ− 43 .
Proof. We are going to use Langer’s formula (see Proposition 5) for x < ρ. There
z = ρ
∑∞
n=1
w2n+1
2n+1 ≥ log ρ for a particular choice of C′ and we estimate by using
Proposition 4:
|Jρ(x)| = |π−1w− 12 (artanh(w) − w) 12K 1
3
(z)|+O(ρ− 43 )
≪C′ (ρw)− 12 e−z +O(ρ− 43 )
≪C′
(
2C′ρ
4
3 (log ρ)
1
3 − C′2ρ 23 (log ρ) 23
)− 14
ρ−1 +O(ρ−
4
3 )
≪C′ ρ− 43 .

A similar argument can be applied to get the next proposition.
Proposition 10. We have for the range ρ− Cρ 13 ≥ x ≥ ρ− Cρ 13 (log ρ) 13 , ρ≫C 1
the following estimation:
|Jρ(x)| ≪C ρ− 13 .
Proposition 11. For x ≥ ρ+ Cρα, ρ≫C,α 1 we have:
|Jρ(x)| ≪C


ρ−
α+1
4 , for 13 ≤ α ≤ 1,
x−
1
2 ≪C ρ−α2 , for 1 ≤ α ≤ 83 ,
ρ−
4
3 , for 83 ≤ α.
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Proof. Use Langer’s formula (see Proposition 5) for x > ρ. And note that for α ≥ 13
and ρ≫C,α 1 we have z ≫ 1. We can thus use Proposition 4 to deduce:
|Jρ(x)| =
∣∣∣∣∣w− 12 (w − arctanw) 12
[√
3
2
J 1
3
(z)− 1
2
Y 1
3
(z)
]∣∣∣∣∣+O(ρ− 43 )
≪C (ρw)− 12 +O(ρ− 43 )
≪C (x2 − ρ2)− 14 +O(ρ− 43 ).
From which the proposition follows. 
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3. Proofs of Theorems
The proofs of Theorem 1 and 2 will be based on the following simple inequality
(3.1) sup
z∈H
y
k
2 |f(z)| ≤ max
τ∈Γ \ SL2(Z)
sup
z∈FI
√
yk
∑
j
|(fj |kτ)(z)|2,
where FI is the standard fundamental domain for SL2(Z) and {f = f1, f2, . . . } is
a (finite) orthonormal basis. This inequality is easily seen to be true as y
k
2 |f(z)| is
Γ invariant and Im(τz)
k
2 |f(τz)| = y k2 |(f |kτ)(z)|.
For the proof of Theorem 2 we will use Corollary 2. For this purpose it is sufficient
to bound the following sum for z ∈ FI :
(3.2)∑
γ∈Γτ
yk(
γz−z
2i
)k
ντ (γ, z)
≤
∑
γ∈SL2(Z)
yk∣∣∣γz−z2i ∣∣∣k |j(γ, z)|k
=
∑
γ∈SL2(Z)
(yy′)
k
2((
x−x′
2
)2
+
(
y+y′
2
)2) k2 ,
where x′ + iy′ = z′ = γz. Our first estimation will be crude and will be used to
deal with the cases y ≪ 1 and k = 3, which then allows a good treatment of the
sum, when y is relatively small in comparison to k. First notice, that by AM-GM
we have (
y + y′
2
)2
≥ yy′.
Thus every term is ≤ 1. For c > 0, (c, d) = 1 fix a matrix γc,d =
(∗ ∗
c d
)
with
|Re(γc,dz − z)| ≤ 12 then we have:
∑
γ∈SL2(Z)
(yy′)
k
2((
x−x′
2
)2
+
(
y+y′
2
)2) k2 ≤2 + 2
∑
c>0,
(c,d)=1
∑
b∈Z
(yy′′)
k
2((
x−x′′−b
2
)2
+
(
y+y′′
2
)2) k2
+ 2
∑
b>0
yk((
b
2
)2
+ y2
)k
2
where x′′ + iy′′ = γc,dz. Recall the assumption k > 2 for the Bergman kernel. For
the last sum we have:
∑
b>0
yk((
b
2
)2
+ y2
) k
2
≤
∑
0<b<2y+1
1 +
∑
b≥2y+1
yk(
b
2
)k
≤ 2y + 1 +
∫ ∞
2y
2kyk
uk
du
≪ y.
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For the inner sum of the middle sum we have:
∑
b∈Z
(yy′′)
k
2((
x−x′′−b
2
)2
+
(
y+y′′
2
)2) k2 ≤
∑
|b|<y+y′′+2
(yy′′)
k
2(
y+y′′
2
)k + 2 ∑
b≥y+y′′+1
(yy′′)
k
2(
b
2
)k
≤ (2(y + 3) + 1) (yy
′′)
k
2(
y+y′′
2
)k + (yy′′) k2
∫ ∞
y+y′′
2k
uk
du
≪ y (yy
′′)
k
2(
y+y′′
2
)k .
Summing this over the outer sum we get:
∑
c>0,
(c,d)=1
(yy′′)
k
2(
y+y′′
2
)k = ∑
c>0,
(c,d)=1


|cz + d|+ 1|cz + d|
2


−k
≤
∑
c>0
∑
d∈Z


|cz + d|+ 1|cz + d|
2


−k
≤
3∑
c=1
∑
d∈Z


|cz + d|+ 1|cz + d|
2


−k
+
∑
c≥4
∑
d∈Z


|cz + d|+ 1|cz + d|
2


−k
≤
3∑
c=1
∑
|d−cx|<2y+4


|cz + d|+ 1|cz + d|
2


−k
+ 2
3∑
c=1
∑
d≥2y+3
(
d
2
)−k
+
∑
c≥4
∑
|d−cx|<2cy+3
(cy
2
)−k
+ 2
∑
c≥4
∑
d≥2cy+1
(
d
2
)−k
≪ y +
∫ ∞
2y+2
(
t
2
)−k
dt+
∫ ∞
3
(sy
2
)1−k
ds+
∫ ∞
3
∫
2sy
(
t
2
)−k
dtds
≪ y
(
1 +
1
k − 2
)
.
So we have
(3.3)
∑
γ∈SL2(Z)
(yy′)
k
2((
x−x′
2
)2
+
(
y+y′
2
)2) k2 ≪ y
(
1 +
1
k − 2
)
.
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We now assume y ≥ 3, k ≥ 6, then we have:
(3.4)∑
γ∈SL2(Z)
(yy′)
k
2((
x−x′
2
)2
+
(
y+y′
2
)2) k2 ≤ 2 + 8N y
k(
1
4 + y
2
) k
2
+
∑
γ∈SL2(Z)\{±Un| |n|≤2N}
(yy′)
k
2((
x−x′
2
)2
+
(
y+y′
2
)2) k2
≪ 1 +N y
k(
1
4 + y
2
) k
2
+ y sup
γ∈SL2(Z)\{±Un| |n|≤2N}
(yy′)
k−3
2((
x−x′
2
)2
+
(
y+y′
2
)2) k−32 .
We need to estimate this supremum. If γ = ±Un, then n ≥ 2N and we have:
(yy′)
k−3
2((
x−x′
2
)2
+
(
y+y′
2
)2) k−32 ≤
yk−3
(N2 + y2)
k−3
2
=
(
1 +
N2
y2
)− k−32
.
Otherwise we have
(yy′)
k−3
2((
x−x′
2
)2
+
(
y+y′
2
)2) k−32 ≤
(yy′)
k−3
2(
y+y′
2
)k−3 =


|cz + d|+ 1|cz + d|
2


3−k
≤
(y
2
)3−k
.
We make the choice N = y
k
1
2
−η
for some 12 > η > 0, where we regard η as a fixed
constant. We thus have:
(3.5) sup
γ∈SL2(Z)\{±Un| |n|≤2N}
(yy′)
k−3
2((
x−x′
2
)2
+
(
y+y′
2
)2) k−32 ≪ e−δk
η
2
for some δ > 0. We summarize these estimations in the following proposition.
Proposition 12. Let ν be an automorphy factor of weight k ≥ 6 for a finite index
subgroup Γ of SL2(Z), τ ∈ SL2(Z) and {fj} an orthonormal basis of S(Γ, k, ν). Fix
1
2 > η > 0 then we have for z ∈ FI :
yk
∑
j
|(fj |kτ)(z)|2 ≪η µ(Γ)k
(
1 +
y
k
1
2−η
)
.
From this proposition we easily deduce Theorem 1.
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For the proof of theorems 2 and 3 we will use the Fourier expansion and a nice
application of the Cauchy-Schwarz inequality to involve the Fourier coefficients of
the Poincare´ series:
|(fj |kτ)(z)|2 =
∣∣∣∣∣
∑
m+κτ>0
̂(fj |kτ)(m)e
2pii(m+κτ )z
nτ
∣∣∣∣∣
2
≤
( ∑
m+κτ>0
̂|(fj |kτ)(m)|e−
2pi(m+κτ )y
nτ
)2
≤
( ∑
m+κτ>0
λ−1m
̂|(fj |kτ)(m)|2e−
2pi(m+κτ )y
nτ
)( ∑
m+κτ>0
λme
− 2pi(m+κτ )y
nτ
)
,
where the λm are positive reals to be chosen later. Summing over j we get:
(3.6)
yk
∑
j
|(fj |kτ)(z)|2 ≤
( ∑
m+κτ>0
λ−1m A(m)y
k
2 e−
2pi(m+κτ )y
nτ
)
×
( ∑
m+κτ>0
λmy
k
2 e−
2pi(m+κτ )y
nτ
)
,
where
(3.7)
A(m) =
µ(Γ)(4π(m+ κτ ))
k−1
nkτΓ(k − 1)
×
(
1 + 2πi−k
∞∑
c=1
W (Γτ , ντ ;m,m; c)
nτ c
Jk−1
(
4π(m+ κτ )
cnτ
))
.
For the generalized Kloosterman sums we are going to use the trivial estimate:
|W (Γτ , ντ ;m,m, c)| ≤ n2τc.
Before we go any further we shall remark here that we can assume k ≫ 1 as we
want to investigate the behavior as k →∞.
We now have to deal with the sum
∞∑
c=1
∣∣∣∣Jk−1
(
4π(m+ κτ )
cnτ
)∣∣∣∣ .
We split this into the different regions:
(1)
√
k−1
2 ≥ 4π(m+κτ )cnτ ,
(2) k − 1− (k − 1)α ≥ 4π(m+κτ )
cnτ
≥
√
k−1
2 ,
(3) k − 1 + (k − 1)α ≥ 4π(m+κτ )
cnτ
≥ k − 1− (k − 1)α,
(4) 4π(m+κτ )
cnτ
≥ k − 1 + (k − 1)α.
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Where 1 ≥ α > 13 yet to be chosen. For the first region we have by means of
Proposition 8:
(3.8) ∑
c≥4π
√
2
k−1 (
m+κτ
nτ
)
∣∣∣∣Jk−1
(
4π(m+ κτ )
cnτ
)∣∣∣∣ ≤ 1Γ(k)
∑
c≥4π
√
2
k−1 (
m+κτ
nτ
)
(
2π(m+ κτ )
cnτ
)k−1
≤ 1
Γ(k)
(
2π(m+ κτ )
nτ
)k−1(√
2 · 4π(m+ κτ )√
k − 1nτ
)k−1
×
(
1 +
√
2 · 4π(m+ κτ )√
k − 1(k − 2)nτ
)
≪ 1
Γ(k)
(
k − 1
8
) k−1
2
(
1 +
m+ κτ
nτ
· k− 32
)
≪ k− k2
(
1 +
m+ κτ
nτ
· k− 32
)
.
In the second region we have by Proposition 9:
(3.9)
∑
4π
√
2
k−1 (
m+κτ
nτ
)≥c,
c≥4π(m+κτnτ )(k−1−(k−1)
α)−1
∣∣∣∣Jk−1
(
4π(m+ κτ )
cnτ
)∣∣∣∣≪
(
m+ κτ
nτ
)
k−
1
2 · k− 43
≪
(
m+ κτ
nτ
)
k−
11
6 .
For the third region we have using Proposition 7:
(3.10) ∑
4π(m+κτnτ )(k−1−(k−1)
α)−1≥c,
c≥4π(m+κτnτ )(k−1+(k−1)
α)−1
∣∣∣∣Jk−1
(
4π(m+ κτ )
cnτ
)∣∣∣∣≪
(
m+ κτ
nτ
)
kα−2 · k− 13
≪
(
m+ κτ
nτ
)
kα−
7
3 .
And in the last region we have by Proposition 11:
(3.11) ∑
4π(m+κτnτ )(k−1+(k−1)
α)−1≥c
∣∣∣∣Jk−1
(
4π(m+ κτ )
cnτ
)∣∣∣∣≪
(
m+ κτ
nτ
)
k−1 · k−α+14
≪
(
m+ κτ
nτ
)
k−
α+5
4 .
We make the choice α = 1315 and get for A(m) (defined by equation (3.7)) the
estimation:
(3.12) |A(m)| ≪ µ(Γ)(4π)
k
nkτΓ(k − 1)
(
(m+ κτ )
k−1(1 + nτk
− k2 ) + (m+ κτ )
kk−
22
15
)
.
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Considering the inequality (3.6) and the Cauchy-Schwartz equality case we should
choose λm ≈ (m+ κτ ) k2 . So lets put λm = (m+ κτ ) k2+δ with δ = o(k).
The sum
(3.13) S(α, β, η) =
∑
m+η>0
(m+ η)αe−β(m+η), α, β, η > 0
appears often in the next few calculations, hence the following lemma will be useful.
Lemma 1. S(α, β, κ) as defined by (3.13) satisfies the following inequalities:
S(α, β, η) ≤ β−α−1Γ(α+ 1) + β−αααe−α
and for α ≤ βη we have:
S(α, β, η) ≤ β−α−1Γ(α+ 1) + ηαe−βη.
Proof. The function xαe−βx increases on (0, α
β
] and decreases on [α
β
,∞). Hence we
get
S(α, β, η) ≤
∫ ∞
η
xαe−βxdx+
(
α
β
)α
e−β
α
β
≤
∫ ∞
0
xαe−βxdx+ β−αααe−α
= β−α−1Γ(α+ 1) + β−αααe−α.
And if one assumes α ≤ βη, then:
S(α, β, η) ≤
∫ ∞
η
xαe−βxdx+ ηαe−βη
≤ β−α−1Γ(α+ 1) + ηαe−βη.

Using (3.12) in (3.6) with the choice λm = (m+ κτ )
k
2+δ we get:
yk
∑
j
|(fj |kτ)(z)|2 ≤ y
k(4π)kµ(Γ)
nkτΓ(k − 1)
S
(
k
2
+ δ,
2πy
nτ
, ητ
)
×
(
(1 + nτk
−k2 )S
(
k
2
− δ − 1, 2πy
nτ
, ητ
)
+ k−
22
15S
(
k
2
− δ, 2πy
nτ
, ητ
))
.
Using Lemma 1 we have:
S
(
k
2
+ δ,
2πy
nτ
, ητ
)
≤
(
2πy
nτ
)− k2−δ−1
Γ
(
k
2
+ δ + 1
)
+
(
2πy
nτ
)− k2−δ (k
2
+ δ
) k
2+δ
e−
k
2−δ
≪
(
2πy
nτ
)− k2−δ−1(k
2
) k+1
2 +δ
e−
k
2−δ
[
eδ +
2πy
nτ
k−
1
2 eδ
]
≪ (4π)
− k2−δy−
k
2−δ−1k
k+1
2 +δe−
k
2
n
− k2−δ−1
τ
[
1 +
yk−
1
2
nτ
]
,
S
(
k
2
− δ − 1, 2πy
nτ
, ητ
)
≪ (4π)
− k2+δy−
k
2+δk
k−1
2 −δe−
k
2
n
− k2+δ
τ
[
1 +
yk−
1
2
nτ
]
,
S
(
k
2
− δ, 2πy
nτ
, ητ
)
≪ (4π)
− k2+δy−
k
2+δ−1k
k+1
2 −δe−
k
2
n
− k2+δ−1
τ
[
1 +
yk−
1
2
nτ
]
.
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Plugging these inequalities into (3) we get:
Proposition 13. Let ν be an automorphy factor of weight k ≫ 1 for Γ a finite
index subgroup of SL2(Z), τ ∈ SL2(Z) and {fj} an orthonormal basis of S(Γ, k, ν)
then we have for z ∈ FI:
(3.14)
yk
∑
j
|(fj |kτ)(z)|2 ≪ µ(Γ)nτk
3
2
y
[
1 +
yk−
1
2
nτ
]2 [
1 + nτk
− k2 +
nτ
y
k−
7
15
]
.
For large y we can improve on this. For this purpose we assume |δ| + 1 ≤ k2 and
y ≥ 3nτk
ητπ
. These assumptions will allow us to use the following lemma.
Lemma 2. The following inequality holds for x ≥ 6α
β
, α, β > 0:
xαe−βx ≤ ααβ−αe−α · e− βx2 .
Proof. Let x = cα
β
, then
xαe−βx = ααβ−αe−α · e− βx2 · (ce1− c2 )α .
Note that 6e1−3 < 1 and that ce1−
c
2 is decreasing on [2,∞). 
Using Lemmata 1 and 2 we get:
S
(
k
2
+ δ,
2πy
nτ
, ητ
)
≤
(
2πy
nτ
)− k2−δ−1
Γ
(
k
2
+ δ + 1
)
+ η
k
2+δ
τ e
− 2piy
nτ
ητ
≪
(
2πy
nτ
)− k2−δ−1(k
2
) k+1
2 +δ
e−
k
2
×
[
1 +
(
2πy
nτ
) k
2+δ+1
(
k
2
)− k+12 −δ
e
k
2 η
k
2+δ
τ e
− 2piy
nτ
ητ
]
≪
(
2πy
nτ
)− k2−δ−1(k
2
) k+1
2 +δ
e−
k
2
[
1 + η−1τ k
1
2 e−
ητpi
nτ
y
]
,
S
(
k
2
− δ − 1, 2πy
nτ
, ητ
)
≪
(
2πy
nτ
)− k2+δ (k
2
) k+1
2 −δ−1
e−
k
2
[
1 + η−1τ k
1
2 e−
ητpi
nτ
y
]
,
S
(
k
2
− δ, 2πy
nτ
, ητ
)
≪
(
2πy
nτ
)− k2+δ−1(k
2
) k+1
2 −δ
e−
k
2
[
1 + η−1τ k
1
2 e−
ητpi
nτ
y
]
.
Plugging these inequalities into (3) we get:
Proposition 14. Let ν be an automorphy factor of weight k ≫ 1 for Γ a finite
index subgroup of SL2(Z), τ ∈ SL2(Z) and {fj} an orthonormal basis of S(Γ, k, ν)
then we have for z ∈ FI , y ≥ 3nτkητπ :
(3.15)
yk
∑
j
|(fj |kτ)(z)|2 ≪ µ(Γ)nτk
3
2
y
[
1 + η−1τ k
1
2 e−
ητpi
nτ
y
]2 [
1 + nτk
− k2 +
nτ
y
k−
7
15
]
.
UNIFORM BOUNDS ON SUP-NORMS OF HOLOMORPHIC FORMS OF REAL WEIGHT 21
For the proof of Theorem 2 we split into different areas. For y ≤ maxτ∈SL2(Z) nτ
we use Proposition 12, for y ≥ 3nτk
ητπ
we use Proposition 14 and for y in between we
use Proposition 13.
For the proof of Theorem 3 we are left to prove a lower bound. We have:
(3.16)
y
k
2
∣∣∣(̂f |kτ)(m)∣∣∣ = 1
nτ
∣∣∣∣
∫ nτ
0
y
k
2 (f |kτ)(z)e−
2pii(m+κτ )z
nτ dx
∣∣∣∣
≤ 1
nτ
e
2pi(m+κτ )
nτ
y ·
∫ nτ
0
y
k
2 |(f |kτ)(z)| dx.
If we sum the squares of this inequality over an orthonormal basis {fj} we can use
the Fourier coefficients of the Pioncare´ series (see Corollary 1) for the left hand side
and for the right hand side we can use Cauchy-Schwarz to get:
(3.17)
sup
Im z=y
∑
j
yk|(fj |kτ)(z)|2 ≥ 1
n2τ
∑
j
(∫ nτ
0
dx
)(∫ nτ
0
yk|(fj |kτ)(z)|2dx
)
≥ 1
n2τ
∑
j
(∫ nτ
0
y
k
2 |(f |kτ)(z)| dx
)2
≥ yke− 4pi(m+κτ )nτ y ·
∑
j
∣∣∣(̂f |kτ)(m)∣∣∣2
≥ yke− 4pi(m+κτ )nτ y · µ(Γ)(4π(m+ κτ ))
k−1
nkτΓ(k − 1)
×
(
1 + 2πi−k
∞∑
c=1
W (Γτ , ντ ;m,m; c)
nτc
Jk−1
(
4π(m+ κτ )
cnτ
))
.
For k ≥ 320(m+1)2 we can use Proposition 8 to estimate that the right hand side
is bigger or equal to
yke−
4pi(m+κτ )
nτ
y · µ(Γ)(4π(m+ κτ ))
k−1
nkτΓ(k − 1)
(
1− 2πnτ ζ(k − 1)
Γ(k)
(
2π(m+ κτ )
nτ
)k−1)
.
We get our desired lower bound if we takes y = knτ4π(m+κτ ) and m, τ such that m+κτ
is minimal, which is minτ∈SL2(Z) ητ .
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