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A METHOD OF THE STUDY
OF THE CAUCHY PROBLEM
FOR A SINGULARLY PERTURBED LINEAR
INHOMOGENEOUS DIFFERENTIAL EQUATION
EVGENY E. BUKZHALEV AND ALEXEY V. OVCHINNIKOV
Abstract. We construct a sequence that converges to a solution of the Cauchy
problem for a singularly perturbed linear inhomogeneous differential equation
of an arbitrary order. This sequence is also an asymptotic sequence in the
following sense: the deviation (in the norm of the space of continuous func-
tions) of its nth element from the solution of the problem is proportional to the
(n+ 1)th power of the parameter of perturbation. This sequence can be used
for justification of asymptotics obtained by the method of boundary functions.
1. Introduction
We propose an algorithm of construction of a sequence
ψn(x; ε) = (y
1
n(x; ε), . . . , y
m
n (x; ε))
that converges for each ε ∈ (0, ε0] with respect to the norm of the space Cm[0, X ]
of continuous m-dimensional vector-valued functions of the argument x ∈ [0, X ])
to the function
ψ(x; ε) =
(
y(x; ε),
d
dx
y(x; ε), . . . ,
dm−1
dxm−1
y(x; ε)
)
,
where y(x; ε) is a classical solution of the problem (1)–(2); for the value of ε0 we
obtain an explicit lower estimate. The construction and the proof of convergence of
the sequence ψn(x; ε) are based on the Banach fixed-point theorem for a contracting
mapping of a complete metric space (see [1]). Since the contraction coefficient k of
the mapping is a value of order ε (k < ε/ε0), so that the deviation y
i
n(x; ε) (with
respect to the norm of C[0, X ]) from
di−1
dxi−1
y(x; ε) is O(εn+1) (for 0 < ε ≤ ε0), we
see that this result has also asymptotic character.
Note that each successive element of the sequence ψn(x; ε) is the result of the ac-
tion of a certain operator on the previous element. Elements of such sequences are
usually called iterations and sequences themselves are said to be iterative. In our
case, iterations approach to ψ(x; ε) (in the norm of Cm[0, X ]) sufficiently rapidly;
the rate of approach is asymptotically reciprocal to ε. Therefore, the algorithm of
construction of the sequence ψn(x; ε) is a method of asymptotic iterations (for de-
tail, see [2–5]). The sequences yin(x; ε) are also called asymptotic iterative sequences
of the (i− 1)th derivative of the solution y(x; ε) of the problem considered.
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The possibility of application of the method of asymptotic iterations is related to
the fulfillment of the condition (3) for coefficients of the right-hand side of the equa-
tion. However, the fulfillment of these conditions allows one to apply the method
of boundary-layer functions (see, e.g., [6]). One can immediately verify that the de-
viation y1n(x; ε) from the nth partial sum Yn(x; ε) (which is called the asymptotics
or the asymptotic expansion of nth order) of the series Y (x; ε) obtained by the
method of boundary-layer functions has the form O(εn+1). Thus, the convergence
of the sequence y1n(x; ε) enables the using of the method of asymptotic iterations
for the justification of asymptotic expansions obtained by the method of boundary-
layer functions (i.e., to the proof of the fact that the difference of Yn(x; ε) and the
solution y(x; ε) has the form O(εn+1) uniformly with respect to x ∈ [0, X ]).
Note that the convergence (uniform with respect to ε) as ε ∈ (0, ε0] of asymptotic
sequences yin(x; ε) is a fundamental advantage of the method of asymptotic itera-
tions over the method of boundary-layer functions, which allows one to construct
an asymptotic series, which is, in general does not converge even for arbitrarily
small ε. The reason is that the estimate of the deviation of y1n(x; ε) from Yn(x; ε),
which has the form O(εn+1), is not uniform with respect to n, so that this deviation
may be not infinitesimal as n→∞ but even unboundedly increasing.
Another advantage of the sequence ψn(x; ε) is the possibility of construction of
all its terms under modest smoothness conditions for the functions ai(x) and b(x):
for the construction of all ψn(x; ε) it suffices that ai(x), b(x) ∈ C
1[0, X ], while for
the construction of all terms of the series Y (x; ε) the infinite differentiability of
ai(x) and b(x) is required.
2. Statement of the Problem and Auxiliary Estimates
Consider the Cauchy problem for the linear, inhomogeneous, singularly per-
turbed differential equation of order m:
εmy(m) = εm−1am−1(x)y
(m−1) + · · ·+ a0(x)y + b(x), x ∈ (0, X ];(1)
y(0; ε) = y0, . . . , y(m−1)(0; ε) =
ym−1
εm−1
,(2)
where ε > 0 is the perturbation parameter, X > 0, y0, . . ., ym−1 ∈ R, and a0(x), . . .,
am−1(x), b(x) ∈ C
1[0, X ]. Moreover, we assume that the coefficients ai(x) satisfy
the Routh–Hurwitz condition for all x ∈ [0, X ] (see, e.g., [7]):
(3)
−a00(x) > 0,
∣∣∣∣a00(x) a01(x)a10(x) a11(x)
∣∣∣∣ > 0, . . . ,
(−1)
m
∣∣∣∣∣∣∣
a00(x) . . . a0(m−1)(x)
...
. . .
...
a(m−1)0(x) . . . a(m−1)(m−1)(x)
∣∣∣∣∣∣∣ > 0,
where
aij(x) :=


a2i−j(x) for 0 ≤ 2i− j < m,
−1 for 2i− j = m,
0, for 2i− j < 0 or 2i− j > m.
Recall that for the fulfillment of the conditions (3) it is necessary (and for m ∈
{1, 2} is also sufficiently) that all ai(x) be negative.
CAUCHY PROBLEM FOR A SINGULARLY PERTURBED EQUATION 3
Let p be that mapping, which to each x ∈ [0, X ] puts in corresponding the
polynomial
p(x) := λm − am−1(x)λ
m−1 − · · · − a1(x)λ − a0(x).(4)
Since the degree of the polynomial p(x) is m on the whole segment [0, X ], there
exist functions λ1, . . . , λm : [0, X ]→ C such that
p(x) = (λ− λ1(x)) . . . (λ− λm(x))
for each x ∈ [0, X ]; the functions λ1(x), . . . , λm(x) are called roots of the polynomial
p(x). The ordered set (λ1, . . . , λm) of the function λi is called the vector-function
of roots of the mapping p. Note that there exist infinitely many vector-functions
of roots since for each x ∈ [0, X ] we can list the roots of the polynomial p(x) in
various orders. We fix one of the possible orderings.
By the Routh–Hurwitz criterion (see [7]), the real parts of the roots of the polyno-
mial p(x) are negative if and only if its coefficients ai(x) satisfy the inequalities (3).
Thus, for all (i, x) ∈ {1, . . . ,m} × [0, X ], the inequality
(5) Reλi(x) < 0
holds.
We prove that each of the function Reλi is bounded on the segment [0, X ] from
the above by a certain negative constant.
Let P be the mapping that to each M = (a0, . . . , am−1) ∈ C
m puts in corre-
sponding the polynomial
P (M) := λm − am−1λ
m−1 − · · · − a1λ− a0.(6)
Denote by {Λ} the set of all mappings Λ : Cm → Cm, which to each M ∈ Cm put
in correspondence an ordered set (λ1, . . . , λm) of roots of the equation P (M) = 0
(we assume that each root is repeated as many times as its multiplicity). In fact,
the choice of Λ ∈ {Λ} means the choice of numbering of roots of the polynomial
P (M) for eachM ∈ Cm. It is easy to verify that for m ≥ 2 the set {Λ} contains no
mappings continuous in the whole space Cm (see [8]). However, it is known that
for each m and any point M0 ∈ C
m, there exists a mapping ΛM0 ∈ {Λ} continuous
at this point (see, e.g., [9]).
Let ϕ be the mapping, which to each Λ ∈ {Λ} puts in correspondence the vector-
function λ = (λ1, . . . , λm) ∈
(
C
m → C
)m
whose components λi to each M ∈ Cm
put in correspondence the ith coordinates of Λ(M): Λ(M) = (λ1(M), . . . , λm(M)).
Obviously, ϕ is a bijective correspondence between {Λ} and {λ} := ϕ({Λ}). More-
over, the continuity of the mapping Λ is equivalent to the continuity of the corre-
sponding vector-function ϕ(Λ), which, in its turn, is equivalent to the continuity of
all its components.
Lemma 1. Let λ = (λ1, . . . , λm) ∈ {λ}. Then
Λ(M) := max{Reλ1(M), . . . ,Reλm(M)}
is a continuous function of M .
Remark. For each point M ∈ Cm, the unordered set of roots of the polynomial
P (M) and the value Λ(M) are independent of the choice of λ ∈ {λ}. Thus, to each
λ ∈ {λ} (i.e., to each way of numbering of roots of the polynomial P (M)) the same
function Λ corresponds.
4 EVGENY E. BUKZHALEV AND ALEXEY V. OVCHINNIKOV
Proof of Lemma 1. Fix an arbitrary point M0 ∈ C
m and choose a mapping λM0 =
(λ1M0 , . . . , λ
m
M0
) ∈ {λ} continuous at this point. Each of the functions λiM0 is also
continuous at the point M0. But the continuity of λ
i
M0
implies the continuity of
ReλiM0 , whereas the continuity of all Reλ
i
M0
, in its turn, implies the continuity of
the maximum of these functions. 
Corollary 1. There exist positive χ (independent of i and x) such that
Reλi(x) < −χ
for all (i, x) ∈ {1, . . . ,m}× [0, X ], where λi(x) is the ith root of the polynomial p(x)
(see (4)) for each x ∈ [0, X ].
Remark. For each x ∈ [0, X ], the unordered set of roots of the polynomial p(x)
and the value λ(x) := max{Reλ1(x), . . . ,Reλm(x)} are independent of the way of
numbering of these roots.
Proof of Corollary 1. Let λ = (λ1, . . . , λm) be an arbitrary mapping from {λ}. By
the remark above, without loss of generality, we can assume that
λi(x) = λ
i(a0(x), . . . , am−1(x)) ∀(i, x) ∈ {1, . . . ,m} × [0, X ].
Since the function λ(x), which is equal to Λ(a0(x), . . . , am−1(x)), is continuous (as
a composite function) and negative (see (5)) on the whole segment [0, X ], by the
Weierstrass extreme-value theorem, there exists x0 ∈ [0, X ] such that
(7)
χ : = −λ(x0) = −max
[0,X]
Λ
(
a0(x), . . . , am−1(x)
)
= −max
[0,X]
max
{
Reλ1(x), . . . ,Reλm(x)
}
> 0.
The proof is complete. 
Remark. One can prove that there exist continuous functions λ1(x), . . . , λm(x) that
describe the set of all roots (with account of multiplicities) of the polynomial p(x) for
each x ∈ [0, X ]; here the fact that the variable x is one-dimensional is substantial.
Consider the following auxiliary problem:
a0(x)y¯ + b(x) = 0, x ∈ [0, X ];(8)
dmΠ
dξm
= am−1(0)
dm−1Π
dξm−1
+ · · ·+ a0(0)Π, ξ ∈
(
0,
X
ε
]
;(9)
Π(0) = y0 − y¯(0),
dΠ
dξ
(0) = y1, . . . ,
dm−1Π
dξm−1
(0) = ym−1.(10)
Equation (8) is an algebraic equation of the first degree with respect to y¯(x),
whereas (9) is an autonomous homogeneous linear differential equation for Π(ξ).
The solution of the problem (8)–(10) has the form
(11)
y¯(x) = −
b(x)
a0(x)
,
Π(ξ) = α11e
λ1(0)ξ + · · ·+ α1m1ξ
m1−1eλm1(0)ξ + · · ·
+ αq1e
λm1+···+mq−1+1(0)ξ + · · ·+ αqmqξ
mq−1eλm1+···+mq−1+mq (0)ξ,
where λ1(0) = · · · = λm1(0), . . . , λm1+···+mq−1+1(0) = · · · = λm1+···+mq (0) are
roots of the polynomial p(0) (see (4)), α11, . . . , αqmq are constants that are uniquely
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expressed through y0 − y¯(0), y1, . . . , ym−1 and λ1(0), . . . , λm(0) (here m1 + · · ·+
mq = m).
We see from (11) and (7) that for sufficiently large C˜ the functions Π(i)(ξ) satisfy
the estimate∣∣Π(i)(ξ)∣∣ ≤ C˜(1 + ξm−1)e−χξ, (i, ξ) ∈ {0, . . . ,m− 1} × [0,+∞).(12)
In the problem (1)–(2), we perform the following change of variables:
(13)
x = εξ,
y(x; ε) = y˜(ξ, x) + εz1(ξ; ε),
di−1y
dxi−1
(x; ε) = ε1−i
di−1Π
dξi−1
(ξ) + ε2−izi(ξ; ε), i = 2,m,
where y˜(ξ, x) := y¯(x) + Π(ξ).
For the new functions zi(ξ; ε) we obtain the following initial-value problem:
dz1
dξ
= z2 − y¯′(εξ), ξ ∈
(
0,
X
ε
]
;(14)
dzi
dξ
= zi+1, (i, ξ) ∈ {2, . . . ,m− 1} ×
(
0,
X
ε
]
;(15)
dzm
dξ
= am−1(εξ)z
m + · · ·+ a0(εξ)z
1 + f(ξ; ε), ξ ∈
(
0,
X
ε
]
;(16)
z1(0; ε) = . . . = zm(0; ε) = 0(17)
((14) only for m ≥ 2, (15) only for m ≥ 3), where
f(ξ; ε) :=


ε−1
{[
am−1(εξ)− am−1(0)
]
×Π(m−1)(ξ) + · · ·+
[
a0(εξ)− a0(0)
]
Π(ξ)
}
for m ≥ 2;
ε−1
[
a0(εξ)− a0(0)
]
Π(ξ)− y¯′(εξ) for m = 1.
(18)
We transform Eq. (16) adding the variable x as a new parameter:
(19)
dzm
dξ
= am−1(x)z
m + · · ·+ a0(x)z
1 +
[
am−1(εξ)− am−1(x)
]
zm + . . .
+
[
a0(εξ)− a0(x)
]
z1 + f(ξ; ε), (ξ, x) ∈
(
0,
X
ε
]
× [0, X ].
The problem (14), (15), (19), (17) is equivalent to the following system of integral
equations:
(20) zi(ξ; ε) = −
∫ ξ
0
Φ1ξi−1(ξ − ζ;x)y¯
′(εζ)dζ
+
∫ ξ
0
Φmξi−1(ξ − ζ;x)
{[
am−1(εζ)− am−1(x)
]
zm(ζ; ε)
+ · · ·+
[
a0(εζ) − a0(x)
]
z1(ζ; ε) + f(ζ; ε)
}
dζ,
(i, ξ, x) ∈ 1,m×
[
0,
X
ε
]
× [0, X ],
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where Φjξi−1(ξ − ζ;x) = K
i
j(ξ, ζ;x) are the entries of the Cauchy matrix
K(ξ, ζ;x) :=


Φ1(ξ − ζ;x) Φ2(ξ − ζ;x) . . . Φm(ξ − ζ;x)
Φ1ξ(ξ − ζ;x) Φ
2
ξ(ξ − ζ;x) . . . Φ
m
ξ (ξ − ζ;x)
...
...
. . .
...
Φ1ξm−1(ξ − ζ;x) Φ
2
ξm−1(ξ − ζ;x) . . . Φ
m
ξm−1(ξ − ζ;x)


of the corresponding homogeneous system
dz1
dξ
= z2, . . . ,
dzm−1
dξ
= zm,
dzm
dξ
= am−1(x)z
m + · · ·+ a0(x)z
1.
Note that the functions Φ1(ξ;x) and Φm(ξ;x) used in (20), due to the definition
of the Cauchy matrix, are the solutions of the following initial-value problems:
dmΦ1
dξm
= am−1(x)
dm−1Φ1
dξm−1
+ · · ·+ a0(x)Φ
1, (ξ, x) ∈ R× [0, X ];(21)
Φ1(0;x) = 1,
dΦ1
dξ
(0;x) = . . . =
dm−1Φ1
dξm−1
(0;x) = 0, x ∈ [0, X ];(22)
dmΦm
dξm
= am−1(x)
dm−1Φm
dξm−1
+ · · ·+ a0(x)Φ
m, (ξ, x) ∈ R× [0, X ];(23)
Φm(0;x) = . . . =
dm−2Φm
dξm−2
(0;x) = 0,
dm−1Φm
dξm−1
(0;x) = 1, x ∈ [0, X ].(24)
From (21)–(24) and the theorems on the continuity and differentiability with re-
spect to parameters of solutions of initial-value problems we conclude that Φ1(ξ;x),
Φm(ξ;x) ∈ C∞,1(R× [0, X ]).
Since the solution (z1, . . . , zm) of the system (20) is clearly independent of x, we
can replace x in (20) by an arbitrary function ξ and ε with values in [0, X ]. Then,
setting x = εξ, we arrive at the following equations for zi(ξ; ε):
(25) zi(ξ; ε) = −
∫ ξ
0
Φ1ξi−1(ξ − ζ; εξ)y¯
′(εζ)dζ +
∫ ξ
0
Φmξi−1(ξ − ζ; εξ)
×
{[
am−1(εζ)− am−1(εξ)
]
zm(ζ; ε) + · · ·+
[
a0(εζ) − a0(εξ)
]
z1(ζ; ε) + f(ζ; ε)
}
dζ
=: Âi(ε)[z
1, . . . , zm](ξ; ε), (i, ξ) ∈ 1,m×
[
0,
X
ε
]
,
(the first integral only for m ≥ 2) or briefly
(26)
(
z1(ξ; ε), . . . , zm(ξ; ε)
)
=
(
Â1(ε)[z
1, . . . , zm](ξ; ε), . . . , Âm(ε)[z
1, . . . , zm](ξ; ε)
)
=
=: Â(ε)[z1, . . . , zm](ξ; ε), ξ ∈
[
0,
X
ε
]
,
where for each fixed ε ∈ (0,+∞) by the domain of the operator Â(ε) we mean
the space Cm[0, X/ε] of m-dimensional vector-functions continuous on the segment
[0, X/ε]:
Â(ε) : Cm
[
0,
X
ε
]
→ Cm
[
0,
X
ε
]
.
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In the sequel we need one auxiliary property of the solution w of the Cauchy
problem for a linear differential equation with constant coefficients considered as
parameters for w:
dmw
dξm
= am−1
dm−1w
dξm−1
+ · · ·+ a0w, ξ ∈ (0,+∞);(27)
w(0;Mm, Nm) = w
0, . . . ,
dm−1w
dξm−1
(0;Mm, Nm) = w
m−1,(28)
where Mm = (a0, . . . , am−1) ∈ C
m and Nm = (w
0, . . . , wm−1) ∈ Cm.
Introduce the following notation:
Λm(Mm) := max{Reλ
1(Mm), . . . ,Reλ
m(Mm)},
where λ1(Mm), . . . , λ
m(Mm) are the roots of the characteristic polynomial of
Eq. (27) (see (6)),
Πm(C) :=
{
(x1, . . . , xm) ∈ C
m : |x1| ≤ C, . . . , |xm| ≤ C
}
.
Lemma 2. Let Ca ≥ 0 and Cw ≥ 0. Then there exists C˜m ≥ 0 such that∣∣∣∣diwdξi (ξ;Mm, Nm)
∣∣∣∣ ≤ C˜m(1 + ξm−1)eΛm(Mm)ξ
for all (i, ξ,Mm, Nm) ∈ {0, . . . ,m − 1} × [0,+∞) × Πm(Ca) × Πm(Cw), where
w(ξ;Mm, Nm) is a solution of the problem (27)–(28).
The assertion of the theorem can be proved by induction on m.
Corollary 2. There exist χ > 0 and CΦ > 0 such that
|Φ1ξi(ξ;x)|, |Φ
m
ξi(ξ;x)| ≤ CΦ(1 + ξ
m−1)e−χξ(29)
for all (i, ξ, x) ∈ {0, . . . ,m− 1}× [0,+∞)× [0, X ], where Φ1(ξ;x) and Φm(ξ;x) are
the solutions of the problems (21)–(22) and (23)–(24), respectively.
Proof. To prove the estimate (29) it suffices to set
χ := −max
[0,X]
max
{
Reλ1(x), . . . ,Reλm(x)
}
(see (7)) and apply the Weierstrass extreme-value theorem on the boundedness of
a continuous function for ai(x) and Lemma 2. 
3. Construction and Proof of Convergence
of Iterative Sequence
Let
O(ϑ,C0; ε) :=
{
(z1, . . . , zm) ∈ Cm
[
0,
X
ε
]
: ∀ξ ∈
[
0,
X
ε
]
(z1(ξ), . . . , zm(ξ)) ∈ [−C0,+C0]
m
}
be a closed C0-neighborhood of the vector-function (z
1, . . . , zm) ≡ (0, . . . , 0) =: ϑ
in the space Cm[0, X/ε].
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Proposition 1. There exist ε0 > 0 and C0 ≥ 0 (C0 is independent of ε) such that
Â(C0; ε) : O(ϑ,C0; ε)→ O(ϑ,C0; ε)
for any ε ∈ (0, ε0], where Â(C0; ε) =
(
Â1(C0; ε), . . . , Âm(C0; ε)
)
is the restriction
of the operator Â(ε) to O(ϑ,C0; ε).
Proof. We fix arbitrary ε > 0 and C0 ≥ 0, apply the operators Âi(C0; ε) to an
arbitrary vector-function (z1(ξ), . . . , zm(ξ)) ∈ O(ϑ,C0; ε) and, taking into account
(25) and (29), estimate the result obtained:
(30)
∣∣∣Âi(C0; ε)[z1, . . . , zm](ξ)∣∣∣
≤ CΦe
−χξ
{
C0
∫ ξ
0
eχζ
[
1 + (ξ − ζ)m−1
][
|am−1(εζ)− am−1(εξ)|+ . . .
+|a0(εζ)−a0(εξ)|
]
dζ+
∫ ξ
0
eχζ
[
1+(ξ − ζ)
m−1][
|f(ζ; ε)|+|y¯′(εζ)|
]
dζ
}
, i = 1,m
(the term |y¯′(εζ)| only for m ≥ 2).
For the first integral in (30) we have
(31)
∫ ξ
0
eχζ
[
1 + (ξ − ζ)
m−1][
|am−1(εζ)− am−1(εξ)|+ · · ·+ |a0(εζ)− a0(εξ)|
]
dζ
= ε
∫ ξ
0
eχζ
[
(ξ − ζ) + (ξ − ζ)m
]{∣∣a′m−1(ε[(1− θm−1)ζ + θm−1ξ])∣∣+ . . .
+
∣∣a′0(ε[(1 − θ0)ζ + θ0ξ])∣∣}dζ
≤ ε
{
‖a′m−1(x)‖ + · · ·+ ‖a
′
0(x)‖
} ∫ ξ
0
eχζ
[
(ξ − ζ) + (ξ − ζ)
m]
dζ
= εα
{
1
χ2
[
eχξ − 1− χξ
]
+ m!χm+1
[
eχξ − 1− χξ − · · · − 1m!(χξ)
m]}
≤ εβeχξ,
where θi = θi(εζ, εξ) ∈ (0, 1), ‖ · ‖ is the norm of the space C[0, X ], and
α := ‖a′m−1(x)‖ + · · ·+ ‖a
′
0(x)‖, β := α
χm−1 +m!
χm+1
.
For the second integral in (30) we have (see (18) and (12))
(32)
∫ ξ
0
eχζ
[
1 + (ξ − ζ)
m−1][
|f(ζ; ε)|+ |y¯′(εζ)|
]
dζ ≤
∫ ξ
0
eχζ
[
1 + (ξ − ζ)
m−1]
×
{
C˜
[
|a′m−1(εθm−1ζ)| + · · ·+ |a
′
0(εθ0ζ)|
]
(ζ + ζm)e−χζ + |y¯′(εζ)|
}
dζ
≤
{
C˜αmax
ζ>0
[
(ζ + ζm)e−χζ
]
+ ‖y¯′(x)‖
}∫ ξ
0
eχζ
[
1 + (ξ − ζ)
m−1]
dζ
=
{
C˜αmax
ζ>0
[
(ζ + ζm)e−χζ
]
+ ‖y¯′(x)‖
}{
1
χ
[
eχξ − 1
]
+ (m−1)!χm
[
eχξ − 1− χξ − · · · − 1(m−1)! (χξ)
m−1]}
≤ γeχξ,
where θi = θi(εζ) ∈ (0, 1),
γ :=
{
C˜αmax
ζ>0
[
(ζ + ζm)e−χζ
]
+ ‖y¯′(x)‖
}
χm−1+(m−1)!
χm .
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From (30), (31), and (32) we see that if C0 and ε satisfy the inequalities
0 ≤ C0εCΦβ + CΦγ ≤ C0,(33)
hence Â(C0; ε)[z
1, . . . , zm](ξ) ∈ O(ϑ,C0; ε).
We set
ε0 := γ0(CΦβ)
−1,(34)
where γ0 is an arbitrary number from the interval (0, 1) (if β = 0, i.e., ai(x) = const
on [0, X ], then ε0 := +∞) and C0 := CΦγ/(1−γ0). Then the inequalities (33) hold
for any ε ∈ (0, ε0]. 
Assume that for any fixed positive ε and any ϕ1(ξ) = (z
1
1(ξ), . . . , z
m
1 (ξ)) and
ϕ2(ξ) = (z
1
2(ξ), . . . , z
m
2 (ξ)) from Cm[0, X/ε], the distance ρε between ϕ1 and ϕ2 is
defined:
ρε(ϕ1, ϕ2) := ‖ϕ2 − ϕ1‖Cm[0,X/ε] := maxξ∈X(ε)
max
1≤i≤m
|zi2(ξ)− z
i
1(ξ)|,(35)
whereX(ε) := [0, X/ε]. Note that Cm[0, X/ε] and O(ϑ,C0; ε) with ρε defined above
are complete metric spaces.
Proposition 2. The operator Â(ε) is a contractive operator for any ε ∈ (0, ε0].
Proof. Let ρε be the metric (35) of the space Cm[0, X/ε]. Take two arbitrary
functions ϕ1(ξ) = (z
1
1(ξ), . . . , z
m
1 (ξ)) and ϕ2(ξ) = (z
1
2(ξ), . . . , z
m
2 (ξ)) from this space
and, taking into account (25) and (29), estimate the distance between Â(ε)[ϕ1] and
Â(ε)[ϕ2]:
(36) ρε
(
Â(ε)[ϕ1], Â(ε)[ϕ2]
)
= max
ξ∈X(ε)
max
1≤i≤m
∣∣∣Âi(ε)[ϕ2](ξ) − Âi(ε)[ϕ1](ξ)∣∣∣
= max
ξ∈X(ε)
max
1≤i≤m
∣∣∣ ∫ ξ
0
Φmξi−1(ξ − ζ; εξ)
{[
am−1(εζ)− am−1(εξ)
][
zm2 (ζ)− z
m
1 (ζ)
]
+ . . .
+
[
a0(εζ)− a0(εξ)
][
z12(ζ) − z
1
1(ζ)
]}
dζ
∣∣∣
≤ ρε(ϕ1, ϕ2)CΦ max
ξ∈X(ε)
∫ ξ
0
eχ(ζ−ξ)
[
1 + (ξ − ζ)
m−1]
×
[∣∣am−1(εζ)− am−1(εξ)∣∣ + · · ·+ ∣∣a0(εζ)− a0(εξ)∣∣]dζ.
From (36), (31), and (34) we conclude that for any ε ∈ (0, ε0] the contraction
coefficient k(ε) of the operator Â(ε) satisfies the estimate
k(ε) ≤ εCΦβ = γ0
ε
ε0
≤ γ0 < 1.(37)
The proof is complete. 
Since the contraction coefficient k(C0; ε) of the operator Â(C0; ε) certainly does
not exceed k(ε), the estimate (37) is also valid for it:
k(C0; ε) ≤ γ0
ε
ε0
≤ γ0 < 1.(38)
Thus, we can apply the Banach fixed-point theorem to the operator Â(C0; ε)
and conclude that for any ε ∈ (0, ε0] the solution (z
1(ξ; ε), . . . , zm(ξ; ε)) =: ϕ(ξ; ε)
of the problem (14)–(17) (which is equivalent to Eq. (26)) belongs to O(ϑ,C0; ε).
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We emphasize that the existence and the global uniqueness (i.e., uniqueness on the
set [0, X/ε]×Rm) of the solution ϕ(ξ; ε) (for all ε ∈ R) are immediately implied by
the linearity of the problem (14)–(17) (the linearity of Eq. (26)).
The contractive property of the operator Â(C0; ε) also allows one to construct the
iterative sequence ϕn(ξ; ε) = (z
1
n(ξ; ε), . . . , z
m
n (ξ; ε)) converging with respect to the
norm of the space Cm[0, X/ε] to the exact solution ϕ(ξ; ε) of the problem (14)–(17)
uniformly with respect to ε ∈ (0, ε0]:∥∥ϕ− ϕn∥∥Cm[0,X/ε] := maxξ∈X(ε) max1≤i≤m ∣∣zi(ξ; ε)− zin(ξ; ε)∣∣→ 0, n→∞.
We set ϕ0(ξ; ε) ≡ (0, . . . , 0) =: ϑ. Since ϕ(ξ; ε) ∈ O(ϑ,C0; ε), we have∥∥ϕ(ξ; ε)− ϕ0(ξ; ε)∥∥Cm[0,X/ε] = ∥∥ϕ(ξ; ε)∥∥Cm[0,X/ε] ≤ C0(39)
for all ε ∈ (0, ε0].
Further, for any natural n we set
ϕn(ξ; ε) := Â(C0; ε)[ϕn−1](ξ; ε).(40)
Then, taking into account (38) and (39), we have for each n ∈ {0} ∪ N =: N0 and
each ε ∈ (0, ε0]
(41)
∥∥ϕ(ξ; ε)− ϕn(ξ; ε)∥∥Cm[0,X/ε]
≤ k(C0; ε)
n∥∥ϕ(ξ; ε) − ϕ0(ξ; ε)∥∥Cm[0,X/ε] ≤ C0
(
γ0
ε
ε0
)n
.
We turn to the problem (1)–(2). Due to (13), we obtain the iterative sequences
y1n(x; ε), . . . , y
m
n (x; ε), respectively, for the solution y(x; ε) of the original problem
and its derivatives ddxy(x; ε), . . . ,
dm−1
dxm−1
y(x; ε):
y1n(x; ε) := y˜
(x
ε
, x
)
+ εz1n
(x
ε
; ε
)
, n ∈ N0;(42)
yin(x; ε) := ε
1−iΠ(i−1)
(x
ε
)
+ ε2−izin
(x
ε
; ε
)
, (i, n) ∈ 2,m× N0.(43)
For n ≥ 1, the values yin(x; ε) can be immediately expressed through y
i
n−1(x; ε):
y1n(x; ε) = y˜
(x
ε
, x
)
+ εÂ1(C0; ε)[z
1
n−1, . . . , z
m
n−1]
(x
ε
; ε
)
=: B̂1(ε)[y
1
n−1, . . . , y
m
n−1](x; ε),
yin(x; ε) = ε
1−iΠ(i−1)
(x
ε
)
+ ε2−iÂi(C0; ε)[z
1
n−1, . . . , z
m
n−1]
(x
ε
; ε
)
=: B̂i(ε)[y
1
n−1, . . . , y
m
n−1](x; ε), i ∈ 2,m,
where
z1n−1(ξ; ε) = ε
−1
[
y1n−1(εξ; ε)− y˜(ξ, εξ)
]
,
zin−1(ξ; ε) = ε
i−2yin−1(εξ; ε)− ε
−1Π(i−1)(ξ), i ∈ 2,m
(see (42), (43), and (40)) or briefly
ψn(x; ε) := B̂(ε)[ψn−1](x; ε),
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where ψn(x; ε) := (y
1
n(x; ε), . . . , y
m
n (x; ε)) and B̂(ε) := (B̂1(ε), . . . B̂m(ε)). Note
that the operator B̂(ε) is contractive for ε ∈ (0, ε0] (i.e., for the same ε as Â(C0; ε))
and the operator B̂(ε) satisfies the condition
B̂(ε) : O(ψ˜, C0; ε)→ O(ψ˜, C0; ε)
for ε ∈ (0, ε0], where
O(ψ˜, C0; ε) :=
{
(y1, . . . , ym) ∈ Cm[0, X ] : ∀x ∈ [0, X ]
y1(x) ∈
[
y˜
(x
ε
, x
)
− εC0, y˜
(x
ε
, x
)
+ εC0
]
,
y2(x) ∈
[
ε−1Π′
(x
ε
)
− C0, ε
−1Π′
(x
ε
)
+ C0
]
, . . . ,
ym(x) ∈
[
ε1−mΠ(m−1)
(x
ε
)
− ε2−mC0, ε
1−mΠ(m−1)
(x
ε
)
+ ε2−mC0
]}
is a closed (εC0, C0, . . . , ε
2−mC0)-neighborhood of the vector-function
ψ˜
(x
ε
; ε
)
:=
(
y˜
(x
ε
, x
)
, ε−1Π′
(x
ε
)
, . . . , ε1−mΠ(m−1)
(x
ε
))
in the space Cm[0, X ].
We estimate the accuracy of the approximation of d
i−1
dxi−1
y(x; ε) by yin(x; ε). For
each n ∈ N0 and ε ∈ (0, ε0] we have (see (42), (43), (13), and (41)):∥∥y(x; ε)− y1n(x; ε)∥∥ = ∥∥∥y(x; ε)− y˜ (xε , x
)
− εz1n
(x
ε
; ε
)∥∥∥
= ε
∥∥∥z1 (x
ε
; ε
)
− z1n
(x
ε
; ε
)∥∥∥ ≤ ε ∥∥∥ϕ(x
ε
; ε
)
− ϕn
(x
ε
; ε
)∥∥∥
Cm[0,X]
≤ C0ε
(
γ0
ε
ε0
)n
,∥∥∥∥ di−1dxi−1 y(x; ε)− yin(x; ε)
∥∥∥∥ =
∥∥∥∥ di−1dxi−1 y(x; ε)− ε1−iΠ(i−1)
(x
ε
)
− ε2−izin
(x
ε
; ε
)∥∥∥∥
= ε2−i
∥∥∥zi (x
ε
; ε
)
− zin
(x
ε
; ε
)∥∥∥ ≤ ε2−i ∥∥∥ϕ(x
ε
; ε
)
− ϕn
(x
ε
; ε
)∥∥∥
Cm[0,X]
≤ C0ε
2−i
(
γ0
ε
ε0
)n
, i ∈ 2,m.
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