Abstract
Introduction and preliminaries
The present interest in noncommutative space(time) algebras has various motivations. In particular, such algebras may describe spacetimes at microscopic scales, regularizing ultraviolet divergencies in quantum field theory (QFT) and/or allowing the quantization of gravity, or may help to unify fundamental interactions (see e.g. [1, 2, 3, 4, 5] ). Noncommutative geometry [6, 7, 8, 9] develops the needed machinery of differential geometry on such algebras. Fuzzy spaces are special examples of noncommutative spaces: a fuzzy space is a sequence {A n } n∈N of finite-dimensional algebras such that A n n→∞ −→ A ≡algebra of regular functions on an ordinary manifold, with dim(A n ) n→∞ −→ ∞. The first and seminal fuzzy space is the socalled Fuzzy 2-Sphere (FS) of Madore and Hoppe [10, 11] : A n M n (C) (the algebra of complex n × n matrices) is generated by coordinate operators {x i } (n > 1, sum over repeated indices is understood); in fact these are obtained by the rescaling
of the elements L i of the standard basis of so(3) in the irreducible representation (π l , V l ) characterized by L 2 := L i L i = l(l+1), or equivalently of dimension n = 2l+1.
On the contrary, the Hilbert space L 2 (S 2 ) of a quantum particle on S 2 decomposes as the direct sum of all the irreducible representations of SO(3),
the angular momentum components L i map the generic V l into itself, while the x i map it into V l−1 ⊕ V l+1 . Moreover, relations (1) are equivariant under SO(3), but not under the whole O(3), in particular not under parity x i → −x i ; whereas the commutators of the cooordinates x i on the sphere S 2 remain zero under all O(3) transformations.
In [12] we have introduced some new fuzzy approximations of S 1 , S 2 -more precisely a fully O(2)-equivariant fuzzy circle {S is the Laplacian on R D , V Λ (r) is a confining potential with a very sharp minimum at r = 1, i.e. with V Λ (1) = 0 and very large k(Λ) := V Λ (1)/4 > 0; we have fixed V Λ (1) so that the lowest energy (i.e. eigenvalue of the Hamiltonian H Λ ) is E 0 = 0. In other words, the subspace H Λ ⊂ L 2 (R D ) is characterized by energies below the cutoff E. Passing to the radial coordinate r and angular ones, (4) is reduced to a 1-dimensional Schrödinger equation in an unknown f (r). This is well approximated by that of a harmonic oscillator by further requiring that V Λ satisfies the conditions
(this guarantees in particular that the classically allowed region V Λ (r) ≤ E is a thin spherical shell of radius 1); by the second we also exclude all radial excitations from the part of the spectrum of H Λ below E and make the latter coincide [up to terms O(1/Λ) depending on higher order terms in the Taylor expansion of V Λ ] with that of the Hamiltonian of free motions (the Laplacian) on
) are the angular momentum components. Denoting as P Λ the projection on H Λ , to every observable A on L 2 (R D ) we can associate one A := P Λ AP Λ on H Λ . In particular we have computed at leading order in 1/Λ the action of x i , L ij on H Λ and the algebraic relations that they fulfill. We have fine-tuned the definition of the "fuzzy" Cartesian coordinates x i and angular momentum components L ij in the simplest way, allowed by the residual freedom of choice of V Λ ; these relations are reported at the beginnings of sections 3, 4. The resulting algebra A Λ = End(H Λ ) of fuzzy observables is equivariant under the full group O(D) of orthogonal transformations (including inversions of the axes), is generated by the x i and is spanned by ordered monomials in x i , L ij ; below we shall remove the bar and denote x i , L ij again as x i , L ij . In particular [x i , x j ] is proportional to L ij , as in Snyder noncommutative space [13] and in some higher dimensional fuzzy spheres [14, 15, 16, 17] . Moreover, the Hilbert space H Λ on S 2 Λ decomposes as the direct sum H Λ = Λ l=0 V l ; the angular momentum components L i = ε ijk L jk /2 map the generic V l into itself, while the coordinates x i map it into V l−1 ⊕ V l+1 , as they do on L 2 (S 2 ) = ∞ l=0 V l . Therefore we believe that in the Λ → ∞ limit the fuzzy sphere S 2 Λ approximates the configuration space S 2 better than the FS does.
As known, coherent states [18, 19, 20, 21] are an extremely useful tool for studying quantum theories both with a finite and with an infinite number of degrees of freedom. In particular, they may decisively simplify the computation of path integrals representing propagators, correlation functions and their generating functionals; this has applications in nuclear, atomic, condensed matter physics, as well as in QFT and elementary particle physics (see e.g. [22, 23, 24] ). From a more foundation-minded viewpoint, the Berezin quantization procedure itself [25] on Kähler manifolds is based on the existence of sets of coherent states (see e.g. chpt. 16 in [26] ). For these reasons the search for coherent states is crucial (see e.g. [29, 30] ) also for quantum theories on fuzzy manifolds (see e.g. [27, 2, 14, 5, 28] ).
The main aim of the present work is to introduce on S d Λ (d = 1, 2) various systems of coherent states (SCS) and study their different localization properties in configuration as well as (angular) momentum space, which we respectively express in terms of the uncertainties ∆x i , ∆L ij ; for equivariance reasons we wish to adopt O(D) or -when this is redundant -
as a label space parametrizing the elements of the SCS. We consider SCS both in the strong sense, i.e. providing a resolution of the identity, and in the weak sense, i.e. making up an (over)complete set in H Λ . ∆x i , ∆L ij must fulfill a number of uncertainty relations and other inequalities following from the algebraic relations (commutation, etc.) among the x i , L ij . Neither on the commutative nor on the fuzzy spheres is it possible to saturate all of these inequalities (and their consequences, a fortiori). Therefore we preliminarly discuss the saturation of suitable O(D)-invariant inequalities first on S d , then on S d Λ , because they have a physical meaning independent of the particular chosen reference frame, and because a state saturating them is automatically mapped into another one by the unitary transformation U (g) corresponding to any orthogonal transformation
More precisely, as a measure of localization of a state in configuration space we adopt its spacial dispersion, i.e. the expectation value
on the state; here x ≡ (x 1 , ..., x n ), x ≡ ( x 1 , ..., x n ) pinpoints the average position of the particle in the ambient Euclidean space R D , the scalar observable
x i x i measures the square distance from the origin, the vector observable x− x measures the displacement from the average position, and expression (6) is the average of the square of the latter. To Figure 1 : The vectors x, x , x − x , the region σ and the tangent plane
motivate this choice we note that it is manifestly O(D)-invariant and that if the state is localized in a small region σ ⊂ S d around a point u ≡ x ∈ S d then (∆x) 2 essentially reduces to the average square displacement in the tangent plane at u, see fig. 1 : the metric on the sphere is induced by the one in the ambient Euclidean space, as wished. Eq. (6) can be seen as a generalization of the square dispersion (∆L) 2 of the spin L as introduced by Perelomov [26] , to which it reduces upon replacing x by L. In fact, as a measure of localization of the state in (angular) momentum space we shall adopt (∆L) 2 .
Given a state, consider an orthogonal transformation g ∈ O(D) such that g x = (| x |,0,...,0); then the state is mapped by U (g) into a new one with the same x 2 , x 1 = | x |, x i = 0 for i > 1 (of course one obtains the same result replacing x 1 by any other x i , or by the L i ). If x 2 is central in the algebra of observables and the representation of the latter is irreducible, then x 2 is state-independent, and (6) is minimal on the state(s) that are eigenvectors of x 1 with the highest (in absolute value) eigenvalue. In particular, in Madore's FS it is x i ∝ L i , x 2 ≡ 1, and the spacial uncertainty (6) coincides up to a factor with the aforementioned (∆L) 2 ; hence on the representation space V l it is minimized by the same SCS, on which it amounts to (∆x)
Using the results of [31] here we are going to show that on our fuzzy spheres
and that the states minimizing (∆x) 2 make up a weak SCS. Its elements can be considered as the closest [26] states to pure classical states -i.e. points -of S d , because they are in one-to-one correspondence with points of S d , are optimally localized around the latter and are mapped into each other by the symmetry group O(D). In the case d = 2 the right-hand side goes to zero as Λ → ∞ much faster than the uncertainty (7) for all irreducible components appearing in the decomposition H Λ = Λ l=0 V l , including the one (∆x) 2 min = 1/(Λ + 1) corresponding to the highest l. In this sense the optimally localized states on our S 2 Λ have a sharper spacial localization than the CS on Madore FS
1 . We are also going to determine various strong SCS, in particular one with (∆x) 2 < 1/(Λ+1); the elements of the latter SCS are eigenvectors of a suitable component of the angular momentum, so that the corresponding states (rays or equivalently 1-dim projections) are in one-to-one correspondence with points of S d , and the resolution of the identity holds also integrating just over the coset space S d .
The plan of the paper is as follows. In section 2 we collect preliminaries: in section 2.1 we recall some basic facts about the theory of Coherent States as treated in [26] and its application to SO(3), leading in particular to (7); in sections 2.2, 2.3 we respectively derive uncertainty relations (UR) on the commutative S 1 , S 2 and briefly discuss coherent states on them; in section 2.4 we explain how a tridiagonal Toeplitz matrix can be diagonalized. In sections 3 and 4 we respectively determine uncertainty relations, coherent and localized states on our fuzzy spheres S 1 Λ and S 2 Λ : we first recall the main features [12, 32] 
Preliminaries

Basics about Coherent States
Coherent states (CS) were originally introduced in quantum mechanics on R 3 as states [18, 19, 20] saturating the Heisenberg uncertainty relations (HUR) ∆x i ∆p i ≥ /2 and mapped into each other by the Heisenberg-Weyl group; they make up an overcomplete set yielding a nice resolution of the identity. The latter properties are usually taken as minimal requirements [22] for defining CS in general: a set of CS {φ l } l∈Ω is a particular set of vectors of a Hilbert space H, where l is an element of an appropriate (topological) label space Ω, such that the following properties hold:
1. Continuity: the vector φ l is a strongly continuous function of the label l.
2.
Resolution of the identity: there exists on Ω an integration measure such that
1 Of course a future, more precise determination of (∆x) [26] ). Actually, most arguments hold also if the group G is not Lie. Fixed φ 0 ∈ H Perelomov defines φ g := T (g)φ 0 and the coherent-state system {T, φ 0 } as
(10)
with some function α : H → R, is called the isotropy subgroup for φ 0 . Clearly, g = gh implies
i.e. φ g , φ g belong to the same ray. Therefore equivalence classes x(g) := {g = gh | h ∈ H}, i.e. elements of the coset space X := G/H, are in one-to-one correspondence with coherent rays, or equivalently with coherent 1-dimensional projections (states): hence we shall denote
this is automatically true if G, or at least X, is compact, because then the volume of X is finite); here g(x) is any (smooth) map from X to G such that g(x) ∈ x [the result does not depend on the representative element in x because it is invariant under the replacement g → gh; g(x) can be seen as a section of a U (1)-fiber bundle on X]. If T is square-integrable then the integral defining the operator B := X P x dx is automatically convergent. From the identities T (g )P x T (g −1 ) = P x (with x := g x) and the invariance of dx it follows that T (g )B T (g −1 ) = B, and therefore B is central; then by Schur lemma there is b ∈ R + such that B = bI. One can determine b taking the mean value of both sides on φ 0 ; one easily finds b φ 0 , φ 0 = I T . In general the set {φ g(x) } x∈X is overcomplete (this is certainly the case if X is a continuum); one can extract a basis out of it in many different ways. Introducing the normalized integration measure dν(x) := dx/b one finds the first resolution of the identity in
the second holds if H has a finite volume h, and we define dµ (g) := dµ(g)/bh, so {T, φ 0 } is a strong SCS. In particular, Perelomov applies (chpt. 4 in [26] ) these notions to the irreducible representation (π l , V l ) of G = SU (2) selecting a vector φ 0 that minimizes the square dispersion (∆L) 2 . As explained in the introduction, one possible such φ 0 is the highest weight vector |l, l ∈ V l , i.e. the eigenvector of L 3 with the highest eigenvalue l (L 3 |l, m = m|l, m with |m| ≤ l, in standard ket notation), whereby
Therefore these CS coincide with the socalled coherent spin [34] or Bloch states. By the SU (2) invariance of (∆L) 2 , all elements φ g ∈ {π l , φ 0 = |l, l } -including |l, −l ∼ T (e iπL 1 )|l, l -have the same minimal dispersion. As the isotropy subgroup H is that SO(2) of rotations e iϕL 3 around the z-axis, the states associated with this system are in one-to-one correspondence with the points of SO(3)/SO(2) = S 2 . The latter sphere can be considered as the phase manifold for spin (angular momentum); these coherent states are the closest to the classical ones on such a sphere. Applying the rescaling (2) we immediately find that also in the Madore FS the space uncertainty is minimal on the |φ g 's and equal to (7) .
Out of the φ g 's only the vectors proportional to |l, ±l saturate (i.e. satisfy as equalities) for all i, j the uncertainty relations
. Incidentally, the authors in Ref. [35] consider also two alternative definitions of sets of optimally localized states: the set of "intelligent states", that saturate the uncertainty relation ∆L 1 ∆L 2 ≥ | L 3 |/2, and the set of "minimum uncertainty states", for which ∆L 1 ∆L 2 has a local minimum (note that then in general ∆L 1 ∆L 3 , ∆L 2 ∆L 3 are not minimized). But neither one is invariant under arbitrary rotation, in contrast with the definition of Perelomov and of the present work; one can easily show (see e.g. [19] pp. 27-28) that these states are "fewer" than the points of S 2 , i.e cannot be put in one-to-one correspondence with the points of S 2 , but just of a finite number of lines on S 2 . 1 one derives in the standard way the uncertainty relations (UR)
Uncertainty relations and coherent states on commutative S
the third inequality is obtained summing the first two. These commutation relations and UR hold not only for the operators on H = L 2 (R 2 ), but also for those on H = L 2 (S 1 ). In the latter case the x i fulfill the constraint x 2 ≡ x 2 1 + x 2 2 = 1, or equivalently x + x − = 1, where
n , and the third inequality represents a lower bound for the dispersion ∆L |∆x| in phase space; L is the momentum along the circle. The inequalities (12) are therefore the analog [36] on the circle of the Heisenberg UR (we recall that adopting the azimuthal angle ϕ as the observable canonically conjugate to L, [ϕ, L] = i, would be inconsistent). The orthonormal basis B :
consists of eigenvectors of L, Lψ n = nψ n , while x ± acta as ladder operators: x ± ψ n = ψ n±1 . These relations characterize the basic 2 unitary irreducible representation T of the * -algebra A of observables generated by L, x ± fulfilling [L,
The ψ n saturate the inequalities (12), because on them (∆L) 2 = x 1 = x 2 = 0, while (∆x i ) 2 = 1/2; in appendix 6.4 we show that in fact these are the only states saturating (12) .
The decomposition of the identity associated to B (first equality)
thus involves all and only the states saturating (12), i.e. is of the type (9) with labels n ∈ Ω ≡ Z; the second equality is explained once we note that H = L 2 (S 1 ) carries a unitary irreducible representation of the group
(consisting of * -automorphisms of the algebra of observables) with product rule
e. e iaL is the translation operator along the circle (it rotates ϕ by an angle a), while x ± ψ m = ψ m±1 , i.e. x ± act as discretized boost operators in the (anti)clockwise direction. G acts transitively on the set of states saturating the HUR (12)
2 is the isotropy subgroup of ψ 0 (and of all other ψ n ), and G/H = {(x + ) n | n ∈ Z}, hence integrating over G/H amounts to summing over n ∈ Z. In this broader sense {T, ψ 0 } is a strong SCS.
, one derives in the standard way the UR
As already said, the set of coherent spin states within H = V l is the subset of states minimizing (∆L) 2 . Among them only |l, l , |l, −l saturate (15) . Is there some UR which is saturated by all coherent spin states? We show in appendix 6.1 not only that the answer is affirmative, but that such a UR is actually l-independent and valid on all of L 2 (S 2 ):
and is saturated by the spin coherent states
Remarks:
1. As far as we know the theorem is new, albeit the proof is very simple. One cannot obtain inequality (16) directly from (15) or the Robertson inqualities 3 .
3 Using (15) one can obtain the weaker inequality (∆L) 2 ≥ | L | 3/4: (15) implies the inequalities 2∆L
and the ones obtained permuting 1, 2, 3 cyclically; summing all of them we obtain (∆L)
2. Summing Perelomov's resolutions of the identities for all V l we obtain the resolution of the identity for (17) this holds also integrating over S 2 [instead of SO (3)] and replacing
, and L 2 (S 2 ), one derives in the standard way the UR
Relations (18) are analogs of the Heisenberg UR (HUR), as the L i are the "momentum" components along the sphere. Alternative ones can be found e.g. in [37] . We have not found in the literature works investigating whether they can be saturated.
Diagonalization of Toeplitz tridiagonal matrices
A Toeplitz tri-diagonal matrix is a n × n matrix of the form
its eigenvalues are (see e.g. [38] p. 2-3)
and the corresponding eigenvectors χ h are columns with the following components
up to normalization. In the symmetric case (b = c) all eigenvalues are real and the highest one is clearly λ 1 ; the norm of χ 1 is easily computed:
3 Coherent and localized states on the fuzzy circle S
Λ
We first recall how S 1 Λ is defined. In a suitable orthonormal basis B := {ψ Λ , ψ Λ−1 , ..., ψ −Λ } of the Hilbert space H Λ consisting of eigenvectors of the angular momentum L ≡ L 12 ,
the action of the noncommutative coordinates x ± := x 1 ± ix 2 of the fuzzy circle S
Note that
Here P m is the projection over the 1-dim subspace spanned by ψ m , and k is a function of Λ fulfilling (5). We point out that:
, hence the ψ m are its eigenvectors; its eigenvalues (except on ψ ±Λ ) are close to 1, slightly grow with |m| and collapse to 1 as Λ → ∞.
• The ordered monomials x (2Λ+1) 2 -dim vector space underlying the algebra of observables A Λ := End(H Λ ) (the P m themselves can be expressed as polynomials in L).
• x + , x − generate the * -algebra A Λ , because also L can be expressed as a non-ordered polynomial in x + , x − .
• In fact there are * -algebra isomorphisms A Λ
4 We have changed conventions with respect to [12] : the x i (i = 1, 2) as defined here equal the ξ i = x i /a of [12] where a = 1+
k is just a normalization factor; the x ± as defined here equal
of [12] .
where π Λ is the N -dimensional unitary irreducible representation of U so(3). The latter is characterized by the condition π Λ (C) = Λ(Λ + 1), where C = E a E −a is the Casimir (sum over a ∈ {+, 0, −}), and E a make up the Cartan-Weyl basis E a of so (3) . A set of generators of A Λ alternative to {x + , x − } is therefore {E + , E − } in the π Λ -representation, see [12] for details. The group Y Λ SU (2Λ+1) of * -automorphisms of A Λ is inner and includes a subgroup SO(3) independent of Λ (acting irreducibly via π Λ ) and a subgroup O(2) ⊂ SO(3) corresponding to orthogonal transformations (in particular, rotations) of the coordinates x i .
• In the limit Λ → ∞ dim(H Λ ) → ∞, and we recover quantum mechanics (QM) on the circle S 1 as sketched in section 2.2 (see [12] for details).
As in the commutative case we define x 2 := x 1 2 + x 2 2 and find
O(2)-invariant UR and CS systems on S
Λ
We first note that, since relations (22) are as in the commutative case, the "Heisenberg" UR (12) hold, the eigenvectors ψ n of L make up again a set of states saturating (12) , because on them (∆L)
The first resolution of the identity in (13) still holds,
provided n runs over Ω ≡ {−Λ, 1 − Λ, ..., Λ} instead of Z. For the second one to be valid one should replace Z by Z 2Λ+1 in the definition (14) of G, more precisely replace (x + ) n by u n , where the unitary operator u is defined by uψ Λ = ψ −Λ , uψ n = ψ n+1 otherwise. Such a G is a subgroup of the group of * -automorphisms of A Λ . In appendix 6.4 we show that in H Λ again only the ψ n saturate all of the inequalities of (12) . Nevertheless, there is a whole family (parametrized by µ ∈ R) of complete sets of states saturating (12) 1 alone. These states are eigenvectors of a µ 1 := L − iµx 1 (we explicitly determine them for Λ = 1), and the family interpolates between the set of eigenvectors of L and the set of eigenvectors of x 1 .
In the commutative case the spacial uncertainties ∆x 1 , ∆x 2 can be simultaneously as small as we wish. In the fuzzy case even the Robertson UR
which follows from (23) and is slightly stronger than the Schrödinger UR, is not particularly stringent, in that the right-hand side vanishes on a large class of states 5 , hence does not exclude that either ∆x 1 or ∆x 2 vanish. However, we will see that the latter cannot vanish simultaneously, because (∆x) 2 is bounded from below (see section 3.2).
We now apply (10) adopting T = π Λ and as a G not SO(3) (the largest Λ-independent subgroup of the group of * -automorphism of A Λ ), but its subgroup G = SO(2); hence H Λ carries a reducible representation of G, so that completeness and resolution of the identity are not automatic. Consider a generic unit vector ω = Λ m=−Λ ω m ψ m and let
[ is complete provided ω m = 0 for all m (then it is also overcomplete). Defining B := 2π 0 dα P α one finds
this is proportional to the identity only if |ω n | 2 is independent of n and therefore (since ω is normalized) if |ω n | 2 = 1/(2Λ + 1). Setting ω n = e iβn / √ 2Λ+1 we find the following resolutions of the identity, parametrized by β ∈ (R/2πZ) 2Λ+1 :
By choosing β −m = β m the strong SCS {ω β α } is fully O(2)-equivariant, because is mapped into itself also by the unitary transformation ψ m → ψ −m that corresponds to the transformation of the coordinates (with determinant -1) (x 1 , x 2 ) → (x 1 , −x 2 ). We now look for the β minimizing (∆x)
2 . In appendix 6.3 we show that on the states ω
Therefore x 2 = | x + | 2 is maximal, and (∆x) 2 = x 2 − x 2 is minimal, if β = 0; then
5 In fact, on the generic vector χ = The ω β α have no limit in L 2 (S 1 ) as Λ → ∞, since all their components in the canonical basis {ψ n } n∈Z go to zero; the renormalized √ 2Λ+1φ α /2π have at least a limit in the space of distributions, more precisely go to δ α , where δ α is the Dirac δ on the circle centered at angle ϕ = α.
O(2)-invariant overcomplete set of states minimizing
Therefore one can first look for a state χ ∈ W 1 such that x 2 = 0, and then recover the whole
This is an O(2)-invariant, overcomplete set of states (i.e. a weak SCS) in one-to-one correspondence with the points of the circle. The determination in closed form of χ, W 1 for general Λ is presumably not possible. Since it is x 2 = 1 + O(1/Λ 2 ) (except on ψ ±Λ ), we expect that the eigenstate χ of x 1 with highest eigenvalue (or the eigenstate with opposite eigenvalue) approximates χ at order O(1/Λ 2 ). But also the determination in closed form of such an eigenvector is presumably not possible. Here we content ourselves with giving χ, χ for Λ = 1 and finding for general Λ a set of states having a smaller (∆x) 2 than that of the φ α of the previous subsection, more precisely going to zero as 1/Λ 2 ; this is done with the help of the results of [31] , where a detailed study of the x i -eigenvalue problem is carried out.
When Λ = 1 normalized eigenvectors and eigenvalues of x 1 are given by
One easily checks that on χ ≡ χ + it is x 2 = 3/4, x + = √ 2/2, and therefore (∆x) 2 = 1/4. On the other hand in section 6.3 we show that (∆x) 2 is slightly smaller on χ:
For general Λ, on the basis B Λ of H Λ the operator x 1 is represented by the (2Λ+1)×(2Λ+1) matrix
[see (19) ]. The spectrum Σ 
4 Coherent and localized states on the fuzzy sphere S
Λ
We first recall how S 2 Λ is defined. We use two related sets of angular momentum and space coordinate operators: the hermitean ones
, and the hermitean conjugate ones {L a }, {x a } (here a = 0, +, −), which are obtained from the former as follows 6 :
The square distance from the origin can be expressed as
As a preferred orthonormal basis B Λ of the carrier Hilbert space H Λ we adopt one consisting of eigenvectors of
On the ψ m l the L a , x a act as follows:
where
We have changed conventions with respect to [12] : the x i , L i (i = 1, 2, 3) as defined here respectively equal the x i , L i of [12] ; the x ± , L ± as defined here respectively equal
where k is a function of Λ fulfilling (5) . The L i , x i fulfill the following O(3)-equivariant relations:
here
, P l is the projection on the L 2 = l(l + 1) eigenspace. We point out that:
• x 2 = 1; but it is a function of L 2 , hence the ψ m l are its eigenvectors; and, for each fixed Λ, its eigenvalues (except when l = Λ) are close to 1, slightly grow with l and collapse to 1 as Λ → ∞.
• The ordered monomials in x i , L i [with degrees bounded by (40-42)] make up a basis of the (Λ+1)
, because the P l themselves can be expressed as polynomials in L 2 .
• The x i generate the * -algebra A Λ , because also the L i can be expressed as non-ordered polynomials in the x i .
• Actually there are * -algebra isomorphisms
where π Λ is the unitary representation
. Therefore a set of generators of U so(4) is also an alternative set of generators of A Λ , see [12] for details. The group Y Λ SU (N ) of * -automorphisms of A Λ is inner and includes a subgroup SO(4) independent of Λ (acting irreducibly via π Λ ) and a subgroup O(3) ⊂ SO(4) corresponding to orthogonal transformations (in particular, rotations) of the coordinates x i .
• In the limit Λ → ∞ dim(H Λ ) → ∞, and we recover QM on the sphere S 2 as sketched in section 2.3 (see [12] for details). 
holds on H Λ = ⊕ Λ l=0 V l and is saturated by the spin coherent states φ l,g := π Λ (g)ψ l l ∈ V l , l ∈ {0, 1, ..., Λ}, g ∈ SO(3). Moreover on H Λ the following resolution of identity holds:
We can parametrize g ∈ SO(3), the invariant measure and the integral over SO(3) through the Euler angles ϕ, θ, ψ: 
Since the commutation relations [L i , x j ] = iε ijk x k hold also on S 2 Λ , so do the UR (18). However we will not investigate whether they (or some alternative ones) can be saturated, because to our knowledge this is not known even for the commutative S 2 .
In the commutative case the spacial uncertainties ∆x 1 , ∆x 2 , ∆x 3 can be simultaneously as small as we wish, because [x i , x j ] = 0. In the fuzzy case even the Robertson UR
and its permutations, which follow from (41) and are slightly stronger than the Schrödinger UR, are not particularly stringent, in that the right-hand side vanishes on a large class of states 7 , hence does not exclude that either ∆x 1 , ∆x 2 or ∆x 3 vanish. However, we will see that they cannot vanish simultaneously, because (∆x) 2 is bounded from below (see section 4.2). Summing the Schrödinger UR
and the ones with permuted indices 1, 2, 3 we find the
7 In fact, on the generic vector χ = [|χ 
Note that on the eigenstates of
in particular for m = 0 the right-hand side of (48) is zero. We leave it for possible future investigation to determine the states, if any, saturating the UR (48); clearly there can be no saturation on a state such that L 3 = 0, because as said (∆x) 2 has a positive minimum.
We now apply (10) adopting as a G not SO(4) (the largest Λ-independent subgroup of the group of * -automorphism of A Λ ), but its subgroup G = SO(3) with Lie algebra spanned by the L i , and T = π Λ . By (36) , (H Λ , π Λ ) is a reducible representation of G, more precisely the direct sum of the irreducible representations (V l , π l ), l = 0, ..., Λ; therefore completeness and resolution of the identity are not automatic. Fixed a normalized vector ω ∈ H Λ , for g ∈ G let ω g := π Λ (g)ω,
The system A := {ω g } g∈G is complete provided that for all l there exists at least one h such that ω h l = 0 (then it is also overcomplete). In appendix 6.5 we prove
then the following resolution of the identity on H Λ holds:
In particular, choosing ω = ω
we find a family of strong SCS {ω β g } g∈SO(3) and associated resolutions of the identity parametrized by β ≡ (β 0 , ..., β Λ ) ∈ (R/2πZ) Λ+1 . In appendix 6.7 we compute (∆L) 2 , (∆x) 2 on this strong SCS; the first is independent of β, g, the second is minimal if β = 0. Then they are given by
We can construct a strong SCS with a larger (∆L) 2 and a smaller (∆x)
[this is suggested by the arguments following (48) and the ones of next subsection] we again find a family of strong SCS and associated resolutions of the identity parametrized by β ≡ (β 0 , ..., β Λ ) ∈ (R/2πZ) Λ+1 . This SCS is fully O(3)-equivariant. Since φ β are eigenvectors of L 3 (actually with zero eigenvalue), the isotropy group H = {e iψL 3 | ψ ∈ R} SO(2) is nontrivial, and the resolution of the identity holds also with the integral extended over just the coset space S 2 SO(3)/SO(2) g = e ϕI 3 e iθI 2 :
In the appendix we compute (∆L) 2 , (∆x) 2 on the SCS {φ β g } g∈G ; this is the analog of the SCS (28-31). Again (∆x) 2 is smallest if β = 0. Correspondingly, we find 
and this implies (see proposition 6.2 in [31] )
The normalized vector χ ≡ ( χ 0 , ..., χ l ) ∈ R Λ+1 + maximizing the right-hand side is the eigenvector of 
Hence as the highest lower bound for x χ = x 0 χ = α 1 (Λ; 0) = B 0 χ 2 / χ we find
This finally suggests that a quite stringent upper bound for (∆x) 
This leads to the important result mentioned in the introduction: the smallest space dispersion on our fuzzy sphere is smaller than the one (7) on the Madore's FS when l = Λ, i.e. the cutoffs of the two fuzzy spaces are the same; in formulas,
Replacing χ by χ, χ in the definition of W 2 we respectively obtain fully O(3)-invariant weak SCS W 2 , W 2 approximating W 2 . Since χ, χ are eigenvectors of L 0 , the corresponding isotropy subgroup of SO(3) is isomorphic to SO(2), and the rays of the elements of χ, χ are in one-to-one correspondence with the points of the sphere S 2 SO(3)/SO (2) . The fact that the eigenvalue is zero is in agreement with the classical picture of the particle: the angular momentum L = r ∧ p is orthogonal to the position vector r, hence if r k (i.e. the particle is located concentrated around the north pole) then L is approximately orthogonal to the x 3 ≡ x 0 -axis, and L 3 ≡ L 0 0.
Outlook, final remarks and conclusions
In this paper we have introduced various strong and weak systems of coherent states (SCS) 2 , (∆L) 2 (sums of the variances of the x i and L ij , respectively); we have argued that the localizations expressed through (∆x) 2 , (∆L) 2 are preferable because reference-frame independent. We have also determined general bounds (e.g. uncertainty relations following from commutation relations) for ∆x i , ∆L ij , (∆x) 2 , (∆L) 2 , estimated the latter on these SCS, partly investigated which SCS may saturate these bounds. Preliminarly we have discussed these issues for the commutative circle S 1 and sphere S 2 , because the literature for the latter seems incomplete.
In particular we have derived the O(3)-invariant uncertainty relation (16) (both on S 2 and on S 2 Λ ), discussed its virtues compared to the ∆L i ∆L j uncertainty relations (15), shown that the system of spin coherent states saturates it (see theorems 2.1 and 4.1); also for the commutative S 2 this result is new. We have then discussed the Heisenberg (i.e. ∆x∆L) type uncertainty relations (HUR) (12) , which hold both on S 1 and on S and B 0 (Λ) 2 both converge with order 2 to 1. For these reasons the strong SCS S d (or alternatively the weak one W d , if we do not need a resolution of the identity) can be considered the system of quantum states that is the "closest" approximation to S d .
We emphasize that the states of the strong SCS S 2 (resp. of the weak SCS W 2 , W 2 ) are better localized than the most localized states of the Madore fuzzy sphere with the same cutoff (l = Λ) by a factor smaller than 1, see (54) [resp. by a power of 1/Λ, see (62)]. On S 2 Λ the state χ ∈ S 2 centered around the North pole (i.e. with x 1 = x 2 = 0, x 3 > 0) fulfills the property L 3 χ = 0; the classical counterpart of this property is that a classical particle at the North pole of S 2 has zero L 3 (z-component of the angular momentum), see section 4.2. As noted in [31] , such a property is impossible to realize on the Madore-Hoppe FS. For these reasons, and the other ones mentioned in the introduction, we believe that our fuzzy sphere S 2 Λ is a much more realistic fuzzy approximation of a classical S 2 configuration space.
Finally, the construction of various systems of coherent states on our fuzzy circle and fuzzy sphere will be very useful to study quantum mechanics and above all quantum field theory on these fuzzy spaces.
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The expectation values of the L j , L 2 on the states ψ, ψ :
2 (the second equalities hold because U (g) is unitary). Hence ψ fulfills/saturates (16) iff ψ respectively fulfills/saturates
If H = V l the first term equals l(l+1), the inequality (64) is fulfilled, and it is saturated by ψ = |l, l , because Spec(L 3 ) = {−l, 1−l, ..., l}.
Now assume that H can be decomposed as the direct sum H = H 1 ⊕ H 2 of orthogonal subspaces H 1 , H 2 carrying subrepresentations of O(3) and on which (16) is fulfilled; moreover, let Γ i ⊂ H i be the subsets of vectors saturating (16) . Decomposing ψ = a 1 ψ 1 + a 2 ψ 2 and
where we have abbreviated A i ≡ A ψ i . The polynomial f (α) vanishes only at one point α ∈ R, which however is of maximum for f (α), because
Hence the minimum point of f (α) in the interval [0, 1] is either 0 or 1. But, by our assumptions,
proving that (16) is fulfilled on H. Moreover, the set of states of H saturating the inequality is clearly Γ = Γ 1 ∪ Γ 2 .
Choosing first
, and so on, one thus iteratively proves the statements of Theorems 2.1 and 4.1 for pure states.
Similarly we show that also mixed states (i.e. density operators) ρ fulfill (16), but cannot saturate it: abbreviating A ≡ A ρ := tr(ρA), let g ∈ O(3) be a 3 × 3 matrix such that the expectation values of L j on ρ fulfill (63). Then the expectation values of L j , L 2 on the state
, and ρ fulfills/saturates (16) iff ρ fulfills/saturates (64). If ρ = αρ 1 + (1−α)ρ 2 , the left-hand side of (64) again takes the form (65). Hence, reasoning as before, we find that ρ fulfills (16) , and that there are no mixed states saturating this inequality.
Some useful summations
this implies, in particular,
and in the following lines we will also use
Using the inequalities 1+x/2 ≥ √ 1+x ≥ 1+x/2−x 2 /8 (the first one is valid for x ≥ −1, the second for x ≤ 8) we find
Using trigonometric formulae it is straightforward to show that
(the terms cancel pairwise: the terms with m = 2, n cancel each other, the terms with m = 3, n−1 cancel each other, etc.), and
6.3 Proofs of some results regarding S
Λ
On a vector χ = Λ m=−Λ χ m ψ m we find x + χ = Λ−1 m=−Λ χ m b m+1 ψ m+1 , and
We first prove (29),
Now we prove (30) . By (24) , (67), (75-76)
as claimed. Now we are able to prove (31):
.
We now prove (33) . On a generic normalized χ (75-76) with Λ = 1 gives
where s := |χ 0 | 2 ≤ 1, t := |χ 1 χ −1 |, and α is the phase of χ Next, we prove (34) . Up to normalization, the components of the eigenvector χ of the Toeplitz matrix X 0 with the maximal eigenvalue (λ M = cos [π/(2Λ+2)]) are [see (19) ]
which implies
Moreover, due to (71), (72), χ −m = χ m ∈ R, it is x 1 χ = x + χ because the latter is real, whence
(∆x)
6.4 States saturating the Heisenberg UR (12) on
, and a sum over j = 1, 2 is understood) is saturated on the states annihilated by A µ i , which are the eigenvectors χ = n χ n ψ n of a µ i ; here the sum runs over n ∈ Z for S 1 [where by ψ n we mean (x + ) n = e inϕ ], over n ∈ I Λ := {−Λ, 1−Λ, ..., Λ} for S 1 Λ . We can just stick to i = 1; the UR will be thus saturated on the eigenvectors of a One easily checks that a
One way to fulfill them (with a non trivial χ) is with µ = 0; this implies χ n = 0 for all n but one, i.e. χ ∝ ψ m for some m ∈ Z, and z = L = m. This is actually the only way: if µ = 0 then the equations can be used as recurrence relations to determine all the χ n as combinations of two, e.g. χ 0 , χ 1 ; if the latter vanish so do all χ n , otherwise the resulting sequence does not lead to a χ ∈ H because n |χ n | 2 = ∞. In fact, rewriting (82) in the form χ n+1 = −χ n−1 + C n χ n , with C n := 2 iµ (n − z) it is easy to iteratively prove the relation
. 
This implies that as
(actually the second equations include also the first, third, because for n = ±Λ, b −Λ = b Λ+1 = 0). One way to fulfill (83) is with µ = 0; this implies χ n = 0 for all n but one, i.e. χ ∝ ψ m for some m ∈ I Λ , and z = L = m. But nontrivial solutions exist also with nonzero µ = 0. In fact, equations (83) can be used as recurrence relations to determine all the χ n in terms of one. If we use them in the order to express first χ 1−Λ as χ −Λ times a factor, then χ 2−Λ as χ −Λ times another factor, etc., then the last equation amounts to the eigenvalue equation, a polynomial equation in z of degree (2Λ+1). Note that if z is an eigenvalue and χ the corresponding eigenvector then also z = −z is an eigenvalue with corresponding eigenvector characterized by components χ n = (−1) n χ −n . Since a (12), but only one of the first two inequalities, unless µ = 0, namely unless it is an eigenvector of L; hence again the ψ m are the only states saturating all of (12) .
We determine the eigenvectors of a µ 1 for Λ = 1. The eigenvalue equation amounts to z(z 2 −1+µ 2 /2) = 0. We easily find that (83) admits the following solutions:
In the µ → 0 limit we recover the eigenvectors ψ 1 , ψ 0 , ψ −1 of L with eigenvalues −1, 0, 1, whereas in the µ → ∞ limit we recover the eigenvectors ϕ − , ϕ 0 , ϕ + of x 1 with eigenvalues − √ 2/2, 0, √ 2/2 (we obtain them in the reverse order ϕ + , ϕ 0 , ϕ − in the limit µ → −∞). On the other hand if µ 2 = 2 then all eigenvalues coincide with the zero eigenvalue, which remains with geometric multiplicity 1; in other words, in this case (only) there is no basis of H Λ consisting of eigenvectors of a µ 1 . Moreover, recalling that z = L − iµ x 1 we find that if µ 2 ≤ 2 then x 1 = 0 on all eigenvectors (because z is real), whereas if µ 2 ≥ 2 then L = 0 on all eigenvectors (because z is purely imaginary). One easily checks that
leading to
For all µ χ α := e iαL χ is characterized by the same (∆L) 2 , (∆x) 2 as χ. For all µ = 0 and any of the eigenvectors χ of a µ 1 the system X := {χ α } α∈[0,2π[ is complete (actually overcomplete), but the resolution of the identity 2π 0 dα χ α χ α , · = cI does not hold.
Proof of Theorem 4.2
This is based on the following two lemmas:
This can be proved applying both sides to the basis vectors ψ m l . In subsection 6.6 we prove
Now let B := SO(3) dµ(g) P 
C(2l+1)/8π
2 for all l = 0, ..., Λ. Summing over l and imposing that ω be normalized we find 
Proof of Lemma 6.2
First we recall that, denoting as F (a, b; c; z) the Gauss hypergeometric function and as (z) n the Pochhammer's symbol, then, by definition,
According to [39] p. 561 eq 15.4.6, one has
where P 
p. 559 eq. 15.
and from p. 774
(103) In addition, we need the following
Finally, when l ≥ h ≥ n ≥ 0, one has
We are now ready to prove the aforementioned lemma. Assume that 0 ≤ n ≤ h ≤ l; by means of the Gauss decomposition, e iθL 2 can be written in the "antinormal form" (see e.g. eq. (4.3.14) in [26] ) On the other hand, in order to calculate 
and we obtain On the other hand, Proof of (61). 
so, putting together (60) and (118), we obtain, as claimed, 
