Abstract. Reconstructing the history of cosmic reionization would provide a basic insight on the first objects forming in the world. This is a non trivial task, in view of seemingly contradictory results, as (i) the growth of the neutral hydrogen fraction around QSO's at z ∼ 6 − 7 and (ii) WMAP estimates of a large optical depth τ, indicating a much earlier reionization. The apparent conflict is overcame if reionization is not a single rapid transition. Here, we consider the imprints left by a class of double reionization models on wide-angle anisotropies and polarization, and discuss how observational features can constrain reionization models. We also find that unsuitable priors on the reionization process cause a bias, leading to an underestimate of τ, at fairly low sensitivities, turning into an overestimate, as sensitivity increases. We compare the sensitivity needed to reconstruct the reionization history with current experiments, finding that the experimental noise allows for a fair determination of the total optical depth τ. In order to constrain an additional parameter (e.g. the redshift of a first reionization process), sensitivity should increase by a factor 5-10.
Introduction
The first-year WMAP data release 1 led to a renewed interest in the history of the cosmic reionization, due to the detection of strong anisotropy-polarization cross-correlation (Kogut et al. 2003) . Previous data coherently indicated that the Intergalactic Medium (IGM) had reionized at a redshift z ≃ 6-7, so that the optical depth for Thomson-scattering was τ ∼ 0.05 (Miralda-Escudè 2003) . This picture also agreed with recent observations of Gunn-Peterson effect in high-z QSO's, indicating that a fraction of neutral hydrogen was still present at z ∼ 6 − 7 (Djorgovski et al. 2001 , Becker et al. 2001 ; see however Malhotra & Rhoads 2004) . The first-year WMAP data, allowing for τ ≈ 0.17 (Kogut et al. 2003) , were then seen as very intriguing. Such a large τ requires that reionization had occurred at z > 16. If confirmed, such data reopens the discussion about the reionization history, which should then have been rather complicated. In turn, its connection with early object formation is to be carefully reconsidered.
For instance, Ciardi et al. (2003) recently showed that, under suitable conditions, Pop III stars in early galaxies could cause an early reionization. Ricotti & Ostriker (2003) suggested that black holes in small galaxies could cause it. Madau
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Colombo, e-mail: loris.colombo@mib.infn.it 1 http://lambda.gsfc.nasa.gov/product/map/m overview.html et al. (2004) , instead, put forward the option that early reionization is due to miniquasars. Independently of the ionizing mechanism, however, high-z QSO spectra apparently require that the Universe had two reionization bursts, at least, with an intermediate low ionization stage. Double reionization models had been suggested, also before WMAP data, by Cen (2003) , Wyithe et al. (2003) , Sokasian et al. (2004) , Ricotti & Ostriker 2003 , Haiman & Holder (2003 , and others. Most these models suggest that the ionization fraction x e is quickly enhanced from a negligible value up to x e = 1 at some high redshift, then a partial recombination occurs, while a final second reionization takes place around z = 6 − 7 giving again x e = 1. Another option is a two-step reionization, i.e. that the Universe had partially reionized (up to x e ∼ 0.5-0.8) at a high z r , to achieve a complete reionization at z ≃ 6 − 7. This option would also reconcile WMAP and QSO data, but seemingly found no link with early object formation history.
Several authors already considered the impact of different reionization histories on Cosmic Microwave Background Polarization (CMBP) , Hu & Holder 2003 , Naselsky & Chiang 2004 , Colombo 2004 . The E-mode polarization spectrum C E l , in fact, is easily shown to depend on the whole reionization history, providing information on the optical depth τ, the reionization redshift(s), the ionization rate(s). Holder et al. (2003) emphasized that the C E l spectrum is more sensitive to reionization details than the 2 L.P.L. Colombo et al.: CMBP and reionization: constraining models with a double reionization cross-correlation spectrum C T E l . Colombo (2004) , assuming a single but partial reionization, studied how well the intermediate x e and z r can be separately determined through a likelihood analysis, taking into account instrumental noise and cosmic variance (CV).
In this work we perform a likelihood analysis of double reionization models. The reionization history is tentatively accounted by two parameters: besides of τ, which is regarded as the reionization parameter more directly constrained by experiments, we consider z r , the redshift at which the IGM is fully ionized for the first time. A second reionization is then assumed to occur at z = 7 and an intermediate low-ionization period, with x e = 1/3, is supposed to lay in between. We thereby consider a grid of models spanning a large portion of the parameter space, and perform a likelihood analysis on temperature, polarization and temperature-polarization cross-correlation, to test the capability to recover both τ and z r , at different levels of instrumental noise, and taking into account CV.
Let us outline soon an intriguing result of our analysis. At variance from what is often implicitly assumed, supposing a single reionization is a fairly strong prior. The value of τ, determined on such basis, can be different from the actual Thomson opacity. A similar point had been made by Holder et al. (2003) . However, the reionization histories they considered were rather peculiar. Furthermore, the context of a real experiment could be expected to interfere with the bias they found. Here we tried keep quite close to actual experimental options, by considering pixelization, beam modeling and sky cuts. When all that is taken into account, the effect is still strong and shows a clear trend.
In fact, the bias, on τ estimates, depends on the sensitivity of the experiment and its direction varies, as sensitivity increases. grows. When sensitivity just allows to detect τ, its average estimate is smaller than its actual value. When sensitivity increases, the bias changes and, when the sensitivity is seemingly enough to determine τ with a good precision, the actual value of τ can be substantially lower than its apparent estimate, laying below the observational 3-σ limit. We shall also explain why this occurs.
Although being cause of substantial concern, these results can still be partial. In order to explore a sensitivity range not too far from foreseeable experiments, we used just 2 parameters to follow a complex process. While data probably allow not much freedom on the second reionization redshift, fixing the intermediate low-ionization rate to 1/3 is a reasonable but arbitrary option. Not only could the intermediate ionization rate be different, but it could also be significantly z-dependent. However, while extending the analysis to more general cases is surely advisable, we believe that a relation between priors on τ origin and biases on its estimated value is soundly established by our analysis.
The paper is organized as follows: in section 2 we provide more details on the reionization histories that we considered and describe how the public code CMBFAST was modified to allow power spectrum computation for such histories. In section 3 we describe the likelihood analysis. In section 4 we discuss the results of the analysis and finally, in section 5, we draw our conclusions. 
Reionization histories and E-mode power spectra
Reionization leaves its imprint on CMBP, on large angular scales (Zaldarriaga 1997) . When the Universe reionizes, the CMB photon distribution owns a fully developed quadrupole term, greatly enhanced in respect to the last scattering epoch, and Thomson scattering polarization causes observational imprints on the distribution of the photons which undergo a scattering process. Accordingly, the polarization fraction depends on the number of scattered photons and, therefore, on τ. The polarization distribution on the spherical harmonic index l, instead, depends on the horizon scales when the scattering occurs, so that the polarization spectrum bears an imprint of the reionization history (see, for example, Holder et al. 2003 , Naselsky & Chiang 2004 .
A quantitative determination of the impact of reionization on CMBP needs the use of a suitable linear code. Here we report results obtained by suitably modifying the public code CMBFAST (Seljak & Zaldarriaga 1996) .
We select a spatially-flat ΛCDM cosmological model with a Hubble parameter (in units of 1S00 km/s/Mpc) h = 0.71 and density parameters Ω m h 2 = 0.148, Ω b h 2 = 0.024. Within this model, we consider a grid of points in the parameter plane τ-z r (see Figure 1 ) spanning the intervals 0.07 < τ < 0.30 and 10 < z r < 39.
A double reionization scenario allows to recover the same value of τ with different z r 's. Any value of τ is attainable with a single sharp reionization occurring at a suitable redshift. This is the minimal z r to be explored for such τ value and sets the lower side of the gray area in Figure 1 . Then, the intermediate low- ionization period, which should have lasted from a redshift z 1 to z 2 = 7, reduces to nil.
For any greater z r ,
Here σ T is the Thomson cross-section, m p is the average baryon mass, ρ b (z 2 ) the baryon matter density at redshift z 2 ; t 2 is the time corresponding to z 2 , τ 2 is the optical depth due to full reionization since t 2 . In eq.
(1) a matter dominated expansion is assumed, since z r to z 2 = 7. This implies a residual error of a few percent. A fixed τ value can then be obtained from different reionization redshifts z r and z 2 . Given τ and the (1 + z r )/(1 + z 2 ) ratio, eq. (1) fixes the ratio (1 + z 1 )/(1 + z 2 ). There is however a top value for z r , which is achieved when z r = z 1 and this sets the upper side of the gray area in Figure 1 (obtained through exact numerical integration). Then, the first x e = 1 period, expected to last from z r to z 1 , reduces to nil. Let us also point out that a first reionization occurring at a redshift z r ≫ 30 is unlikely under most models of ionizing sources (see, e.g., Haiman , therefore not all points falling within the shaded area of Fig. 1 bear the same physical relevance, despite being totally compatible with the parametrization of reionization histories discussed here above.
When modifying the CMBFAST linear code, we put much care on the details of ionization transients. Analytical and nu- merical approximations used to this aim are the same used in CMBFAST when dealing with a single reionization event. In particular, to avoid instabilities in numerical integration due to excessively rapid variations in x e , we adopt grid steps s τ = .01 and s z = 1.
In Figure 2 , we show the varying ionization rates and resulting CMBP E-mode power spectra for a set of models with equal optical depth τ but different z r . Conversely, in Figure 3 , we show models where the first reionization redshift z r is kept constant and the optical depth τ is variable. The models of Figure 2 lay on a vertical line of Figure 1 , those of Figure 3 lay on a horizontal line in the same figure. Power spectra are clearly sensitive to the ionization history and potentially encode information on it. Let us also notice that varying τ has effects extending also to greater l's, while varying z r produces effects limited to l < ∼ 100. In the next sections we shall debate how far these variations are observable at different level of instrumental sensitivity.
Likelihood Analysis
In order to evaluate the efficiency of large angle CMB experiments to recover the reionization history, we build simulated microwave skies originated by a given modelM, perform ideal observations of anisotropy and polarization on them and apply a likelihood analysis to the derived signals. Large angular scales are significantly affected by CV and a given model can yield significantly different skies. To deal with this limitation, we adopt a Monte Carlo approach. scheme. The signal measured on a pixel of the real sky is the sum of CMB, foregrounds and instrumental noise. Here we assume that, through a combination of sky cuts and component separation techniques, we are left with just the CMB contribution and a uniform white noise. The statistical properties of the simulated maps are therefore completely characterized by the sets ofC Y l coefficients (Y = T, E, T E) of the modelM, and by the rms noise values σ T and σ P , in each temperature (T ) and polarization (Q, U) pixel. Dealing with a large angle experiment, the number of pixels is fairly low. Here we chose a HEALPix resolution N side = 16 (corresponding to a pixels' width of ∼ 3.5
• ) and smooth the maps with a 7
• FWHM Gaussian filter.
We allow the numbers of T and Q, U pixels (N T and N P ) to be different, as data may cover different portions of the sky, either because different sky cuts are applied to the T and Q, U maps (e.g., the foreground removal efficiency can be different) or because they come from different experiments. In this work we deal with polarization data similar to those expected from the Sky Polarization Observatory experiment (SPOrt 3 , see Cortiglioni et al. 2004 for details), however allowing for a higher sensitivity, while temperature data come from an experiment similar to WMAP.
Galactic contamination affects the CMB signal around the Galactic plane and we conservatively cut the region with Galactic latitude |b| < 20 o from anisotropy maps. On the other hand, first year WMAP data indicate that the main polarized foreground is Galactic synchrotron, whose polarization spectrum has a steep dependency on frequency. According to the synchrotron template by Bernardi et al. (2004) , at 90 GHz CMB polarization exceeds Galactic synchrotron polarization by a substantial factor, ranging from ∼ 2-3 to one order of magnitude, depending on the value of τ, as well as on sky location. Also polarization due to dust grains is considered, but it keeps safely below synchrotron, at least up to l ≃ 50 (see for a more detailed discussion). Accordingly, Q, U maps exclude the equatorial polar caps, (declination |δ| > 51.6 o ) which SPOrt is unable to inspect, but include the Galactic equator. (Notice that the polar caps partly overlap with the Galactic plane.) The fractions of sky covered by T and Q, U data are then f T ∼ 0.65 and f P ∼ 0.80, respectively.
Simulated data are ordered into a vector x ≡ {T (i = 1, ..., N T ), Q(i = 1, ...., N P ), U(i = 1, ...., N P )}. For a given cosmological model M, the statistical properties of x are expressed through the correlation matrix
(brackets mean ensemble average), which is the sum of CMB signal (S i j ), depending on cosmology and pixel geometry, and a detector noise signal (N i j ). The expected correlation between T signals in the i and j pixels, at an angular distance ϑ i j , reads
2 http://www.eso.org/science/healpix/ 3 http://sport.bo.iasf.cnr.it here C T l is the anisotropy spectrum of the model, P l (cos θ) are Legendre polynomials, while the coefficient B 2 l account for pixelization and beam smoothing. Analogous but more cumbersome expressions, involving Q and U spectra, will be omitted; they must take into account the tensor nature of polarization and are easily derived from Zaldarriaga 1998.
The likelihood of a model M, for the data conveyed by a vector is x, are then given by a multivariate Gaussian
Henceforth, for each sky realization derived from M, we seek the values of the reionization parameters which maximize the likelihood function L. Repeating the operation for a set of realizations allows us to study the resulting distributions. As already outlined, any other cosmological parameter is kept fixed. We tested three sets of models M, characterized by an optical depth τ at the WMAP best fit value and at roughly its 1σ-lower and upper limits. For each τ, single and double reionization histories were considered; in the latter case, reionization redshifts were chosen so to sample the range of possible models in Figure 1 without falling too near to boundary. Moreover the largest value of z r we considered was 31 (the list of fiducial models is given in Table 1) .
Each fiducial model was tested with at 3 levels of sensitivity for the polarization measurements, corresponding to σ P = 1.50, 0.45, 0.15 µK for ∼ 7
• pixels (i.e. ∼ 10, 3, 1 µK-degree). The first value is the expected sensitivity for the 90GHz SPOrt channel. The pixel noise for T data is σ T = 1µK, as expected for 4-year WMAP data binned to our resolution. For this value of σ T , uncertainties on measurement of temperatures multipoles are dominated by the CV contribution up to l < ∼ 500, while, with our choice of beamwidth and pixelization, parameter extraction is sensitive only to the first < ∼ 40 power spectrum multipoles. We therefore expect no significant gain from further σ T reductions on large angle experiments. On the contrary, as the polarization signal is ∼ 100 times smaller than the anisotropy signal, changes in instrumental sensitivities as those considered here affect the ratio between CV and noise variance mainly in the multipoles range we are exploring. This is why it is important to discuss smaller values of σ P . The way how the different σ P values considered here interfere with polarization multipoles is to be followed in detail to understand our results and will be discussed below.
For each fiducial model we generated 5000 CMB realizations, which were then analyzed at the three different level of noise considered; the distribution of the best fit results provides a frequentist estimate of the probability density function of model parameters. To ensure that CV did not introduce spurious effects in the comparisons of different models, we used the same set of random seeds and of noise maps for all fiducial models. Therefore, differences between sets of sky maps with the same noise level are due only to changes in the CMB power spectra between the fiducial models; differences between sets of maps at different sensitivities but corresponding to the same models are ascribed only to variations in the noise realizations. Table 1 . Fiducial models: τ is the total optical depth, z r is the redshift of the first reionization. Models with the superscript s have a sharp reionization history, other models assume that the Universe is completely reionized at z < 7, while between these two reionization periods x e drops to 1/3. 
Results
All fiducial models, regardless of their actual reionization process, were analyzed first assuming a single reionization, then allowing for a reionization history of the kind described in Sec. 2. We compare the probability distributions on τ, to test the bias induced by the prior of sharp reionization.
In Fig. 4 we compare the τ distributions obtained under the prior of single reionization (dotted lines) with those obtained after marginalizing over z r the joint distribution on τ and z r (solid lines). The three plots account for three polarization noise levels. At each level, no significant difference between the width of the two distributions is apparent. However, while all marginalized distributions suitably peak on the true optical depth τ = 0.17, the single reionization distributions show a bias, depending on σ P . In particular, if σ P = 1.50 µK, the single reionization prior leads to underestimating the optical depth, although within the statistical error, which is still wide; as σ P decreases, the peak τ value increases and, at the highest sensitivity considered, τ is overestimated by more than two standard deviations.
This behavior is easily explained considering how angular spectra respond to τ and z r variations. As mentioned in Sec. 2, τ accounts for the number of CMB photons which experience a scattering and directly affects the total amount of large scale polarization. Therefore, E-polarization (and TE-correlation) spectra corresponding to models with a different τ but the same z r (or other relevant parameters) differ mainly by the height of the first reionization peak; on the other hand, a variation of z r at fixed value of the optical depth also shifts the peak in l's. Fig.   Fig. 5 . E-mode angular power spectra for models C (solid lines), D (long-dashed lines), E (short-dashed) and two sharp reionization models with τ = 0.15, 0.19 (dot-dashed and dotted lines respectively). At given value of the optical depth, spectra of models with double reionization fall below the APS of a sharp reionization with same τ for l< 8-10 and above for 10< l< 40. The long-short dashed lines, instead, show the noise spectra for different pixel noises on polarization (top to bottom σ P = 1.50, 0.45, 0.15 µK), corrected for pixelization and beam smoothing. 5 shows the E-mode power spectra for models C, D, E and two other sharp reionization models having τ = 0.15 and τ = 0.19. As z r increases, the first reionization peak for the models with τ = 0.17 moves to higher l's and its height slightly decreases. The first multipoles of models D and E then approach those of a single reionization history with a lower optical depth, while in the range 8 < ∼ l < ∼ 20 the same models resemble a sharp reionization with higher τ. At multipoles higher than ∼ 30 − 40 differences between C E l spectra for different reionization histories become negligible.
At the highest level of noise considered here, the main contribution to determination of reionization parameters is provided by the first 7 − 8 multipoles of the E-mode polarization spectrum (see Fig. 5 ). Trying to fit a single reionization history to a double reionization scenario therefore lead to underestimating τ. As noise decreases and multipoles in the range 10 < ∼ l < ∼ 20 acquire greater weight, a double reionization history is misinterpreted as single reionization with a higher τ. This noise dependent bias is confirmed by quantitative results. In general, the bias has a greater impact for higher τ values and, at fixed τ, it increases with z r . At noise levels accessible to current experiments the statistical error mostly exceeds the bias, and current τ estimates are reasonably safe, although being systematically smaller than real values. In future, higher sensitivity, experiments, wrong priors can cause a τ overestimate exceeding 2-3 standard deviations. An opposite behaviour is found when sharp reionization models are analyzed assuming a two-reionization history. In this case, the τ estimate becomes lower than the true value as sensitivity increases; the bias, however, is not so severe as in the previous cases, as any single reionization history is the limiting case of a double reionization model.
The above shift in τ estimates can be used to test the nature of reionization through the analysis of early and late outputs of a long lived experiment. Detection of a clear trend requires an increase in sensitivity between outputs by at least a factor of > ∼ 3; such an improvement is unlikely within the planned lifetime of current experiments, but could be suggested as an option for future missions.
Comparing τ estimates, with and without the single reionization prior, at different sensitivities, can provide an effective test on the prior itself. We performed some more detailed tests on this point. (i) For each realization we labeled τ Under a single reionization prior, a progressive shift to higher values in τ estimates, when sensitivity increases, can be therefore considered as a serious clue that a more refined description of reionization is needed.
We adopt now a double reionization prior, and discuss the precision with which τ and z r can be recovered. Marginalizing the joint probability distribution in the τ − z r plane over one of the parameters provides the 1D probability density for the other parameter. The variances of these distributions, averaged over fiducial models, tell us how far models can be discriminated at any experimental sensitivity; results are displayed in Table 2 . For instance, two equal-τ models can be distinguished if their z r are farther apart than ∼twice the value shown.
Within the allowed region of parameter space (see Fig. 1 and discussion), Table 2 implies that τ is better fixed than z r , if the priors on reionization history are correct. This confirms that also for double reionization, optical depth is the most relevant parameter. At fixed noise level, models with higher τ generally allow for a better estimation of both parameters, due to their higher signal-to-noise (S/N) ratio; among models with the same optical depth those with lower z r have slightly sharper redshift distributions, as for very early first reionizations differences between spectra with diverse z r are less pronounced.
More in detail, Fig. 6 shows the distribution of z r for models with τ = 0.17 (see caption for details). For σ P = 1.50µK (left panel), the probability distributions overlap significantly, and z r cannot be recovered, while for σ P = 0.15µK (right panel) they are almost completely distinguished. The middle panel displays an intermediate situation where models with single reionization can be distinguished from double reionization models with z r in the upper half of the allowed range (i.e. z r > ∼ 25 for τ = 0.17). Moreover, distributions for z r in double reionization models are wider by a factor ∼ 2 than in single reionization models. Figure 7 shows that probability densities for τ in models D and E are indistinguishable at all sensitivities; thus, differences in z r do not greatly affect the capabilities of recovering τ, if correct priors are used. Model C, instead, displays a bias, as discussed above. In this case, τ is progressively underestimated for decreasing σ P , as a single reionization model is analyzed assuming a double reionization prior.
In Fig. 8 we plot distributions of the optical depth for models with same z r but different τ, E and G. Even at the highest noise, some differences can be seen and for σ P = 0.45 µK the two distributions are clearly separated. In both cases, the correct τ is recovered. The probability distribution for G is slightly wider, despite having an higher S/N; this is due to the relative proximity of model E to the border of the allowed region. This reduces the number of models available, especially at high sensitivities; adoption of a finer grid would smooth such difference. Figure 9 , instead, shows results for z r . The probability functions of both models significantly overlap and correctly peak at the true value of the reionization redshift. Model G, however, is characterized by a sharper and better defined distribution, due to its higher S/N.
We can summarize our findings as follows. A polarization sensitivity of σ P = 1.50 µK allows to constrain the total optical depth with an accuracy of ∼ 20% for τ = 0.17; no further parameter can be simultaneously constrained. However, already for σ P = 0.45 µK, it is possible to constrain two parameters. A wrong prior on reionization history causes a bias in τ estimate. For σ P = 1.50 µK, however, the statistical uncertainty exceeds the bias. Increasing the sensitivity by an order of magnitude allows for a simultaneous detection of τ and z r for the whole range of models analyzed. There is however a serious danger. At this sensitivity level a wrong prior could be misleading, causing a significant bias on τ, even exceeding 3 standard deviations. We also find that the success on τ determination does not depend on the actual z r value, which only slightly affect the estimate of τ. On the contrary, our capability of determining z r depends on the actual τ value.
Conclusions
In this work we discussed a class of physically motivated double reionization models, characterized by two parameters: total optical depth, τ, and first reionization redshift, z r . We show that their features can be recovered by large angle CMB (polarization) measurements. We find that wrong priors on the history of reionization can lead to a bias in estimates of τ. At the noise level expected for WMAP or SPOrt experiments, the bias is well within the statistical error; at higher sensitivities the τ estimate can lie several standard deviations apart from its true value. For the class of models considered, the bias exhibits a peculiar dependence on experimental sensitivity. Detecting such trend in actual experiments is hard, but would yield useful indications on the fairness of priors.
Within the context of double reionization models, a pixel noise σ P = 1.50µK for 7
• pixels, allows to constrain τ with an average accuracy of ∼ 20%; an increase in sensitivity by a factor ∼ 3 enables to distinguish single reionization models from models with an early reionization (i.e. z r > ∼ 25 for τ = 0.17) followed by a partial recombination period. Let us however remind that models of ionizing sources hardly find z r > ∼ 30. A firm measurements of both τ and z r , with precision of ∼ 5%, requires a sensitivity increase by an order of magnitude. Increase in spatial resolution, instead, is scarcely relevant, as most information on reionization histories is carried by the first 40-50 multipoles of E-mode polarization power spectrum.
Measurements of C E l at large angular scales are an important tool in the study of the evolution of ionizing sources at redshifts 10 < ∼ z < ∼ 30. However, as finer data become available, the situation could become more and more risky. Unless a fair class of models is compared with data, serious parameter misestimates can occur: apparent errors can seem quite small, while true values are off the 3-σ error interval.
