An efficient numerical approach for the design of optimal aerodynamic shapes is presented in this paper. The objective of any optimization problem is to find the optimum of a cost function subject to a certain state equation (governing equation of the flow field) and certain side constraints. As in classical optimal control methods, the present approach introduces a costate variable (Lagrange multiplier) to evaluate the gradient of the cost function. High efficiency in reaching the optimum solution is achieved by using a multigrid technique and updating the shape in a hierarchical manner such that smooth (low-frequency) changes are done separately from high-frequency changes. Thus, the design variables are changed on a grid where their changes produce nonsmooth (high-frequency) perturbations that can be damped efficiently by the multigrid. The cost of solving the optimization problem is approximately two to three times the cost of the equivalent analysis problem. 
I. Introduction
The aerodynamic designer seeks an airplane shape that achieves the best aerodynamic performance while taking into account the trade-offs with other disciplines, namely, structures, propulsion, stability, and control. Although significant progress has been made in developing computational methods for fluid flow analysis, the methods for the design and optimization of aircraft configuration are still in their infancy. Among the many techniques that have been developed, the inverse design method [1] [2] [3] [4] [5] [6] is perhaps the most widely used. This method is severely restrictive because its depends on the experience and knowledge of the designer to establish desirable velocity or pressure distributions. In addition, the method does not lend itself to the imposition of constraints. The next most popular approach is what we refer to as the "loosely coupled optimization (LCO)." In this approach, the analysis problem is solved many times to find the gradient of the cost function with finite differences. This gradient is used by a "black box" optimizer to find the best change to the design variables. The computational cost of this brute-force method is usually exorbitant. Examples of this approach are found in Refs. 7-10. The LCO method can be improved by analytically evaluating the sensitivity derivatives that are needed to update the design variables. 11 Usually, this requires the inversion of an extremely large matrix. For threedimensional problems, the size of this matrix can render the method impractical with current computer technology. In the past several years, the adjoint variable method has gained popularity in the area of aerodynamic design. This method, which we refer to as "tightly coupled optimization (TCO)," requires the solution of an adjoint problem, in addition to the analysis problem, to evaluate the gradient of the cost function. The complexity of the adjoint problem is equivalent to that of the analysis problem. However, the adjoint problem, along with the analysis problem, must be solved many times to reach convergence. This approach has been discussed in Refs. 12 and 13. Although the efficiency of TCO is much higher than that of LCO, this procedure can also become prohibitively expensive for practical aerodynamic design and optimization problems.
The One-Shot method 14 ,15 overcomes the unacceptable cost of the existing design and optimization procedures. It brings the cost of design and optimization to the same order as that of a single analysis. High performance is achieved both by exploiting the property of the partial differential equations (associated with the scales (frequency) of the errors) which govern the physics of the flow and by the efficient damping of high-frequency error components with multigrid. Consider the subsonic flow over an airfoil profile. The change in the shape of the profile of a given wavelength produces changes of the same wavelength in the solution. These changes penetrate into the flow field only up to a distance that is proportional to the wavelength of the perturbation. Thus, while the high-frequency changes in the shape of the airfoil produce changes in the solution that are of high frequency and remain local to the neighborhood of the airfoil, the smooth (low-frequency) changes in the shape produce smooth changes to the solution and are global in nature. Typically, any relaxation scheme quickly damps the high-frequency components of the error on a grid. Multigrid efficiently damps the whole spectrum of error components by relaxing the governing equations on a sequence of grids of varying resolution.
Therefore, the basic idea of the One-Shot method is to change the shape of the airfoil profile in a hierarchical manner such that smooth changes are made separately from highfrequency changes. Because each of these changes involves a different scale, the governing equation of the flow field can be solved efficiently on grids of appropriate resolution. Thus, the flow field due to smooth changes in the shape of the airfoil is solved on coarse grids, and the flow field due to increasingly high-frequency shape changes is solved on increasingly fine grids. This breaks the optimization procedure into a sequence of suboptimization problems, each of a given scale; therefore, the problem is well conditioned. The resulting optimization procedure is very efficient because the work on a particular scale is done on the appropriate grid. (Ill conditioning results from working on many scales simultaneously.) The OneShot method is implemented within a full approximation scheme (FAS) full multigrid (FMG) algorithm. The solution process starts on the coarsest grid, where only the smooth component of the shape function is updated. This solution is interpolated to the next finest grid, where it serves as an initial approximation of the solution on that grid. This process is continued until the finest grid is reached. Thus, smooth (low-frequency) shapes are updated on coarse grids; high-frequency shapes are updated on finer grids. The fine-to coarse-grid transfers are designed such that the optimization problem at each grid level is driven by the fine-grid residual. The resulting algorithm has an estimated overall cost that ranges from two to three times the cost of the analysis problem.
The successful application of the One-Shot method to the aerodynamic shape design problem was first reported in Ref. 15 . The capability of the method was demonstrated by using the small-disturbance potential equation as the governing equation of the flow field. However, in that study, the issue of updating the grid was avoided. In the present study, the full potential equation is used as the governing equation; hence, the grid must be updated as the shape changes. In this work, the adjoint equation and the corresponding gradient of the cost function are derived. The solution procedure and some typical results are also presented.
II. Design of Optimal Airfoil Shapes
The design of optimal airfoil shapes is a constrained minimization problem. The objective is to find the optimal shape of the airfoil that will minimize a cost function F subject to the state equation of the flow field and the side constraints.
The State Equations
The analysis problem, defined by the state equation, consists of finding the flow over a specified shape for a given free-stream Mach number and angle of attack. In order to focus on the optimization procedure, the flow model considered is the subsonic potential flow over an airfoil profile.
Consider the steady irrotational flow past a twodimensional airfoil. 16, 17 The governing equation of the flow field, known as the full potential equation, is div(r) = 0
The boundary condition on the airfoil is r 1 n = 0 (2) At infinity, the boundary condition is r = U 1 For the Kutta condition, the circulation 0 around the airfoil is such that the velocity at the trailing edge is nite and continuous (4) In these equations, = (x; y) is the full velocity potential, = () is the density, n is the unit normal, and U 1 is the free-stream velocity. The density is given by 
where M1 is the free-stream Mach number and is the ratio of specific heats. If is the angle of attack of the airfoil, then the free-stream velocity is given by
where i and j are the unit vectors in the x and y directions, respectively.
The Computational Domain
The computational domain is shown in Fig. 1 The jump across the cut can be written as T 0 B = 0
The value of the 0 is determined by requiring that the velocity perpendicular to the trailing edge bisector be equal to 0 at the trailing edge. A good approximation for 0 is given by 0 = T (10) and is the angular position of a far-field point. For convenience, n is the unit normal on the boundary. The far-field boundary condition given by (9) is consistent with the infinity condition stated by (3).
The Design Variables
The airfoil is represented as follows:
where U k and L k are the amplitudes of the shape functions fk on the upper and lower surfaces of the airfoil, respectively.
The design variables k must be determined to obtain the optimal shape of the airfoil. Let denote a vector whose elements are the design variables. That is,
The functionality of the shape functions will be presented later.
The Optimization Problem
The model problem chosen is the design of an airfoil shape that can match a given target potential. Given a target potential distribution 0 around an airfoil, the objective is to find that will minimize
subject to the state equations, where d (which is an element of the airfoil) can be written as d 2 = dx 2 + dy 2 (14) Note that the choice of this particular cost function does not make it an inverse-design problem. Unlike inverse-design problems, the minimization is done over a finite number of design variables. This approach also can be used, for example, to find the optimal shape of an airfoil that has the minimum D=L (drag/lift) subject to geometric and aerodynamic constraints.
To make the presentation of the derivation of the adjoint equations simple and easy to understand, the flow is assumed to be incompressible (i.e., M1 = 0); therefore, = 1. In this case, the full potential equation reduces to the Laplace equation. Also, no side constraints are considered in this derivation. Therefore, the specific optimization problem considered here is where 0 is given by (8) .
The Minimization Process
At some initial , any minimization process seeks to find a descent direction and a step size " in which to change such that F + "; + " F (; ) (17) where " is the corresponding change in that satisfies the state equations. This process is repeated several times until a minimum is reached.
The Descent Direction. A descent direction can be determined as follows. The Taylor series expansion of F about and can be written as 
Equation (18) clearly shows that if
then (17) is satisfied. Equality occurs in (17) at the minimum when r F( 3 ; 3 ) = 0, where 3 is the optimum value of the design variables and 3 is the corresponding value of the state variables that satisfies the state equations. Therefore, to obtain the descent direction, the gradient of F must be evaluated.
The
Step Size. The step size " is determined by a line search. The objective of the line search is to find " such that rF + "; + " 2 is a minimum. That is, is evaluated, followed by r 2 F(; ). Then, the step size is determined with (22).
The Adjoint Equations
As stated earlier, the objective of the optimization procedure is to seek a descent direction and a step size in which the design variables can be changed so that the cost function is decreased. To determine the descent direction and the step size, the gradient of the cost function with respect to the design variables rF (given by (19) ) must be evaluated. Efficient and accurate evaluation of the gradient of F is one of the important but difficult steps in any minimization scheme. Equation (19) is not very useful for determining the gradient of F because the efficient and accurate determination of d=d generally is difficult. However, the adjoint method offers an elegant means for evaluating the gradient easily and accurately. The derivation of the adjoint equations is presented below.
Let the design variables be perturbed such that
where " is the change in ; " and are the step size (magnitude) and direction, respectively, of the change in . 
where "ỹ represents the change in the airfoil shape and "
represents the corresponding change in the potential. We can show from (13) that 
and t is the unit tangent.
If we introduce a Lagrange multiplier and use (29a), then (27) can be written as Let the number of design iterations required be N. Therefore, the total cost of doing the optimal design is approximately 2KN with N, at best, equal to the number of design variables. In practice, especially for nonlinear problems, N is many times the number of design variables. A factor of 100 is not unrealistic. One way to bring the total design cost down is to reduce the magnitude of K. One of the most practical and proven ways of achieving this is by using multigrid. Here, a multigrid scheme is used to relax the state and adjoint equations. At the end of one or several multigrid cycles, the optimizer is called and the design variables are updated. In this process, the design variables are updated only on the finest grid. A schematic of this strategy is shown in Fig. 4 . 
III. The One-Shot Method
The One-Shot method goes one step further by embedding the design process within the multigrid cycles. This method essentially makes N = 1. Thus, the cost of optimal design is approximately equal to 2K. In this method, high efficiency is obtained by exploiting two key phenomena: the ability of multigrid to efficiently reduce high-frequency components of the error due to a perturbation and the nature of propagation of perturbations in a flow field. These phenomena are explained below.
Multigrid Efficiency
In any relaxation (smoothing) process, the highfrequency error components of the space discretization operator of the differential equation under consideration are generally damped in a few iterations. The low-frequency components are the slowest to be damped. Consider a onedimensional domain of length L discretized into N cells of uniform grid spacing h = L=N, where the grid index ranges from 0 to N. This grid will be referred to as the h grid. If we assume periodic boundary conditions, then the error at the nth grid point can be written in Fourier series as The phase angle covers the domain (0; ) in increments of =N. The value jj = corresponds to the highest frequency that is visible on this grid, namely the frequency of wavelength 2h. If a coarse grid (H grid) is constructed by removing every other grid point of the h grid, then the highest frequency that is visible on this grid corresponds to jj = =2 (i.e., the frequency of wavelength 4h 2H). Therefore, the frequencies that correspond to =2 < jj and are visible on the h grid cannot be represented on the H grid. These frequencies are considered to be high frequencies on the h grid, and the relaxation scheme can damp these frequencies in a few iterations. The remaining frequencies in the spectrum, which correspond to 0 jj =2 and are well represented on the H grid, are referred to as low frequencies on the h grid. The frequencies that are visible on the H grid can also be separated into high and low frequencies, based on how well they are represented by the next coarsest grid. The high frequencies that correspond to the H grid can be damped quickly by a few iterations of the relaxation scheme on this grid.
In the multigrid method, 17,18 high efficiency is obtained by relaxing the discretized equation on successively coarser grids, where the high-frequency error components that correspond to each grid are damped efficiently. In the design process, high efficiency is obtained by changing only those design variables that produce high-frequency perturbations in the flow field on any grid. Therefore, the basic premise of the One Shot method, on any grid, is to make changes in the design variables that produce high-frequency perturbations in the flow field.
The Effect of Airfoil Perturbation on the Flow Field
The other phenomenon that is exploited by the OneShot method has to do with the way in which a disturbance is propagated in a flow field. In a subsonic flow, for example, a smooth perturbation is propagated through the entire flow field and a high-frequency perturbation is felt only in a small neighborhood around the source of the perturbation. That is, high-frequency components of the perturbation decay rapidly away from the source. This phenomenon is illustrated in the following analysis.
Consider the small-disturbance potential equation in the half-space 0 y < 1; 01 < x < 1. If the flow is incompressible, the governing equation is 
The magnitude of is = e 0j!jy (59) Figure 5 , which is the plot of (59) for a few select frequencies, shows that the region where is large becomes thinner as the frequency increases. Let y 3 be a location where is less than some small ". That is, 
Therefore,
Equation (62) clearly shows that as the frequency of the perturbation ! increases y 3 decreases. Table 1 shows y 3 for a few select frequencies when " = 10 04 . For the discrete problem, (59) can be written as = e 0(j!jh)(y=h) = e 0jj(j01) (j = 1; 2; :::J + 1)
where =J is the frequency scaled to the grid spacing h. Figure 6 shows the response to different frequencies for the discrete problem. Table 2 shows the grid location j 3 , beyond which 10 04 . It shows that the high-frequency perturbations are significantly damped by about the fifth grid point (j = 0 is the first grid point). In the One-Shot method, a shape function is perturbed on a grid where it produces high-frequency error components. These errors penetrate only a small distance into the flow field. Hence, they can be quickly damped by a few relaxations of the discrete equations in a small neighborhood around the airfoil.
The Shape Functions
As presented earlier (section 3), the airfoil is represented as follows:
where U k and L k are the design variables and fk are the shape functions. As explained in the previous two sections, to obtain high design efficiency, the changes in the design variables on a grid should produce nonsmooth (high-frequency) perturbations in the flow field. This is achieved by using a set of orthonormal functions as shape functions. Orthonormal functions are increasingly oscillatory. Each of them is assigned to a grid where a change in the amplitudes causes nonsmooth perturbations in the flow field. Often, basis functions that correspond to some known airfoil shape must be used. If these functions are not orthonormal, then the corresponding orthonormal functions can be determined by a Gram-Schmidt process. A Gram-Schmidt procedure for orthonormalization can be developed with the property of orthonormal functions, namely,
Let gk(x) be the functions that are not orthonormal. First, the orthogonal set fk(x) is found from the following relations:
f1(x) : :
where
Finally, the orthonormal functions are found by normalizing fk(x) as follows:
The Gram-Schmidt process described above can be programmed in symbolic language to find the expressions for f k , or it can be implemented by numerical integration, in which case the shape functions are defined as an array of numbers.
As an example, consider the NACA 0012 airfoil, which is defined by where k and g k are given in Table 3 . The NACA 0012 shape has been slightly modified to ensure that it closes at the trailing edge. The same shape can be expressed in terms of the orthonormal functions as
where the orthonormal functions fk of the basis functions and their corresponding amplitudes k are given in Table 4 .
The orthonormal shape functions are shown in Fig. 7 . Note that the number of zeros in fk is equal to k + 1. 
The One-Shot Design Strategy
In the One-Shot method, the optimizer is embedded within the multigrid cycle as shown in Fig. 8 . The design variables are updated on a level where the corresponding shape functions produce high-frequency error components. In general, the low-frequency shape functions are updated on coarse levels, and higher frequency functions are updated on finer grids. For example, the design vari- on a coarse grid is only one-fourth of the cost of solving them on the next finest grid. Because the shape functions are perturbed only on levels where they generate high-frequency errors, a local relaxation around the airfoil is sufficient to damp out the errors, which reduces computing costs. Therefore, the overall cost of the design is dominated by the cost required to solve the state and adjoint equations on the finest grid. The total cost of the design process is approximately two to three times that of one analysis. 
The Discretization and Solution Procedure
The State Equations. The computational domain is discretized with an O type of grid. The governing equation and its boundary conditions cast in curvilinear coordinates are discretized with the finite-volume approach. The GaussSeidel line-relaxation scheme is used to form the tridiagonal systems of equations in both curvilinear coordinate directions. These systems are solved with the Thomas algorithm. Note that the tridiagonal system is periodic in the direction that is around the airfoil. A FAS multigrid scheme is used to accelerate the convergence rate of the solution. The FMG process is used to obtain a good initial solution on the finest grid.
The Adjoint Equations. The adjoint equations are discretized and solved in the same manner as the state equations. As in the case of the state equations, a FAS multigrid scheme and the FMG process are used to accelerate the convergence rate of the solution.
The Gradient of F. The gradient of the cost function involves only quantities on the airfoil. These quantities are discretized in a manner that is consistent with the discretization of the state and adjoint equations. The gradient is transferred to the coarse grid in a FAS manner.
Updating the Grid. During the design process, the grid is updated by moving only the grid points close to the airfoil and linearly decaying the change at the airfoil in this neighborhood. The outer boundary of this region is determined as follows. Let
where is an arbitrary constant; = 10 in this study. Among the grid lines that go around the airfoil, the one that is nearest to the ymax location is taken to be the outer boundary of the region within which the grids are changed. The entire grid is regenerated at the beginning of each FMG stage also. With this approach, by the time the FMG process reaches the finest grid, only a few lines around the airfoil must be moved.
IV. THE RESULTS

Test Case 1.
As our first test problem, we recover the NACA 0012 airfoil shape using the potential distribution obtained from the analysis of NACA 0012 at an angle of attack of 0 o and M1 = 0 as the target potential 0. Figure 9 shows the computed Cp distribution obtained from the analysis run.
A five-level W-cycle multigrid with 128 2 64 cells on the finest grid was used. The FMG process was used to obtain a good initial approximation for the finest grid. The analysis converged to machine zero (< 10 010 ) in 10 multigrid cycles.
The design run was similar to the analysis run. During the design process, both the state and costate equations were relaxed at any multigrid level. The shape functions used were the orthonormal functions based on the NACA 0012 shape functions. The design variables were distributed such that on Thus, most of the design overhead was limited to the two coarsest grids. The FMG process was used to obtain a good initial approximation of the shape for the finest grid. Figure  10 shows the results of this run. The residuals of the state and costate equations and the gradient of the cost function reached machine zero in 12 multigrid cycles. The cost function at convergence was equal to 3 2 10 -13 , which indicates that NACA 0012 was indeed recovered. 
Test Case 2.
For test case 2, we selected the airfoil FX 60-126/1, a cambered airfoil whose coordinates are tabulated in Ref.
resulting shape. Although the designed shape did not fall right on top of the target shape, the residuals of the state and costate equations and the gradient of the cost function reached machine zero, which indicates that a minimum was reached. The cost function reached a value of 6 2 10 -9 . Next, an experiment was done to see how well the FX 60-126/1 airfoil can be represented with the NACA 0012 shape functions. Figure 13 shows the result. The NACA 0012 shape functions clearly do a good job everywhere except near the trailing edge. The reason that the optimum shape in the previous experiment does not correspond to the shape obtained from the shape fitting is not clear; one reason may be the poor quality of the grid because the airfoil is not smooth. 
Test Case 3.
A third test was done; in this case, the fitted airfoil was used to generate the target potential. This shape is very close to the FX 60-126/1 airfoil and is smooth because it is based on smooth shape functions. The result of the design is shown in fig. 14. As expected, the final shape fell on top of the target shape. The residuals of the state and costate equations and the gradient of the cost function are shown in fig. 15 . 
The Efficiency of One-Shot Method
Finally, the performance of the One-Shot method with respect to pure analysis is presented. The efficiency of a design method is defined as the ratio of the central processing unit (CPU) time that is required for the complete design process tD to the CPU time that is required to do a single analysis tA. Figure 16 shows this ratio tD=tA plotted against the number of grid cells for the last test case. The figure shows that as the grid become finer the cost of design drops in comparison with the cost of one analysis. For the finest grid considered here, this ratio dropped below 4. The efficiencies for the other cases were similar. 
V. Concluding Remarks
An efficient method for the design of optimal airfoil shapes has been presented in this paper. This method brings the cost of the design process to the same order as that of the analysis problem. It offers significant potential in the design of optimal aircraft configurations at a reasonable computer cost. However, much work is still required before practical use can be made of this method.
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