Abstract. Human mimicry is one of the important behavioral cues displayed during social interaction that inform us about the interlocutors' interpersonal states and attitudes. For example, the absence of mimicry is usually associated with negative attitudes. A system capable of analyzing and understanding mimicry behavior could enhance social interaction, both in human-human and human-machine interaction, by informing the interlocutors about each other's interpersonal attitudes and feelings of affiliation. Hence, our research focus is the investigation of mimicry in social human-human and human-machine interactions with the aim to help improve the quality of these interactions. In particular, we aim to develop automatic multimodal mimicry analyzers, to enhance affect recognition and social signal understanding systems through mimicry analysis, and to implement mimicry behavior in Embodied Conversational Agents. This paper surveys and discusses the recent work we have carried out regarding these aims. It is meant to serve as an ultimate goal and a guide for determining recommendations for the development of automatic mimicry analyzers to facilitate affective computing and social signal processing.
Introduction
that, among other behavioral cues, mimicry behavior (mirroring, e.g. person A nods or smiles following person B who has nodded or smiled too) provide important clues for the analysis and investigations of human interactions, mainly in two ways. Firstly, mimicry serves as an important indicator of cooperativeness and empathy during conversation. The second is its application as a means to enriching communication. The impact of a practical technology to mediate human interactions in real time would be enormous both for society as a whole (improving business relations, cultural understanding, communication relationship, etc) and personal daily social interactions. Hence, we propose to investigate mimicry behavior in human-human interaction with the aim to build automatic mimicry analyzers and mimicry-enabled Embodied Conversational Agents (ECAs).
In the following sections, we firstly discuss mimicry and related work in social psychology. In section 3 we present our aims and objects in our research on mimicry analysis in machine understanding approach. In section 4.1, we explain how our data was collected and what visual and vocal features we analyzed. In section 4.2 we present our methods and technique to automatically recognize mimicry and analyze the concepts learned by models. Finally, in section 5, we conclude the main contribution of our research to affective computing.
Related Work/Background
Mimicry-related research in experimental psychology has been driven by two primary objectives. The first objective concerns collecting and detecting various types of the mimicry or synchrony behaviors by establishing the emergence of mimicry by aggregating instances of to-be-imitated behavior (e.g., face touching) during social interactions [1] . The second objective aims to examine the relationship between coordinated behavior and perceptions of social connectedness [2] , that is, to find out whether there is a relationship between those behaviors and social interactions. And if so, what is the exact relationship and in which situations do what types of those behaviors occur?
Building on these two primary objectives, recent research explored whether people, without intention or awareness, "use" mimicry to their advantage [3] . People can consciously or automatically mimic the behaviors of others because their goals activate behavioral strategies and plans of action that help them pursue those goals [4] , [5] , [6] . Individuals can mimic many different aspects of their interaction partners, including speech patterns, facial expressions, emotions, moods, postures, gestures, mannerisms, and idiosyncratic movements [1] , [3] , [7] , [8] . In short, previous studies in social psychology report that the more mimicry is observed, the more smoothly the interaction is perceived: mimicry enhances resonance, creates rapport and affiliation suggesting that it serves to strengthen social bonds.
Given the huge advances in computer vision and algorithmic gesture detection [9] , coupled with the propensity for more and more computers to utilize high-bandwidth connections and embedded video cameras, the potential for computer agents to detect, mimic, and implement human gestures [10] and other behaviors (such as vocal cues) is quite boundless and promising. The current findings suggest that non-verbal behavior could easily be added to computer agents to improve the user's experience unobtrusively; moreover, we propose that mimicry behaviors should be added to conversational agents to make them more social. In the following sections, we explain our plans for mimicry research in the context of affective computing and social signal understanding.
Aims and Objectives
We have recently witnessed significant advances not only in the machine analysis of nonverbal cues, but also in the field of affective computing and social signal understanding [11] . However, only few works have so far attempted to identify social attitudes such as interest, liking, or agreement through automatic means. In moving towards more naturalistic human-computer interactions, it is necessary to have machines that are capable of detecting and understanding social attitudes, and subsequently, are able to react adequately considering the current situation and the communicative goals. Since mimicry is one of the important behavioral indicators of social and affective attitudes in social interaction, the aims of our research include 1) the automatic recognition and understanding of nonverbal mimicry (both visual and vocal), 2) the enhancement of automatic affect recognition and social signal understanding by the use of mimicry behavior information, and 3) the generation of mimicry behavior in ECAs to improve ECA-human interaction.
Methodology
We present our methods to reach the goals as described earlier. For each goal, we shortly describe what we already have done to reach this goal and/or what we are planning to do.
Automatic Recognition of Nonverbal Mimicry
Our first goal is to develop a system capable of recognizing and understanding nonverbal mimicry. We first need to develop 1) a multimodal database suitable for automatic visual and vocal mimicry analysis and 2) feature extraction methods to represent mimicry in detectable visual and vocal cues. We report on our work carried out to analyze mimicry automatically.
Database Setup
Recent work that we have carried out concerns setting up a multimodal database of mimicry occurring in interpersonal social interactions which allows us to (1) explore and understand how astute people are in detecting mimicry in social interactions, (2) examine and annotate the implications of explicit mimicry occurrences in terms of social perceptions of the mimickers, (3) classify various mimicry and mimicry behavior forms for emotion recognition (positive and negative). The most significant distinction from current affective databases is that it contains natural dyadic behavior, including mimicry. Moreover, the experiments recorded are designed to explore the relationship between the occurrence of mimicry and human affect. The corpus is recorded using a wide range of devices including face-to-face-talking and individual close-talk fixed microphones, individual and room-view video cameras from different views, all of which produce output signals that are synchronized with each other (Fig.  1) . We are planning to make manual annotations for many different phenomena, including dialogue acts, turn-taking, affect, and some head, hand gestures, body movement and facial expression (Fig. 2) . The dataset consists of 54 recordings of dyadic face-to-face interactions: 34 are discussions on a political topic, and 20 are conversations situated in a role-playing game. The subjects, 40 participants and 3 confederates, were recruited from Imperial College London; all of the participants self-reported their felt experiences. The recordings and ratings are stored in a database. Later, the corpus will be made available to the scientific community through a web-accessible database. For a more detailed description of the database, readers are referred to [12] . 
Multimodal Mimicry Cues Analysis
One of the most important sub-goals in our research is to extract and detect the visual and auditory features that specify temporal changes in expressions in order to measure mimicry from audio and video modalities. There have been a considerable number of studies on feature extraction for speech analysis. However, especially for prosody analysis, these features are still not well defined; for each feature there are multiple definitions and different analysis methods. Recent research has aimed at identifying the most significant speech and visual features for affective computing but the specific contribution of each feature to affect analysis is still unclear. However, for our research goal it is not necessary to find out the contribution of each feature to specific human affect. Instead, the focus is on changes and similarities of visual and vocal behavior. For visual cues, we presented a way to detect visual mimicry in a machine understanding approach [13] , [14] in which we demonstrated that in face-toface interaction, after a while, a confederate has the tendency to take over body postures, head movements, and hand gestures of the participants with whom he/she is interacting. Specifically, we find that participants or confederates who are being mimicked are more willing to alter the way in which they interact with others to share similar affect or attitudes in order to obtain more agreement and to express understanding or similar attitudes. They did not only mimic postures, mannerisms, moods or emotions, but they also mimicked several speech related behaviors. We also demonstrated how vocal behavioural information expressed between two interlocutors can be used to detect and identify vocal mimicry [15] . As future work, we plan to investigate other visual and vocal feature representations of mimicry. The method and extracted features used in the current study are not enough to represent visual mimicry in a machine learning approach. Because the correlation of a motion intensity histogram is not reliable and stabile for recognizing visual-based mimicry, we can only say, to a certain degree, that participants are moving the same body parts with a similar intensity. No details about temporal and specific expressions of various human actions can be given which are needed to represent visual mimicry.
Hence, in future work, for automatic visual-based mimicry detection, more kinematic-based features are needed such that analyses similar to those carried out for non-verbal vocal mimicry can be performed. Focus on the optical flow fields in motion parts of a body, computation of kinematic features (e.g., divergence, vorticity, symmetric flow fields etc.) and the classification of these features for recognizing mimicry will be our primary research goal to achieve the ultimate goal to assess human affect in terms of automatic mimicry analysis. With respect to non-verbal vocal mimicry, we have not looked yet at other non-verbal vocal variables such as utterance lengths and switching pause durations which are known to converge between speakers. Furthermore, in addition to prosodic vocal behavior, people may also mimic the quality of voice which can be measured through voice quality and spectral features. We will investigate the commonly used spectral features MelFrequency Cepstrum Components (MFCCs) in combination with speaker recognition modeling techniques to evaluate the similarity between two voices. Further, it is interesting to find out whether the repetition of vocal events such as laughter can be used as a measure for mimicry. We will also look at methods to determine the presence of non-verbal vocal mimicry more locally (rather than globally). How to combine information from various modalities, e.g., facial expressions, vocal expressions, and body movement expressions, for multimodal mimicry recognition is another interesting future research topic. The most challenging problems of multimodal mimicry recognition lies in feature extraction and the use of probabilistic graphical models when fusing the various modalities. As mimicry recognition is closely related to the field of affective computing and shares similar difficult issues, we will also put effort in solving these issues such as obtaining reliable affective data, obtaining ground truth labels, and the use of unlabeled data. Finally, we want to understand how variables, such as personality and emotion, regulate mimicry in interaction so that automatic mimicry detection algorithms can take these into account. To that end, we will take a closer look at our data, and analyze mimicry taking into account the willingness of the participants to mimic in certain situations.
Use of Mimicry Information to Understand Affective and Social Behavior
Our second goal is to investigate the interrelationships among mimicry and various affects, attitudes, or mental states in interaction. We propose to employ a machine learning approach to model these interrelationships. In further research, we attempt to classify automatic mimicry behaviors based only on nonverbal multimodal cues. We attempt to demonstrate that it is possible to classify various mimicry behaviors (e.g. head movements, body postures, and hand gestures) according to the findings from social psychology which mimicry behaviors are relative to creating rapport, affiliation, and smoother communication. We could propose to explicitly model the complex hidden dynamics of the multimodal cues using the Hidden Conditional Random Field (HCRF), HMM, and DBN. Firstly we will show that those models are able to capture what kinds of mimicry are used in backchannel, are used for conveying social attitudes (e.g. expressing similar attitudes, acceptance, interest), giving response (e.g. listening, understanding,) or other (e.g. unsure). We could present an approach to analyze the concepts learned by the HCRF model and show that these coincide with the findings from social psychology regarding mimicry conveys similar attitudes, understanding, interest, and acceptance. We also could prepare which model performs better and which model can be automatically analyzed to identify what sets of features are the most discriminative in each class. Then we could demonstrate that what kinds of mimicry cues are the most discriminative (important) cues for identifying different classes. In those models, the parameters level (lower level) in the top of the model only contains various variables/parameters which represent the general features; all the features which are used to model the object domain can be estimated by those parameters. The structure level (higher level) of the model is constructed by the structure nodes so that more than one layers' network can be used for representing the different object domains. Finally, all the layers will be connected in the suitable structure to represent our final domain problem. In our domain problem, the highest layer in the structure level is the most abstract layer and specifies what the mental state is (agree/disagree, uncertain, like/dislike, concentrating etc.). The intermediate level (hidden states) layers describe whether and what kind of interactional mimicry exists. The lower level layers describe how to recognize the human behaviors defined in social interactions by parameter estimations and combinations or learning algorithms.
Mimicry in Embodied Conversational Agents
For our third goal, we will first explore methods and results presented in experimental social psychology that can be used to embody mimicry in agents. The role mimicry plays in social interaction will be embodied in human-agent conversation to make the agent more social and intelligent. The key to facilitate social and intelligent interaction in context between an agent and a human is to build an accurate model of supporting communication for various individuals. A model based on knowledge about the other's group affiliation (from non-verbal behaviour, cultural display rules and so on) and based on the individual's own unique behavioural habits and tendencies (by observation and learning) will form expectations about potential meanings and intentions. The most challenging problem in generating mimicry behavior for agents is to determine in what situation and to what extent the mimicking behavior should occur.
Contribution
Our proposed mimicry research serves to identify, "feeling", and "understanding" behaviors of interactants in human and agent interaction with the help of mimicry behavioral information. By instantiating and manipulating psychological theories, through the use of nonverbal cues, we can endow agents with the ability to evolve in and engage in social interactions and to enhance face-to-face communication. From the automatic understanding of social signals and prediction of how these signals affect social situations, immediate applications can be derived to help people with less confidence, to train people for improved social interaction tasks, in general or specifically such as in negotiation. Hence, in sum, our contributions to affective computing and human-machine interaction contain (1) the understanding of how human mimicry works and subsequently, the development of automatic mimicry analyzers for ECAs, (2) the improvement of the recognition of social and affective attitudes such as (dis-)agreeing and (dis-)liking through mimicry information, and (3) knowledge about the timing and the extent to which mimicry should occur in humanmachine interaction by generating mimicry behavior in agents. This technology would also strongly influence science and technology by, for example, providing a powerful new class of research tools for social science and anthropology. While the primary goal of such an effort would be to facilitate direct mediated communication between people, advances here will also facilitate interactions between humans and machines.
