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Abstract
Let up(x) be the generalized and normalized Bessel function depending on parameters b, c,p
and let σ(r) = up(1 − r2)/up(r2), r ∈ (0,1). Motivated by an open problem of Anderson, Va-
manamurthy, and Vuorinen we prove that
√
σ(r1)σ (r2) σ(
√
r1r2) for all r1, r2 ∈ (0,1) for certain
conditions on the parameters b, c,p.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
For a, b, c ∈ C and c = 0,−1,−2, . . . , the Gaussian hypergeometric series is defined
by
F(a, b, c, x) :=
∑
n0
dnx
n =
∑
n0
(a)n(b)n
(c)n
xn
n! , |x| < 1, (1.1)
where (a)0 = 1 and (a)n = a(a + 1) · · · (a + n − 1). In [2], the authors introduced the
function m(r) = F(a, b, a + b,1 − r2)/F (a, b, a + b, r2), r ∈ (0,1), and they posed the
following problem (Problem 10, p. 80): for which a, b ∈ (0,1) does
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hold for all r, s ∈ (0,1)?
Some particular cases of this problem were solved in [1] and in [8]. S.L. Qiu and
M. Vuorinen in [8] proved recently (fifth inequality of first part of Theorem 1.18, p. 112)
that
μa(r) + μa(t) 2μa(
√
rt ) (1.3)
holds for a ∈ (0,1/2] and r, t ∈ (0,1), where
μa(r) = π2 sinπa
F(a,1 − a,1,1 − r2)
F (a,1 − a,1, r2) .
R. Balasubramanian, S. Ponnusamy and M. Vuorinen using the Ramanujan differen-
tiation formula for zero-balanced hypergeometric functions proved recently in [3] that
inequality (1.2) holds for a + b = 1. Moreover, they found a lower bound for the sum
m(r) + m(s) for a ∈ (0,2) and b ∈ (0,2 − a], and proved that
m(r) + m(s) 2m
(√
1 −
√(
1 − r2)(1 − s2)) (1.4)
holds for all r, s ∈ (0,1) if a ∈ (0,2), b ∈ (0,2 − a].
In this paper we prove that (1.4) holds for all a, b > 0 and we prove an analogous in-
equality for the generalized and normalized Bessel functions. Theorems 3.1 and 5.1 are the
main results of this paper. Namely we prove that the function σ(r) = up(1 − r2)/up(r2),
r ∈ (0,1), satisfies the inequality √σ(r1)σ (r2)  σ(√r1r2) if c < 0, 2p + b + 1 > 0,
where up is the generalized and normalized Bessel function.
Let us consider the second-order differential equation [9, p. 38]
x2y′′(x) + xy′(x) + (x2 − p2)y(x) = 0, (1.5)
which is called Bessel’s equation for function of order p. The function Jp(x), which is
called the Bessel function of the first kind of order p, is defined as a particular solution of
(1.5). This function has the form [9, p. 40]
Jp(x) =
∞∑
n=0
(−1)n
n!Γ (p + n + 1)
(
x
2
)2n+p
, x ∈ R. (1.6)
The differential equation [9, p. 77]
x2y′′(x) + xy′(x) − (x2 + p2)y(x) = 0, (1.7)
which differs from Bessel’s equation only in the coefficient of y, is of frequent occurrence
in problems of mathematical physics. The particular solution of (1.7) is called the modified
Bessel function of the first kind of order p, and is defined by the formula [9, p. 77]
Ip(x) =
∞∑
n=0
1
n!Γ (p + n + 1)
(
x
2
)2n+p
, x ∈ R. (1.8)
Now if we consider the linear differential equation
x2v′′(x) + bxv′(x) + [cx2 − p2 + (1 − b)p]v(x) = 0, (1.9)
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study of Bessel functions and modified Bessel functions together. The particular solution
of (1.9)
vp(x) =
∞∑
n=0
(−1)ncn
n!Γ (p + n + b+12 ) ·
(
x
2
)2n+p
(1.10)
will be called the generalized Bessel function of the first kind of order p (cf. [4]). In partic-
ular when c = 1, b = 1, we obtain the Bessel functions [9, p. 40] and for c = −1, b = 1, we
get back the modified Bessel functions [9, p. 77]. The generalized and normalized Bessel
function up will be defined with the transformation up(x) = a0 · x−p/2vp(x1/2), where
a0 = 2pΓ
(
p + b + 1
2
)
.
Using the Pochhammer symbol, defined, in terms of Γ -functions, by (κ)n = Γ (κ + n)/
Γ (κ) = κ(κ + 1) · · · (κ + n− 1) and (κ)0 = 1, we obtain for the function up the following
representation
up(x) =
∑
n0
(−1)ncn
4n(κ)n
xn
n! =
∑
n0
1
(κ)n · n!
(
−cx
4
)n
, (1.11)
where κ = p + (b + 1)/2 = 0. The function up will be called the generalized and nor-
malized Bessel function of the first kind of order p (cf. [4]), this function satisfies the
differential equation
4x2u′′(x) + 2(2p + b + 1)xu′(x) + cxu(x) = 0. (1.12)
For convenience we denote up(x) =∑n0 bnxn, where for all n 0,
bn =
(
− c
4
)n 1
n!(p + b+12 )n , b,p, c ∈ R, such that p +
b + 1
2
= 0. (1.13)
The following lemma which is a special case of a more general lemma in [7] is one of
the crucial facts in the proof of our results.
Lemma 1.14. [7] Suppose that the power series f (x) = ∑∞n=0 αnxn and g(x) =∑∞
n=0 βnxn both converge for |x| < 1, where βn > 0 for all n  0. Then f (x)/g(x) is
increasing (strictly) (decreasing (strictly)) for x ∈ (0,1) if αn/βn is increasing (strictly)
(decreasing (strictly)) for n 0.
2. Preliminary results
Lemma 2.1. If c < 0 and 2p + b + 1 > 0, then u′p(x)/up(x) is strictly decreasing for
x ∈ (0,1), where up(x) =∑n0 bnxn and the coefficients bn are defined in (1.13).
Proof. Because 2p + b + 1 = 0, clearly up(x) = ∑n0 bnxn makes sense and since
c < 0, 2p + b + 1 > 0, we get that bn > 0 for all n  0. This means that up(x) = 0
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u′p(x) =
∑
n0 αnx
n and up(x) =∑n0 βnxn. By Lemma 1.14 it suffices to show that the
ratio of the coefficients αn/βn is strictly decreasing for n 0. In this case, from a simple
computation we have
αn
βn
= (n + 1)bn+1
bn
= − c
4
(
p + b+12 + n
) , (2.2)
so the inequality
αn
βn
>
αn+1
βn+1
⇔ (n + 1)bn+1
bn
>
(n + 2)bn+2
bn+1
(2.3)
is equivalent to κ + n < κ + n+ 1 (where κ = p + (b + 1)/2), which is clearly true for all
n 0. By the hypothesis βn = bn > 0 for all n 0, therefore by Lemma 1.14 the function
u′p(x)/up(x) is strictly decreasing for x ∈ (0,1). 
Lemma 2.4. If c < 0 and 2p + b + 1 > 0, then the function B(t) = up(e−t )/up(1 − e−t )
is decreasing and strictly logarithmically convex for all t > 0.
Proof. By assumptions we obtain that up(1 − e−t ) = 0, for all t ∈ (0,∞). Differentiating
the function B(t) with respect to t , we obtain
B ′(t) = (−e−t) · up(1 − e−t )u′p(e−t ) + u′p(1 − e−t )up(e−t )[up(1 − e−t )]2 . (2.5)
Equality (2.5) shows that B(t) is decreasing for t > 0 (because up(x) > 0 and u′p(x) > 0
from the assumptions on the parameters if x ∈ (0,1)). Let us denote f1(t) = up(e−t ) and
f2(t) = 1/up(1 − e−t ). We want to prove that these functions are strictly logarithmically
convex functions, consequently the product of these functions B(t) = f1(t) · f2(t) will
be also strictly logarithmically convex [5, Theorem 1, p. 19]. By definition f1 and f2
are strictly logarithmically convex if the functions g1(t) = logf1(t) = log(up(e−t )) and
g2(t) = logf2(t) = − log(up(1 − e−t )) are strictly convex. We use the well-known fact
that a sufficient condition for a real valued function to be strictly convex is that the second
derivative of the function is non-negative and non-zero. Differentiating the functions g1(t)
and g2(t) with respect to t , we obtain
g′1(t) =
(−e−t) · u′p(e−t )
up(e−t )
, g′2(t) =
(−e−t) · u′p(1 − e−t )
up(1 − e−t ) and
g′′1 (t) =
(
e−t
)(u′p(e−t )
up(e−t )
+ e−t u
′′
p(e
−t )up(e−t ) − u′p(e−t )u′p(e−t )
[up(e−t )]2
)
, (2.6)
g′′2 (t) =
(
e−t
)(u′p(1 − e−t )
up(1 − e−t ) − e
−tP (t)
)
, (2.7)
where
P(t) = u
′′
p(1 − e−t )up(1 − e−t ) − u′p(1 − e−t )u′p(1 − e−t )
−t 2 .[up(1 − e )]
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inequality
u′p
(
e−t
)
up
(
e−t
)+ e−t u′′p(e−t)up(e−t)> e−t u′p(e−t)u′p(e−t).
For convenience, we make the substitution x = e−t ∈ (0,1). After simplification, we see
that the above inequality is equivalent to
x
u′′p(x)
u′p(x)
+ 1 > x u
′
p(x)
up(x)
⇔ x up(x)
u′p(x)
(
u′p(x)
up(x)
)′
+ 1 > 0, x ∈ (0,1). (2.8)
If we denote by hB(x) = u′p(x)/up(x), then inequality (2.8) may be written as h′B(x)/
hB(x) > −1/x, x ∈ (0,1). But this is equivalent to(
log
(
xhB(x)
))′
> 0. (2.9)
By the definitions, we have
xhB(x) = x
u′p(x)
up(x)
=
∑
n0 nbnx
n∑
n0 bnxn
, (2.10)
therefore, applying Lemma 1.14 for αn = nbn and βn = bn > 0, we obtain that αn/βn = n
is strictly increasing for all n  0. Thus the function x → xhB(x) is strictly increasing
and because the function x → logx is also strictly increasing, we obtain that the function
x → log(xhB(x)) is strictly increasing, thus inequality (2.9) holds.
For the function g2 we need to prove the inequality
u′p
(
1 − e−t)up(1 − e−t)− e−t u′′p(1 − e−t)u′p(1 − e−t)
> e−t u′p
(
1 − e−t)u′p(1 − e−t)
for all t > 0. With the notation x = 1 − e−t ∈ (0,1), the above inequality is equivalent to
1 > (1 − x)
(
u′′p(x)
u′p(x)
− u
′
p(x)
up(x)
)
⇔ 1 > (1 − x)up(x)
u′p(x)
(
u′p(x)
up(x)
)′
.
Using hB(x) this inequality can be written in the form (1 − x)h′B(x) < hB(x), x ∈ (0,1).
This means that(
log(1 − x)hB(x)
)′
< 0, (2.11)
which is true, because Lemma 2.1 guarantees that the function hB(x) is strictly decreasing,
the function x → 1 − x is decreasing and consequently log((1 − x)hB(x)) is a strictly
decreasing function on (0,1). This completes the proof. 
Lemma 2.12. Let F(x) := F(a, b, a + b, x) be the Gaussian hypergeometric function de-
fined by (1.1). If a, b > 0, the function G(t) := F(e−t )/F (1 − e−t ) is decreasing and
strictly logarithmically convex for t > 0.
Proof. By the proof of Lemma 2.4 it is enough to show that the following inequalities hold
(log(xhG(x)))′ > 0, (log(1 − x)hG(x))′ < 0, where hG(x) = F ′(x)/F (x) and x ∈ (0,1).
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(1.1) and Lemma 1.14, we obtain that the function
xhG(x) = x F
′(x)
F (x)
=
∑
n0 ndnx
n∑
n0 dnxn
(2.13)
is strictly increasing, because αn/βn = ndn/dn = n is strictly increasing and βn = dn > 0
for all n 0. Thus the function logxhG(x) is strictly increasing and this implies that the
first derivative of this function is non-negative.
For the second inequality we prove that log(1 − x)hG(x) is decreasing for x ∈ (0,1).
For this it is enough to show that (1 − x)hG(x) is also decreasing for x ∈ (0,1). By (1.1),
we obtain that
(1 − x)hG(x) = (1 − x)F
′(x)
F (x)
=
∑
n0[(n + 1)dn+1 − ndn]xn∑
n0 dnxn
. (2.14)
We denote An = [(n+1)dn+1 −ndn]/dn for all n 0. By the ascending factorial notation,
we obtain that
(n + 1)dn+1 = (a)n+1(b)n+1
(a + b)n+1 · n! =
(a + n)(b + n)
a + b + n dn, n 0, (2.15)
so An = ab/(a + b + n) for n  0. This sequence is clearly strictly decreasing because
ab > 0. By Lemma 1.14, we obtain that the function (1 − x)hG(x) is strictly decreasing
for x ∈ (0,1). Thus the proof is complete. 
3. Inequalities involving Bessel functions
Theorem 3.1. If c < 0, 2p + b + 1 > 0 and the numbers r1, . . . , rk ∈ (0,1), then for the
function σ(r) = up(1 − r2)/up(r2), r ∈ (0,1), we have
k
√√√√ k∏
i=1
σ(ri) σ
(
k
√√√√ k∏
i=1
ri
)
. (3.2)
In the previous inequality equality holds if and only if r1 = r2 = · · · = rk. In particular, for
k = 2 we obtain the inequality √σ(r1)σ (r2) σ(√r1r2 ).
Proof. By Lemma 2.4, the function logB(t) is strictly convex on (0,∞). Due to Jensen’s
inequality [5, Theorem 2, p. 12] if λ1, . . . , λk are non-negative numbers with
∑k
i=1 λi = 1
and t1, . . . , tk > 0 are distinct numbers, we have
logB(s) <
k∑
i=1
λi logB(ti), s =
k∑
i=1
λiti .
Since the function t → log t is increasing, we obtain that
B(s) <
k∏[
B(ti)
]λi ⇔ up(e−s)
up(1 − e−s) <
k∏( up(e−ti )
up(1 − e−ti )
)λi
.i=1 i=1
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simplification, we get inequality (3.2). If t1, t2, . . . , tk are not necessarily pairwise distinct
but there exist ti = tj , i, j ∈ {1,2, . . . , k}, then the inequality is strict (due to strict convex-
ity). This implies that we cannot have equality if there exist at least two distinct numbers
ti = tj . By the other hand, for t1 = t2 = · · · = tk we have equality, so equality holds if and
only if t1 = t2 = · · · = tk. 
The next result is an analogue of [3, Theorem 1.8] for Bessel functions.
Corollary 3.3. For r1, r2 ∈ (0,1) and σ(r) = up(1 − r2)/up(r2), where up(x) =∑
n0 bnx
n
, c < 0, 2p + b + 1 > 0, the next inequalities hold:
1
σ(r1)
+ 1
σ(r2)
 2
σ(
√
r1r2 )
, (3.4)
σ(r1) + σ(r2) 2σ
(√
1 −
√(
1 − r21
)(
1 − r22
))
. (3.5)
In the above inequalities equality holds if and only if r1 = r2.
Proof. By Theorem 3.1, we know that
√
σ(r1)σ (r2) σ(
√
r1r2 ). Using this fact and the
(HG) inequality between the harmonic and geometric means of the non-negative values
σ(r1), σ (r2), we obtain that
1
σ(r1)
+ 1
σ(r2)
 2√
σ(r1)σ (r2)
 2
σ(
√
r1r2 )
. (3.6)
By the other hand, by Theorem 3.1 (actually by Lemma 2.4) for k = 2 and by the (GA)
inequality between the geometric and arithmetic means of the values B(t1), B(t2), we
know that
B
(
t1 + t2
2
)

√
B(t1)B(t2)
B(t1) + B(t2)
2
, (3.7)
where t1, t2 > 0. Let now e−t1 = 1 − r21 and e−t2 = 1 − r22 . Therefore, (3.7) becomes
σ
(√
1 −
√(
1 − r21
)(
1 − r22
))

√
σ(r1)σ (r2)
σ(r1) + σ(r2)
2
. 
We end this section with the following open question: for which b,p, c does σ(r1) +
σ(r2) 2σ(
√
r1r2) hold for all r1, r2 ∈ (0,1)?
4. Inequalities involving hypergeometric functions
In this section we use Lemma 2.12 to obtain the analogous results for the Gaussian
hypergeometric function.
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F (r2), r ∈ (0,1), we have
k
√√√√ k∏
i=1
m(ri)m
(
k
√√√√ k∏
i=1
ri
)
. (4.2)
In the previous inequality equality holds if and only if r1 = r2 = · · · = rk. In particular, for
k = 2, we obtain the inequality √m(r1)m(r2)m(√r1r2 ).
Proof. By Lemma 2.12 the function logG(t) is strictly convex, where G(t) = F(e−t )/
F (1 − e−t ). So by applying Jensen’s inequality and the substitutions e−ti = r2i for i ∈{1,2, . . . , k}, we obtain inequality (4.2). 
Remark 4.3. Montel’s theorem [6, p. 32] asserts that a positive function f is logarith-
mically convex if and only if the functions ga(t) = eatf (t) are convex for each a ∈ R.
So our result implies the convexity of the function G(t) = F(e−t )/F (1 − e−t ), because
G(t) = e0·tG(t). Our approach is much more simple than the method from [3]. We note
that if we use the (AG) inequality for the values m(r1) and m(r2), then 1.5. Theorem
in [3] actually implies the inequality √m(r1)m(r2)  m(√r1r2 ) for r1, r2 ∈ (0,1) but
only for a, b ∈ (0,1) and a + b = 1. The situation is similar in the case of inequal-
ity (1.3), i.e., in the case of fifth inequality of first part of [8, Theorem 1.18, p. 112].
More precisely using the (AG) inequality for the values μa(r) and μa(t), then we obtain
that inequality
√
μa(r)μa(t)  μa(
√
rt ), which is an other particular case of inequality√
m(r)m(t)m(
√
rt ), holds for r, t ∈ (0,1) and a ∈ (0,1/2].
Corollary 4.4. If a, b > 0, r1, r2 ∈ (0,1) and m(r) = F(1 − r2)/F (r2), the following
inequalities hold:
1
m(r1)
+ 1
m(r2)
 2
m(
√
r1r2 )
, (4.5)
m(r1) + m(r2) 2m
(√
1 −
√(
1 − (r1)2
)(
1 − (r2)2
))
. (4.6)
In the above inequalities equality holds if and only if r1 = r2.
Proof. By Theorem 4.1 we know that
√
m(r1)m(r2)m(
√
r1r2 ). Using this fact and the
(HG) inequality for m(r1), m(r2), we obtain that
1
m(r1)
+ 1
m(r2)
 2√
m(r1)m(r2)
 2
m(
√
r1r2 )
. (4.7)
By Theorem 4.1 (actually by Lemma 2.12) for k = 2 and by the (GA) inequality for G(t1),
G(t2), we know that
G
(
t1 + t2)√G(t1)G(t2) G(t1) + G(t2) , (4.8)2 2
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m
(√
1 −
√(
1 − r21
)(
1 − r22
))

√
m(r1)m(r2)
m(r1) + m(r2)
2
. 
5. Inequalities involving power series
In this section we formulate a generalization of Theorems 3.1, 4.1 and Corollar-
ies 3.3, 4.4 for power series.
Theorem 5.1. Suppose that the power series f (x) =∑n0 Anxn, where An > 0, is con-
vergent for all x ∈ (0,1). Furthermore suppose that the sequence {(n + 1)An+1/An − n}
is strictly decreasing for all n 0. If we define mf (r) = f (1 − r2)/f (r2), r ∈ (0,1), and
we consider r1, . . . , rk ∈ (0,1), then
k
√√√√ k∏
i=1
mf (ri)mf
(
k
√√√√ k∏
i=1
ri
)
. (5.2)
Equality holds if and only if r1 = r2 = · · · = rk. In particular, for k = 2, we obtain the
inequality
√
mf (r1)mf (r2)mf (
√
r1r2), which implies that
1
mf (r1)
+ 1
mf (r2)
 2
mf (
√
r1r2)
. (5.3)
This above inequality is equivalent with the following:
mf (r1) + mf (r2) 2mf
(√
1 −
√(
1 − (r1)2
)(
1 − (r2)2
))
. (5.4)
In the previous inequalities equality holds if and only if r1 = r2.
Proof. We use the same method as in the proof of Theorems 3.1, 4.1. Since f (x) is con-
vergent for all x ∈ (0,1), we can deduce that g(x) = (1−x)f ′(x) =∑n0[(n+1)An+1 −
nAn]xn is convergent too for all x ∈ (0,1). By hypothesis we can prove that the following
inequalities hold:(
log
(
xhf (x)
))′
> 0,
(
log(1 − x)hf (x)
)′
< 0, (5.5)
where hf (x) = f ′(x)/f (x) and x ∈ (0,1). These inequalities imply that the functions
f (e−t ), 1/f (1 − e−t ) are strictly logarithmically convex functions on (0,∞). Because
their product is also strictly logarithmically convex, applying Jensen’s inequality, we obtain
(5.2) after substitutions e−ti = ri, for all i ∈ {1,2, . . . , k}. For inequalities (5.3) and (5.4)
we use inequality (5.2) for k = 2 and (HG), respectively (GA) inequalities for mf (r1) and
mf (r2). 
Remark 5.6. If we consider the function qf :N → R∗+ defined by qf (n) = (n+1)An+1/An,
where An is the nth coefficient of the power series f (x) =∑n0 Anxn, the condition in
Theorem 5.1 for An becomes to qf (n) + 1 > qf (n + 1) for all n 0. In particular, in the
Á. Baricz / J. Math. Anal. Appl. 319 (2006) 450–459 459case of hypergeometric functions, we have that qG(n) = (a + n)(b + n)/(a + b + n), and
for the Bessel functions qB(n) = −c/(4p + 2b + 4n + 2).
Finally, we end this paper with the following open question: Suppose that the power
series f (x) =∑n0 Anxn is convergent, where x ∈ (0,1), An > 0, for all n  0. Let us
consider mf = f (1 − r2)/f (r2), r ∈ (0,1). What is the condition for the coefficients An,
which guarantees that mf (r1) + mf (r2) 2mf (√r1r2) hold for all r1, r2 ∈ (0,1)?
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