Abstract. We propose a new consistent, residual-based stabilization of the Stokes problem. The stabilizing term involves a pseudo-differential operator, defined via a wavelet expansion of the test pressures. This yields control on the full L 2 -norm of the resulting approximate pressure independently of any discretization parameter. The method is particularly well suited for being applied within an adaptive discretization strategy. We detail the realization of the stabilizing term through biorthogonal spline wavelets, and we provide some numerical results.
Introduction
Wavelet bases are being increasingly used in the numerical solution of partial differential and integral equations (see, e.g., [Da2, Co] and the references therein). There are many aspects in a discretization procedure for such equations that can benefit from the features of these bases. Wavelets share with other multilevel methods the capability of easily preconditioning the discrete realizations of symmetric positive definite operators. More typical of wavelets is their orthogonality to certain classes of smooth functions (e.g., polynomials), a feature which can be exploited in the compression of dense matrices and-in a more general context-in the design of adaptive discretization strategies. The finite-dimensional space, which is used in a Galerkin-type approximation, is adaptively constructed by including in it precisely those wavelet basis functions that have the potential of representing the most significant structures of the solution. From this point of view, wavelet projection methods can be viewed as meshless methods, with a highly flexible mechanism for adding/removing degrees of freedom.
Wavelets were originally introduced in unbounded domains, with a shift invariant property (see [Me] ). Currently, wavelet bases are available and easily computable on fairly general domains in an arbitrary dimension. A popular strategy of construction consists of decomposing the domain into the union of smooth images of a tensor product reference domain. The wavelets are themselves images of tensor product wavelets on such a reference domain; this allows the by now well-developed wavelet technology on the unit interval to be efficiently exploited (see [DS, CTU, CM2, BCU] ).
Fluid dynamics is a challenging field of application for wavelet-based adaptive discretization methods, since typically a flow exhibits well-localized structures and/or coherent vortex patterns. For incompressible flows, the Stokes problem is a simplified model which neglects convection and focusses on the viscous effects and the divergence-free constraint. For these reasons, it has received considerable attention by wavelet addicts, beginning with the pioneering work of Lemarié [L] , in which divergence-free wavelet bases were constructed in an unbounded domain (see also [U] ). However, for arbitrary bounded domains and boundary conditions, divergence-free basis functions are difficult to build; hence, one restorts to the discretization of the continuity equation, thus coping with the well-known inf-sup condition (see [BF] ) which ties together discrete velocity and pressure spaces. Several wavelet discretization methods have been recently proposed which fulfill that condition (see [DKU1, Ma2] ). This task is relatively easy in the case of nonadaptive approximations, when the discrete velocity and pressure spaces are uniform, i.e., all the wavelet basis functions up to a certain maximal level are included. The situation becomes considerably more intriguing in the adaptive case, when the need for fulfilling the inf-sup condition contrasts against the desire to choose the discrete velocity and pressure spaces as independently as possible, guided only by the local structure of the flow.
Instead of satisfying the inf-sup condition, one can circumvent it. This alternative approach, first proposed by Hughes, Franca and Balestra [HFB] and now popular in the finite-element community (see, e.g., [BF] ), can be realized by appending a suitable consistent (i.e., vanishing for the exact solution) stabilization term to the continuity equation. It prevents the onset of spurious oscillations in discrete pressure, making the approximate problem well posed. The same effect can be achieved by adding and then statically condensing auxiliary velocity functions, the "bubbles" (see [BFHR] ). The typical stabilization term acts at the elemental level, and, through the choice of local tuning parameters, it provides stabilization by controlling a mesh-dependent weighted norm of the pressure gradient.
Among the features of wavelets (as well as other multilevel bases, see, e.g., [BP] ), we recall the possibility of easily representing norms and inner products in Sobolev spaces of fractional and even negative order. This can be exploited to design new stabilized discretizations of operator equations. Such formulations are optimal from the point of view of the functional setting. Some results on the use of wavelets in this direction already exist. In [B] , a multilevel least-square stabilization of the Stokes problem is considered, whereas in [BCT] a multilevel SUPG-type stabilization of the convection-diffusion equation yields control on some norm of fractional order 1/2 for the solution.
In the present paper, we exploit wavelets to design a new, consistent, residualbased stabilization term for the Stokes problem, which replaces the classical term introduced in [HFB] for finite elements. Our term yields direct control of the full L 2 -norm of the pressure, independently of any discretization parameter. Furthermore, basically no information on the discrete velocity space is needed. Consequently, the method is particularly well suited for the discretization of the problem in an adaptive framework as described above. Technically speaking, our term exploits the expansion of the discrete pressures in a wavelet basis (associated with a possibly nonconforming decomposition of the domain into macroelements), and the existence of a local dual basis. A local right-inverse of the divergence operator is easily built on the space spanned by the latter basis. This operator is used to define the test functions for the residual of the momentum equation, thus yielding the stabilization device.
The content of the paper is as follows. First, we introduce our stabilization term in an abstract setting, and we prove that it implies a uniform inf-sup condition for both the continuous and the discrete velocity-pressure pairs of spaces. This yields optimal a priori and a posteriori error estimates. Next, we detail a particular construction of the stabilizing wavelets, based on the Cohen-Daubechies-Feauveau [CDF] biorthogonal spline wavelets on the real line. Finally, we describe the results of some numerical tests which demonstrate the feasibility of the proposed method.
The following notation will be used throughout the paper. If, for i = 1, 2, N i are nonnegative functions defined on sets A i which may depend on certain parameters, then N 1 (a 1 ) < ∼ N 2 (a 2 ) means the existence of a constant c independent of these parameters such that
2. An abstract form of the stabilization method
with Lipschitz boundary ∂Ω, we want to approximate the Stokes problem submitted to homogeneous boundary conditions:
Let us introduce the function spaces X = ( (1)) for pressures. Existence and uniqueness of a solution ( U , P ) ∈ X × M follow classically from the assumption f ∈ X = (H −1 (Ω)) d . Throughout the paper, both the (L 2 (Ω)) d -inner product and the M -inner product will be denoted by (·, ·); the symbol ·, · will indicate the duality pairing between X and X. Let us equip X by the norm v X = (∇ v, ∇ v) 1/2 and M by the norm q M = (q, q) 1/2 . In order to define the stabilizing operator and the approximation spaces, let us assume that M is split as follows:
where the complementary spaces M 0 and M are closed subspaces of M and satisfy the following conditions:
finite-dimensional subspace X 0 of X is associated to it, such that the uniform inf-sup condition
As a consequence of i) and the Riesz representation theorem, there exists a dual biorthogonal setΨ
and any q ∈ M can be represented as
Next, we associate a function ψ * λ ∈ X and a coefficient c λ > 0 to each λ ∈ L p .
These functions and coefficients are chosen in such a way that the operator S (formally) defined as
satisfies the following conditions: i) S is bounded from M to X; thus, there exists a constant c * > 0 such that
ii) there exists a constant β * > 0 such that
iii) the orthogonality relation
holds. We shall see below how such conditions can be fulfilled. Finally, let us select (by some adaptive procedure, that we will not detail here)
Furthermore, let us select a finite-dimensional subspace X Λ v ⊂ X, containing the subspace X 0 defined in (2.6). Note that X Λ v need not contain any of the velocities ψ * λ which enter into the definition of the stabilizing operator S. We consider the following consistently stabilized Galerkin discretization of prob-
where δ > 0 is a suitable stabilization parameter,
is the residual of the momentum equation, and pressures are split as q = q 0 + q M ∈ M 0 ⊕ M according to (2.4).
In order to study this problem, let us introduce the bilinear form B :
as well as the linear form F : X × M → R defined as
Note that the exact problem (2.1)-(2.3) can be equivalently written:
Thanks to condition (2.9), both forms B and F are continuous on their spaces of definitions. The following result will guarantee existence and uniqueness of the solution of the above variational problems.
Proposition 2.1. Let δ satisfy the inequality
Summing up, we obtain
Now, we choose γ = δ β * β 0 4 . The conclusion follows, taking into account (2.4).
Proposition 2.1 allows us to establish classical abstract a priori and a posteriori error estimates between the solutions of problems (2.1)-(2.3) and (2.12)-(2.13). Since proofs are by now standard, we only give the results, in which the dependence upon the stabilization parameter δ has been made explicit.
Proposition 2.2. Under the conditions (2.5)-(2.6) on the pressure spaces, (2.9)-(2.11) on the stabilizing operator S and (2.16) on the stabilization parameter δ, the following a priori estimate holds:
Proposition 2.3. Under the above conditions, the following a posteriori estimate holds:
We end this section by indicating a natural way of choosing the auxiliary func-
p , in such a way that the crucial condition (2.10) is easily fulfilled.
in the definition (2.8) of the operator S. Then, conditions (2.10) and (2.11) are satisfied.
and (2.10) follows from (2.5). On the other hand, (2.11) is a consequence of the inclusionΨ
Remark 2.5. The choice (2.21) for the coefficients of S is the simplest one from the theoretical point of view. A control of the L 2 (Ω)-norm of the pressure is assured as well if we relax the condition into c λ ∼ 1, ∀λ ∈ L p . This enhances flexibility and efficiency in our stabilization scheme, allowing for a local (in scale and position) tuning of the coefficients.
The construction of the stabilizing wavelets
In this section, we shall construct a Riesz basis Ψ p for the pressure space, as well as its companion biorthogonal basisΨ p , for which it is easy to define auxiliary velocities fulfilling condition (2.20). At first, we consider the reference domain Ω =]0, 1[ d , where simple tensor product arguments can be used, starting from biorthogonal bases on the interval (0, 1) suitably modified at the endpoints. Next, we show how our construction can be transported on a domain Ω, which is the smooth image of the reference domain. Finally, we deal with more general domains, using domain decomposition ideas.
3.1. Biorthogonal wavelets on the interval ]0, 1[. As usual this construction is obtained by restriction to ]0, 1[ and adaptation at the edges 0 and 1 of biorthogonal wavelets on the line. The present construction only differs from existing ones (see [CDV] , [AJP] for the basic ideas and also [DKU2] , [Ma1] , [GT] for various specific topics) in our choice of H 1 0 (0, 1) boundary conditions for the dual wavelets, while the primal wavelets (defining the pressure) have optimal order of approximation. This specific choice is needed in order to build the stabilizing wavelets ψ * ,Ω λ by tensor products.
The construction on the line (see [CDF] 
for finite masks h andh, and the biorthogonality relations
The primal and dual multiresolution analysis (MRA) spaces
are spanned by the biorthogonal compactly supported bases
It is shown in [CDF] that the primal and dual wavelet spaces
are spanned by the biorthogonal compactly supported wavelet bases it is convenient to denote them by Ψ := {ψ λ , λ ∈ L},Ψ := {ψ λ , λ ∈ L}, where λ stands for (j, k) with |λ| := j. In [CDF] such compactly biorthogonal generators (φ,φ) are built with arbitrary smoothness. We denote by τ andτ the supremum of their smoothness measured in H s . In addition, such generators can be built with arbitrary order of approximations n andñ in the sense that the integer translates of φ andφ span the polynomials of P n−1 and Pñ −1 .
Then it is shown that Ψ (and symmetricallyΨ) is stable in H s (R) for the range
Hypothesis 3.1. We shall assume in the following that the pressure generators are chosen so that n ≥ 2,ñ ≥ 2 and τ > 0,τ > 1.
Starting from a pair of biorthogonal generators on the line (φ,φ), all the constructions of new MRA spaces V j and V j on the interval share the basic ideas introduced in [CDV] and [AJP] to retain: (i) the "interior" scaling functions on the line whose supports are in Then, the optimal orders of approximation n andñ and the nestedness are preserved. This strategy enables us, in addition, to take into account homogeneous boundary conditions at the edges 0 or 1 for the primal or dual MRA. It suffices to retain in the previous definition only the monomials satisfying the same boundary conditions at the edges ε = 0, 1. For our purposes, the dual MRA will satisfy homogeneous Dirichlet boundary conditions at both edges while the primal MRA does not satisfy any boundary condition.
Recalling that Supp φ = [−m 0 , m 1 ], the primal MRA V j is defined as follows, with CL = (CL 0 , CL 1 ) = (−1, −1): The dual MRA V j is defined similarly withd = (d 0 ,d 1 ) and CL = (0, 0). These definitions of V j and V j hold whenever j ≥ j 0 for a coarse level j 0 such that there is no overlapping of the subscripts in the definitions of Φ int j andΦ int j . In order to obtain biorthogonal MRA spaces, the parameters d andd are chosen to match the dimensions of V j and V j separately at both edges, i.e., for ε = 0, 1
Then, the MRA spaces admit local biorthogonal Riesz bases Φ j andΦ j if and only if two (one at each edge) fixed (independent of j) matrices are nonsingular, which will always be assumed in the following. This property is shown in [DKU2] for spline biorthogonal wavelets.
The biorthogonal bases Φ j andΦ j will include a fixed number of modified scaling functions at the edges while all the other basis functions are scaling functions on the real line φ j,k restricted to the interval.
The construction of local biorthogonal Riesz bases (Ψ j ,Ψ j ) of the wavelet spaces
leads to a fixed number of locally supported modified wavelets at the edges while all the other wavelets are restrictions of wavelets on the real line (3.2). In addition, the modified wavelets at the edges are still dyadic dilate functions. For example, the primal wavelet basis writes
). In order to prove the boundedness of the stabilizing operator defined in the next subsection, we need to extend Meyer's "vaguelette lemma" stated on the line to the interval ]0, 1[. Let us first recall the lemma on the line (see, e.g., [Me] ). 
Lemma 3.2. Let η be a compactly supported function such that
η ∈ H σ (R) for some σ > 0 and R η = 0. Then for all f ∈ L 2 (R) j,k∈Z |(f, 2 j/2 η(2 j . − k))| 2 < ∼ f 2 L 2 (R) , or equivalently j,k∈Z d j,k 2 j/2 η(2 j . − k)) 2 L 2 (R) < ∼ j,k∈Z |d j,k | 2 .k ∈ K j , η j,k := 2 j/2      η (0) k (2 j .), if k = 0, . . . , ν 0 , η(2 j . − k), if k = ν 0 + 1, . . . , 2 j − ν 1 − 2, η(1)2 j −k−1 (1 − 2 j (1 − .)), if k = 2 j − ν 1 − 1.
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Proof. Letf the extension by 0 of f to R. Applying Lemma 3.2 one has
On the other hand, one can always extend the functions η
(1) β on the line so that these extensions are compactly supported functions of H σ (R) with vanishing mean values. Applying again Lemma 3.2 to these extensions yields (3.5). Finally, by transposition of the operator f → (f, η j,k ) j≥j0,k∈Kj , property (3.6) is equivalent to (3.5).
For example, applying Lemma 3.3 to the primal and dual wavelet bases Ψ := Φ j0 ∪ j≥j0 Ψ j andΨ :=Φ j0 ∪ j≥j0Ψ j , we deduce that they are biorthogonal Riesz bases. Using the combination of inverse and direct estimates in V j and interpolation theory will yield more precisely the stability of Ψ in H s CL (]0, 1[) for the range 0 ≤ s < min(τ, n) and symmetrically forΨ (see, e.g., [Co] , [Da1] ).
Pressure and stabilizing wavelets on the reference domain. Let us
The corresponding wavelet spaces W j (Ω) (and similarly W j (Ω)) are spanned by the tensor product wavelet bases
where
and correspondingly
with M j0 ⊥ 1 andM j0 ⊥φ 0 . Then we choosê
so that the primal and dual pressure wavelet bases read
for a given choice of biorthogonal bases (Φ
For the construction of the stabilizing wavelets at level j 0 it is convenient to choose a tensor product basis forΦ p,Ω j0 . For example in dimension two, let us assume that
In the following it is convenient to use the notation Ψ p,Ω = {ψ
Stabilizing wavelets. Given anyψ Using these velocity wavelets, we introduce the stabilizing operatorŜ defined aŝ Sq = λ∈L pqλ ψ * ,Ω λ .
Proposition 3.4.Ŝ is bounded fromM to (H
Proof. By transposition (as for the vaguelette lemma), it is equivalent to prove that
. 
where (f, Υ j ) denote the vector of scalar products with the basis functions. On the other hand, from the local supports of the basis functions of Ξ j and Hypothesis 3.1,
For |λ| = j fixed, the collection of wavelets {∂ xi ψ * ,Ω λ } splits into (d 2 − 1) blocks, each of them being a tensor product of at least one of the Υ j type and at most d − 1 of the Ξ j -type. Hence, we can easily conclude with a tensor product argument.
Remark 3.5. As pressure wavelet bases, we could have also considered tensor products of univariate wavelet bases. Let (Ψ,Ψ) be the univariate wavelet bases on the interval, then we set
. The stabilizing wavelets are defined as in (3.7) where in this case, for λ ∈L p , λ := (j l , k l , l = 1, . . . , d), the index m(λ) is chosen so that it corresponds to the maximum scale j l , l = 1, . . . , d. The boundedness ofŜ is proven similarly by a slightly modified tensor product argument.
3.3. Extension by mapping. Let us assume that Ω is such that there exists a regular one-to-one parametrization κ fromΩ to Ω. We denote by J the Jacobian matrix ∂κ
(Ω)/R; consequently, let M 0 be empty. The push forward
is a wavelet Riesz basis of M and
is its dual Riesz basis with vanishing mean value. The following lemma is a key ingredient in the construction of the stabilizing wavelets.
Lemma 3.6. For any λ ∈L p , the Piola transform of ψ * ,Ω λ , i.e., the velocity defined as ψ *
Proof. By integration by part and a simple change of variable it is easily checked that for any q ∈ L 2 (Ω)
We can now state the following result.
Proposition 3.7. The stabilizing operator S defined by (2.8) and (2.21) satisfies properties (2.9), (2.10) and (2.11).
Proof. The bound (2.9) can be easily obtained from Proposition 3.4 and the regularity of the parametrization. Property (2.10) derives from Lemma 3.6 and Proposition 2.4. Property (2.11) is trivial. Let M 0 ⊂ L 2 (Ω)/R be the subspace of the pressures which are piecewise constant on each subdomain. Then we set
Note that the dual pressure basisΨ p is orthogonal to M 0 . The stabilizing velocities are defined as follows. For each subdomain Ω i , we consider the velocities defined via the Piola transform as in Lemma 3.6 and we extend them by zero outside the subdomain. It is immediate that the velocities so obtained are in X, and Proposition 3.7 holds as well.
Thus, we are left with the inf-sup condition (2.6). We now give a fairly general condition on the discrete velocity space X Λ v , which guarantees its validity. Taking into account the definition of M 0 , we can easily adapt to the present situation an argument, based on Fortin's lemma, which is classical in the finite element theory (see, e.g., [BF] ). For the reader's convenience, we report the details.
We aim at defining a linear operator
(3.10)
The latter identities hold if . . . , N. (3.11) In order to fulfill these conditions, let us set Γ ij := ∂Ω i ∩ ∂Ω j and let us define the index set
Let us make the following Hypothesis 3.8. For any (i, j) ∈ I, there exists
where n (i,j) denotes the normal unit vector oriented from Ω i to Ω j .
Let us define
Then, it is immediate to check that (3.10) holds. On the other hand, setting
By observing that card I(i, j) < ∼ 1 independently of the number of subdomains, we easily get (3.9). The constant implied by the symbol < ∼ is independent of Λ v and the number of subdomains.
We summarize our result in the following proposition.
Proposition 3.9. Let Hypothesis 3.8 be satisfied, and let us define
Then, the inf-sup condition (2.6) is fulfilled.
Numerical results
We aim at solving the Stokes problem in the square Ω =Ω =]0, 1[ 2 . Although the main interest of our stabilization method concerns its use in an adaptive framework, hereafter for simplicity, we shall only consider uniform discretization spaces X Λ v := X Jv for the velocity and M Λ p := M Jp for the pressure, where J v and J p are suitable level indices.
Precisely, the velocity discretization is X Jv := X Jv × X Jv , where X Jv is the Q 1 finite element space (with H 1 0 boundary conditions) on the dyadic grid
Equivalently, X Jv is the tensor product MRA space obtained from the spline generator on the line φ 2 := ( χ [0, 1] ) * 2 . A wavelet decomposition is obtained on X Jv from the spline biorthogonal wavelet generator on the line ψ 2,ñv which corresponds to the choice of a dual generatorφ 2,ñv (ñ v being an appropriate index, see [CDF] ).
As far as the pressure is concerned, let (V j , V j ) be the biorthogonal MRA on the interval [0, 1] obtained, as described in Section 3, from the spline biorthogonal generators on the line (φ 2 ,φ 2,ñp ) (for a suitableñ p ), with as given by Remark 3.5. About the level indices, let us observe that for J v = J p := J, the nonstabilized approximation admits no spurious mode (due to the dimension 2 J − 1 of V J ), although the inf-sup constant behaves like 2 −J . Hence, to illustrate the efficiency of the stabilization, we will rather be interested in the cases J p > J v for which the nonstabilized approximation is not well posed.
The velocity and pressure test and trial functions are expressed in their scaling function bases. Only for the computation of the stabilizing term, we resort to wavelet decompositions of the pressure and the auxiliary velocity. The resulting asymptotic complexity of this term is O(N (log(N ))
2 ) where N := 2 2 max(Jv,Jp) . Note that it could be further reduced to N by using an appropriate wavelet compression (see, e.g., [DPS] ).
The wavelet bases scalar products involved in the stabilizing terms are computed within round-off error solving small eigenvalue-eigenvector problems (see [DM] ). For that purpose we need a third auxiliary MRA obtained from the compactly supported spline biorthogonal generators on the line (φ 1 ,φ 1,ñp+1 ) (see [CDF] for their definition). The corresponding wavelets (ψ 1,ñp+1 ,ψ 1,ñp+1 ) satisfy the properties
(see [L] for details). Let us denote by A, G, D and S, respectively, the matrices in scaling function bases for the Galerkin Laplacian, gradient, divergence and stabilizing operator S, respectively. The Galerkin matrix in scaling function bases of the operator H := − S * ∆ from M to X is denoted by H. By construction, the matrix C := DS is equal to T T T , where T is the transformation computing the components of the pressure in the wavelet basis from its components in the scaling function basis. Hence, the matrix-vector products CQ and C −1Q are computed in O(2 2Jp ) operations by two fast wavelet transforms. With these notations, the stabilized Stokes system amounts to finding vectors U and P such that
In order to solve this system efficiently, we eliminate the pressure in the continuity equation and substitute the pressure in the momentum equation. Furthermore, in order to recover the symmetry we add the consistent term −H T C −1 DU to the resulting equation. This yields a symmetric system for the velocity U , namely
that can be shown, as in Section 2, to be positive definite provided the stabilizing parameter δ is sufficiently small. The pressure is recovered solving the equation
which is accomplished by two wavelet transforms.
It is of primal importance to study the dependence of the discretization error on the stabilizing parameter δ. To this end, we solve a Stokes problem (with nonzero right-hand side) having as exact solution u(x, y) = v(x, y) = x(1 − x)y(1 − y) and p(x, y) = e 4 cos(2x+3y) . In the construction described above, we fixñ v = 2 and n p = 6 and we vary the values of (J v , J p ). Figures 1 and 2 exhibit the resulting error behavior. We can make the following observations.
(i) The minimum value of the parameter δ for which the operator is positive definite is close to 0.01 independently of the discretization. This latter value of δ always results in the best (or nearly best) approximation for the velocity. (ii) For the discretization (J v = J, J p = J + 1), the discrete divergence free functions, i.e., the velocities v ∈ X Jv such that (∇ · v, q) = 0, ∀q ∈ M Jp , are indeed exactly divergence free, so that the consistency error related to this constraint vanishes. Consequently, when the pressure approximation error is larger than the velocity approximation error, we expect a much lower velocity error for the discretization (J v = J, J p = J + 1), than for (J v = J p = J) or even (J v = J p = J + 1). This is indeed the case in the numerical results displayed in Figures 1 and 2 . In particular, the consistency error clearly dominates Figure 2 -(E) (when compared with Figure 2 -(F)), while this is not the case for Figure 2 - (B) . For small δ (no stabilization effect), the discretization (J v = J, J p = J + 1) exhibits spurious modes for the pressure. They can be filtered out setting δ := δ p = ∞ in (4.2), as shown in Figure 1 . (iii) The velocity system is solved by a conjugate gradient algorithm with a diagonal type preconditioning in the velocity wavelet basis (see, e.g., [J] , [DK] and [CM1] for numerical experiments). This ensures that the condition number of the preconditioned matrix is bounded uniformly with the scale parameter J v . For δ much smaller than 0.01, the convergence is very slow although the system is positive definite. This is due to the term − 1 δ GC −1 D, which considerably deteriorates the condition number of the system that roughly behaves after preconditioning like 1 δ . For δ larger than 0.02 − 0.03, the system is no longer positive definite and the residual strongly oscillates. Thus, in order to investigate these cases, a direct solver must be used. 
