Forward singularities, also known as direct, or actuator singularities, cause many problems to the planning and control of robot motions. They yield position errors and rigidity losses of the robot, and generate unbounded actions in typical control laws. To circumvent these issues, this paper proposes a randomized kinodynamic planner for computing trajectories avoiding such singularities. Given initial and final states for the robot, the planner attempts to connect them by means of a dynamically-feasible, singularity-free trajectory that also respects the force limits of the actuators. The performance of the strategy is illustrated in simulation by means of a parallel robot performing a highlydynamic task.
Introduction
The kinodynamic motion planning problem constitutes an important research theme in robotics. The problem entails computing trajectories connecting two given states, both with a prescribed position and velocity of a robot. The trajectories must be free of collisions and have to be consistent with the system dynamics, i.e., they can only involve acceleration profiles compatible with the limited forces deliverable by the actuators. The problem has been extensively studied for open-chain robots, and general practical solutions have been given [14] , prominent ones being those based on randomized methods [15] . In comparison, the topic has received much less attention in the case of robots with closed kinematic chains (see [8] and references therein). These robots complicate the problem substantially because their state space is, in general, an implicitly-defined manifold not admitting a global parameterization. As a result, the extension of randomized methods like [15] to the closed-chain case is difficult since (1) it is not easy to come up with a mechanism to uniformly sample an implicitly-defined state space, (2) the numerical integration of the motion equations alone (disregarding the loop closure constraints) generates trajectories that drift away from such space, and (3) the mechanism exhibits forward singularities, whose traversal may compromise the control of the robot at execution time [2, 10, 5, 16] . The first two difficulties were recently addressed by Bordalba et al. [8] , who showed that the iterative construction of manifold atlases provides effective sampling and numerical integration schemes over the state space. The purpose of this paper is to address the third difficulty: to make the planner in [8] robust to the presence of forward singularities.
It is well known that in a forward singularity the velocities of the actuators do not determine the full configuration velocity of the robot [4, 6, 5] . Such singularities, however, also have an impact on the system dynamics. The robot becomes underactuated, being unable to traverse these configurations under arbitrary accelerations. In their proximity, in fact, the inverse dynamic problem yields very large or unbounded motor actions, which can cause controllability issues or even a breakage of the mechanism. To circumvent these issues, several strategies have been proposed. For example, one can use actuation redundancy to avoid all, or almost all forward singularities [17] , or design specific control laws able to traverse the singularities with bounded actions and consistent accelerations [10, 12] . Although both approaches are interesting, they also come with a few caveats. The use of additional actuators yields more complex robot designs, and current motion controllers used to traverse singularities tend to be intricate and may not cope with all possible degeneracies of the forward kinematic map [16] . An alternative is to avoid the singularities at the planning stage, but current planners for this purpose cannot cope with dynamic constraints. As described in [3] , such planners avoid the singularities by treating them as obstacles, or by defining a singularity-free configuration space. While the former approach requires the configuration space to be globally parametrizable, the latter remains applicable to general robot designs. This justifies the strategy we present in this paper, which extends the work in [3] to also satisfy dynamic constraints.
Our approach relies on a system of equations characterizing the singularityfree state space of a robot (Sec. 2). The solution set of this system is a smooth manifold diffeomorphic to the classic state space, but with all forward singularities removed. We also adapt the dynamic equations of the robot to define an action-varying vector field on this manifold, which we use to steer the robot between two states, while avoiding forward singularities (Sec. 3). We illustrate the planning method on a parallel robot that has to perform a highly dynamic task (Sec. 4) and draw a few conclusions from the study (Sec. 5).
Dynamics on the singularity-free state space
Let us assume that the configuration of our robot is described by means of a tuple q = (a, r) of n q generalised coordinates, where a contains the n a actuated degrees of freedom of the robot, and r encompasses the remaining coordinates in q. Since the robot contains closed kinematic chains, the components of q will not be independent; they will be subject to a system of n e equations
where Φ(q) is a differentiable vector function defined by the loop closure constraints. Generically, then, the configuration space C of the robot will be a manifold of dimension d C = n q − n e formed by all points q satisfying Eq. (1).
Although we have defined C, the planning of dynamic motions is better solved in the state space X of the robot. In closed-chain systems, this space is traditionally defined as the set of pairs (q,q) that satisfy Eq. (1) and its time derivative
where Φ q = ∂Φ ∂q . However, since we wish to generate motions avoiding forward singularities, we shall define X using an additional constraint. Recall here that a forward singularity is a point q for which the n e × n e Jacobian Φ r = ∂Φ/∂r is rank deficient [4] . To exclude these singularities from X , thus, we need to enforce det(Φ r ) = 0. This can be satisfied by introducing the constraint
where b is a newly-defined auxiliary variable. Note that if we let d = det (Φ r ), then Eq. (3) can be written as b · d = 1, which defines a hyperbola that never crosses the d = 0 axis of the (b, d) plane. In our formulation, thus, X will be the set of points x = (q,q, b) satisfying the system formed by Eqs. (1)-(3). For short, this system will hereafter be written as
Now note that the time evolution of the robot is determined by its motion equations, which can be obtained using the Euler-Lagrange formalism for example. In our case, the fact that Φ r is full rank for all x ∈ X guarantees that Φ q is also full rank on X . This allows the motion equations to be written in the explicit formq = f (q,q, u) for all x ∈ X , where u ∈ R na is the vector of actuator forces of the robot. By defining v =q, we can then write this equation in the first-order form used in numerical integration schemes:
.
The evolution of b is also governed by a differential equation, which can be obtained by taking the time derivative of Eq.
By noting thatẋ = (q,v,ḃ), Eqs. (5) and (6) can be compactly written aṡ
Note that for each value of u, Eq. (7) defines a vector field over X , which can be used in conjunction with Eq. (4) to integrate the motion of the robot forward in time, using proper numerical methods [19] . Given two states of X , x s and x g , the goal of our planner is then to find an action trajectory u(t) such that the trajectory x(t) determined by Eqs. (4) and (7) for x(0) = x s satisfies x(t f ) = x g for some time t f > 0. For any time t ∈ [0, t f ], moreover, we shall require x(t) to stay inside a region X feas ⊂ X of non-collision states, and we shall confine u(t) to a bounded subset U ∈ R na given by the actuator force limits. 3 Planning in the singularity-free state space
To explain the planner in an easy way, we follow [7] . Suppose initially that the variables in x are independent; i.e., that Eq. (4) does not apply, so that X can be thought of as R 2nq+1 . In this situation, we can look for a trajectory connecting x s with x g by constructing a rapidly-exploring random tree (RRT) over X [15] . The RRT is rooted at x s and it is grown incrementally towards x g while staying inside X feas . Every tree node stores a feasible state x ∈ X feas , and every edge stores the action u ∈ U needed to move between the connected states. This action is assumed to be constant during a fixed time ∆t. The expansion of the RRT proceeds by applying three steps repeatedly (Fig. 1, left) . First, a state x rand ∈ X is randomly selected; then, the RRT state x near that is closest to x rand is computed according to some metric; finally, a movement from x near towards x rand is performed by applying an action u ∈ U during ∆t seconds. The movement from x near towards x rand is simulated by integrating Eq. (7) numerically, which yields a new state x new that may or may not be in X feas . In the former case, x new is added to the RRT, and in the latter it is discarded. To test whether x new ∈ X feas , x new is checked for collisions by using standard algorithms [13] , and the joint positions are computed to check whether they stay within bounds. The action u applied is typically chosen as the one from U that brings the robot closer to x rand . One can either try all possible values in U (if it is a discrete set) or only those of n s random points on U (if it is continuous). To force the RRT to extend towards x g , x rand is set to x g once in a while, stopping the whole process when a RRT leaf is close enough to x g . Usually, however, a solution trajectory can be found more rapidly if two RRTs respectively rooted at x s and x g are grown simultaneously towards each other. The expansion of the tree rooted at x g is based on the integration of Eq. (7) backwards in time.
When the coordinates in x are constrained by Eq. (4), X becomes an nonlinear manifold of dimension d X = 2d C . This fact complicates the generation of RRTs over X because there is no straightforward way to randomly select points x satisfying Eq. (4), and the numerical integration of Eq. (7) easily drifts away from X when standard methods for ordinary differential equations are used. However, these two issues can be circumvented by constructing an atlas of X in parallel to the RRT [8] .
An atlas is a collection of charts mapping X entirely, where each chart is a local diffeomorphism ψ from an open set P ⊆ R dX of parameters to an open set V ⊂ X (Fig. 1, right) . The V sets can be thought of as partially-overlapping tiles covering X , in a way that every x ∈ X lies in at least one set V . Assuming that an atlas is available, the problem of sampling X boils down to generating random values y in the P sets, since these values can always be projected to X using x = ψ(y). Also, the atlas allows the conversion of the vector field defined on X by Eq. (7) into one in the coordinate spaces P , which permits the integration of Eq. (7) using local coordinates [19] . As a result, the RRT motions satisfy Eq. (4) by construction, eliminating any drift from X to machine precision.
The construction of the atlas is incremental. The atlas is initialized with two charts covering x s and x g , respectively ( Fig. 1, right) . Then, these charts are used to pull the expansion of the RRT, which in turn adds new charts to the atlas as needed, until x s and x g become connected. To be able to construct the charts, the method requires X to be smooth, i.e., with a well-defined tangent space at all of its points. However, using the formulation in Section 2, we can see that this property holds. Observe that all functions defining F (x) are differentiable, so that the Jacobian of F (x),
is well defined at every x ∈ X . This Jacobian, moreover, is full rank for all x ∈ X because each of the diagonal blocks contains a non-vanishing minor of maximal size (since det(Φ r ) = 0 for all x ∈ X , Φ q is guaranteed to be full rank on X ). By the implicit function theorem, these facts imply that X is smooth. The previous planner has been implemented in C and it has been integrated into the CUIK Suite [18] . We next illustrate its performance on planning a weight throwing task for a 5-bar robot with the geometry shown in Fig. 2 . The angles q 1 and q 5 are actuated, allowing to control the (x, y) position of point Q, which is taken as the end effector. Various versions of this mechanism have been used both in research and the industry, including the DEXTAR and RAPI-MOD models from ETS de Montréal [9] and Gridbot Technologies [1] . In our version, the base distance is d = 0.6472 [m], and the proximal and distal link lengths are L = 1.14 [m] and l = 0.9 [m], respectively. With these dimensions, the workspace of Q is the grey area shown in Fig. 3, left . The task to be planned consists in picking an object of 1 [kg] located at point Q s , to later throw it from point Q g with the shown velocity. To increase the difficulty of the task, we limit the motor torques to ±15 [Nm], forcing the planner to generate pendulum-like motions that increase the kinetic energy progressively, until the required velocity at Q g is achieved. The mass of each link is 0.5 [kg] and the moments of inertia of the proximal and distal links (with respect to their center of gravity) are of 0.0541 [kg·m 2 ] and 0.0338 [kg·m 2 ], respectively. We recall from [9] that the forward singularities of this robot occur when the distal links get aligned, i.e., when q 3 is either 0 or π. The positions of Q for which such an event occurs are depicted in red in Fig. 3 , left. From this figure it appears that the workspace is severely limited by the presence of forward singularities, but note that each position of Q can be attained by up to four inverse kinematic solutions of the robot. Each solution corresponds to one working mode identified by the signs of q 4 and q 2 in the range [−π, π]. If we separate the singularities according to these signs, larger singularity-free regions arise (Fig. 3, right) .
A weight throwing task
Some existing planners require the use of only one working mode [11] , but the full motion range of the robot can only be exploited when working mode changes are allowed. This is especially true in highly dynamic motions like the ones we require, in which the rapid movements of the robot, and its inertia, will frequently favor the mode changes. Our planner is beneficial in this respect, because it works in the state space manifold of the robot, on which the changes will occur in a natural way. Fig. 4 shows the trajectory obtained by the planner, which lasts for 7.5 seconds, and takes 150 CPU seconds to be computed on average, on a Macbook Pro with an Intel i7 processor. Note how the robot begins to oscillate to the right, to later go left, climb to the top-most position, and finally complete a full revolution about the base to gain momentum before throwing the load. See the video in youtu.be/ENKX0wrZAKM for an animation. As we appreciate, many working mode changes occur during the move and the robot never crosses the forward singularity locus (the sign of q 3 is always kept constant). The video also shows that, if we plan the same task without singularity avoidance constraints (Eqs. (3) and (6)), we obtain trajectories that easily cross the singularities. As we mentioned in the introduction, this fact would hinder the control of the robot during task execution.
Conclusions
This paper has proposed a randomized planner to compute dynamic trajectories avoiding forward singularities. The planner relies on a system of equations characterizing the singularity-free state space of the robot, and on an ordinary differential equation describing the robot dynamics in such space (Eqs. (4) and (7), respectively). A great advantage of the planned trajectories is that they can be stabilized by means of simple computed-torque control laws [2] , because the inverse dynamic problem always yields bounded actions in their vicinity. A second advantage is that, when executing the trajectories, it suffices to sense the positions and velocities of the actuators in order to keep track of the full robot state. The remaining coordinates can always be recovered with the forward kinematic maps, which never degenerate in non-singular configurations. Our current efforts are focused on validating the planned trajectories in real robots.
