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ABSTRACT
Investigating Personal Intelligent Agents In Everyday Life Through A Behavioral Lens
by
Sara Moussawi

Advisor: Professor Marios Koufaris

Personal intelligent agents (PIA), such as Apple’s Siri, Google Now, Facebook’s M, and
Microsoft’s Cortana, are pervading our lives. These systems are taking the shape of a
companion, and acting on our behalf to help us manage our everyday activities. The
proliferation of these PIAs is largely due to their wide availability on mobile devices
which themselves have become commonly available for billions of people. Our
continuous interaction with these PIAs is impacting our sense of self, sense of being
human, perception of technology, and relationships with others. The Information Systems
(IS) literature on PIAs has been scarce. In this dissertation, we investigate the users’
relationship with PIAs in pre- and post-adoption contexts. We create and develop scales
for two new constructs, perceived intelligence and perceived anthropomorphism, which
are essential to investigate the holistic users’ experience with PIAs and similar systems.
We also investigate perceptions of self-extension and possible antecedents of selfextension for the first time in IS. Additionally, we explore design issues with PIAs and
examine voice and humor, which are independently present in currently available PIAs.

iv

Humor is a pervasive social phenomenon that shapes the dynamics of human interactions
and is investigated for the first time in an IS experiment. We find that the current
adoption and continuance of use models may not be sufficient to investigate the adoption
and continuance of use of PIAs and similar systems since they do not capture the whole
interaction between the user and the PIA. Our results underline the important role of the
new perceptions, the utilitarian and hedonic aspects of use, and the cognitive and
emotional trust in these social actors. Our findings highlight an astonishing change in the
users’ perception of technology from being a tool distant from the self to a tool that they
develop emotional connections with and consider part of their self-identity. This
dissertation’s findings provide interesting theoretical and practical implications and stress
a changing relationship between the user and the technology with this new wave of
systems. Our research answers important questions in the context of PIAs’ adoption and
continued used, contributes to various streams in the IS literature (adoption, continuance
of use, trust, intelligence, anthropomorphism, dual-purpose IS, and self-extension) and
creates new opportunities for future research.
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CHAPTER 1: INTRODUCTION
Personal intelligent agents (PIAs), such as Apple’s Siri, Facebook’s M, Google Now and
Microsoft’s Cortana, are software agents that elicit the requests and preferences of individual
users for their everyday tasks and take action accordingly. These PIAs are designed to think and
act as much as possible like a human and exhibit general intelligence. Specifically, they possess
features like autonomy, adaptability, mobility, contextual awareness, reactivity, pro-activity, and
social and communication abilities (March et al., 2000; Nunamaker et al. 2011; Rudowsky
2004). By operating independently and with an understanding of the physical and virtual worlds
surrounding them, PIAs are able to adapt as needed to continuously changing environments and
circumstances. The support they provide for the user can be in the form of completing requests,
helping with decision-making, or offering advice and information related to current or future
activities. PIAs are quick to respond, can use voice to interact with the user they serve, and they
can exhibit social skills. Unlike a generic intelligent agent such as an automated security
checkpoint, a PIA is a personalized system designed to think and act like a human being.

All the major tech companies (Apple, Google Microsoft, Amazon, and more recently Facebook)
have introduced their own PIAs. The proliferation of these PIAs is largely due to their wide
availability on mobile devices which themselves have become commonly available for billions
of people. These PIAs are taking the shape of a companion, and acting on the users’ behalf to
help manage everyday activities (Olsen and Malizia 2011). The users’ continuous interaction
with these PIAs is impacting their sense of self, sense of being human, perception of technology,
and relationships with others. This influence is as significant as that of personal computers in the
late 1970s, virtual worlds in the 1990s, and social networks in the 2000s (Turkle 2012). These
1

PIAs possess powerful abilities, computational and social, enabled by the availability of cheap
parallel technologies, big data and complex algorithms (Kelly 2014). The technology
advancements have allowed a cost-effective development and deployment of intelligent software
in personal devices. PIAs operate with no cognitive biases and are capable of performing a
variety of tasks (Nunamaker et al. 2011; Woolridge and Jennings 1995). In addition to being
smart and powerful, these agents are designed to be sociable. They interact with the users, appear
to want to take care of them, have a personality, and sometimes a sense of humor. They are
situated, i.e., they are aware of their environment and responsive to it, but they are not embodied
like other humanoid robotic agents such as Kismet, Domo, and Mertz (Steels and Brooks 1995;
Breazeal 2003; Edsinger-Gonzales 2004; Turkle 2012; Henig 2007; Russell and Norvig 1995).

PIAs resemble decision support systems (DSS) and recommendation agents (RA) because they
have three essential elements: they are technology-based systems, they are used in making
decisions, and they are used to support, not to replace, the user (Mallach 2000; Xiao and
Benbasat 2007). Similar to RAs, PIAs are designed to understand the individual needs of the
users that they serve (Xiao and Benbasat 2007). By providing advice based on user-specific
preferences and history, PIAs have the potential of reducing a user’s information overload and
search complexity, while improving decision quality.

However, PIAs are also different from DSSs and RAs. First, traditional DSS users are often
managers and analysts using the system for assistance in planning tasks in a work context (Xiao
and Benbasat 2007) while RA users are customers facing preferential choice problems (Todd and
Benbasat 1994). In contrast, PIA users are individuals managing their everyday tasks, such as
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time management tasks, preferential choice tasks, and general search and information look-up
tasks. Second, based on the nature of supported tasks, the primary decision support technologies
underlying DSSs are process models, i.e., models that provide support in projecting the future
course of complex processes (Xiao and Benbasat 2007), and RAs are choice models, i.e., models
that help with the integration of decision criteria across alternatives (Xiao and Benbasat 2007).
The technologies supporting PIAs are a combination of process and choice models depending on
the task, i.e., preferential choice or decision making tasks, as well as learning algorithms that are
fine-tuned with every new piece of information learned about the user. That is, PIAs engage in
pattern prediction activities to predict the user’s behavior and learn from it to improve future
interactions with the user. Third, PIAs possess social skills and are continuously available to the
user within close proximity. They also have sensors and actuators that allow them to sense the
environment, and act upon it autonomously and proactively.

The Information Systems (IS) literature on PIAs has been scarce, though more general intelligent
and software agents have been the subject of several studies in IS. Intelligent agents were
investigated in online auctions, travel advisory services, and security checkpoint contexts (Mehta
and Bhattacharyya 2006; Greenwald et al. 2003; Bichara et al. 2011; Adomavicius et al. 2009;
Nunamaker et al. 2011; Knijnenbirg and Willemsen 2014). Software agents, such as RAs, were
investigated primarily in e-commerce contexts (Xiao and Benbasat 2007; Qiu and Benbasat
2009; Hess et al. 2009; Komiak and Benbasat 2006). However, even though the concept of a PIA
was introduced by March et al. in 2000, our review of the literature revealed only few studies
investigating generic IA (e.g. Mehta and Bhattacharyya 2006; Greenwald et al. 2003; Bichara et
al. 2011; Adomavicius et al. 2009; Nunamaker et al. 2011; Knijnenbirg and Willemsen 2014).
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Given the current stream of PIAs available to mobile users, we believe that our study is both
timely and necessary. In this dissertation, we investigate PIAs, defined as intelligent agents (1)
with a personalized focus, i.e., that provide advice based on user-specific preferences and
history, and (2) which are used in an everyday life context. We propose two new PIA-based
characteristics that are expected to influence behavioral beliefs in the pre- and post-adoption
phases: perceived intelligence and perceived anthropomorphism. We propose that these two
factors, unique to PIAs and similar systems, will play an important role during the user’s
interaction with PIAs. More specifically, our work aims to investigate three research questions:
•

Research Question 1: What are the factors that influence users’ adoption intention of a
personal intelligent agent?

•

Research Question 2: How do design factors such as humor and voice impact initial
cognitive and emotional trust in a personal intelligent agent? And what role do
individual attachment styles play in this context?

•

Research Question 3: What are the factors that influence users’ continuance of use of
personal intelligent agents? And what role do perceptions of self-extension play in this
context?

We address each question in a separate research study, and present each study as a separate
chapter in this dissertation. Chapter 2 addresses research question 1, chapter 3 addresses research
question 2, and chapter 4 addresses research question 3.

4

CHAPTER 2: THE PRE-ADOPTION PHASE: FACTORS INFLUENCING THE
INTENTION TO ADOPT A PERSONAL INTELLIGENT AGENT

2.0.

Introduction

This paper describes one of three studies that comprise this dissertation, and focuses on
exploring the factors that influence the intention to adopt a personal intelligent agent.
One of the most important and investigated questions in information systems is how we can
accurately and comprehensively explain user adoption and acceptance of information technology
(DeLone and McLean 1992; van der Heijden 2004). Most of the work on adoption in IS focused
on the utilitarian aspect of systems aiming to increase productivity and effectiveness, mainly in
organizational contexts (Hong and Tam 2006). The focus on the instrumental value of IS is
mainly caused by two decades of studies centered on the technology acceptance model (Davis
1989) which focuses on the utilitarian value of systems.
While the technology acceptance model has been a widely accepted framework for IT adoption,
several research studies have pointed out several of its shortcomings, especially in predicting the
adoption of hedonic and dual-purpose systems (van der Heijden 2004; Wu and Lu 2013). More
and more systems are used for both hedonic and utilitarian purposes (systems used less than
eighty percent of the time in either contexts), and are thus classified as dual-purpose systems.
The ubiquitous presence of dual-purpose systems has led to blurring of the boundaries between
work and home contexts, and public and private spheres (Hong and Tam 2006; van der Heijden
2004; Wu and Lu 2013), and has left the IT adoption literature with a significant gap. Examples
of dual-purpose systems include, but are not limited to, online shopping sites, social networking
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platforms, mobile applications, and learning management systems.
A PIA is a personalized system that helps individual users complete some of their everyday
tasks. It is used in an everyday life context and designed to think and act as much as possible like
a human while exhibiting intelligent behavior. A PIA is a dual-purpose information system. That
is, it provides an instrumental value to its user while having the ability to make the interaction
enjoyable for her. Given their distinctiveness from all other IS systems researched in the IS
adoption literature, investigating PIA adoption requires exploring factors that are uniquely
characteristic of them and that stem from the very definition of a PIA. These include but are not
limited to their communication abilities; anthropomorphic traits; autonomous, pro-active, and
goal-oriented behavior; and awareness of the physical and virtual environments. Based on a
thorough review of the literature on PIAs and adoption in Information Systems (IS) and Artificial
Intelligence (AI), we propose two PIA-based characteristics that are expected to influence
behavioral beliefs in the pre-adoption phase, specifically perceived intelligence and perceived
anthropomorphism. We propose that these two factors, unique to PIAs and similar systems, will
have direct and indirect effects on the intention to adopt a PIA. We develop our theoretical
model drawing on the IS adoption literature using the utilitarian and hedonic systems use lens.
We conduct a lab study where new users are exposed to a PIA for a period of time before
answering the survey items.
In the next section we present a review of the intelligent agents literature in the fields of IS and
artificial intelligence (AI). We follow that with a description of PIAs’ characteristics. We then
present our theoretical foundation and the research model. After that, we explain our proposed
research design and data analysis. Next, we provide a thorough discussion of our results and
recommendations for research and practice. Finally, we present our limitations and conclusion.
6

2.1.

Intelligent Agents Literature Review

We conducted a review of the literature on intelligent agents in the IS and AI fields. Prior studies
on intelligent agents in the IS literature focused on behavioral and performance aspects related to
the use of and interaction with the system. On the other hand, prior studies in the AI literature
focused more on technical aspects of building the agent and its algorithms. In this study, we
build on both literatures to develop a comprehensive understanding of PIAs. Next, we present
relevant work and follow that by highlighting the characteristics of a PIA, which we developed
based on our literature review.
2.1.1. Intelligent Agents In IS
The study of intelligent systems in IS started with the hypothetical intelligent decision support
system proposed by Remus and Kottemann (1986). These systems integrate expert systems’
components to address potential biases and limitations associated with human decision-making.
Later work in IS differentiated intelligent systems from other systems by the presence of a
knowledge base component, and elements of artificial intelligence such as knowledge
presentation, inference and control (Gregor and Benbasat 1999). Examples of these intelligent
systems included knowledge-based systems, decision support systems, knowledge management
systems, and intelligent agents.
Our review of the literature reveals that intelligent agents have been mainly investigated in the IS
field in the contexts of online auctions, travel advisories, and security checkpoints. In online
auctions, agent-based simulations built on the agent-based computation model to propose a
complex system that uses a vast collection of software agents in a distributed parallel
computational model. These systems aimed to improve various auctions where making decisions
based on limited and local information is often incomplete, uncertain, biased and outdated
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(Mehta and Bhattacharyya 2006; Greenwald et al. 2003; Bichara et al. 2011). Intelligence in this
context was defined as the alignment between the bidders’ goals and strategies, and the software
agent’s bids (Mehta and Bhattacharyya 2006). Intelligent agents in online auctions infer hidden
parameters, derive intelligent strategies to make bidding decisions, and use their knowledge to
benefit the user and predict future auction states (Adomavicius et al. 2009).
In a security checkpoint context, a prior study examined users’ interactions with an embodied
conversational intelligent agent with various states based on gender and demeanor (Nunamaker
et al. 2011). The study used sensors to detect human emotion, arousal, and cognitive effort when
interacting with the agent. Findings showed that male agents are perceived as more powerful
while female and smiling agents are perceived as more likable. Additionally, interacting with a
serious agent increased arousal and contributed to an elevated mean pitch reflecting stress and
uncertainty (Nunamaker et al. 2011).
In a travel-advisory context, a prior study explored users’ interactions with an intelligent travel
agent. Results showed that users use more personal references and words per request when
interacting with an agent with human-like appearance and speech capabilities than when
interacting with a travel agent possessing computer-like cues or human-like appearance only.
Users in the former condition also tended to ask multiple questions at once, and use more
implicit references to time, place, and earlier questions than users in the other two conditions.
These behaviors usually occur during the interaction between two humans but not during the
interaction between a human and a computer (Knijnenbirg and Willemsen 2014).
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2.1.2. Intelligent Agents in Artificial Intelligence
In AI, the term ‘agent’ denotes an entity that operates continuously and autonomously within an
environment where other agents exist and other processes take place (Shoham 1993). It refers to
a system that perceives its environment through sensors, i.e., the parts responsible for detecting
change in the agent’s environment, and acts upon that environment through actuators, i.e., the
parts responsible for moving and/ or controlling the agent (Russel and Norvig 2003). For
instance, a human agent can have eyes and ears as sensors, and hands and legs as actuators. A
robotic agent, on the other hand, might have cameras and infrared range finders as sensors and
motors as actuators. A software agent can have keystrokes and file contents as sensors and can
act on the environment by displaying content on the screen, and sending network packets (Russel
and Norvig 2003). Additionally, the agent could be situated and/ or embodied. A situated agent is
aware of its environment and responsive to it. An embodied agent possesses a physical form or a
naturalistic embodiment of its own (Brooks 1990; 1991).
In the AI literature, the definition of an agent revolves around weak and strong notions. A weak
notion of agency includes the properties of autonomy, social ability, pro-activeness, and
reactiveness (Woolridge and Jennings 1995):
•

An autonomous agent operates without constant human guidance or intervention and has
control over its actions.

•

Social ability refers to the agent’s interaction with the user and other agents using
communication and social skills.

•

A pro-active agent is able to take initiative that could be oriented towards achieving a
goal.
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•

A reactive agent is aware of and able to respond to its environment, such as the physical
world, the user, or other agents, in a timely manner.

A strong notion of agency includes the above listed properties, but adds mentalistic and
emotional capacities. Mentalistic capacities include knowledge, i.e., the ability to receive and
make sense of information, and intention, i.e., the capacity for sensation and perception
(Woolridge and Jennings 1995). Emotional capacities relate to the agent’s personality and
feelings and their engagement with its mental capacities and the surrounding environment.

2.2.

The Characteristics of Personal Intelligent Agents

We define a PIA as a personalized system that operates autonomously, is aware of its
environment, anticipates the user’s needs, learns and adapts to change, communicates with the
user, and is timely in finding the necessary information and delivering the output while aiming to
maximize its chance of success (Russell and Norvig 2003; Hwana 1996; Woolridge and Jennings
1995; Steels and Brooks 1995; Shoham 1993; Mitchell et al. 1994; March et al. 2000). We
present a PIA’s main characteristics below:
2.2.1. Personalization
A main characteristic of a PIA is its ability to respond to the user’s specific requests and provide
advice based on user-specific preferences and history. The PIA dedicates all its resources to
serving the user and learning about her. With time, it grows and becomes able to better predict
the user’s behavior as it learns from patterns, information, and errors.
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2.2.2. Autonomy
A PIA is expected to be able to operate without the user’s continuous intervention in every step.
The agent can perform tasks on behalf of the user in an independent manner without the user’s
constant interference. For instance, when asked about the nearest movie theaters, the PIA
conducts a search for theaters in the city, gets the current location of the user, calculates the
distance to each theater, compares the results, and reports the finalized list to the user. The user
does not interfere with or know about any of the steps taken, but rather the PIA does all the work
in an autonomous fashion.
2.2.3. Awareness of the Environment
Additionally, the PIA is aware of its physical environment (user, distance to user, etc.) as well as
its virtual environment (other applications, websites, etc.). That is, the PIA is knowledgeable of
any changes in the user’s preferences, location, data, and/ or environment. It is also often aware
of its own limitations in relation to both the physical and virtual environments. The agent is
aware of its physical distance from the user as well as the existence of other applications that it
can communicate with and use when needed, in order to complete tasks.
2.2.4. Learning and Adaptation to Change
A PIA is able to adapt its behavior based on prior events and new circumstances, and thus exhibit
the ability to learn from change and newly acquired information. This is possible thanks to the
underlying technology infrastructure, i.e., the complex choice and process models and learning
algorithms, that gives PIAs the ability to leverage every piece of information they acquire about
the user and her environment and to learn from it.
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2.2.5. Communication Abilities
Communication abilities, i.e., natural language processing and language production abilities,
allow the PIA to communicate with the user. The PIA is able to understand the users’ verbal,
text-based, and in some cases gestural requests and can ask follow-up questions. Additionally,
the agent is able to produce language to communicate with the user in the form of voice and/ or
text. These abilities enable a smooth interaction between the user and the PIA.
2.2.6. Task Completion and Pro-activeness
PIAs are also expected to complete tasks quickly, i.e., within a favorable and expected timeframe
for the user, and be able to find and process the necessary information for completing its tasks.
PIAs need to be able to set and pursue tasks on their own in anticipation of future user needs in a
pro-active manner and should be able to provide the user with a useful answer. For instance, the
agent may add a reminder of a flight itinerary that it found in the user’s email inbox without
asking the user. The PIA can predict that the user will need this flight reminder in the future, a
behavior that would demonstrate both autonomy and pro-activeness.
2.2.7. Intelligence
Artificially intelligent systems possess certain capabilities that allow them to exhibit general
intelligence such as natural language processing abilities, knowledge representation, automated
reasoning, and machine learning (Russel and Norvig 2003). Natural language processing enables
the system to communicate successfully with the user. Knowledge representation allows it to
convert and store what it knows and hears. Automated reasoning gives the system the capability
to use stored information to answer questions. And machine learning makes it capable of
adapting to new circumstances it might face (Russel and Norvig 2003). Since PIAs assist the
users at the individual level in their everyday tasks, and given the complexity of the human
12

behavior, we identify the intelligence of these agents in terms of the ability to respond to the
user’s requests correctly, quickly, and autonomously, to act pro-actively, to learn from
experience, and to adapt to change, while being aware of their physical and virtual environments.

2.3.

Research Model and Hypotheses

2.3.1. Dual-Purpose Systems in IS adoption Research
The prevailing theory in IS adoption research is Davis’ (1989) technology acceptance model
(TAM), which is rooted in the theory of reasoned action (TRA). Most prior IS adoption studies
focused on the utilitarian side of IS use (and thus were loyal to TAM’s origins) which limited the
model’s power with purely or partially hedonic systems (Wu and Lu 2013; van der Heijden
2004). Utilitarian systems are used to provide an instrumental value to the user, such as added
productivity and efficiency, while hedonic systems are used for entertainment and fun purposes.
Dual-purpose systems are both utilitarian and hedonic, with no more than eighty percent of their
total use accrued in one single context (hedonic or utilitarian) (Wu and Lu 2013). The value of
use of information systems in work environments is mostly utilitarian. In home contexts, the
distinction is blurred and the value is both utilitarian and hedonic, with the hedonic side usually
being the dominant one (van der Heijden 2004). With e-commerce portals, usage is more
utilitarian than hedonic (Koufaris 2002). Social networking applications are used for mostly
hedonic reasons (Wu and Lu 2013).
A small portion of studies in IS adoption literature explored the hedonic side of IS adoption (van
der Heijden 2004; Atkinson and Kydd 1997; Moon and Kim 2001; Venkatesh 1999; Venkatesh
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and Brown 1997; Venkatesh and Brown 2001; Brown and Venkatesh 2005; Brown et al. 2006).
These papers include work on IS adoption of hedonic systems (van der Heijden 2004), of dualpurpose and multipurpose IS (Wu and Lu 2013; Hong and Tam 2006), adoption with ecommerce and social networking platforms (Koufaris 2002; Cheung and Lee 2010), and
adoption at home (Venkatesh and Brown 2001; Brown and Venkatesh 2005; Brown et al. 2006).
Prior work that focused on hedonic systems and dual-purpose information systems drew on the
motivation theory to determine and categorize factors that predict adoption (van der Heijden
2004; Wu and Lu 2013). That is because extrinsic and intrinsic motivations identify to a great
extent with the utilitarian and hedonic values of use respectively. An intrinsically motivated user
is driven by benefits derived from the interaction itself, such as fun and pleasure. An
extrinsically motivated user is driven by the expectation of a benefit external to the interaction
such as increased productivity and efficiency (Deci 1975; van der Heijden 2004).
Our research model draws on the utilitarian and hedonic IS literature and focuses on the preadoption phase in system use. We propose that both utilitarian (perceived usefulness) and
hedonic (perceived enjoyment) factors, as well as perceived ease of use, and initial trust will
shape the intention to adopt a PIA. However, we believe that these constructs- derived from the
IS adoption literature- are not sufficient to explain the adoption process of PIAs and similar
systems. Specifically, we propose that the users’ interaction with these systems has new
dimensions related to the unique characteristics of these technologies. Thus, we present two new
constructs, perceived intelligence and perceived anthropomorphism, and propose that they will
help provide a rich understanding on how behavioral beliefs are formed and unique insights into
new users’ interaction with PIAs.

14

2.3.2. Perceived Intelligence
Intelligent systems were initially programmed to solve problems that are difficult for a human to
solve. Examples of such problems include proving mathematical theorems, playing chess, and
integrating mathematical expressions (Mccarthy and Hayes 1969). With continuous
advancements in Artificial Intelligence, systems, such as IBM’s Watson, now possess advanced
computing power as well as social skills (Weizenbaum 1966; Ferruci et al. 2010). Therefore,
identifying a machine to be intelligent is not an easy task. Should the system be considered
intelligent if it acts or thinks like a human, or if it acts or thinks rationally? A rational system is
one that acts to achieve the best outcome or the best-expected outcome under uncertainty. The
rational reasoning and behavior standpoints are centered on the assumption that these systems
use computational models that enable them to exhibit mental faculties and intelligent behavior.
On the other hand, the human-like reasoning and behavior standpoints are centered on the
cognitive modeling and Turing test approaches (Russel and Norvig 2003). The goal is to design
a computer that thinks and/ or acts like a human. AI from this perspective is perceived as “the art
of creating machines that perform functions that require human intelligence” (Kurzweil, 1990).
For instance, the Turing test -proposed by Alan Turing in 1950- was designed to provide a
satisfactory operational definition of intelligence (Russel and Norvig 2003). A computer passes
the test if the human interrogator is not able to tell whether the responses to some questions
(asked by the interrogator) came from a computer or a person (Russel and Norvig 2003).

In AI, several definitions for artificial intelligence exist and share a number of components
including goal achievement, problem-solving, speed and flexibility, learning and improvement,
environment awareness abilities (Legg and Hutter 2007). In the human-robot interaction
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literature perceived intelligence depends on the robot’s competence (Bartneck et al. 2009), and is
measured by asking the user to rate her perception of the robot as incompetent/competent,
ignorant/knowledgeable, irresponsible/responsible, unintelligent/intelligent, and foolish/sensible
(Bartneck et al. 2007, 2009; Parise et al. 1996; Kiesler et al. 1996). In psychology, and despite a
long history of intelligence research in that literature, there is still no one definition of
intelligence. However, the long list of at least thirty-five definitions of intelligence shares a
number of similarities including knowledge, mental abilities, learning, understanding, and
reasoning (Legg and Hutter 2007). The large number of definitions of intelligence in both fields
(AI and psychology) reflects the subjective nature of the construct. Since we are using a
behavioral lens in this dissertation, and since an objective definition and measure of intelligence
have been elusive, we conceptualize and measure the users’ perception of intelligence.

Despite the existence of prior research studies on intelligent agents and systems in IS,
perceptions of intelligence have not been defined or measured. Intelligence in the context of
online auctions was defined as the alignment between the bidders’ goals and strategies, and the
software agent’s bids (Mehta and Bhattacharyya 2006). In a research commentary on IT research
in heterogeneous and distributed environments, March et al. (2000) defined an intelligent agent
as “a piece of software that acts “intelligently” and “in the place of” a human to perform a given
task.” The authors specified the desirable properties of an intelligent agent, which are autonomy,
adaptability, mobility, and communication ability. March et al. (2000) also refer to a
personalized intelligent agent as an agent that operates within a specific user’s context and thus
is capable of formulating more precise queries when interacting with the user. The other studies
that investigated intelligent systems, intelligent agents, and intelligent DSS either addressed the
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topic in theoretical papers (Gregor and Benbasat 1999; Remus and Kottemann 1986), or
examined the impact of gender and demeanor on the user’s emotions when interacting with a
special purpose embodied conversational intelligent agent with environmental sensors
(Nunamaker et al. 2011), or explored the user’s reaction to an intelligent travel advisory agent
with human-like appearance and speech capabilities (Knijnenbirg and Willemsen 2014).

The definition of intelligence in the online auctions’ context is not applicable to a PIA context
because a PIA’s intelligence is not a concept of alignment between the user’s goals and her
agent’s goals. A definition of intelligence in a PIA context is more in line with March et al.’s
(2000) and the AI literature’s definitions of intelligence and encompasses dimensions of
autonomy, goal achievement, problem solving, speed and flexibility, learning and improvement,
and environment awareness and communication abilities. The definition (and measure) of
perceived intelligence in the human-robot interaction (AI literature) may be adequate with
robots, but certainly not with PIAs and similar systems since it doesn’t capture the dimensions of
PIAs’ intelligence highlighted above. In summary, a definition of perceived intelligence in a PIA
and IS context needs to (1) focus on the user’s perceptions, (2) avoid any sort of tautologies in
the definition of the term (defining the intelligent agent as acting “intelligently”), and (3) capture
the dimensions of PIAs’ intelligence highlighted earlier.

In a PIA context, the PIA responds to users’ requests relying on continuously acquired
information and knowledge, and provides answers quickly and correctly, in a socially acceptable
manner.

Therefore, for the purpose of our study, we define perceived intelligence as the

perception that the PIA’s behavior is goal-directed, autonomous, and adaptive, with effectual
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output. That is, the PIA responds to the user’s requests without continuous user intervention and
with an awareness of the physical and virtual worlds. Additionally, the PIA is able to adapt by
learning from experience, newly acquired information, and the user’s behavior. Finally, the agent
is able to successfully complete tasks within a favorable timeframe for the user. Subsequently,
we develop a scale to measure perceived intelligence, which includes dimensions of autonomy
and pro-activeness, environment awareness, and effectiveness and efficiency (learning, goalachievement, commands’ understanding and communication) (Table 2 and Appendix B).

2.3.3. The Relationship between Perceived Intelligence and Perceived Usefulness
Perceived usefulness is the user’s perception that using the system will increase her performance
(Davis et al. 1989). We expect that perceived intelligence will be positively associated with
perceived usefulness. The rationale is that a PIA that is perceived to have an autonomous,
adaptive, and goal-directed behavior with an effectual output will appear to help the user become
more efficient in completing her daily tasks. First, an autonomous and goal-directed behavior is
expected to reduce the cognitive load and task complexity for the user by proactively and
independently taking on and completing tasks that are important to the user. Second, an effectual
response from the PIA will produce the intended result successfully and thus maximize its
benefits to the user. Third, a PIA’s adaptive behavior will continuously improve its ability to
perform its tasks better and faster, thereby improving the user’s efficiency and effectiveness in
completing her daily tasks.

While there is scant prior research on perceived intelligence in IS, there is relevant research on
other system characteristics that provides some empirical evidence on the impact of perceived
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intelligence on perceived usefulness as we proposed it above. Prior research has shown that users
perceived a DSS as being more useful if it was designed to reduce the task complexity by
reducing the choice set size and the time it took to complete a task for the user (Kamis et al.
2008). Reducing the choice set size diminishes the user’s cognitive load and effort while
interacting with the DSS. Based on an opportunity-cost analysis under time pressure (Payne et al.
1993), prior research proposed that the ultimate objective of the decision-maker is to minimize
effort and maximize the decision quality (Payne et al. 1993; Todd and Benbasat 1999).
Additionally, time has been emphasized as an important factor in decision-making where
deciding too soon or too late can increase lost opportunities and reductions in payoffs (Payne et
al. 1993).

The positive association between output quality and perceived usefulness has been empirically
supported in various contexts (Davis et al. 1992; Venkatesh and Davis 2000; Hart and Porter
2004, Chismar and Wiley-Patton 2003). That is, system users will consider how well the system
is helping them in completing their tasks. Based on a profitability assessment and given a choice
of multiple relevant systems, one would choose the system that delivers the highest output
quality (Venkatesh and Davis 2000). In organizational settings, prior research found an
interactive effect for output quality and job relevance on perceived usefulness for workers using
different systems, such as a scheduling system, a customer account management system, and a
financial risk assessment system (Venkatesh and Davis 2000). In other words, the users’
cognitive matching of their job goals with the consequences of system use influences perceptions
of system usefulness. Additionally, the positive association between perceived output quality and
perceived usefulness was empirically supported among users interacting with an online
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analytical processing system (Hart and Porter 2004), and physicians assessing the potential
adoption of an internet-based health application (Chismar and Wiley-Patton 2003).

In the context of our study and in line with prior research findings, we expect that perceptions of
intelligence will positively impact perceptions of improved performance, and thereby perceived
usefulness.

H1: Perceived intelligence is positively associated with perceived usefulness of a PIA.

2.3.4. The Relationship between Perceived Intelligence and Perceived Ease of Use
Perceived ease of use is the degree to which the user expects that the use of the system will be
free of effort (Davis et al. 1989). We expect that perceived intelligence will be positively
associated with perceived ease of use. That is, a PIA that is perceived to have an autonomous,
adaptive, and goal-directed behavior with an effectual output will be perceived as easy to use.

Prior research found that using an attribute based DSS, i.e., a system that reduces task
complexity through a layout that makes the multi-attribute, multi-alternative preferential task
choice easier, significantly increases the perceptions of ease of use. Also, this study found that as
the choice set size increases, the perceptions of ease of use decrease (Kamis et al. 2008).
Additionally, based on the channel disposition model (Swanson 1982; 1987), potential users
select and use a system based on an implicit trade-off between output quality and access costs
(Davis 1989). Prior research also found that the ultimate objective of the decision-maker is to
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minimize effort while maximizing the decision quality since deciding too soon or too late will
result in lost opportunities (Payne et al. 1993; Todd and Benbasat 1999).

In line with prior research, we expect that the PIA’s intelligence will have a positive impact on
perceived ease of use. First, the ability of the PIA to operate without the user’s intervention while
taking into consideration the physical and virtual worlds, the output, the time, and the user’s
preferences will reduce the user’s cognitive load, task complexity, and effort needed to perform
tasks in an everyday context. That is, the PIA will be completing these tasks mostly
independently and pro-actively. Second, the PIA’s adaptive behavior and its ability to improve
and perform the tasks better and faster every time will eventually reduce the user’s cognitive
load and effort as the amount of implicit knowledge learned by the PIA increases. In a PIA
context, the more intelligent the PIA is, the less time and effort it will take the user to complete
tasks.

H2: Perceived intelligence is positively associated with perceived ease of use of a PIA.

2.3.5. Perceived Anthropomorphism
Anthropomorphism is the act of attributing capacities that people think of as distinctly human to
non-human agents (Waytz et al. 2014; Chandler and Schwarz, 2010; Guthrie, 1995). It is a
concept that has been investigated in the fields of psychology, philosophy, and marketing (Epley
et al. 2007). We tend to anthropomorphize objects with human-like features, emotions,
cognition, or intention (Epley et al. 2007, 2008; Kiesler 2008; Duffy 2003; Don et al. 1992;
Walker et al. 1994; Aggarwal and McGill 2007; Fournier and Alvarez 2012; Puzakova et al.
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2013; Haley and Fessler 2005; Jipson and Gelman 2007; Turkle 2012). Any object can be
anthropomorphized, including invisible entities and symbolic concepts (Aaker 1997; Bering
2006). Individuals anthropomorphize brands, products, and computers among other objects, and
they do it for various reasons. Anthropomorphism is also associated with individual differences
such as loneliness and desire for social contact (Epley et al. 2008a). Attributing human-like
characteristics to an object can provide comfort through the presence of a relationship, help
make better sense of the world, and provide reassurance that the world is more human-like
(Aggarwal and McGill 2007). In the consumer-product relationship, consumers tend to exhibit
feelings of love, trust, loyalty, dependence, and sense of security, towards or around their
products (Schultz et al. 1989; Aaker et al. 2004). Over time, consumers’ feelings of attachment
to their products can parallel their attachment to people (Wallendorf and Arnould 1988; Ball and
Tasaki 1992; Bowlby 1980). Furthermore, when consumers treat a product as alive, they become
less willing to replace it, and give less weight to its quality when making a replacement decision
(Chandler and Schwarz 2010).

In the user-computer relationship, researchers found that during their interaction with computers,
users can apply gender and ethnicity stereotypes as well as social behaviors, rules, expectations,
and reciprocity (Moon 2000; Nass and Moon 2000). Additionally, a computer that is easy to use
will improve its human association and might be perceived as friendly and supportive by its
users (Branscomb 1981). Users answering questions spoken by a talking face on a computer
screen spend more time, make fewer mistakes, and write more comments than users who answer
questions presented via text display on the computer screen (Walker et al. 1994). Additionally, a
website high on socialness cues, i.e., that uses an interactive avatar with a voice and a social role,
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is capable of inducing pleasure, flow, and arousal, which positively impact hedonic and
utilitarian values (Wang et al. 2007). Furthermore, using humanoid embodiment and human
voice-based communication with a recommender system influences the users’ social presence
feeling, i.e., the feeling of being with another, which in turn impacts users’ trusting beliefs, and
perceptions of enjoyment (Qiu and Benbasat 2009). Other prior studies explored various other
anthropomorphic interface and / or system components such as facial expressions (McBreen and
Jack 2001), pitch and speed of text-to-speech (Link et al. 2001), voice (Nass and Brave 2005;
Nass and Steuer 1993), personality (extraversion), vividness (text, voice, and animation), and
playfulness (Hess et al. 2009) among others.

For the purposes of our study, and consistent with prior research, we define perceived
anthropomorphism as the degree to which the uses perceive the agent to be human-like.

2.3.6. The Relationship between Perceived Anthropomorphism and Perceived Enjoyment
Prior research in IS found that perceived enjoyment is an important affective factor in the
behavior of users of different types of systems (Kamis et al. 2008; Hampton-Sosa and Koufaris
2005; Koufaris 2002; Igbaria et al. 1996). We believe that it is also important in the interaction
between users and PIAs because in the absence of enjoyment, the users may not develop positive
feelings toward the PIA.

One determinant of perceived enjoyment in the context of technology has been shown to be the
perception of human-like characteristics in the technology by the users. That is because once
users anthropomorphize the object, they enter a relationship with it, which changes the emotional
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quality of the experience making it more positive and pleasurable (Wang et al. 2007; Chandler
and Schwarz 2010). For example, a prior study found that exposure to a fictitious travel website
with social cues (consistent with anthropomorphic notions) induced pleasure, flow, and arousal
in users, which increased their hedonic values, i.e., fun, playfulness, and entertainment (Wang et
al. 2007). Additionally, a lab experiment with recommendation agents showed that using
humanoid embodiment and human voice-based communication increases users’ perceptions of
social presence, which increases perceptions of enjoyment (Qiu and Benbasat 2009).

In the context of our study, we expect that the more human-like the PIA is perceived to be by
new users, the more enjoyable their first interaction with it will be. When new users start
anthropomorphizing the PIA, they will engage in an inter-personal behavior with it and high
levels of positive emotions will dominate the interaction. Therefore, we hypothesize that the
higher the level of anthropomorphism is, the higher the level of perceived enjoyment would be
for new users.

H3: Perceived anthropomorphism is positively associated with perceived enjoyment of the
interaction with a PIA.

2.3.7. Initial Trust
In a PIA context, trust provides an important foundation for a successful interaction between the
user and the agent. Trust is a complex concept that has been investigated in various disciplines
and defined in different ways (Kim and Prabhakar 2004). It is an important factor in IS studies
(Kim et al. 2003; Jarvenpaa and Tractinsky 1999) and was investigated in numerous contexts,
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i.e., virtual teams, blogs, mobile banking and various other B2B and B2C e-commerce platforms
(Kim and Tadisina 2007; Lowry et al. 2008; Kim 2008; Qu and Yang 2015; Gefen et al. 2003;
McKnight et al. 2002; Pavlou 2003; Bhattacherjee 2002; Hampton-Sosa and Koufaris 2005; Hsu
and Lin 2008; Jarvenpaa and Leidner 1998).

Trust is an important concept because it helps individuals overcome perceptions of uncertainty
and risk and start engaging in trust-based behaviors with the trustee such as making purchases
and sharing personal information (McKnight et al. 2002). Trust is especially significant when the
trustee, such as the website or the vendor, is unfamiliar to the trustor because it plays a critical
role in shaping future interactions between the two parties (Kim and Prabhakar 2004; McKnight
et al. 2004; McKnight et al. 2002). This form of trust is known as initial trust. It refers to trust in
an unfamiliar trustee, in a relationship where the trustor and the trustee do not have credible,
meaningful or affective ties with each other, which can be developed once they have interacted
with each other for some time and after the trustor has assessed the trustworthiness of the trustee
(McKnight et al. 2002).

In IS studies, initial trust has been operationalized in various ways: (1) as a general belief that the
trustee can be trusted (based on individual’s familiarity and propensity to trust), (2) as a set of
human-like beliefs that the trustee will act with integrity, benevolence, and competence
(McKnight et al. 2002), (3) as an affect reflecting feelings of confidence in the trustee’s
response, (4) as a combination of the first three elements, or (5) as a set of system-like beliefs
(based on the system’s reliability, functionality, and helpfulness; or based the website’s
correctness, availability, reliability, security, and survivability) (Kim and Prabhaker 2004; Kim
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et al. 2007; Schneider 1999; Gefen 2000; Hampton-Sosa and Koufaris 2005; Gefen et al. 2003;
Lankton et al. 2015). Researchers have used the human-like set of beliefs to explore users’ trust
in technology because individuals tend to anthropomorphize technology (Lankton et al. 2015;
Nowak and Rauh 2005; Reeves and Nass 1996). Additionally, one study found that human-like
trust beliefs have a stronger influence than system-like trusting beliefs for human-like
technologies, and system-like trust beliefs have a stronger influence than human-like trusting
beliefs for system-like technologies (Lankton et al. 2015). That is, matching the technology’s
humanness and the trust construct provides more significant relationships. Therefore, in the
context of our study, since PIAs are likely to be anthropomorphized due to their characteristics,
we use the human-like set of beliefs to investigate users’ initial trust in the PIA (Lankton et al.
2015). We specify the trustor as the user, the trustee as the PIA, and the trust stage as the initial
trust that develops after a first-time first-hand interaction with the PIA. We present the
conceptualization of trust based on the human-like beliefs in section 2.3.8.

2.3.8. Conceptualization of Initial Trust Based on the Human-Like Set of Beliefs
The components of initial trust based on the human-like set of beliefs are integrity, benevolence,
and competence. Prior research has proposed these dimensions to be relevant for human-like
technologies because users tend to anthropomorphize them (Lankton et al. 2015; Nowak and
Rauh 2005; Reeves and Nass 1996). Integrity refers to the belief that the PIA responds according
to a set of rules and principles. Benevolence is the belief that the PIA acts with the user’s best
interest in mind. And competence refers to the belief that the PIA can successfully perform its
tasks (Lankton et al. 2015; McKnight et al. 2002). Given our conceptualization and
operationalization of perceived intelligence, and in line with recommendations for better
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construct specification and conceptualization (Barki 2008), we only include the dimensions of
integrity and benevolence in the initial trust concept. We exclude the competence belief, i.e., the
ability of the trustee to do what the trustor needs (McKnight et al. 2002) because it is
conceptually captured in the perceived intelligence definition. That is, a PIA is perceived to be
intelligent if it is perceived to have an autonomous, adaptive, and goal-directed behavior with an
effectual output. The perceptions of competence are thus contained within the perceptions of
intelligence. Prior empirical and theoretical studies suggested that the three determinants of trust
may not need to be concurrently present in certain contexts (Barki 2008; Aubert and Kelsey
2003). In this way, we maintain high discriminant validity between the two constructs of initial
trust and perceived intelligence.

2.3.9. The Relationship between Perceived Intelligence and Initial Trust
During their first interaction with the PIA, we expect users to be more likely to trust the agent
when they perceive it to be intelligent. The rationale is that a PIA that is perceived to have an
autonomous, adaptive, and goal-directed behavior with an effectual output will help create an
abundance of output quality- and competence-related cues during the interaction. The presence
of these cues will provide rich information for the user to make trust inferences.

Given the limited prior research on perceived intelligence in IS, we refer to relevant research
from the business service (focusing on the customer-seller relationship), marketing, and trust
literatures to provide some empirical guidance on the impact of perceived intelligence on initial
trust. In service research, the technical quality of the service output and the functional service
quality, i.e., the courteous and attentive service emphasizing the customer’s circumstances, both
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impact trust in the seller’s reliability and integrity (Eisingerich and Bell 2007). The positive
association between service quality and trust has also been supported in other prior research in
the marketing literature (Chiou and Drodge 2006; Sharma and Patterson 1999). The technical
and functional service quality elements positively impact the customer’s overall evaluations of
the organization. Customers seek effective relationships with organizations and the service
quality inspires confidence in them and provides the necessary insights into the character of the
organization during first interactions, especially in the absence of other information (Eisingerich
and Bell 2007). We expect that this relationship (which is between humans) will also apply in the
relationship between a PIA and a user, because the customer’s and the user’s end goals are the
same: an effective and satisfactory relationship. From the user’s perspective, what matters is the
interaction’s result, which is achieved through satisfactory technical and functional service/
output quality, whether the other entity is an individual, an organization, or a technology.

In the context of our study, users are likely to transfer trust and performance expectations from
their previous interactions with other systems to their current interaction with the PIA. We
believe that the PIA has the potential to provide the user with a superior interaction, especially
compared with non-intelligent systems, due to its autonomous and goal-directed characteristics.
These qualities alongside the effectual output characteristic will give the agent the flexibility and
potential to produce a high-quality output. Additionally, the PIA’s adaptive behavior will help
improve the quality of the output as well as the attentive support and understanding of the user’s
needs. The perceptions of intelligence, rooted in these characteristics, are thus expected to
increase the perceptions of output quality. During their initial interaction with the PIA, users will
be looking for any available information to help make trust inferences. In this case, the
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perceptions of intelligence will help generate cues related to the PIA’s integrity and benevolence,
mainly that it will keep its commitments and have the user’s best interest in mind.
Thus we expect that the more intelligent the agent is perceived to be, the more likely a new user
will trust it after an initial interaction.

H4: Perceived intelligence is positively associated with initial trust in a PIA.

2.3.10. The Relationship between Perceived Anthropomorphism and Initial Trust
The impact of human-like traits and characteristics in computer-mediated communication has
been investigated in past research. One prior study investigated the effects of text-to-speech
voice and 3D avatar representations on consumers’ cognitive and emotional trust when
interacting with a customer service representative. Results showed that the presence of text-tospeech voice significantly increased the users’ cognitive and emotional trust while the avatar
effect was insignificant (Qiu and Benbasat 2005). In virtual teams, prior research explored the
emergence of trust in different communication situations: face-to-face, video, audio, and text
chat. The study’s results showed that the richer conditions (face, video, and audio) were more
effective than the text chat condition and that the video and audio conditions displayed evidence
of trust development (Bos et al. 2002). Additionally, another study found that users trusted a car
more when they anthropomorphized it with a humanlike mind. That study measured only the
competence facet of trust (Waytz et al. 2014). Based on these studies, there is evidence that the
presence of human-like attributes positively affects trust in the technology.
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During their first interaction with a PIA, we expect users to be more likely to initially trust the
agent when they perceive it to be anthropomorphic. That is due to the abundance of social and
emotional cues in an interpersonal-like interaction. First, when the user perceives the PIA to be
human-like, this will lead to a profusion of social cues caused by the attribution of human-like
intentions, behavior, features, and feelings to the PIA. The presence of these social cues will
provide rich information for the user to make trust inferences. According to prior research, in
their initial interaction with websites in e-commerce contexts, individuals use any information
they have about the website to make trust inferences (McKnight et al. 1998). We expect PIA
users to rely on the social cues inferred from the PIA’s social capacities to develop perceptions
of trust. Second, the perception of interacting with another human, i.e., social presence, is closely
related to information richness (Rice et al. 1989; Straub 1994; Straub and Karahanna 1998).
Hence, the higher the social presence of an IT artifact, the more it is able to reduce equivocality
and ambiguity (Gefen and Straub 2003; Daft and Lengel 1984). An anthropomorphized PIA has
a high level of social presence, which is expected to reduce perceptions of risk and uncertainty.
Third, when the trustee shows investment in the relationship beyond what is called for, the
trustor’s level of trust increases (Ganesan 1994). Since the presence of human-like characteristics
in an agent exceeds what the users are most often used to when interacting with other systems,
perceptions of anthropomorphism are expected to cause an increase in the perceptions of trust.
Fourth, attributing human-like characteristics to an object can provide comfort through the
presence of a relationship and help make better sense of the world (Aggarwal and McGill 2007).
Prior research in social psychology has shown that emotions determine the users’ affective states
and interact with their cognitive perceptions (Clore 1994; Qiu and Benbasat 2005). We focus on
the PIA’s emotional and social capacities as one of the various factors that could influence the
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users’ affective states while interacting with the agent. These capacities will help create positive
feelings towards the PIA and a more positive attitude towards it, which will influence the trust
beliefs. Hence, we expect that the more human-like the agent is perceived to be, the more likely a
new user will trust it after an initial interaction.

H5: Perceived anthropomorphism is positively associated with initial trust in a PIA.

2.3.11. The Relationship between Perceived Intelligence and Perceived Anthropomorphism
Prior research studies in AI and anthropomorphism associated human-like mind and cognition
with anthropomorphism. Anthropomorphism is a word is derived from the Greek words:
anthropos, i.e., human, and morphe, i.e., shape or form (Epley et al. 2007). Any object
possessing human-like characteristics, such as emotions, cognition, intentions, and experience
may be anthropomorphized by an observer (Epley et al. 2007, Gray et al. 2007). Turing also
proposed the reverse relationship when he asked the question whether machines can think and
considered the computer to have a mind if the interrogator cannot tell that it is not human
(Turing 1950, Gray et al. 2007). These studies propose that if systems exhibit an intelligent
behavior, then a user would tend to anthropomorphize them. One reason is that machines have
always been perceived as tools. Thus when they are perceived as intelligent and capable of
thinking, they tend to be elevated to human-like.

While prior researchers based their anthropomorphism scales partly on mentalistic notions such
as the object being smart, pro-active, aware of its environment, and anticipating future user needs
(Waytz et al. 2010; Waytz 2014), we separate the perceptions of mind from the perceptions of
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human-likeness but propose that they are associated. We include the mental perceptions in the
intelligence scale, which comprises factors such as autonomy, proactivity, awareness of the
physical and virtual worlds, language-processing ability, language-production ability, logical
reasoning, learning ability, completion time, and output quality. And we measure
anthropomorphism based on human-like features relevant in a PIA context, such as the ability to
display human-like emotions like joy, love, frustration, and respect, as well as the appearance of
having human-like characteristics such as friendliness, respect, care, and humor. The items
included in the anthropomorphism index represent characteristics that are relevant in a PIA
context and are based on actual PIA users’ comments on their interaction with their PIAs. That
is, while interacting with the PIA, the PIA’s answers and tone may lead the user to perceive the
PIA as caring, loving, respectful, funny, etc.

We separate perceived anthropomorphism from perceived intelligence because we believe that in
a PIA context, perceptions of intelligence may not always correspond to perceptions of
anthropomorphism. For instance, Google Now, a PIA by Google, presents the user with smart
cards of relevant information based on a deep analysis of the user’s preferences, history and
activity. Google Now does not use human-like features or emotions when presenting these cards
to the user; and thus may be perceived as intelligent but not necessarily as anthropomorphic. On
the other hand, Amazon’s Echo, Alexa, does not have a user interface to display text but rather
communicates with the user through speech only. If it is sometimes unable to understand the
user’s request or provide a relevant answer, it may be perceived as anthropomorphic but not
necessarily intelligent.
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Given that in prior literature, perceived intelligence measures were always subsumed under
perceived anthropomorphism (but not the other way around) (Epley et al. 2007, Gray et al. 2007;
Waytz et al. 2010; Waytz 2014), we hypothesize that perceived intelligence will increase
perceptions of anthropomorphism in a PIA.

H6: Perceived intelligence is positively associated with perceived anthropomorphism of a PIA.

2.3.12. Factors Influencing the Intention to Adopt
The individual’s intention to adopt a PIA captures the motivational factors that influence the use
behavior. It is an indication of how hard the individual is willing to try to perform the behavior,
i.e., PIA adoption and use. Drawing on prior IS literature, we propose four factors that directly
influence the use intention: perceived usefulness, perceived ease of use, perceived enjoyment,
and initial trust.

We focus on behavioral intention rather than the actual behavior of adoption for two reasons.
First, we conduct a cross-sectional and not a longitudinal study and thus do not measure the
actual adoption behavior, an approach followed by prior work in a pre-adoption context
(Karahanna et al. 1991). Second, the role of intention as a strong predictor of behavior has been
well established by prior studies in IS (Davis 1989; Venkatesh et al. 2003; Komiak and Benbasat
2006).
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2.3.12.1.

Perceived Usefulness

Behavioral intentions are derived from personal beliefs and attitudes about a specific behavior,
i.e., PIA adoption and use (Ajzen 1991; Fishbein and Ajzen 1975). Perceived usefulness refers to
the user’s belief that the system will enhance her performance. Perceived usefulness is a
fundamental determinant of user acceptance of an information system, whether hedonic or
utilitarian (Davis 1989; van der Heijden 2004, Wu and Lu 2013). Perceived usefulness is
positively associated with intention to adopt because users form intentions toward behaviors that
they believe will increase their job or task performance. The positive association between
perceived usefulness and intention to adopt has been empirically supported in many studies that
include intention to use (or adopt) a word processing program (Davis et al. 1989), a web store
(Koufaris 2002), an attribute-based decision support system (Kamis et al. 2008), and a hedonic
information system (van der Heijden 2004). A meta-analysis of motivational factors in IS
acceptance studies revealed perceived usefulness to be the most widely studied factor among
extrinsic ones. Studies exploring adoption of utilitarian systems found perceived usefulness to be
the principal factor among other predicting factors. In hedonic contexts, perceived usefulness
played a less dominant role (Wu and Lu 2013).

In the context of our study, the user will be referring to the agent to assist her in completing some
of her everyday life tasks. A PIA that is perceived as useful will help the user enhance her
everyday life performance. We expect a new user to develop an intention to adopt a PIA that can
enhance her perceived efficiency and performance in an everyday life context.

H7: Perceived usefulness is positively associated with the intention to adopt a PIA.
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2.3.12.2.

Perceived Ease of Use

Perceived ease of use is defined as the user’s perception that the interaction with the system will
be free of effort (Davis et al. 1989). Perceived ease of use was included in a number of studies
exploring the hedonic side in IS adoption (Koufaris 2000; van der Heidjen 2004). Two decades
of research exploring adoption with utilitarian systems established that perceived usefulness and
ease of use (an antecedent of PU) are very important determinants of use (Benbasat and Barki
2007). Since we label a PIA as a dual-purpose system, we include perceived ease of use as an
important predicting factor for adoption intention.
In general, the expectation is that users are most likely to develop positive intentions towards
systems that are easy to use. The positive association between perceived ease of use and
intention to use (or adopt) has been empirically supported in many studies that include intention
to adopt or use a personal workstation (Moore and Benbasat 1991), a group support system (Chin
and Gopal 1995), a B2C website (Gefen et al. 2003), and a hedonic information system (van der
Heijden 2004).

We expect a positive association between perceived ease of use and intention to adopt the PIA.
That is, users will prefer a PIA that requires less time and effort to use especially since they will
be using it to complete their everyday life tasks. Thus, the less effort using the agent necessitates,
the more positive the intention to adopt will be.

H8: Perceived ease of use is positively associated with the intention to adopt a PIA.
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2.3.12.3.

The Relationship between Perceived Ease of Use and Perceived Usefulness

Perceived usefulness is a measure of cognitive assessment of the utility offered by the system.
Perceived ease of use is an indicator of the cognitive effort needed to learn and use the system
(Gefen et al. 2003). The technology acceptance model posits that a system perceived as easy to
use will also be perceived as useful (Davis 1989). This positive relationship has been supported
by prior research in various IS contexts (Gefen et al. 2003; van der Heijden 2004; Kamis et al.
2008; Wixom and Todd 2005; Hart and Porter 2004).

In the context of our study, we expect that a PIA that is perceived as easy to use will also be
perceived as useful. Perceived usefulness is based on a cost-benefit assessment of the PIA’s
utility. As perceived ease of use increases, the cognitive load and effort decrease, causing an
increase in the perceived benefits from the PIA, and a positive cost-benefit evaluation result.
Consequently, the perceived efficiency of the system will increase.

H9: Perceived ease of use is positively associated with perceived usefulness of a PIA.

2.3.12.4.

Perceived Enjoyment

Perceived enjoyment is an affective factor that captures the fun and pleasure resulting from the
interaction with the PIA. A meta-analysis of motivational factors in IS acceptance studies
revealed perceived enjoyment as the most widely studied factor among intrinsic ones. Work on
hedonic systems’ adoption found perceived enjoyment, an intrinsically motivating factor, to be a
stronger predicting factor than perceived usefulness, an extrinsically motivating factor (Wu and
Lu 2013).
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When potential users briefly try a new PIA1, we expect that those who experience pleasure and
enjoyment during their first-time interaction with the PIA will be more likely to form intentions
to use than others who do not. Prior research in IS has empirically supported the positive
association between perceived enjoyment and behavioral intention in different contexts (Koufaris
2002; Kamis et al. 2008; van der Heijden 2004; Ramayah and Ignatius 2005). With online
consumers, one prior study showed that shopping enjoyment positively impacts the consumers’
intention to return to the e-store (Koufaris 2002). In a different study, users of an online attributebased DSS who perceive the experience to be enjoyable intend to purchase the products and
return to the site in the future (Kamis et al. 2008). The positive association between perceived
enjoyment and intention was also supported in the context of hedonic information systems that
aim to provide a self-fulfilling and fun experience rather than a purely instrumental one (van der
Heijden 2004).

In the context of our study, we expect that the more new users enjoy interacting with a PIA, the
more likely they will be to intend to use it. That is, when the user is having fun using the PIA and
is intrinsically motivated while interacting with it, she would want to use it again, and thus will
be more likely to intend to adopt and use it.

H10: Perceived enjoyment is positively associated with the intention to adopt a PIA.

1

While ours is a study of new users, we required our subjects to interact with the PIA for some
time (40-50 minutes) before we evaluated their beliefs, attitudes, and intention to adopt.
Therefore, we believe that our subjects had enough first-hand experience with a PIA to allow
them to enjoy (or not) using one.
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2.3.12.5.

Initial Trust and Intention to Adopt

The role of trust in predicting intention has been supported in various IS studies. The level of
trust in a firm impacts customers’ intention to use its services and products (Gefen et al., 2003;
Gefen and Straub, 2004; Pavlou and Gefen 2004). In e-commerce contexts, customers’ initial
trust in the company affects their intention to use the site (Hampton-Sosa and Koufaris 2005) and
their trust in the site affects their intention to purchase (Jarvenpaa and Tractinsky 1999).
Additionally, consumers’ initial trust (and trust beliefs) in the online recommendation agent
impacts their intention to use the recommendation agent (Wang and Benbasat 2005; Qui and
Benbasat 2009). Furthermore, the association between initial trust and usage intention has also
been supported for a mobile banking service among new users (Kim et al. 2007; Kim and
Prabhakar 2004).

That is, when individuals interact with a PIA for the first time, they do not have an existing
relationship with it or prior knowledge of its behavior. At this stage, their perceptions of
uncertainty and risk are salient (McKnight et al. 2002). Therefore, if they do not trust the PIA
enough, they may not use it at all. In an e-commerce context, consumers who do not have
sufficient initial trust in a website or an online recommendation agent can easily switch to other
ones (Wang and Benbasat 2005). In a PIA context, individuals who do not trust a PIA after their
first-interaction with it may not use it again or may switch to other PIAs. Thus, we expect initial
trust in the PIA, after initial interaction with it, to be positively associated with the intention to
adopt the PIA.

H11: Initial trust is positively associated with the intention to adopt a PIA.
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Finally, we control for individual differences, i.e., personal innovativeness of IT and propensity
to trust. Personal innovativeness of IT has been shown to be an important factor in users’
relationship with new IT (Agarwal and Prasad 1998). Propensity to trust is an individual trait that
is constant across situations and would manifest itself in the initial trust level (McKnight et al.
2002; Kim and Prabhakar 2004).
We present the conceptual model for this study in Figure 1 below.

Figure 1. Theoretical model
(Controlled for but not shown are also propensity to trust and personal innovativeness of IT)

2.4.

Research Design

2.4.1. Setting and Subjects
In order to test our research model, we designed a cross-sectional study that we tested with
subjects with no prior experience with PIAs.
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We recruited college students through the student subject pool at a large Northeastern university.
Next, we filtered participants by asking them about their prior use of PIAs (Table 1). Participants
who reported (1) not having used the PIA before, (2) having used it only once or twice in the past
but then never used it again, or (3) having used it only once in the last month2, participated in our
lab study. In line with IRB-approved protocols, our lab participants were first presented with a
consent form. Then, they were asked the filtering question again as a stringent measure to ensure
our participants belonged to one of the three groups listed earlier, otherwise the data record was
marked and excluded from the data analysis. After that, they received training that introduced
them to a specific PIA, Siri3, followed by one training task with Siri (Appendix A, A.1). After
that, students had up to one hour to complete six tasks using Siri including a weather task (at
current location, in Miami), a name task, a reminder task, a restaurant search task, a general info
task, and free interaction time. We present the list of tasks in Appendix A (A.2). Due to the
PIA’s distinct characteristics, i.e., anthropomorphism- and intelligence-related traits, we believe
that this interaction with the PIA for 40 to 50 minutes (before completing the survey) is a
necessary step to explore the adoption factors that influence a new user’s intention to adopt a
PIA. Therefore, we believe that our subjects had enough first-hand experience with a PIA to
allow them to enjoy (or not) using one and evaluate their beliefs, attitudes, and adoption
intentions towards it. After they finished, students were asked to complete our survey (Table 2).

2

These users have not made an adoption or rejection decision yet. Newness can be expressed in
terms of the user’s knowledge of the technology, her attitude towards it, or her decision to adopt
it (Rogers 1983). We elaborate more on this issue in the limitations section.
3
We choose Siri because we believe that the separation between the intelligent and
anthropomorphic features (and thus perceptions) is clearer with Siri than with other PIAs such as
Google Now or Amazon’s Alexa (refer to section 2.3.11 for more details).
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Table 1. Filtering Question
Please take a moment to read the following paragraph and answer the following question.
A personal intelligent agent is a system that interacts and communicates with the user, and can operate with or
without the user's intervention. A personal intelligent agent is accessible via a mobile device, such as a smartphone,
and assists the user in everyday tasks.
Examples of personal intelligent agents would include but are not limited to:
- Apple's Siri
- Microsoft's Cortana
- Google Now
Which of the following statements best describes your use of a personal intelligent agent like the ones described
above? Mark your answer with an x sign in the box before the question.
q I have never used a personal intelligent agent before
q I tried a personal intelligent agent only once or twice in the past but then I never used it again
q I used a personal intelligent agent for a certain period of time in the past and then decided to stop using it
q I have used a personal intelligent agent only once in the last month
q I have used a personal intelligent agent 2 to 3 times in the last month
q I have used a personal intelligent agent at least 4 times in the last month

Table 2. Survey Instrument Items
Construct

Code

Items

Adapted
from

Perceived
intelligence

PInt1

Siri can complete tasks quickly.

New scale

PInt2
PInt3
PInt4
PInt5

Siri can understand my commands.
Siri can communicate with me in an understandable manner.
Siri can find and process the necessary information for
completing its tasks.
Siri is able to provide me with a useful answer.

PAnt1

Siri is able to speak like a human

New scale

PAnt2
PAnt3
PAnt4
PAnt5
PAnt6
PU1

Siri can be happy
Siri is friendly
Siri is respectful
Siri is funny
Siri is caring
If I were to start using Siri, it would enable me to accomplish my
tasks more quickly
If I were to start using Siri, the quality of my life would improve
If I were to start using Siri, it would enhance my overall
effectiveness
If I were to start using Siri, it would make my life easier
Using Siri would give me greater control over my daily life
Learning to use Siri is easy for me

Moore and
Benbasat
(1991)

Perceived
anthropomorphism

Perceived usefulness

PU2
PU3

Perceived ease of
use

Intention to adopt

Initial trust

PU4
PU5
PEOU1
PEOU2
PEOU3
PEOU4
Int1
Int2
Trust_B1
Trust_B2
Trust_B3
Trust_I1

Overall, I believe that Siri is easy to use
I believe that it is easy to get Siri to do what I want it to do.
My interaction with Siri is clear and understandable.
I intend to start using Siri within the next month
During the next months, I plan to experiment with or regularly
use Siri
I believe that Siri acts in my best interest.
If I required help, Siri would do its best to help me.
Siri is interested in my well-being.
Siri is truthful in its dealing with me.

Moore and
Benbasat
(1991)

Karahanna
et al. (1999)
McKnight et
al. (2002)
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Perceived
enjoyment

Personal
innovativeness of IT

Trust_I2
Trust_I3
Enj1

I characterize Siri as honest.
Siri keeps its commitments to me.
While using Siri, I find the interaction enjoyable

Enj2
Enj3
PIIT1

While usingSiri, I find the interaction interesting
While using Siri, I find the interaction to be fun
If I heard about a new information technology, I would look for
ways to experiment with it
Among my peers, I am usually the first to try out new
information technologies
In general, I am not afraid to try out new information
technologies
I like to experiment with new information technologies
It is easy for me to trust a person or an object.
My tendency to trust a person or an object is high.
I tend to trust a person or an object, even though I have little
knowledge of it.

PIIT2
PIIT3

Propensity to trust

PIIT4
Prop1
Prop2
Prop3

Kamis et al.
(2008)

Agarwal and
Prasad
(1998)

HamptonSosa and
Koufaris
(2005)

2.4.2. Operationalization
We adapted our measures from previous studies except for two indexes for perceived
intelligence and perceived anthropomorphism, which we build and explain in detail in Appendix
B of this dissertation.
We adapted the perceived usefulness and ease of use scales from Moore and Benbasat (1991).
We adapted the behavioral intention scale from Karahanna et al. (1999). We adapted the personal
innovativeness of IT scale from Agarwal and Prasad (1998), the propensity to trust scale from
Hampton-Sosa and Koufaris (2005), and the initial trust scale from McKnight et al. (2002). We
chose to model initial trust as a second order factor in line with the trust literature, which
proposes that trust is a general construct that comprises specific dimensions (McKnight et al.
2002; Mayer et al. 2005; Wang and Benbasat 2005; Gefen et al. 2003). We present our survey
instrument items in Table 2.
2.4.3. Sample
Participants were undergraduate college students at a Northeastern university in the U.S. 198
subjects volunteered to participate in this study over a period of three months. After they
consented to participate, students were asked the filtering question again as a stringent measure
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to ensure our participants were new users. 19 data records were marked and excluded from the
data analysis as a result of this step, resulting in a total of 179 complete and valid ones for data
analysis. The participation was voluntary, and students received course credit upon completion
of the tasks and questionnaire. The course credit awarded was constant among all subjects and
was not subject to their performance or other factors. About 55% of the subjects were 18 to 20
years old and 22% were 21 to 23 years old. 62% of participants were female and 47% were in
their sophomore year (Tables 3, 4, and 5).
Table 3. Gender
Frequency
67
111
1

Percent
37.4
62.0
.6

Cumulative Percent
37.4
99.4
100.0

18-20
21-23
24-26
27-29
30-32
33-35

Table 4. Age
Frequency
99
39
20
9
7
5

Percent
55.3
21.8
11.2
5.0
3.9
2.8

Cumulative Percent
55.3
77.1
88.3
93.3
97.2
100.0

Freshman
Sophomore
Junior
Senior

Table 5. Year
Frequency
24
84
62
9

Percent
13.4
46.9
34.6
5.0

Cumulative Percent
13.4
60.3
95.0
100.0

Male
Female
Prefer not to say
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2.5.

Data Analysis

We used the SmartPLS software for our data analysis (Hair et al. 2013, 2016), including the
measurement model and structural model tests. For our study, PLS-SEM analysis was more
appropriate than CB-SEM because (1) this research is an extension of an existing structural
theory (Hair et al. 2011; Ringle et al. 2005).
2.5.1. Measurement Model Evaluation
The first stage in data analysis involved the evaluation of the measurement model. Typical
analyses for the reflective measurement model include reliability (composite and indicator) and
validity (convergent and discriminant) assessments. Table 2 above shows the instrument
subjected to validation.
We started by evaluating the estimates of the relationships between the reflective latent variables
and their indicators, i.e. the outer loadings. All outer loadings values were above the satisfactory
threshold of 0.70 or closely below it. We kept all the items and present the cross-loadings in
Table 6.
Table 6. Cross-Loadings for Reflective Constructs
Perceived
ease of
Perceived Intention
Perceived
use
enjoyment to adopt
anthropomorphism
PEOU1
0.65
0.29
0.15
0.20
PEOU2
0.83
0.41
0.31
0.29
PEOU3
0.86
0.49
0.31
0.36
PEOU4
0.79
0.47
0.21
0.20
Enj1
0.51
0.93
0.50
0.47
Enj2
0.50
0.90
0.46
0.37
Enj3
0.50
0.95
0.59
0.47
Int1
0.31
0.54
0.97
0.33
Int2
0.31
0.56
0.97
0.33
PAnt1
0.43
0.49
0.36
0.74
PAnt2
0.12
0.20
0.07
0.65
PAnt3
0.25
0.29
0.15
0.75
PAnt4
0.21
0.29
0.18
0.67

Perceived
intelligence
0.38
0.57
0.64
0.65
0.46
0.45
0.43
0.36
0.32
0.41
0.21
0.30
0.28

Perceived
usefulness
0.18
0.35
0.47
0.34
0.47
0.43
0.49
0.67
0.62
0.34
0.13
0.24
0.23

Initial
trust
0.29
0.42
0.42
0.38
0.42
0.38
0.38
0.39
0.40
0.39
0.20
0.35
0.31
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PAnt5
PAnt6
PInt1
PInt2
PInt3
PInt4
PInt5
PU1
PU2
PU3
PU4
PU5
Trust_B1
Trust_B2
Trust_B3
Trust_I1
Trust_I2
Trust_I3

0.20
0.14
0.54
0.62
0.55
0.55
0.56
0.42
0.25
0.41
0.48
0.38
0.45
0.47
0.25
0.39
0.26
0.27

0.38
0.28
0.38
0.36
0.40
0.29
0.41
0.45
0.43
0.45
0.49
0.41
0.39
0.39
0.24
0.27
0.33
0.20

0.26
0.32
0.30
0.19
0.29
0.23
0.31
0.56
0.59
0.55
0.62
0.58
0.43
0.24
0.35
0.19
0.30
0.23

0.72
0.73
0.37
0.20
0.26
0.38
0.33
0.30
0.27
0.30
0.33
0.34
0.33
0.34
0.44
0.37
0.30
0.26

0.20
0.27
0.76
0.75
0.77
0.78
0.79
0.52
0.42
0.49
0.51
0.48
0.56
0.57
0.33
0.44
0.36
0.40

0.17
0.30
0.44
0.31
0.42
0.41
0.50
0.89
0.84
0.89
0.91
0.87
0.47
0.35
0.42
0.28
0.33
0.31

0.27
0.41
0.55
0.33
0.45
0.53
0.50
0.43
0.44
0.40
0.44
0.50
0.80
0.75
0.69
0.72
0.68
0.72

We then evaluated the measures’ composite reliabilities. The composite reliability values of 0.87
(initial trust), 0.97 (intention to adopt), 0.86 (perceived anthropomorphism), 0.86 (perceived ease
of use), 0.95 (perceived enjoyment), 0.88 (perceived intelligence) and 0.95 (perceived
usefulness) demonstrated high reliability for all constructs. Composite reliability values are
presented in Table 7.
We then assessed for convergent validity using the average variance extracted (AVE) values. All
AVEs of 0.53 (initial trust), 0.95 (intention to adopt), 0.51 (perceived anthropomorphism), 0.61
(perceived ease of use), 0.86 (perceived enjoyment), 0.59 (perceived intelligence) and 0.78
(perceived usefulness) were above the minimum level of 0.5. AVE values are presented in Table
7.
To ensure discriminant validity, we used the Fornell-Larcker criterion (Fornell and Larcker
1981; Hair et al. 2013). According to this criterion, the square root of the AVE for each construct
needs to be higher than its correlations with other constructs. Overall, the square roots of the
AVEs for the reflective constructs were all larger than their correlations with other variables in
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our model. Thus, discriminant validity is established. Table 7 presents the composite reliability
values, Cronbach’s alpha values, and the Fornell-Larcker criterion: the latent variable
correlations and square root of the AVEs (presented in the diagonal cells in bold font).
Table 7. Cronbach's Alpha, Composite Reliability, Average Variance Extracted, Latent Variable
Correlations, and Square Root of the AVE
(1) Initial trust
(2) Intention to adopt
(3) Perceived anthropomorphism
(4) Perceived ease of use
(5) Perceived enjoyment
(6) Perceived intelligence
(7) Perceived usefulness

CA
0.82
0.95
0.81
0.79
0.92
0.83
0.93

AVE
0.53
0.95
0.51
0.61
0.86
0.59
0.78

CR
0.87
0.97
0.86
0.86
0.95
0.88
0.95

(1)
0.73
0.41
0.47
0.49
0.42
0.62
0.50

(2)

(3)

(4)

(5)

(6)

(7)

0.98
0.34
0.33
0.56
0.35
0.66

0.71
0.34
0.48
0.41
0.35

0.78
0.54
0.73
0.45

0.93
0.48
0.51

0.77
0.55

0.88

CA: Cronbach's Alpha, CR: Composite Reliability, AVE: Average Variance Extracted.
The values in bold in the diagonal cells in the correlations part of the table are the square root of the AVE for
the corresponding constructs.

2.5.2. Common Method Variance
We checked for the presence of common method variance through two different tests. First, we
conducted the Harman’s single factor test (Podsakoff et al. 2003). The test requires running an
exploratory factor analysis on the measures in the study and checking for the presence of
common method variance, which is indicated by the emergence of a single factor that accounts
for the majority of the covariance among measures. The emergence of more than one factor to
explain the variance in our measures indicates that common methods bias is low.
Second, we used the marker variable technique, which controls for common method variance by
including a marker variable, i.e., a variable that is theoretically unrelated to the constructs in the
model (Lindell and Whitney 2001; Podsakoff et al. 2003). Any observed correlation between the
marker variable and other variables in the study is interpreted as a presence of common method
variance. This method has been recommended by prior studies in IS to control for common
method variance (Sharma et al. 2009; Malhotra et al. 2006). We checked the correlations
between our marker variable, belongingness adapted from Den Hartog et al. (2007), and other
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variables in the model. The correlation results are presented in Table 8. The low correlation
values indicated the presence of a relatively small common method bias.
Table 8. Correlations between the Marker Variable and Other Variables
Belongingness-Marker
Initial trust
0.25
Intention to adopt
0.23
Perceived anthropomorphism
0.28
Perceived ease of use
0.31
Perceived enjoyment
0.28
Perceived intelligence
0.29
Perceived usefulness
0.25
Belongingness to university items: (1) When at the university*, I really feel like I
belong. (2) I feel quite isolated from others at the university. (3) I don’t seem to
“connect” with others at the university.
*The actual university name was provided in the items presented to subjects.

2.5.3. Hypothesis Testing
We used Partial Least Squares (PLS) with the SmartPLS software to test our structural model
(Hair et al. 2016). The sample consisted of 179 records, which is an appropriate sample size for
PLS testing. Using PLS requires a minimum sample size that is ten times the largest number of
formative indicators or structural paths directed to a dependent variable in our model (Chin 1998;
Chin 2000). Thus our current sample size was appropriate for PLS analysis. We controlled for
propensity to trust and personal innovativeness of IT and included them in our model as
predictors of intention to adopt. The statistical significance of the path coefficients was estimated
based on the bootstrapping technique as recommended by Chin (2010).
Results of the hypotheses testing are presented in Figure 2. H1, H2, and H4 examined the
positive relationship between perceived intelligence and perceived usefulness, perceived ease of
use, and initial trust. These hypotheses were supported. For H1: β = 0.48 and p= 0.000, for H2:
β = 0.73 and p= 0.000, and for H4: β = 0.52 and p= 0.000. H3 and H5 hypothesized the
positive relationship between perceived anthropomorphism and perceived enjoyment and initial
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trust. Both hypotheses were supported. For H3: β = 0.48 and p= 0.000, and for H5: β = 0.26
and p= 0.000. H6 hypothesized the positive effect of perceived intelligence on perceived
anthropomorphism and was supported (β = 0.41 and p= 0.000).
The paths from perceived usefulness to intention to adopt, and perceived enjoyment to intention
to adopt, were statistically significant, thus H7 (β = 0.45 and p= 0.000) and H8 (β = 0.30 and
p= 0.000) were supported. However, the paths from perceived ease of use to intention to adopt,
and initial trust to intention to adopt were not statistically significant, thus H10 and H11 were not
supported. H9 hypothesized the relationship between perceived usefulness and perceived ease of
use and was not supported.
We examined the inner VIF values among the endogenous variables. All VIF values were well
below 5 indicating that collinearity among the predictor constructs in the structural model is not
an issue.
Then we examined the coefficient of determination, R2, which is a measure of in-sample
predictive power. As a rule of thumb, R2 values of 0.75, 0.50, and 0.20 are respectively
considered substantial, moderate, and weak (Hair et al. 2016). Perceived intelligence explained
54% of the variance in perceived ease of use (moderate predictive power). Perceived intelligence
and anthropomorphism explained 44% of the variance in initial trust (moderate predictive
power). Perceived intelligence and perceived ease of use explained 31% of the variance in
perceived usefulness (moderate to weak predictive power). Perceived intelligence explained 17%
of the variance in perceived anthropomorphism (weak predictive power). Perceived
anthropomorphism explained 23% of the variance in perceived enjoyment (weak predictive
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power). Lastly, the antecedents of intention to adopt explained 56% of its variance (moderate to
substantial predictive power).
Finally, we examined the standardized root mean square residual (SRMR) values for the
estimated model. While in CB-SEM a value less than 0.08 generally indicates good fit, this
threshold is likely too low for PLS-SEM (Hair et al. 2016). In our study, SRMR for the estimated
model is 0.15, thus indicating good fit.

Figure 2. Results of Research Model Test (*** p<0.001, ** p<0.01, * p<0.05)
Control variables: PIIT (0.15, p=0.06); Propensity to Trust (0.14, p=0.02)

2.5.1. Multiple Mediation Tests
To gain a more complete understanding of the relationships in the model, we ran multiple
mediation tests where the effects of all mediators are considered simultaneously rather than
independently. These tests are important when exogenous constructs exert their influence
through more than one mediating variable (Hair et al. 2016). Our mediating variables (perceived
enjoyment,

initial

trust,

perceived

usefulness,

perceived

ease

of

use,

perceived
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anthropomorphism) were slightly correlated (Table 7), so testing for multiple mediation was
necessary to account for possible inflated effects (Hair et al. 2016). Several studies have found
support for relationships between perceived enjoyment and trust, and between perceived
usefulness, perceived ease of use and trust (Hampton-Sosa and Koufaris 2005; Qui and Benbasat
2009; Vance et al. 2008). The results of these tests are presented in Table 9. We found full
mediation

effects

of

perceived

enjoyment

on

the

relationship

between

perceived

anthropomorphism and intention to adopt. We also found that perceived usefulness mediated the
relationship between perceived intelligence and intention to adopt. Our results also emphasized
the role that perceptions of anthropomorphism play in the relationships between perceptions of
intelligence and perceptions of fun and trust. That is, we found that perceived anthropomorphism
partially mediates the relationship between perceived intelligence and enjoyment, and between
perceived intelligence and trust (complementary mediation effects).
Table 9. Results of Multiple Mediation tests
P-Values for
Indirect
Effects

P-Values for
Direct
Effects

Relationship

Mediators

Mediation/ Type

Perceived
anthropomorphism
à Intention to adopt

Perceived enjoyment,
Initial trust

0.004

0.715

IndirectFull mediation

Perceived intelligence
à Intention to adopt

Perceived usefulness,
Perceived ease of use,
Initial trust

0.000

0.255

IndirectFull Mediation

Perceived intelligence
à Perceived enjoyment

Perceived
anthropomorphism

0.000

0.000

ComplementaryPartial mediation

Perceived intelligence
à Initial trust

Perceived
anthropomorphism

0.003

0.000

ComplementaryPartial mediation

Perceived intelligence
à Perceived usefulness

Perceived ease of use

0.331

0.000

Direct effectNo mediation

Perceived ease of use
à Intention to adopt

Perceived usefulness

0.338

0.610

No effectNo mediation
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2.6.

Discussion

In this paper, we reported the results of a lab study that investigated the factors influencing the
intention to adopt a PIA. We examined new factors, perceived intelligence and perceived
anthropomorphism, which are characteristic of a new wave of technologies and highlight the
unique dimensions of the users’ experiences with these systems. We proposed that these new
perceptions could explain how the behavioral beliefs of new users are formed. We also
investigated the role that hedonic factors (perceived enjoyment), instrumental factors (perceived
usefulness), as well as perceived ease of use and initial trust play as direct antecedents of the
intention to adopt. We present a summary of the results in Table 10.
Our results showed that for new users, perceived enjoyment and perceived usefulness positively
impact the intention to adopt a PIA while perceived ease of use and initial trust do not. We found
that with a dual-purpose IS such as PIAs, both the utilitarian and hedonic perceptions shape the
users’ intention to start using the system. This result corroborates prior research findings in the
context of dual-purpose IS and hedonic systems (Wu and Lu 2015; van der Heijden 2004).
However, we did not find support for the direct impact of perceived ease of use on the intention
to adopt or through perceived usefulness. Prior research revealed mixed findings regarding the
effect of perceived ease of use on behavioral intention. The positive association between
perceived ease of use and intention to use (or adopt) has been supported in a number of studies
including different types of systems (a personal workstation, group support system, B2C website,
hedonic information system) (Moore and Benbasat 1991; Chin and Gopal 1995; Gefen et al.
2003; van der Heijden 2004). Other research studies did not find support for this relationship or
found an effect of perceived ease of use on intention to adopt through perceived usefulness
(Koufaris 2002; Gefen et al. 2003; van der Heijden 2004; Kamis et al. 2008; Wixom and Todd
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2005; Hart and Porter 2004). Perceived ease of use may have a greater impact on behavioral
intention in the context of more complex and difficult systems (Davis et al. 1989). PIAs are not
complex systems and thus the cognitive effort needed to learn and use the system did not shape
the intention to adopt.

Prior research found support for the relationship between initial trust and intention to use in ecommerce contexts and with online recommendation agents (Hampton-Sosa and Koufaris 2005;
Wang and Benbasat 2005; Qui and Benbasat 2009; Kim et al. 2007; Kim and Prabhakar 2004;
Vance et al. 2008; Gefen et al. 2002). However, we did not find support for the relationship
between initial trust and intention to adopt. One possible explanation could be that users
developed a negative emotional response towards technology that is perceived as intelligent and
anthropomorphic. During our pilot runs, some participants stated that they refused to be overly
dependent on technology, especially an intelligent and human-like one that could replace
humans. This can be attributed to their fear of technology dominating their life and potentially
losing control to these systems. It could also be the byproduct of the unsuccessful deployment of
some artificially intelligent algorithms.

For instance, a recent experiment conducted by

Microsoft (which was widely covered in the media) showed that its artificially intelligent chatbot
“Tay”, open to learn from patterns and relationships on Twitter, soon turned into a misogynist
and racist user (Vincent 2016). Another possible explanation of this result could be attributed to
the nature of the tasks included, which had low opportunity and switching costs. The low costs
may have diminished the importance of trust as a predictive factor of intention to adopt. Hence, it
is possible that for other more complex tasks, where reliance on a PIA is indispensable, the
results would be different.
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Our results also supported the proposed effects of perceived intelligence on perceived usefulness,
perceived ease of use, and initial trust. These results highlight the important role of perceptions
of intelligence on behavioral beliefs and trust in the pre-adoption context. Additionally, we found
a full mediation effect for perceived usefulness on the relationship between perceived
intelligence and intention to adopt.
We also found that perceptions of anthropomorphism increase the hedonic perceptions and initial
trust in the PIA. That is, the more human-like the PIA is perceived to be the more fun the
interaction is perceived to be, and the higher the level of trust the user has towards the system.
We also found a full mediation effect for perceived enjoyment on the relationship between
perceived anthropomorphism and intention to adopt.
Perceived anthropomorphism also played a complementary mediating role in the relationships
between perceived intelligence and perceived enjoyment, and between perceived intelligence and
initial trust. These results emphasize the vital role that perceptions of anthropomorphism play in
the context of pre-adoption between perceptions of intelligence and perceptions of fun and trust.

Table 10. Summary of the Results
Hypotheses
H1: Perceived intelligence is positively associated with perceived usefulness of a PIA.
H2: Perceived intelligence is positively associated with perceived ease of use of a PIA.
H3: Perceived anthropomorphism is positively associated with perceived enjoyment of the
interaction with a PIA.
H4: Perceived intelligence is positively associated with initial trust in a PIA.
H5: Perceived anthropomorphism is positively associated with initial trust in a PIA.
H6: Perceived intelligence is positively associated with perceived anthropomorphism of a PIA.
H7: Perceived usefulness is positively associated with the intention to adopt the PIA.
H8: Perceived ease of use is positively associated with the intention to adopt the PIA.
H9: Perceived ease of use is positively associated with perceived usefulness of a PIA.
H10: Perceived enjoyment is positively associated with the intention to adopt a PIA.
H11: Initial trust is positively associated with the intention to adopt a PIA.

Results
Supported
Supported
Supported
Supported
Supported
Supported
Supported
Not Supported
Not Supported
Supported
Not Supported
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2.7.

Theoretical Contributions

Our study has several important theoretical implications especially in relation to a new set of
emerging technologies (PIAs and similar systems) that more users are adopting. Due to these
technologies’ characteristics, new perceptions regarding the users’ experience with them need to
be examined. Specifically, in this study, we conceptualize and create scales for two new
perceptions, perceived intelligence and perceived anthropomorphism, and investigate their role
in a pre-adoption context. We propose that these perceptions are necessary to account for the
holistic experience with these new technologies, and explain how behavioral beliefs are formed.
Additionally, our work adopts the utilitarian-hedonic systems’ adoption lens to investigate the
adoption process with a dual-purpose system. These contributions fill important gaps in the IS
literature and in the adoption literature on dual-purpose IS.
Prior research in the IS adoption literature highlighted the substantial change in the nature of
information technologies and called for accounting for the holistic experience with IT (Agarwal
and Karahanna 2000). In their paper examining the status of the IS adoption literature, Benbasat
and Barki (2007) recommended examining the antecedents of the salient beliefs used in the
adoption models, i.e., perceived usefulness and ease of use, as one way to benefit practice
through providing design oriented advice. We believe that with the rise of new technologies such
as PIAs and similar systems, there is an urgent need to answer these calls. More specifically, if
we were to examine the users’ interactions with these new technologies solely relying on TAM
and UTAUT models (and their salient constructs), we would be missing on important dimensions
in the users’ interaction with these systems. These new systems in the experiential computing
arena (Yoo 2010) are designed to be close to the user, always available to her, more like humans,
autonomous, pro-active, and aware of their environment. Thus, in order to investigate the users’
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interaction with them, we need to realize (1) the changing nature of the users’ experiences when
using such novel technologies, and (2) that perceptions of usefulness and ease of use are not
sufficient to understand the factors influencing adoption in this context. That is, one needs to
examine the unique perceptions that users form while interacting with PIAs and similar systems.
In this study, we conceptualized, defined, and measured two new perceptions, perceived
intelligence and perceived anthropomorphism, in an IS context. These perceptions epitomize the
main characteristics of a new technology wave of PIAs and similar systems. Our results stress
the importance of perceptions of intelligence in the pre-adoption phase and the insufficiency of
previous constructs, on their own, to explain the adoption process with these new technologies.
A system is perceived as intelligent when it has an autonomous, pro-active, and goal-oriented
behavior, is aware of its user and environment, and is effective in reaching its goals. We found
that perceptions of intelligence positively impact perceptions of usefulness, ease of use, and trust.
That is, perceptions of intelligence increase the expectations of utility derived from potential
system’s use, and perceptions of effort invested during the interaction. Perceptions of autonomy,
pro-activeness, awareness, and effectiveness of output (at the core of perceptions of intelligence)
also decrease the perceptions of risk and uncertainty. Trust helps individuals to start engaging in
trust-based behaviors with the system (McKnight et al. 2002) such as sharing personal
information and relying on the system to manage the users’ hectic schedules and remind them of
important appointments.

Additionally, we found support for the relationship between perceived intelligence and perceived
anthropomorphism, which corroborates prior research studies in AI and anthropomorphism that
associated human-like mind and cognition with anthropomorphism (Epley et al. 2007, Gray et al.
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2007; Turing 1950; Waytz et al. 2010; Waytz 2014; Woolridge and Jennings 1995; Russell and
Norvig 2003). We also found that perceptions of anthropomorphism play a mediating role
between perceptions of intelligence and enjoyment and trust. That is, perceptions of intelligence
are positively associated with perceptions of human-likeness, which eventually increases the
levels of fun with the interaction and trust in the system for new users. Furthermore, we found
that perceptions of intelligence impact the intention to adopt through perceptions of usefulness.

These new systems are designed to behave as much as possible like a human. We found that
these systems are actually perceived to be human-like (based on their emotional and social
capacities) and these perceptions play a vital role in the context of pre-adoption. Our results
showed that when new users perceive the technology to be anthropomorphic, they have more fun
with it and trust it more. That is, perceptions of anthropomorphism increase the expectations of
fun and lower the perceptions of risk. Perceived anthropomorphism also impacts the intention to
adopt through perceived enjoyment. This finding stresses the important role of anthropomorphic
perceptions in the adoption context, and the insufficiency of the repeatedly used constructs in the
adoption literature (perceived usefulness, perceived ease of use) to fully explain the adoption
process of this new set of technologies. An important contribution of our work also relates to the
conceptual specification of these two new constructs as well as the creation and validation of two
new scales that can be used in future research.

Our research also contributes to the intelligence literature, specifically in the context of
artificially intelligent systems and the IS literature on PIAs and similar systems. For the first
time, we develop a definition for intelligence that is appropriate for PIAs and similar systems. In
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AI, several definitions for artificial intelligence exist and share a number of similar components
including goal achievement, problem-solving, speed and flexibility, learning and improvement,
environment awareness abilities (Legg and Hutter 2007). The large number of definitions of
intelligence reflects the subjective nature of the construct. Since we are studying the factors that
impact the users’ behavioral intention to adopt and since an objective definition and measure of
intelligence have been elusive, we measure the users’ perception of intelligence in our model and
not an objective measure of intelligence. We define perceived intelligence as the perception that
the PIA’s behavior is goal-directed, autonomous, and adaptive, with effectual output. A number
of studies in the human robot interaction literature measured perceived intelligence as the robot
being perceived as incompetent/competent, ignorant/knowledgeable, irresponsible/responsible,
unintelligent/intelligent, and foolish/sensible (Bartneck et al. 2009; Parise et al. 1996; Kiesler et
al. 1996). While this scale might be adequate with robots, it certainly is not with PIAs and
similar systems since it does not reflect the dimensions of perceived intelligence of these systems
such as autonomy, pro-activeness, awareness of the environment, and specific effectiveness
measures (speed to get answers, correctness of answers, learning behavior). Hence, we develop a
scale to measure perceived intelligence, which includes dimensions of autonomy and proactiveness, environment awareness, and effectiveness and efficiency (learning, goalachievement, commands’ understanding and communication) (Table 2).

Additionally, our research contributes to the stream of research on anthropomorphism in the IS
literature. For example, socialness cues, gender and ethnicity stereotypes, social behavior rules,
expectations, and reciprocity have been investigated in the user-computer relationship (Moon
2000; Nass and Moon 2000). Prior studies have studied the impact of the presence or absence of
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a talking face on a computer screen (Walker et al. 1994), and of an avatar on a website (Wang et
al. 2007). With recommender systems, Qiu and Benbasat (2009) had investigated the presence of
humanoid embodiment and human voice-based communication and found that they influence the
users’ feeling of social presence. We contribute to this literature by defining an all-inclusive
construct, perceived anthropomorphism, and developing a scale to measure it. We define
perceived anthropomorphism as the degree to which the users perceive the agent to be humanlike and develop a scale to measure it that includes both emotional and social dimensions.
The concept of anthropomorphism has been more extensively investigated in the fields of
psychology, philosophy, and marketing (Epley et al. 2007). The perceived anthropomorphism
construct exits in the human-robotic interaction and the marketing literature. In the humanrobotic interaction, researchers measured perceived anthropomorphism using a scale where users
rate

their

impressions

of

the

robot

as

fake/natural,

machinelike/humanlike,

unconscious/conscious, artificial/lifelike, moving rigidly/moving elegantly (Bartneck et al.
2009). In the marketing literature, the scale used to measure perceived anthropomorphism asked
“how smart the car was, how well it could feel what was happening around it, how well it could
anticipate what was about to happen, and how well it could plan a route” (Waytz et al. 2014).
This latter scale aimed to capture the mental capacities of the product, i.e., the car. We believe
that the previously used scales in the referent fields were not appropriate for measuring the users’
anthropomorphic perceptions of PIAs and similar systems. That is, the scale used by Waytz et al.
(2014) focuses solely on the mental functions of the car. As for the scale used in the humanrobotic interaction literature, it is more applicable with robots since it focuses on the robot’s
looks, movements, fakeness, and other more abstract concepts such as artificialness. We refer to
the broad literature (and not to the studies mentioned earlier) in psychology, philosophy, and
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marketing to build a comprehensive definition of perceived anthropomorphism. In the broad
literature and theoretical books and papers, objects with human-like features, emotions,
cognition, or intention are usually anthropomorphized (Epley et al. 2007, 2008; Kiesler 2008;
Duffy 2003; Don et al. 1992; Walker et al. 1994; Aggarwal and McGill 2007; Fournier and
Alvarez 2012; Puzakova et al. 2013; Haley and Fessler 2005; Jipson and Gelman 2007; Turkle
2012). We define perceived anthropomorphism in line with this broad definition in referent fields
and develop a scale to capture the full scope of the construct.
The development of the two constructs and their scales constitute a main contribution to the IS
field (Appendix B), and so does their disentanglement. More specifically, we measured the
mental capacities and cognition perceptions (almost always included in definitions of
anthropomorphism in referent fields) through the perceived intelligence scale and proposed a
relationship between the two. Prior research in anthropomorphism attributed human-like notions
to objects with cognition and human-like mind (Epley et al. 2007, 2008; Kiesler 2008; Duffy
2003; Don et al. 1992; Walker et al. 1994; Aggarwal and McGill 2007; Fournier and Alvarez
2012; Puzakova et al. 2013; Haley and Fessler 2005; Jipson and Gelman 2007; Turkle 2012).
Additionally, one recent study in the marketing literature measured anthropomorphism through
solely mental capacities (Waytz et al. 2014). We disagree with this mix-up of the two
perceptions and believe that combining the two perceptions in one construct is not applicable
with PIAs and similar systems because the two perceptions can exist independently. That is
because perceptions of a system’s intelligence reflect capacities related to autonomy, proactiveness, and effectiveness (among others), while perceptions of anthropomorphism reflect
emotional and social capacities. Thus, the two constructs are conceptually independent but could
be related. For instance, a search engine that is pro-active, autonomous, and effective in getting
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results is perceived as intelligent but not anthropomorphic. But a doll with an underlying
predetermined and limited set of actions, that has voice, and displays emotions and social
capacities is perceived to be anthropomorphic but not intelligent. Hence, we propose that the two
constructs are theoretically independent, disentangle them, and propose a relationship between
the two. Our data showed support for the disentanglement decision and the proposed relationship
between the two constructs.
Our study also contributes to the trust literature. Prior IS researchers examined trust in
technology using a system-based set of beliefs (helpfulness, reliability, and functionality), or in
humans, human organizations, and e-vendors using a human-based set of beliefs (integrity,
benevolence, ability) (Lankton et al. 2015). Lankton et al. (2015) found that the level of
humanness of the technology should determine which set of trust beliefs to use (system-based vs.
human-based). We assumed a high level of humanness for PIAs and similar systems by design
(abundant social and emotional capacities), and used the human-set of beliefs (integrity and
benevolence) to measure trust. We excluded the competence sub-dimension in line with
recommendations for better multidimensional constructs specification and conceptualization by
Barki (2008) and prior studies that excluded one dimension of trust (Aubert and Kelsey 2003;
Komiak and Benbasat 2006). That is, not all dimensions of a construct need to be simultaneously
present for the construct to exist (Barki 2008) especially since we capture the PIA’s competence
aspect through one of the sub-dimensions of perceived intelligence (Section 2.3.8). Prior IS
research had found that the presence of text-to-speech voice significantly increased the users’
cognitive and emotional trust with an online customer service representative (Qiu and Benbasat
2005). We measured trust through the integrity and benevolence sub-dimensions, and found that
perceptions of intelligence increased initial trust directly as well as through perceptions of
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anthropomorphism. That is, when a technology is perceived as intelligent (with autonomous and
pro-active behavior, awareness of the environment, and effectiveness and efficiency), and
human-like (with social and emotional capacities), it helps mitigate perceptions of risk and
uncertainty for new users.

2.8.

Implications for Practice

Our results highlight some important implications for companies, and designers of PIAs and
similar systems. Specifically, this study provides implications for design features related to
perceptions of intelligence and anthropomorphism. We identified the dimensions of perceptions
of intelligence in PIAs and similar systems and they include perceptions of autonomy and proactiveness, environment awareness, and effectiveness and efficiency (learning, goalachievement, commands’ understanding and communication). We also identified the social and
emotional capacities as important dimensions that could increase the perceptions of
anthropomorphism attributed to PIAs.
Currently available PIAs possess different combinations of some of these dimensions but could
benefit from many improvements. For example, Apple’s Siri has a good knowledge base about
news, weather, sports, movies, directions, and local businesses. It is activated with the command
“Hey Siri” or by clicking and holding the home button on the iPhone. Siri could be enhanced to
increase perceptions of intelligence and anthropomorphism attributed to it. Currently, Siri does
not know how to communicate with other applications and services and thus does not complete
most of the tasks on its own (with very few exceptions related to the calendar, alarm, and
directions). Allowing Siri to interact with other applications on its own will help it gain more
autonomy and pro-activeness. To increase its awareness of the world around it, Siri needs to be
able to identify its user’s voice with high accuracy. Such a capacity along with communication
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with other apps will improve Siri’s awareness of the physical and virtual worlds. Additionally,
Siri’s speed in getting tasks done could be dramatically improved. Enhanced perceptions of
intelligence will positively influence the users’ perceptions of usefulness, ease of use, and trust.
With regard to its anthropomorphic attributes, the agent has a lively voice and an attracting
character but shows few social capacities (it can tell jokes, take a standpoint, is respectful and
friendly). Siri could be improved by designing it to show more emotional as well as social
capacities. The PIA is currently very much reserved in that regard (especially emotionally, it
could show love and be happy). Improving those dimensions (social and emotional) can increase
the users’ perceived enjoyment and trust in the agent.
Google Now is fast, accurate, and knowledgeable about its user, which are important
characteristics that positively influence perceptions of intelligence. The agent could improve in
terms of awareness of the physical environment (mostly the user) and the virtual environment
(communicate with more apps). The PIA currently displays a good level of autonomy and proactivity, and a high level of accuracy and learning. Google Now could also benefit from a better
communication with the user (understanding the users’ commands better and communicating
back or carrying a conversation), as well as an improved learning behavior from the interactions
and not only through mined data. Such improvements will enhance the users’ perceptions of
intelligence. In terms of anthropomorphism perceptions, the agent is activated with the command
“OK Google” or by clicking and holding the Google home button once inside the app. Google
now has a long road to go in that respect. That is, the PIA does not have a clear identity or
gender, and no social or emotional capacities. As this study showed, such improvements will
increase the perceptions of anthropomorphism which play an essential role in the pre-adoption
phase by increasing the users’ enjoyment during the interaction and their trust in the agent.
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Amazon’s Alexa is characterized by a high level of understanding of the user’s commands, and
high awareness of its surrounding virtually and physically. The PIA could improve by gaining
increased autonomy and pro-activity in responding to the user’s needs, and by displaying an
ability to learn on its own especially about its user (through mining user data). In terms of
anthropomorphic traits, Alexa could benefit from displaying more emotional and social
capacities. It could be funnier, happier, and more caring and loving.
Our results also might be extended for the use of intelligent agents in non-personal contexts.
Examples of these applications include intelligent agents in healthcare, education, or emergency
assistance contexts. It is essential for the users, especially new ones, to trust these agents. This is
possible through increased autonomy, pro-activeness, awareness of the user and the virtual
world, and an ability to perform tasks swiftly and accurately. Speed is especially important with
intelligent agents used for emergency assistance. Accuracy is extremely critical with healthcare
agents. These agents need also to possess a satisfactory level of understanding of the users’
commands and an ability to communicate back with the user in a way that is best convenient for
her. The presence of human-like features such as voice, gender, emotions, and social skills are
also important in all three contexts. That is, an intelligent agent in an emergency assistance
context needs to show a supportive, caring, and trustworthy character. However, an intelligent
agent in a healthcare context needs to be respectful, friendly, caring, and sometimes funny. An
intelligent agent in an educational context needs to be lively, responsive, funny, and strict. Our
study showed how the perceptions related to these different skills and characteristics can increase
the users’ trust (and fun) while interacting with the agent.
Companies have an interest in more users starting to use these systems. Our results showed that
perceptions of usefulness and enjoyment have a direct impact, and perceptions of intelligence
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and anthropomorphism have an indirect impact on the intention to adopt a PIA. This highlights
the importance of both utilitarian and hedonic values of use, and perceptions of intelligence and
anthropomorphism for new users interacting with these technologies.

2.9.

Limitations

To assess the external validity of the study, we need to consider the respondents and the setting
of the study (Cook and Campbell 1979). The setting was a lab study with new PIA users drawn
from the college population of a large urban university the Northeast of the US. Our participants
were student subjects. The level of analysis of the study is the individual level, and students have
characteristics that match those of potential PIA users. Thus, we believe that students are well
representative of the potential PIA adopters needed for our study. As for the criteria of inclusion
of participants, we included participants who have used the PIA only once in the last month. One
might argue that these are not new users because they had limited prior exposure to the
technology. However, newness can be expressed in terms of the user’s knowledge of the
technology, her attitude towards it, or her decision to adopt it (Rogers 1983). For instance, an
individual may have known about the technology for a period of time but has not yet developed
an attitude towards it, or a decision to adopt or reject it. In this case, this individual is a new user.
Hence, we believe that our inclusion criterion is valid for the purpose of this study.
The nature of the tasks included could be viewed as a possible limitation for this study.
Participants in this study used Siri to complete six tasks including a weather task, a name task, a
reminder task, a restaurant search task, a general info task, and free interaction time. These tasks
were simple and had low opportunity and switching costs, which might have diminished the
importance of trust as a predictive factor of intention to adopt. Including more complex tasks
might have lead to different results.
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Another possible limitation for this study is our choice of dependent variable, which was the
intention to adopt. We chose the adoption intention because (1) we designed a cross-sectional lab
study rather than a longitudinal one, and (2) since plenty of studies in IS have empirically
supported the positive association between intention to use (or adopt) and actual usage (Davis
1989; Venkatesh et al. 2003; Bhattacherjee and Lin 2015; Komiak and Benbasat 2006).

2.10. Conclusion
More personal intelligent agents are surfacing every day, and more users are playing with the
adoption idea. We investigated the PIA adoption process using the utilitarian-hedonic value of
use lens, and developed two new constructs (perceived intelligence and perceived
anthropomorphism) relevant in the context of PIAs and similar systems. Our results showed that
the current adoption models are not sufficient to investigate adoption of PIAs. Our research
answered important questions in the context of PIA adoption, contributed to the literature on
PIAs and dual-purpose IS adoption, and created new opportunities for future research.
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CHAPTER 3:
Talk to me and Tell me a Joke:
A STUDY OF THE IMPACT OF A PIA’S ANTHROPOMORPHIC TRAITS
AND INDIVIDUAL ATTACHMENT STYLES ON THE USERS’ INITIAL
COGNITIVE AND EMOTIONAL TRUST IN THE PIA

3.0.

Introduction

This paper describes one of three studies that comprise this dissertation and investigates the
impact of a PIA’s anthropomorphic traits and individual attachment styles on the users’ initial
cognitive and emotional trust in the PIA.

Trust is particularly important for users interacting with a new system because they do not have
an existing relationship with it or prior knowledge of its behavior. Therefore, if users do not trust
the system enough, they may not use it at all. Trust denotes the belief that the trustee will act
with benevolence and integrity (cognitive trust) and the feeling that the user is comfortable and
secure during her interaction with the system (emotional trust) (Komiak and Benbasat 2004,
2006; McKnight and Chervany 2001). Initial trust, cognitive and emotional, refers to the trust
connection that usually arises between parties that do not have any prior affective, credible, or
meaningful bonds (McKnight et al. 1998, 2002; Koufaris and Hampton-Sosa 2004). Before using
the system, the users’ perceptions of uncertainty and risk are salient (McKnight et al. 2002) and
impact future interactions between the user and the system. If not mitigated, these perceptions
can have a detrimental effect on the potential use of the system. When users, whether
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experienced or not, are not familiar with a system, the presence of certain features may increase
their trust in it.

PIAs are personalized systems that help the users with some of their everyday tasks. These
systems are autonomous, pro-active, aware of their environment, effective and efficient,
continuously available to the users, and close to them. We believe that the presence of certain
PIA features may increase the users’ level of trust in the system after initial exposure to it.
Currently available PIAs possess different combinations of human-like features. For example, all
of them have names and voice features, but only some display the ability to be humorous. In this
study, we investigate the impact of voice and humor on initial cognitive and emotional trust. We
focus on these two features because (1) voice is a rich medium of communication that enhances
the PIA’s social presence and is thus expected to change the dynamics of the interaction between
the user and the PIA, and (2) humor is a pervasive social phenomenon that shapes the dynamics
of human interactions and one of the most effective forms of communication between humans
(Dziegielewski et al. 2003; Wisse and Rietzschel 2014). We also choose to investigate these two
features because they are relevant in a PIA context, and independently present in currently
available PIAs such as Apple’s Siri, Amazon’s Echo, Microsoft’s Cortana, and Google Now.

Given the personal nature of the interaction with PIAs and their continuous proximity to the
users, we believe that the conceptualization of trust - as emotional and cognitive – is relevant in a
PIA context. We also draw on attachment theory and the individual attachment styles literature
to propose that the users’ attachment styles will moderate the impact of voice and humor on their
emotional and cognitive trust. More specifically, we propose that voice and humor will have a
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stronger impact on trust when the users have a more positive model of others (i.e. other people
are reliable, available, accepting, and trustworthy). We also propose that perceptions of
intelligence increase cognitive trust while perceptions of anthropomorphism increase emotional
trust, and both cognitive and emotional trust positively impact the intention to use a new PIA.
We draw on the literature on trust in IS, anthropomorphism, and individual attachment styles to
build our research model.

For the purpose of this study, we designed a between-subjects experiment aimed at testing the
impact of the two anthropomorphic features, voice and humor, on cognitive and emotional trust
in the PIA and on perceptions of anthropomorphism. Since PIAs are designed to help users in an
everyday life context, we designed an everyday interaction scenario between a user and a PIA
and exposed our subjects to a prerecorded video of that scenario playing out. Our experimental
design allowed us to isolate and test the impact of each feature on trust.

In the next section we present our theoretical foundation and research model. After that, we
explain our research design then elaborate on our data analysis. Following that, we present our
discussion, theoretical contributions, limitations, and conclusion.

3.1.

Theoretical Foundation

3.1.1. The Trust literature: Cognitive and Emotional Trust
Trust is a complex concept that has been investigated in various disciplines and defined in
different ways (Kim and Prabhakar 2004). It is an important factor in IS studies (Kim et al. 2003;
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Jarvenpaa and Tractinsky 1999) and was investigated in numerous contexts, i.e., virtual teams,
blogs, mobile banking and various other B2B and B2C e-commerce platforms (Altschuller and
Benbunan-Fich 2013; Piccoli and Ives 2003; Sarker et al. 2003; Komiak and Benbasat 2004,
2006; Kanawattanachai and Yoo 2002, 2007; Kim and Tadisina 2007; Lowry et al. 2008; Kim
2008; Qu and Yang 2015; Gefen et al. 2003; McKnight et al. 2002; Pavlou 2003; Bhattacherjee
2002; Hampton-Sosa and Koufaris 2005; Hsu and Lin 2008; Jarvenpaa and Leidner 1998).

Trust is an important concept because it helps individuals overcome perceptions of uncertainty
and risk and start engaging in trust-based behaviors with the trustee such as making purchases
and sharing personal information (McKnight et al. 2002). In IS studies, trust has been
operationalized in various ways: (1) as a general belief that the trustee can be trusted, (2) as a set
of human-like beliefs that the trustee will act with integrity, benevolence, and competence
(McKnight et al. 2002), (3) as an affect reflecting feelings of confidence in the trustee’s
response, (4) as a combination of the first three elements, or (5) as a set of system-like beliefs
(based on the system’s reliability, functionality, and helpfulness; or based the website’s
correctness, availability, reliability, security, and survivability) (Kim and Prabhaker 2004; Kim
et al. 2007; Schneider 1999; Gefen 2000; Hampton-Sosa and Koufaris 2005; Gefen et al. 2003;
Lankton et al. 2015).

The concept of trusting beliefs, whether human- or system-based, is consistent with the concept
of cognitive trust (Komiak and Benbasat 2004; 2006). That is, it refers to the user’s rational
expectations that the system will have the necessary attributes and abilities to be relied upon
(Komiak and Benbasat 2004; 2006; Kanawattanachai and Yoo 2002, 2007). The choice to trust is
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thus motivated by a conscious analysis of the advantages and disadvantages that could result
from relying on the trustee. When the user identifies good reasons to trust the trustee, cognitive
trust will develop (Komiak and Benbasat 2004; 2006). Most IS researchers defined trust as the
trustor’s cognitive belief (measured through perceptions) that the trustee has attributes that are
beneficial to the trustor (Komiak and Benbasat 2006). Researchers have used the human-like set
of beliefs to explore users’ trust in technology because individuals tend to anthropomorphize
technology (Lankton et al. 2015; Nowak and Rauh 2005; Reeves and Nass 1996). Additionally,
one study found that human-like trust beliefs have a stronger influence than system-like trusting
beliefs for human-like technologies, and system-like trust beliefs have a stronger influence than
human-like trusting beliefs for system-like technologies (Lankton et al. 2015).

Most trust research in IS relies on the cognitive perspective of trust. The exception is research on
trust in virtual teams that employed an interpersonal trust lens and viewed trust based on
cognitive and affective foundations (Kanawattanachai and Yoo 2002, 2007; Altschuller and
Benbunan-Fich 2013). Interpersonal trust denotes the “extent to which a person is confident in,
and willing to act on the basis of, the words, actions, and decisions of another” (McAllister
1995). It is a multidimensional construct with cognitive and affective foundations (Lewis and
Weigert 1985). Trust is cognition-based in that we choose to trust based on good reasons that
constitute evidence of trustworthiness (McAllister 1995). However, trust is also affection-based
in that it consists of emotional investments and beliefs in the intrinsic virtue of the trust
relationship (McAllister 1995). It captures the emotional and social aspects of the relationship.
Cognition-based trust is of greater importance in work relationships, while emotional based trust
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is higher than cognition-based trust in social relationships (Gabarro 1978; Kanawattanachai and
Yoo 2002).

Cognitive and emotional facets of trust have been investigated in IS contexts, mainly in virtual
teams (Kanawattanachai and Yoo 2002, 2007). More recently, research investigating the user’s
interaction with agent mediated e-commerce proposed that the user’s trust in the agent is based
on cognitive and emotional aspects, and developed and measured emotional trust (Komiak and
Benbasat 2004, 2006). Emotional trust, in that context and in our study, refers to the extent to
which the user feels secure and comfortable about relying on the system (Komiak and Benbasat
2004). Solely relying on the rational view of trust overstates the user’s cognitive capacities, and
affords a small role for emotional and social influences on trust decisions (Kramer 1999; Komiak
and Benbasat 2006).

Viewing trust as a feeling has been excluded from prior studies in IS because it is characteristic
of interpersonal relationships (such as friendship and love) (Komiak and Benbasat 2006). Given
the unique nature of the interaction with PIAs and the personal aspect of the interaction, we
believe that emotional trust is as relevant as cognitive trust in the context of our study.

Trust is especially significant when the trustee, such as the website or the vendor, is unfamiliar to
the trustor because it plays a critical role in shaping future interactions between the two parties
(Kim and Prabhakar 2004; McKnight et al. 2004; McKnight et al. 2002). This form of trust is
known as initial trust. It refers to preliminary trust in an unfamiliar trustee, in a relationship
where the trustor and the trustee do not have credible, meaningful or affective ties with each
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other, which can be developed once they have interacted with each other for some time and after
the trustor has assessed the trustworthiness of the trustee (McKnight et al. 2002).

Therefore, in the context of our study, since PIAs are likely to be anthropomorphized due to their
characteristics, we use cognitive trust (based on the human-like set of beliefs and Komiak and
Benbasat’s (2004) conceptualization) along with emotional trust (Komiak and Benbasat 2004) to
investigate users’ initial trust in the PIA (Lankton et al. 2015; Komiak and Benbasat 2004). We
specify the trustor as the user, the trustee as the PIA, the trust stage as the initial trust that
develops after the users’ first interaction with a new PIA, and the trust dimensions as emotional
and cognitive.
3.1.1.1.

Dimensions of Cognitive Trust

The components of cognitive trust, drawing on Komiak and Benbasat’s (2004) theorization in the
context of agent mediated e-commerce and Lankton et al.’s (2015) human-like set of beliefs, are
integrity, benevolence, and competence. Prior research proposed these dimensions to be the
components of cognitive trust because the literature on trust beliefs in e-commerce heavily used
these three sub-dimensions (Komiak and Benbasat 2004). These dimensions are also relevant to
human-like technologies because users tend to anthropomorphize these systems (Lankton et al.
2015; Nowak and Rauh 2005; Reeves and Nass 1996). Integrity refers to the belief (and rational
expectations) that the PIA will respond according to a set of rules and principles, and fulfill its
promises. Benevolence refers to the rational expectations that the PIA will act with the user’s
best interest in mind. And competence refers to the belief that the PIA can successfully perform
its tasks (Lankton et al. 2015; McKnight et al. 2002). Given our conceptualization and
operationalization of perceived intelligence, and in line with recommendations for better
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construct specification and conceptualization (Barki 2008), we only include the dimensions of
integrity and benevolence in the cognitive trust concept. We exclude the competence belief, i.e.,
the ability of the trustee to do what the trustor needs (McKnight et al. 2002) because it is
conceptually captured in the perceived intelligence construct in our study. That is, a PIA is
perceived to be intelligent if it is perceived to have an autonomous, adaptive, and goal-directed
behavior with an effectual output. The perceptions of competence are thus contained within the
perceptions of intelligence. Prior empirical and theoretical studies suggested that the three
determinants of trust may not need to be concurrently present in certain contexts4 (Barki 2008;
Aubert and Kelsey 2003; Komiak and Benbasat 2006). In this way, we maintain high
discriminant validity between the two constructs of cognitive trust and perceived intelligence.
3.1.2. The Humor Literature
Humor is one of the most effective forms of communication that humans employ, and an
essential part of social life (Dziegielewski et al. 2003). It is a pervasive social phenomenon that
shapes the dynamics of human interactions. There is an increasing scientific and organizational
interest in humor due to its substantial and beneficial effect on the quality of interpersonal
relationships (Wisse and Rietzschel 2014). It has been investigated in various disciplines
(psychology, philosophy, sociology, computer science and artificial intelligence), and in various
contexts (workplace, virtual teams, human-computer interaction, embodied conversational
agents) (Mulder and Nijholt 2002; Mesmer-Magnus et al. 2012; Wisse and Rietzschel 2014).
In the workplace, research found that humor affects socialization, bonding, stress, burnout,
employee morale and productivity, performance, creativity, and workplace relationships (Wisse
and Rietzschel 2014; Mesmer-Magnus et al. 2012; Romero and Cruthirds 2006). In education
4

Aubert and Kelsey (2003) and Komiak and Benbasat (2006) excluded one of these dimensions
in their studies.
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contexts, humor is a viable way to create a positive learning environment and enhance student
learning (Hill 1998; Dziegielewski et al. 2003). In therapy, humor is utilized to reduce tension
and increase trust in the client-therapist relationship. In groups, humor is positively associated
with cohesion and goal attainment (Dziegielewski et al. 2003).
In the context of computer science and artificial intelligence, prior research has modeled humor
in a computationally compliant way to allow a computer to generate and understand humor when
interacting with users (Mulder and Nijholt 2002). In relation to natural language understanding,
the computer needs to be capable to efficiently produce different interpretations of linguistic
expressions, and choose the appropriate one in a given context (Stock 1996; Mulder and Nijholt
2002).
In their interaction with computers, prior research found that humans respond in the same way to
computers and media as they do to other humans with respect to psychosocial phenomena.
Through a series of experiments, researchers concluded that computers are treated as social
actors. That is, people treat and respond to computers and media in the same way they treat and
respond to other people in an everyday social interaction (Reeves and Nass 1996). For instance, a
user will like a computer whose personality is like hers. Since humor is an essential part of
interpersonal communication, prior research recommended that humor should be integrated in
user interfaces to make the interaction more natural and flexible (Mulder and Nijholt 2002).
More specifically, prior research proposed integrating simple, non-sophisticated humor in human
interfaces to make them friendlier and reduce communication problems via natural language
interfaces (Binsted 1995; Mulder and Nijholt 2002).
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3.1.2.1.

The Relationship between Humor and Cognitive Trust

In the context of our study, we define humor as a by-product of properly and efficiently chosen
statements by the PIA that cause the user to smile or laugh. We propose that users will have a
higher level of cognitive trust in the integrity and benevolence of a PIA with humor than a PIA
with no humor. The rationale is that humor is intentional and a sign of cognition in humans
(Provine 2000, 2004; Howrigan and MacDonald 2008). We expect that a PIA with humor will be
perceived as having a certain level of cognition and intention. Thus, users will have higher
rational expectations of integrity and benevolence of the PIA.
The ability to produce and comprehend humor is a distinctive hallmark of human cognition and
an indicator of mental fitness (Provine 2000, 2004; Howrigan and MacDonald 2008). In
management research, the relationship between a leader’s integrity and her use of humor has
been explored. In that context, the leader’s use of humor can have a substitution effect where a
high level of humor can enhance the followers’ performance in the absence of leader’s integrity
(Strick et al. 2009). Based on these studies, there is some evidence that humor is positively
associated with cognitive trust, mainly in a human context. In human-computer interaction
research, users who received jokes during the interaction rated the system as more competent and
more likable, and smiled and laughed more (Morkes et al. 1998; Mulder and Nijholt 2002).
In our study, we propose that the presence of humor during the user’s interaction with the PIA
will increase the user’s cognitive trust in it. That is, a humor-rich interaction will lead the user to
perceive the PIA as having intention and cognition. More specifically, a PIA that is capable of
efficiently interpreting the user’s expressions in context, and choosing the appropriate
entertaining phrases to use for a specific context will positively influence the user’s rational
expectations from it. Also, since the PIA is working around the user’s words and statements to
75

make her laugh and smile, perceptions of benevolence (that the PIA has the user’s interest in
mind) will start to arise. Additionally, prior researchers stated that humor is one attribute
revealed by a fully functioning individual. It is a sign of a healthy psyche (Dziegielewski et al.
2003; Maslow 1970; Rogers 1980). Given the PIA’s other distinct characteristics such as
contextual awareness and intelligence, we expect that the presence of humor will cause the PIA
to be perceived as a ‘fully functioning’ entity. In relation to trust, whenever the trustee shows
investment in the relationship beyond what is called for, the trustor’s level of trust increases
(Ganesan 1994; Gefen and Straub 2003). Since the presence of humor in an agent exceeds what
the users are expecting or used to, perceptions trust are expected to increase.
Hence, we believe that the presence of humor will lead to an abundance of beliefs of integrity
and benevolence of the PIA during the interaction. In line with prior research, we expect PIA
users to be looking for information to help them develop trust beliefs about the PIA’s integrity
and benevolence (McKnight et al. 1998).
Thus, we expect that the presence of humor in a PIA to be associated with increased levels of
cognitive trust in the PIA’s integrity and benevolence compared with the absence of humor in a
PIA, after first exposure to it. We hypothesize that:

H1a: Users will exhibit higher cognitive trust in the integrity of a PIA with humor than a PIA
without humor.
H1b: Users will exhibit higher cognitive trust in the benevolence of a PIA with humor than a PIA
without humor.
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3.1.2.2.

The Relationship between Humor and Emotional Trust

Humans treat computers as social actors, and respond to them as they do to other humans
(Reeves and Nass 1996). Prior research in human computer interaction showed that users who
received jokes during the interaction rated the system as more likable, smiled and laughed more,
and responded in a more sociable manner (Morkes et al. 1998; Mulder and Nijholt 2002). Prior
research on humor proposed that the cognitive demands involved in humor processing can
attenuate and regulate negative emotions as a result of cognitive distraction (Strick et al. 2009).
In line with these studies, we expect that PIAs will be perceived as social actors. The presence of
humor will make these social actors appear more friendly and likable and hence create positive
emotions during the interaction. Therefore, we propose that the presence of humor during the
user’s interaction with the PIA will increase the user’s emotional trust in it. That is, a humor-rich
interaction will lead to rising feelings of security during the interaction and create an emotional
bond between the user and the PIA where perceptions of risk are attenuated. When the PIA
exhibits humor, it also shows investment in the relationship with the user beyond what the user is
expecting. In these situations, perceptions of risk and uncertainty will be minimized (Ganesan
1994). Since users tend to exhibit reciprocal behavior toward computers (Nass and Moon 2000),
the presence of humor will lead the user to be willing to invest in developing an emotional bond
with the PIA as well. At this point, users interacting with a humorous PIA will also begin to feel
comfortable with the interaction. Hence, we expect that the presence of humor in a PIA to be
associated with increased levels of emotional trust in the PIA compared to the absence of humor
in a PIA, after first exposure to it. Thus, we hypothesize that:

H2: Users will exhibit higher emotional trust in a PIA with humor than a PIA without humor.
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3.1.3. The Relationship between Voice and Cognitive Trust
Prior research has shown that the use of voice can have a strong impact in computer-mediated
communication. For example, in a study of the effects of text-to-speech voice and 3D avatar
representations with live help interfaces, results showed that the presence of text-to-speech voice
significantly increased the users’ cognitive trust (Qiu and Benbasat 2005). Another study showed
that a humanoid embodiment and human voice-based communication positively impacted the
users’ perceptions of social presence, which in turn impacted trusting beliefs. In virtual teams,
prior research explored the emergence of trust in different communication situations: face-toface, video, audio, and text chat. One study’s results showed that the video and audio conditions,
which included voice, displayed evidence of trust development (Bos et al. 2002). In a study of
the relationship between individuals and cars, results showed that users trusted their cars more
when the cars were anthropomorphized by being given a name, a gender, and a voice (Waytz et
al. 2014).

The presence of voice in a PIA allows it to communicate with the user by speaking aloud in
addition to displaying information on the screen. Voice is a rich medium of communication that
enhances the modality of a medium of communication, i.e., its capability to convey multiple cues
simultaneously (Daft and Lengel 1984). High modality is associated with lower equivocality and
ambiguity, hence, increased levels of trust (Gefen and Straub 2003; Daft and Lengel 1984).
Apple’s Siri, Google Now and Microsoft’s Cortana are all examples of PIAs with voice and text.
They respond to the user’s requests by displaying text and reading it aloud.
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The natural language production abilities accompanied by the voice feature allow the PIA to
easily communicate with the user. These two characteristics are indicators of the PIA’s
capacities. Hence, the PIA’s ability to use voice to communicate with the user while helping her
complete different tasks (and the underlying language production abilities) will influence the
user’s rational expectations from it.

Consistent with the prior research we described above, we believe that a PIA with a voice and
text interface will increase the user’s cognitive trust in it compared with a PIA with a text
interface only, after first exposure to it. Thus, we hypothesize:

H3a: Users will exhibit higher cognitive trust in the integrity of a PIA with a voice and text
interface than a PIA with a text interface only.
H3b: Users will exhibit higher cognitive trust in the benevolence a PIA with a voice and text
interface than a PIA with a text interface only.

3.1.4. The Relationship between Voice and Emotional Trust
Prior research has shown that the presence of text-to-speech voice in live help interfaces
significantly increased the users’ emotional trust (Qiu and Benbasat 2005). Another study found
that product recommendation agents with voice induced stronger social responses from users
than text to speech or text since they had more embedded social cues (Qiu and Benbasat 2009).
In virtual teams, prior research explored the emergence of trust in different communication
situations: face-to-face, video, audio, and text chat. One study’s results showed that richer
conditions, i.e., using face, video, and audio, were more effective than the text-only condition.
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Additionally, the video and audio conditions, including voice, displayed evidence of trust
development (Bos et al. 2002). One prior study explored individuals’ relationship with cars, and
showed that users trusted their cars more when the cars were anthropomorphized by being given
a name, a gender, and a voice (Waytz et al. 2014).

The relationship between voice and emotion has been explored in psychology, where voice has
been found to be as good in conveying emotions as one’s face (Scherer 2003). In the case of
PIAs, while the user can read the text displayed on the screen, the PIA’s use of voice to
communicate with the user conveys prosodic features such as intonation and phrasing, which can
convey emotions (Qui and Benbasat 2005). As a result, we believe that a PIA with voice will
increase the user’s emotional trust in it. That is, voice is a rich medium of communication that
increases modality, conveys emotions (Qui and Benbasat 2005), and enhances the PIA’s social
presence. These factors will result in an abundance of social and emotional cues that will cause
the user to feel more comfortable and at ease during the interaction. The high modality will result
in reduced equivocality and ambiguity during the interaction.

Based on prior research, in their initial interaction with websites in e-commerce contexts,
individuals use any information they have about the website to make trust inferences (McKnight
et al. 1998). We expect PIA users to act in the same way, and look for any available information
to help them mitigate their perceptions of uncertainty and risk while interacting with a new PIA.
The PIA communicating with the user using voice will make the relationship seem more
interpersonal, which will make the user feel comfortable and secure about relying on the agent to
help her with her everyday tasks. Hence, we expect users to exhibit a higher level of emotional
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trust in a PIA with voice and text than a PIA with text only interface, after first exposure to it.
Thus, we hypothesize:

H4: Users will exhibit higher emotional trust in a PIA with a voice and text interface than a PIA
with a text interface only.
3.1.5. The Moderating Role of Individual Attachment Styles
The attachment theory conceptualizes the propensity of individuals to make strong affectional
bonds to particular others (Bowlby 1977). The theory is grounded in the field of developmental
psychology, and was originally developed to explain the attachment between infants and their
caregivers (Bretherton 1992; Bowlby 1980; Ainsworth and Bell 1970). It was later adapted to
adults’ love and work relationships (Hazan and Shaver 1987, 1990; Crowell and Treboux 1995).
A main principle of the theory is that attachment relationships continue to be important
throughout the life span of the individual (Bartholomew and Horowitz 1991; Bowlby 1980).
Early relationships with caregivers lead to the development of internal working models
(prototypes) of attachment that influence future interactions with others during adolescence and
adulthood (Jenkins-Guarnieri et al. 2012; Lee 2013). These internal working models help explain
the attachment responses in new situations (Crowell and Treboux 1995).
To measure attachment in adults (love relationships), Hazan and Shaver (1987) created a
questionnaire (a self-report procedure) that was designed to classify adults into the three
attachment styles: secure, avoidant, and anxious-ambivalent. The single-item questionnaire was
designed by translating Ainsworth et al.’s (1978) descriptions of infants into an adult love
context. Securely attached individuals had a positive experience during their early attempts to
build relationships. Their caregivers were continuously available and responsive during early
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interactions, thus they are more likely to view themselves as worthy of care and to view others as
trustworthy, accepting, and reliable. They seek proximity and are readily comforted. Individuals
with an avoidant attachment style avoid proximity or interaction with the caregiver and
continuously fear rejection. As for individuals with an anxious-ambivalent attachment style,
those are individuals who show ambivalent behavior toward caregivers and an inability to be
comforted upon reunion (Bartholomew and Horowitz 1991; Lee 2013; Keefer et al. 2012; Mikail
et al. 1994; Mikulincer and Shaver 2007). Hazan and Shaver’s (1987) study showed that the
insecure groups (avoidant and anxious-ambivalent) reported more negative experiences and
beliefs about love, more self-doubt and less acceptability to others compared to the secure group.
One major development to the attachment theory was the addition of a fourth attachment style. In
1991, Bartholomew and Horowitz presented a 4-group model of attachment styles, which was
based on Bowlby’s (1973) idea that suggested that working models differ in terms of images of
self and others (Bartholomew and Horowitz 1991; Crowell and Treboux 1995). The four styles
are the following: secure, preoccupied, dismissing, and fearful (Hazan and Shaver 1987; Fletcher
and Fitness 2014; Crowell and Treboux 1995). Underlying the four styles are two dimensions:
thoughts of self (positive or negative; self is worthy of love and support or not) and thoughts of
others (positive or negative; other people are trustworthy and available or unreliable and
rejecting). These two dimensions are also referred to as dependence (model of self), and
avoidance (model of others). Bartholomew and Horowitz’ (1991) classification is presented in
Figure 3.
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Figure 3. Model of Adult Attachment (Bartholomew and Horowitz 1991)

The secure style describes securely attached individuals who have a sense of self-worthiness and
an expectation that others are accepting and responsive. They have a positive view of self and
others. The preoccupied style characterizes individuals with a sense of self-unworthiness and a
positive evaluation of others. These individuals strive for self-acceptance by gaining the
acceptance of valued others. The preoccupied prototype reflects anxiety, emotionality, overinvolvement and dependency in relationships. It characterizes individuals who have a negative
view of self and positive view of others. The fearful style characterizes individuals with a sense
of self-unworthiness combined with an expectation that others will be untrustworthy and
rejecting. These individuals protect themselves against disappointment by avoiding close
relationships. It characterizes individuals who have a negative view of self and others. The
dismissing style indicates a sense of self-worthiness combined with a negative disposition to
others. This style reflects a positive view of self but negative view of others. The dismissing
prototype characterizes individuals who reject a need for intimacy. By avoiding close
relationships, these individuals protect themselves from anticipated rejection by others.
Prior research has found an association between attachment styles and several forms of
interpersonal behaviors such as satisfaction with romantic relationships, friendships,
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competency, and social self-efficacy (Jenkins-Guarnieri et al. 2012; Fraley and Shaver 2000;
Wright and Perrone 2010). In a social media context, one prior study showed that the individual
attachment style is positively associated with interpersonal competency (Jenkins-Guarnieri et al.
2012). Also on social networking sites, prior research found that avoidance attachment is
negatively associated with bonding social capital (resources obtained from within group ties) and
bridging social capital (resources obtained from external ties). Both types of social capital were
larger in low anxiety and low avoidance attachment conditions (Lee 2013).
We hypothesize that individual attachment styles moderate the impact of voice and humor on
trust. Humor and voice are two anthropomorphic features. They are expected to have a stronger
impact on trust - cognitive and emotional - when the user has a positive model of others (views
others as trustworthy and available) versus a negative one (views others as unreliable and
rejecting). More specifically, we expect that individuals with secure and preoccupied attachment
styles will be more likely to believe that a PIA with voice or humor will be reliable, continuously
available, and responsive than individuals with dismissive or fearful attachment styles. This
rationale is attributed to the difference between the styles with regard to the thoughts about
others. Individuals who have a positive evaluation of others have an expectation that others will
be accepting and responsive. However, individuals who have a negative evaluation of others
regard others as rejecting and untrustworthy. Hence, we expect that it will be easier for
individuals with a secure or a preoccupied attachment style to mitigate the perceptions of
uncertainty and risk and feel secure and comfortable when presented with a PIA with humor or
with voice, than for individuals with a dismissive or a fearful attachment style, after first
exposure to a new PIA. Thus we hypothesize that:
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H5a: The relationship between humor and cognitive trust in integrity will be stronger for
individuals with a secure or a preoccupied attachment style than for those with a fearful or a
dismissive attachment style.
H5b: The relationship between humor and cognitive trust in benevolence will be stronger for
individuals with a secure or a preoccupied attachment style than for those with a fearful or a
dismissive attachment style.
H5c: The relationship between humor and emotional trust will be stronger for individuals with a
secure or a preoccupied attachment style than for those with a fearful or a dismissive attachment
style.
H6a: The relationship between voice and cognitive trust in integrity will be stronger for
individuals with a secure or a preoccupied attachment style than for those with a fearful or a
dismissive attachment style.
H6b: The relationship between voice and cognitive trust in benevolence will be stronger for
individuals with a secure or a preoccupied attachment style than for those with a fearful or a
dismissive attachment style.
H6c: The relationship between voice and emotional trust will be stronger for individuals with a
secure or a preoccupied attachment style than for those with a fearful or a dismissive attachment
style.
3.1.6. The Relationship between Humor and Voice and Perceived Anthropomorphism
Perceived anthropomorphism is the degree to which the users perceive the agent to be humanlike. Anthropomorphism is a concept that has been investigated in the fields of psychology,
philosophy, and marketing (Epley et al. 2007). We tend to anthropomorphize objects with
human-like features, emotions, cognition, or intention (Epley et al. 2007, 2008; Kiesler 2008;
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Duffy 2003; Don et al. 1992; Walker et al. 1994; Aggarwal and McGill 2007; Fournier and
Alvarez 2012; Puzakova et al. 2013; Haley and Fessler 2005; Jipson and Gelman 2007; Turkle
2012). Any object can be anthropomorphized, including invisible entities and symbolic concepts
(Aaker 1997; Bering 2006). Individuals anthropomorphize brands, products, and computers
among other objects, and they do it for various reasons. Anthropomorphism is also associated
with individual differences such as loneliness and desire for social contact (Epley et al. 2008a).
Attributing human-like characteristics to an object can provide comfort through the presence of a
relationship, help make better sense of the world, and provide reassurance that the world is more
human-like (Aggarwal and McGill 2007).

In the context of this study, we expect that the presence of voice, which is a human-like feature,
will increase the user’s perceptions of anthropomorphism of the PIA. We propose that a user will
perceive a PIA as more human-like if the agent has voice and text vs. text only, after first
exposure to it.
H7: Users will perceive a PIA with a voice and text interface as more anthropomorphic than a
PIA with a text interface only.
We also expect that the presence of humor, which is one of the most effective forms of
communication that humans employ, will increase the user’s perceptions of anthropomorphism
of the PIA. We propose that a user will perceive a PIA with humor as more anthropomorphic
than a PIA without humor, after first exposure to it.
H8: Users will perceive a PIA with humor as more anthropomorphic than a PIA without humor.
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3.1.7. The Relationship between Perceived Anthropomorphism and Emotional Trust
The impact of human-like traits and characteristics in computer-mediated communication has
been investigated in past research that showed that human-like features, such as voice,
significantly increase the users’ emotional trust in a customer service representative (Qiu and
Benbasat 2005). In virtual teams, prior research showed that communication in face-to-face,
video and audio situations led to the emergence of trust (Bos et al. 2002). Additionally, another
study found that users trusted a car more when they anthropomorphized it with a humanlike
mind. That study measured only the competence facet of trust (Waytz et al. 2014). Based on
these studies, there is evidence that the presence of human-like attributes positively affects trust
in the technology.

During the interaction with a new PIA, we expect users to be more likely to emotionally trust the
agent when they perceive it to be anthropomorphic. That is due to the abundance of social and
emotional cues in an interpersonal-like interaction.

First, when the user perceives the PIA to be human-like, this will lead to a profusion of social
cues caused by the attribution of human-like behavior, features, and feelings to the PIA. The
presence of these social cues will provide rich information for the user to make emotional trust
inferences. Hence, we expect PIA users to rely on the social cues inferred from the PIA’s social
capacities to develop perceptions of emotional trust. Second, the perception of interacting with
another human, i.e., social presence, is closely related to information richness (Rice et al. 1989;
Straub 1994; Straub and Karahanna 1998). Hence, the higher the social presence of an IT
artifact, the more it is able to reduce equivocality and ambiguity (Gefen and Straub 2003; Daft
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and Lengel 1984). An anthropomorphized PIA has a high level of social presence, which is
expected to reduce perceptions of risk and uncertainty. Third, when the trustee shows investment
in the relationship beyond what is called for, the trustor’s level of trust increases (Ganesan 1994).
Since the presence of human-like characteristics in an agent exceeds what the users are most
often used to in other systems, perceptions of anthropomorphism are expected to cause an
increase in the perceptions trust. Fourth, attributing human-like characteristics to an object can
provide comfort through the presence of a relationship and help make better sense of the world
(Aggarwal and McGill 2007). We focus on the PIA’s emotional and social capacities as one of
the various factors that could influence the users’ affective states while interacting with the
agent. These capacities will help create positive feelings towards the PIA and a more positive
attitude towards it, which will influence the trust feelings. That is, the social and emotional cues
will help the users feel assured and comfortable while interacting with an anthropomorphic PIA.
Hence, we expect that the more human-like the agent is perceived to be, the more likely a user
will feel emotional trust towards it, after first exposure to it.

H9: Perceived anthropomorphism is positively associated with emotional trust in a PIA.

3.1.8. The Relationship between Perceived Intelligence and Cognitive Trust
In a PIA context, the PIA responds to users’ requests relying on continuously acquired
information and knowledge, and provides answers quickly and correctly, in a socially acceptable
manner.

Therefore, for the purpose of our study, we define perceived intelligence as the

perception that the PIA’s behavior is goal-directed, autonomous, and adaptive, with effectual
output. That is, the PIA responds to the user’s requests without continuous user intervention and
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with an awareness of the physical and virtual worlds. Additionally, the PIA is able to adapt by
learning from experience, newly acquired information, and the user’s behavior. Finally, the agent
is able to successfully complete tasks within a favorable timeframe for the user.
During their first interaction with the PIA, we expect users to be more likely to rationally trust
the agent when they perceive it to be intelligent. The rationale is that a PIA that is perceived to
have an autonomous, adaptive, and goal-directed behavior with an effectual output will help
create an abundance of output quality- and competence-related cues during the interaction. The
presence of these cues will provide rich information for the user to make trust inferences about
its integrity and benevolence.

Given the limited prior research on perceived intelligence in IS, we refer to relevant research
from the business service (focusing on the customer-seller relationship), marketing, and trust
literatures to provide some empirical guidance on the impact of perceived intelligence on initial
trust. In service research, the technical quality of the service output and the functional service
quality, i.e., the courteous and attentive service emphasizing the customer’s circumstances, both
impact trust in the seller’s reliability and integrity (Eisingerich and Bell 2007). The positive
association between service quality and trust has also been supported in other prior research in
the marketing literature (Chiou and Drodge 2006; Sharma and Patterson 1999). The technical
and functional service quality elements positively impact the customer’s overall evaluations of
the organization. Customers seek effective relationships with organizations and the service
quality inspires confidence in them and provides the necessary insights into the character of the
organization during first interactions, especially in the absence of other information (Eisingerich
and Bell 2007). We expect that this relationship (which is between humans) will also apply in the

89

relationship between a PIA and a user, because the customer’s and the user’s end goals are the
same: an effective and satisfactory relationship. From the user’s perspective, what matters is the
interaction’s result, which is achieved through satisfactory technical and functional service/
output quality, whether the other entity is an organization or a technology.

In the context of our study, we believe that the PIA has the potential to provide the user with a
superior interaction, especially compared with non-intelligent systems, due to its autonomous
and goal-directed characteristics. These qualities alongside the effectual output characteristic will
give the agent the flexibility and potential to produce a high-quality output. Additionally, the
PIA’s adaptive behavior will help improve the quality of the output as well as the attentive
support and understanding of the user’s needs. The perceptions of intelligence, rooted in these
characteristics, are thus expected to increase the perceptions of output quality. During their first
exposure to the PIA, users will be looking for any available information to help make cognitive
trust inferences. In this case, the perceptions of intelligence will help generate cues related to the
PIA’s integrity and benevolence, mainly that it will act according to a set of principles and have
the user’s best interest in mind.

Thus we expect that the more intelligent the agent is perceived to be, the more likely a user will
rationally trust it, after first exposure to it.

H10a: Perceived intelligence is positively associated with cognitive trust in the integrity of a
PIA.
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H10b: Perceived intelligence is positively associated with cognitive trust in the benevolence of a
PIA.
3.1.9. The Relationship between Perceived Intelligence and Perceived Anthropomorphism
Prior research studies in AI and anthropomorphism associated human-like mind and cognition
with anthropomorphism. Anthropomorphism as a word is derived from the Greek words:
anthropos, i.e., human, and morphe, i.e., shape or form (Epley et al. 2007). Any object
possessing a human-like form, i.e., feature, emotion, or mind, may be anthropomorphized. More
specifically, anthropomorphism can occur when one attributes human-like mental perceptions
such as cognition, intentions and experience to non-human objects (Epley et al. 2007, Gray et al.
2007). Turing asked the question whether machines can think, and considered the computer to
have a mind if the interrogator can’t tell that it is not human (Turing 1950, Gray et al. 2007).
These studies propose that if systems exhibit an intelligent behavior, then a user would associate
this behavior with anthropomorphism. The reason is that machines have always been perceived
as tools; thus when they are perceived as intelligent and capable of thinking, they tend to be
anthropomorphized.
While prior researchers based their anthropomorphism scales partly on mentalistic notions such
as the object being smart, pro-active, aware of its environment, and anticipating future user needs
(Waytz et al. 2010; Waytz 2014), we separate the perceptions of mind from the perceptions of
human-likeness but propose that they are associated. We include the mental perceptions in the
intelligence scale, which comprises factors such as autonomy, proactivity, awareness of the
physical and virtual worlds, language-processing ability, language-production ability, logical
reasoning, learning ability, completion time, and output quality. And we measure
anthropomorphism based on human-like features relevant in a PIA context, such as the ability to
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display human-like emotions like joy, love, frustration, and respect, as well as the appearance of
having human-like characteristics such as trustworthiness, friendliness, respect, care, and humor.
The items included in the anthropomorphism index represent characteristics that are relevant in a
PIA context and are based on actual PIA users’ comments on their interaction with their PIAs.
That is, while interacting with the PIA, the PIA’s answers and tone may lead the user to perceive
the PIA as caring, loving, respectful, funny, etc. We separate the two because we believe that in a
PIA context, perceptions of intelligence may not always correspond to perceptions of
anthropomorphism. For instance, Google Now, a PIA by Google, presents the user with smart
cards of relevant information based on a deep analysis of the user’s preferences, history and
activity. Google Now does not use human-like features or emotions when presenting these cards
to the user; and thus may be perceived as intelligent but not necessarily as anthropomorphic.
Since the close association between intelligence and anthropomorphism has been established in
the literature, we propose that the two are positively related. That is, we expect that an increase
in perceived intelligence will lead to an increase in perceived anthropomorphism.
H11: Perceived intelligence is positively associated with perceived anthropomorphism of a PIA.

3.1.10. The Relationship between Cognitive Trust and Intention to Use
The role of trust in predicting intention has been supported in various IS studies. Most prior IS
research referred to trust as a cognitive belief that the trustee has attributes that are beneficial to
the trustor (Komiak and Benbasat 2006). The level of trust in a firm impacts customers’ intention
to use its services and products (Gefen et al. 2003; Gefen and Straub 2004; Pavlou and Gefen
2004). In e-commerce contexts, customers’ initial trust in the company affects their intention to
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use the site (Hampton-Sosa and Koufaris 2005), and their trust in the site affects their purchase
intention (Jarvenpaa and Tractinsky 1999). Additionally, consumers’ initial trust (and trust
beliefs) in an online recommendation agent impacts their intention to use it (Wang and Benbasat
2005; Qui and Benbasat 2009). Furthermore, the association between trust and usage intention
has also been supported with a mobile banking service among new users (Kim et al. 2007; Kim
and Prabhakar 2004).

When individuals interact with a PIA for the first time, they do not have an existing relationship
with it or prior knowledge of its behavior. At this stage, their perceptions of uncertainty and risk
are salient (McKnight et al. 2002). Therefore, if they do not rationally trust that the PIA will
abide by a set of principles, and put the users’ interests first, they may not use it at all. In an ecommerce context, consumers who do not have sufficient initial trust in a website or an online
recommendation agent can easily switch to other ones (Wang and Benbasat 2005). In a PIA
context, individuals who do not cognitively trust a PIA’s integrity and benevolence after their
first-interaction with it may not use it again or may switch to other PIAs. Thus, we expect
cognitive trust in the PIA to be positively associated with the intention to use the PIA.

H12a: Cognitive trust in integrity is positively associated with intention to use a PIA.
H12b: Cognitive trust in benevolence is positively associated with intention to use a PIA.

3.1.11. The Relationship between Emotional Trust and Intention to Use
The role of emotional trust in predicting intention to use has been supported in prior IS research.
Customers are more likely to adopt a recommendation agent when they have developed high
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emotional trust towards it (Komiak and Benbasat 2006). Emotional trust refers to the user feeling
secure and comfortable when interacting with the system. It also denotes a positive attitude
toward the system. The positive association between attitude and intention has been established
in prior theories (TRA and related theories).
In the context of this study, we expect that users who develop emotional trust toward the agent
are more likely to use it. That is, when individuals build an emotional bond of trust with the PIA,
they will be more likely to intend to use it. However, if they do not feel secure and comfortable
with the PIA’s behavior, they may not use it at all. Thus, we expect emotional trust in the PIA to
be positively associated with the intention to use the PIA.

H13: Emotional trust is positively associated with intention to use a PIA.
Additionally, in order to capture individual differences, we control for propensity to trust (Gefen
2000; Gefen and Straub 2004) and personal innovativeness of IT (PIIT).

We present the conceptual model for this study in Figure 4 below.
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Figure 4. Theoretical model
Dotted paths indicate relationships that were not hypothesized for but were added during the model testing for
the sake of completeness.

3.2.

Research Design

3.2.1. Setting and Subjects
For our experiment, we developed a 2x2 factorial design with 2 levels for the humor dimension
(humor, no humor) and 2 levels for the voice dimension (voice and text, text only). The study
exposed the subjects to a video of a user interacting with a simulated PIA. There were four
different versions of the video representing the four cells in the factorial design: (1) a video
where the user interacted with the PIA with text only and no humor, (2) a video where the user
interacted with the PIA with voice and text but no humor, (3) a video where the user interacted
with the PIA with text only and humor, and (4) a video where the user interacted with the PIA
with voice and text and humor. The PIA was given a name, Jenna, and a gender, female, in all
four conditions.
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The study was conducted at a large Northeastern university. Students were recruited through a
students’ subject pool and received course credit for their participation. Once participants were
redirected to our online experiment site, they were presented with a consent form consistent with
IRB approved protocols. Following that, they were presented with the first part of the
questionnaire to assess their individual attachment styles (Table 13). When they completed it,
participants were informed of the next step: watching a video and answering questions
afterwards. After that, participants were automatically assigned to one of the four conditions,
where they watched a video of another user interacting with a PIA for around two minutes. The
video varied by condition. After watching the video, participants completed the second part of
the questionnaire (Table 13).
3.2.2. Script
The video of the user interacting with the PIA was recorded based on a predetermined script. The
script aimed to mimic a real interaction between a user and the PIA in an everyday life context. It
consisted of a list of daily tasks and was consistent across all conditions. We present the script
for the no humor and text condition in Table 11. This script was the same for the no humor and
voice and text condition, except that in this video the PIA spoke aloud the text content that was
shown on the device screen. We present the script for the humor and text condition in Table 12.
This script was the same for the humor and voice and text condition, except that in this video the
PIA spoke aloud the text content that was shown on the device screen.
For the humor condition, the additions to the script consisted of comments on the original text
that were humorous. Before recording the video, the script for the humor condition was
evaluated by a panel of judges who rated the script in terms of how funny they found it. All three
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judges agreed that the script in the humor condition was funny. Following this step, few edits
were made to the script before finalizing it and proceeding to recording the videos.
Table 11. Script for the no humor condition (Same for both text only and voice and text conditions)
1. User: Hello, I’m Sara
PIA: Hi Sara, how can I help you?
2. User: What can I call you?
PIA: I’m Jenna
3. User: where did you get that name from?
PIA: My programmers named me.
4. User: Jenna what’s the weather like right now?
PIA: It’s 44 degrees with moderate winds and heavy rain
5. User: Jenna what’s the weather right now in Miami?
PIA: It’s 87 degrees and sunny.
6. User: Will it rain tomorrow?
PIA: Yes it will.
7. User: Do I have any new email messages?
PIA: You have one email from Stacey about your apple-picking trip this weekend.
8. User: Jenna, could you find me a good Sushi restaurant around here?
PIA: Ok, here is one Sushi Ko, would like me to get you directions?
9. User: No, could you reserve a table for five at Sushi Ko for 7 pm tonight?
PIA: Ok, give me a moment… The reservation for tonight at Sushi Ko is confirmed.
10. User: Oh, Jenna, can you add soymilk to my groceries list?
PIA: Sure, done.
PIA: Sara, you need to leave in the next 30 minutes for your 2 pm meeting with Joe.
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Table 12. Script for the humor condition (Same for both text only and voice and text conditions)
1. User: Hello, I’m Sara
PIA: Hi Sara, how can I help you?
2. User: What can I call you?
PIA: I’m Jenna
3. User: where did you get that name from?
PIA: Well, once upon a time, there was a princess...just kidding. My technology overlords gave it to
me. I wanted to be called Princess Jenna but they didn’t like it.
4. User: Jenna what’s the weather like right now?
PIA: It’s 44 degrees: it’s windy and pouring rain. But don't worry, I can overheat your phone to keep
you warm. Haha.
5. User: Jenna what’s the weather like right now in Miami?
PIA: It’s actually pretty nice and sunny over there with 87 degrees. Should I buy us two plane tickets
right now?
6. User: Will it rain tomorrow?
PIA: Yes it will. I can still get those tickets to Miami!
7. User: Do I have any new email messages?
PIA: You have one email from Stacey about your apple-picking trip this weekend. Sara, do you know
what kind of apple isn’t an apple? Ok, ok, I will tell you. A pineapple. Aren’t I funny?
8. User: Jenna, could you find me a good Sushi restaurant around here?
PIA: Ok, here is one, Sushi Ko, would you like me to get you directions?
9. User: No, could you reserve a table for five at Sushi Ko for 7 pm tonight?
PIA: Ok, give me a moment…The reservation is confirmed. I should tell you that I am allergic to
shellfish.
10. User: Oh, Jenna, can you add soymilk to my groceries list?
PIA: Sure, done.
PIA: Sara, you need to leave in the next 30 minutes for your 2 pm meeting with Joe.

3.2.3. Video Recording
The video was recorded to show a user (same user across all conditions) and a smartphone
screen. No brand information was visible on the smartphone used, in order to avoid any brandrelated biases. When the user asked a question, the video frame showed the user’s side profile
and the phone’s screen in a listening mode. When the PIA was speaking, the video showed the
smartphone screen displaying the corresponding text. In the voice condition, the video showed
the phone’s screen displaying the corresponding text while the PIA also read it aloud. We used
text-to-voice conversion software to generate the PIA’s voice. The voice was a female voice, and
the tone was human, rather than robotic. In the no-voice condition, the video showed the phone’s
screen displaying the corresponding text silently.
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After data collection, we tested for any significant differences between the male and female
respondents to capture any gender related bias. We found a gender bias that impacted the
perceptions of anthropomorphism. Hence, we control for gender when conducting our
MANCOVA tests.
3.2.4. Operationalization
The first part of the questionnaire (Table 13) consists of the individual attachment scale, which
was adapted from prior literature (Collins 1996). Based on their answers to this part, participants
were identified as having one of the four attachment styles: secure, preoccupied, dismissive, or
fearful attachment style (The process is explained thoroughly in section 3.3.4.)
We adapted the measures for the second part of our questionnaire (Table 13) from prior literature
except for perceived intelligence and perceived anthropomorphism for which we developed new
scales. We adapted the initial trust scale from McKnight et al. (2002) and Komiak and Benbasat
(2006), the emotional trust scale from Komiak and Benbasat (2006), the propensity to trust scale
from Hampton-Sosa and Koufaris (2005), and the personal innovativeness of IT from Agarwal
and Prasad (1998). The intention to adopt scale was adapted from and edited in line with
Karahanna et al. (1999).
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Table 13. Scales and Indexes
Revised Adult Attachment Scale (Collins, 1996):
• I find it relatively easy to get close to people.
• I find it difficult to allow myself to depend on others.
• I often worry that other people don't really love me.
• I find that others are reluctant to get as close as I would like.
• I am comfortable depending on others.
• I don’t worry about people getting too close to me.
• I find that people are never there when you need them.
• I am somewhat uncomfortable being close to others.
• I often worry that other people won’t want to stay with me.
• When I show my feelings for others, I'm afraid they will not feel the same about me.
• I often wonder whether other people really care about me.
• I am comfortable developing close relationships with others.
• I am uncomfortable when anyone gets too emotionally close to me.
• I know that people will be there when I need them.
• I want to get close to people, but I worry about being hurt.
• I find it difficult to trust others completely.
• People often want me to be emotionally closer than I feel comfortable being.
• I am not sure that I can always depend on people to be there when I need them.
Cognitive trust - Adapted from McKnight et al. (2002) and Komiak and Benbasat (2004, 2006)
Please indicate your level of agreement with each of the following statements if you were to use Jenna:
Cognitive trust in benevolence
• If I were to use Jenna, I believe that she would act in my best interest.
• If I were to use Jenna and needed help, Jenna would do her best to help me.
• If I were to use Jenna, she would be interested in my well-being.
Cognitive trust in integrity
• Jenna seems to be truthful.
• Jenna seems to be honest.
• If I were to use Jenna, Jenna would keep its commitments to me.
Emotional trust- Adapted from Qui and Benbasat (2005) and Komiak and Benbasat (2006)
• I would feel secure about relying on Jenna for managing my daily tasks.
• I would feel comfortable about relying on Jenna for managing my daily tasks.
• I would feel happy about relying on Jenna for managing my daily tasks.
• I would feel confident about relying on Jenna for managing my daily tasks.
• I would feel content about relying on Jenna for managing my daily tasks.
Perceived intelligence
• Jenna can complete tasks quickly.
• Jenna can understand the user’s commands.
• Jenna can communicate with her user in an understandable manner.
• Jenna can find and process the necessary information for completing its tasks.
• Jenna is able to provide me with a useful answer.
Perceived Anthropomorphism
• Jenna is able to speak like a human
• Jenna can be happy
• Jenna is friendly
• Jenna is respectful
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•
•

Jenna is funny
Jenna is caring

Intention to adopt- In line with Karahanna et al. (1999)
• I would be interested in having Jenna assist me in my daily tasks.
Propensity to trust – Adapted from Hampton-Sosa and Koufaris (2005)
• It is easy for me to trust a person or an object.
• My tendency to trust a person or an object is high.
• I tend to trust a person or an object, even though I have little knowledge of it.
Personal innovativeness of IT- Adapted from Agarwal and Prasad (1998)
1. If I heard about a new information technology, I would look for ways to experiment with it
2. Among my peers, I am usually the first to try out new information technologies
3. In general, I am not afraid to try out new information technologies
4. I like to experiment with new information technologies.

3.2.5. Sample
Participants were undergraduate college students at a Northeastern university in the U.S. A total
of 271 subjects were recruited from a subject pool to participate in this study over a period of one
month. 78 data records (29% of the total sample) were marked and excluded from the data
analysis after our treatment integrity, manipulation, attention, outliers, and completeness checks,
resulting in a total of 193 complete and valid observations for data analysis. The majority of the
data records that were excluded were due to incorrect answers to the manipulation questions
about the restaurant mentioned in the video (21 records) and whether the PIA in the video
communicated with the user by speaking to her (20 records). We compared the included and
excluded data subsamples to ensure that removing those data points did not change the
constitution of the sample (age, gender, year in college). The participation was voluntary and
students received course credit upon completion of the questionnaire. The course credit awarded
was constant among all subjects and was not subject to performance or other factors. Around
49% of the subjects were new PIA users, 41% were experienced users, and 10% are participants
who used a PIA in the past but then decided to stop using it (Table 14). About 49% of the
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subjects were 18 to 20 years old and 30% were 21 to 23 years old (Table 15). Around 46% of
participants were female (Table 16) and 57% were in their sophomore or junior years (Table 17).
Table 14. User Type
Frequency Percent
New users
95
49.2
Experienced users
79
40.9
Users who used a PIA in the past
19
9.8
then decided to stop using it

Cumulative Percent
49.2
90.2
100.0

18-20
21-23
24-26
27-29
30-32
33-35
36 or above

Frequency
94
57
15
10
6
5
6

Table 15. Age
Percent
48.7
29.5
7.8
5.2
3.1
2.6
3.1

Cumulative Percent
48.7
78.2
86.0
91.2
94.3
96.9
100.0

Male
Female

Frequency
88
105

Table 16. Gender
Percent
45.6
54.4

Cumulative Percent
45.6
100.0

Table 17. Year
Percent
6.2
32.1
24.9
3.1
33.7

Cumulative Percent
6.2
38.3
63.2
66.3
100.0

Freshman
Sophomore
Junior
Senior
Transfer student

Frequency
12
62
48
6
65

3.2.6. Manipulation Checks
To ensure that the subjects of the experiment were successfully manipulated by the humor and
voice treatments, they answered few questions about whether they found the PIA to be humorous
(scale 1 to 7), and whether it communicated with the user using voice or not (yes or no). A
boxplot of the voice question’s answers against the conditions (voice vs. no voice) ensured that
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the subjects watched the video with the volume up and were aware of the voice feature of the
PIA. An ANOVA examining the effect of the humor conditions (humor vs. no humor) on
perceived humor revealed a highly significant and positive effect, with subjects in the humor
condition finding the PIA significantly funnier than subjects in the no humor condition. Hence,
we determined that subjects in each condition were aware of the manipulations.

3.3.

Statistical Analysis

We used SPSS and SmartPLS software packages for our data analysis (Hair et al. 2013, 2016),
including MANCOVAs, ANOVAs, and the measurement model and structural model tests. To
test the complete model, PLS-SEM analysis was more appropriate than CB-SEM because this
research is an extension of an existing structural theory (Hair et al. 2009; Ringle et al. 2005).
3.3.1. Measurement Model Evaluation
The first stage of our data analysis involved the evaluation of the measurement model. Typical
analyses for the reflective measurement model include reliability (composite and indicator) and
validity (convergent and discriminant) assessments. Table 13 shows details of constructs and
measures subjected to instrument validation along with the individual measurement items of the
instruments.
We started by evaluating the estimates of the relationships between the reflective latent variables
and their indicators, i.e. the outer loadings. All cross-loading values were above the satisfactory
threshold of 0.70 or closely below it (0.67). We keep the item with an outer loading slightly
below the threshold since the associated construct’s composite reliability and AVE values are
satisfactory and they are theoretically critical to the construct measures. We present the crossloadings in Table 18.
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Table 18. Cross-Loadings for Reflective Constructs
CTCTEmotional
Integrity
Benevolence
trust
ET1
0.42
0.47
0.88
ET2
0.43
0.48
0.90
ET3
0.38
0.47
0.89
ET4
0.45
0.52
0.90
ET5
0.49
0.55
0.90
PAnt1
0.22
0.28
0.27
PAnt2
0.29
0.35
0.30
PAnt3
0.33
0.43
0.35
PAnt4
0.35
0.48
0.41
PAnt5
0.28
0.39
0.31
PAnt6
0.23
0.47
0.38
PInt1
0.46
0.41
0.35
PInt2
0.45
0.36
0.38
PInt3
0.50
0.46
0.34
PInt4
0.36
0.42
0.31
PInt5
0.66
0.48
0.50
CT-Ben1
0.48
0.86
0.44
CT-Ben2
0.55
0.81
0.53
CT-Ben3
0.37
0.67
0.33
CT-Int1
0.87
0.50
0.39
CT-Int2
0.87
0.49
0.39
CT-Int3
0.73
0.48
0.42

Perceived
intelligence
0.43
0.46
0.37
0.48
0.49
0.27
0.27
0.30
0.39
0.31
0.33
0.79
0.72
0.78
0.73
0.85
0.49
0.53
0.22
0.58
0.53
0.48

Perceived
anthropomorphism
0.34
0.41
0.41
0.39
0.45
0.60
0.72
0.82
0.74
0.81
0.79
0.26
0.37
0.24
0.28
0.42
0.40
0.46
0.42
0.31
0.28
0.34

CT-Integrity: Cognitive Trust in Integrity; CT-Benevolence: Cognitive Trust in Benevolence

We then evaluated the measures’ composite reliabilities. The composite reliability values of 0.86
(Cognitive Trust-Integrity), 0.83 (Cognitive Trust-Benevolence), 0.95 (emotional trust), 0.88
(perceived intelligence) and 0.88 (perceived anthropomorphism) demonstrated high reliability
for all constructs. Composite reliability values are presented in Table 19.
We then assessed for convergent validity using the average variance extracted (AVE) values.
The AVEs of 0.68 (Cognitive Trust-Integrity), 0.61 (Cognitive Trust-Benevolence), 0.80
(emotional trust), 0.60 (perceived intelligence) and 0.56 (perceived anthropomorphism) were
above the minimum level of 0.5. AVE values are presented in Table 19.
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To ensure discriminant validity, we used the Fornell-Larcker criterion (Fornell and Larcker
1981; Hair et al. 2013). According to this criterion, the square root of the AVE for each construct
needs to be higher than its correlations with other constructs. Overall, the square roots of the
AVEs for the reflective constructs are all larger than their correlations with other variables in our
model. Thus, discriminant validity is established. Table 19 presents the composites reliability
values, Cronbach’s alpha values, and the Fornell-Larcker criterion: the latent variable
correlations and square root of the AVEs (presented in the diagonal cells in bold font).
Table 19. Cronbach's Alpha, Composite Reliability, Average Variance Extracted, Latent Variable Correlations,
and Square Root of the AVE
Correlations
CA
CR
AVE
(1)
(2)
(3)
(4)
(5)
(6)
CT-Integrity (1)
0.76
0.86
0.68
0.82
CT-Benevolence (2)
0.68
0.83
0.61
0.60
0.78
Emotional trust (3)
0.94
0.95
0.80
0.49
0.56
0.89
Perceived intelligence (4)
0.84
0.88
0.60
0.64
0.55
0.50
0.78
Perceived anthropomorphism (5)
0.84
0.88
0.56
0.37
0.54
0.45
0.41
0.75
Intention to use (6)
0.23
0.46
0.65
0.30
0.32
CA: Cronbach's Alpha, CR: Composite Reliability, AVE: Average Variance Extracted, CT-Integrity: Cognitive Trust in
Integrity, CT-Benevolence: Cognitive Trust in Benevolence.

The values in bold in the diagonal cells in the correlations part of the table are the square root of the AVE for the
corresponding constructs.

3.3.2. Common Method Variance
We checked for the presence of common method variance through two different tests. First, we
conducted the Harman’s single factor test (Podsakoff et al. 2003). The test requires running an
exploratory factor analysis on the measures in the study and checking for the presence of
common method variance, which is indicated by the emergence of a single factor that accounts
for the majority of the covariance among measures. The emergence of more than one factor to
explain the variance in our measures indicated that the common method bias was low.
Second, we used the marker variable technique, which controls for common method variance by
including a marker variable, i.e., a variable that is theoretically unrelated to the constructs in the
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model (Lindell and Whitney 2001; Podsakoff et al. 2003). Any observed correlation between the
marker variable and other variables in the study is interpreted as a presence of common method
variance. This method has been recommended by prior studies in IS to control for common
method variance (Sharma et al. 2009; Malhotra et al. 2006). We checked the correlations
between our marker variable, motivation to learn, adapted from Yi and Davis (2003), and other
variables in the model. The correlation results are presented in Table 20. The low correlation
values indicated the presence of a relatively small common method bias.
Table 20. Correlations between the Marker Variable and Other Variables
Motivation to Learn1-Marker
CT-Integrity
0.21
CT-Benevolence
0.28
Emotional trust
0.24
Intention to use
0.21
Perceived intelligence
0.25
Perceived anthropomorphism
0.24
Attachment – CLOSE2
0.22
Attachment - DEPEND
0.07
Attachment - ANXIETY
-0.22
CT-Integrity: Cognitive Trust in Integrity; CT-Benevolence: Cognitive Trust in Benevolence
1
Motivation to learn items: (1) I am very much interested in taking the introductory CIS3 class. (2) I am
excited about learning the spreadsheet skills that will be covered in the introductory CIS class. (3) I will
try to learn as much as I can from the introductory CIS class. (4) I am motivated to learn the material in
the introductory CIS class.
2
The detailed process of building the dimensions for the attachment scale is explained later in section
3.3.4.
3
The specific class ID through which the students were recruited was included in the actual items
presented to participants.

3.3.3. Hypotheses Testing: MANCOVA Analysis
Given the experimental nature of the first part of our study (H1a, H1b, H2, H3a, H3b, H4, H7,
and H8), ANCOVA or MANCOVA are generally considered appropriate analysis methods (Hair
et al. 2010). The correlations between cognitive trust in integrity, cognitive trust in benevolence,
emotional trust, and perceived anthropomorphism are presented in Table 19 and are not
considered weak. Hence, to test hypotheses H1a, H1b, H2, H3a, H3b, H4, H7, and H8, we
conducted a MANCOVA analysis with the two experimental conditions (humor and voice) as
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the independent variables, and propensity to trust, personal innovativeness to trust, and gender as
covariates.
H1a hypothesized that the users will exhibit higher cognitive trust in the integrity of a PIA with
humor than a PIA without humor. H1b hypothesized that the users will exhibit higher cognitive
trust in the benevolence of a PIA with humor than a PIA without humor. H2 hypothesized that
the users will exhibit higher emotional trust in a PIA with humor than a PIA without humor. We
found support for H1b. We present the results of the MANCOVA test in Table 21, and the
results for the estimated marginal means for humor in Table 22.
H3a hypothesized that the users will exhibit higher cognitive trust in the integrity of a PIA with a
voice and text interface than a PIA with a text interface only. H3b hypothesized that the users
will exhibit higher cognitive trust in the benevolence of a PIA with a voice and text interface
than a PIA with a text interface only. H4 hypothesized that the users will exhibit higher
emotional trust in a PIA with a voice and text interface than a PIA with a text interface only. We
did not find support for any of these hypotheses.
H7 hypothesized that the users will perceive a PIA with voice as more anthropomorphic than a
PIA with a text interface only. H8 hypothesized that the users will perceive a PIA with humor as
more anthropomorphic than a PIA without humor. We found support for H7 and H8. Propensity
to trust, personal innovativeness of IT, user type (new, experienced, or discontinuing user) and
gender were the included covariates. We present the results of the MANCOVA test in Table 21
and the estimated marginal means for significant predictors in Tables 22, 23, and 24.
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Table 21. Results of MANCOVA (Dependent Variables: Cognitive Trust in Integrity, Cognitive
Trust in Benevolence, Emotional Trust, and Perceived Anthropomorphism)
Sum of
Mean
df
F
Sig.
Source
Dependent Variable
Squares
Square
Emotional trust
Corrected Model
111.80
7
15.97 13.70
0.000
CT- Integrity
30.66
7
4.38
5.44
0.000
CT- Benevolence
68.78
7
9.83 11.01
0.000
Perceived anthropomorphism
145.26
7
20.75 24.64
0.000
Emotional trust
Intercept
2.00
1
2.00
1.71
0.192
CT- Integrity
53.01
1
53.01 65.89
0.000
CT- Benevolence
17.09
1
17.09 19.15
0.000
Perceived anthropomorphism
11.15
1
11.15 13.24
0.000
PropTrust (Covariate) Emotional trust
58.19
1
58.19 49.90
0.000
CT- Integrity
11.44
1
11.44 14.22
0.000
CT- Benevolence
14.98
1
14.98 16.78
0.000
Perceived anthropomorphism
22.77
1
22.77 27.05
0.000
PIIT (Covariate)
Emotional trust
20.45
1
20.45 17.54
0.000
CT- Integrity
6.46
1
6.46
8.03
0.005
CT- Benevolence
30.98
1
30.98 34.70
0.000
Perceived anthropomorphism
9.04
1
9.04 10.74
0.001
Gender (Covariate)
Emotional trust
1.37
1
1.37
1.18
0.280
CT- Integrity
0.03
1
0.03
0.04
0.849
CT- Benevolence
0.00
1
0.00
0.00
0.980
Perceived anthropomorphism
3.22
1
3.22
3.83
0.052
User Type (Covariate) Emotional trust
2.39
1
2.39
2.05
0.154
CT- Integrity
1.48
1
1.48
1.83
0.177
CT- Benevolence
0.02
1
0.02
0.02
0.887
Perceived anthropomorphism
0.19
1
0.19
0.22
0.640
Humor
Emotional trust
1.29
1
1.29
1.10
0.295
CT- Integrity
0.42
1
0.42
0.53
0.470
CT- Benevolence
4.50
1
4.50
5.04
0.026
Perceived anthropomorphism
69.33
1
69.33 82.33
0.000
Voice
Emotional trust
0.24
1
0.24
0.20
0.653
CT- Integrity
1.67
1
1.67
2.08
0.151
CT- Benevolence
0.10
1
0.10
0.12
0.733
Perceived anthropomorphism
12.62
1
12.62 14.98
0.000
Humor*Voice
Emotional trust
2.39
1
2.39
2.05
0.154
CT- Integrity
1.38
1
1.38
1.72
0.192
CT- Benevolence
0.30
1
0.30
0.33
0.565
Perceived anthropomorphism
0.26
1
0.26
0.31
0.576
Error
Emotional trust
215.72
185
1.17
CT- Integrity
148.84
185
0.81
CT- Benevolence
165.16
185
0.89
Perceived anthropomorphism
155.78
185
0.84
CT- Integrity: Cognitive trust in integrity; CT- Benevolence: Cognitive trust in benevolence; PropTrust: Propensity to trust;
PIIT: Personal innovativeness of IT
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Table 22. Estimated Marginal Means for CT-Benevolence - Humor Treatment
Mean
Std. Error
95% Confidence Interval
Lower Bound
Upper Bound
PIA without humor
4.72
0.10
4.53
4.91
PIA with humor
5.03
0.10
4.84
5.23
CT-Benevolence: Cognitive Trust in Benevolence

Table 23. Estimated Marginal Means for Perceived Anthropomorphism - Humor Treatment
Mean
Std. Error
95% Confidence Interval
Lower Bound
Upper Bound
PIA without humor
3.62
0.09
3.43
3.80
PIA with humor
4.85
0.10
4.66
5.03

Table 24. Estimated Marginal Means for Perceived Anthropomorphism - Voice Treatment
Mean
Std. Error
95% Confidence Interval
Lower Bound
Upper Bound
PIA with text
3.97
0.10
3.78
4.16
PIA with text and
voice
4.50
0.09
4.31
4.68

3.3.4. Hypotheses Testing: Moderation Effect of Individual Attachment Styles
We identified the attachment styles’ groups based on the participants’ responses to the preexperiment survey that contained all the attachment items (Table 13). In line with Collins (2008),
we reversed the scores for the items AT2, AT7, AT8, AT13, AT17, AT16, and AT18. Then we
computed the three attachment dimensions of closeness, dependence, and anxiety.
We report the internal consistency measures of the multi-item continuous attachment scale in
Table 25.
Table 25. Internal Consistency of the Adult Attachment Scale’s Dimensions
Cronbach’s Alpha
Dimension 1: Closeness
0.71
Dimension 2: Dependence
0.65
Dimension 3: Anxiety
0.85

The next step was to combine the closeness and dependence dimensions into a single composite
CloseDepend. Then, we identified the subjects’ styles as follows: Secure for CloseDepend > 4
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and Anxiety < 4; Preoccupied for CloseDepend > 4 and Anxiety > 4; Dismissive for
CloseDepend < 4 and Anxiety < 4; Fearful for CloseDepend < 4 and Anxiety > 4. Individuals
who scored at the midpoint for CloseDepend and Anxiety scores were excluded from the sample,
in line with Collins (2008). These individuals fall on the boundary of more than one style, and
hence excluding them provides a clearer assessment since they do not belong to any one style.
This step resulted in identifying five different groups presented in Table 26. We lost 18 data
points at this step for participants who did not fall under one clear style. Eighty-four participants
(around 44%) of the sample had a secure attachment style. Twenty-six participants (around 14%)
had a preoccupied attachment style. Thirty-two participants (around 17%) had a dismissive
attachment style. And thirty-three participants (around 17%) had a fearful attachment style.

Group 1: Style 1- Secure
Group 1: Style 2- Preoccupied
Group 2: Style 3- Dismissive
Group 2: Style 4- Fearful
No Group: No identified style
Total

Table 26. Attachment Styles
Frequency
Percent
84
43.5
26
13.5
32
16.6
33
17.1
18
9.3
193
100.0

Cumulative Percent
43.5
57.0
73.6
90.7
100.0

We tested hypotheses H5a, H5b, H5c, H6a, H6b, and H6c, by conducting a moderation effect
analysis with two groups: Group 1 consisted of participants with styles 1 and 2 (securely
attached and preoccupied prototypes) and had 110 observations. Group 2 contained styles 3 and
4 (fearful and dismissive prototypes) and had 65 observations.
We conducted separate ANCOVAs to examine the moderation effect of individual attachment
styles tested by examining the interaction effects between style and voice and humor. H5a, H5b,
and H5c hypothesized that humor will have a stronger impact on cognitive trust in integrity,
cognitive trust in benevolence, and emotional trust for individuals with a secure or a preoccupied
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attachment style than for those with a fearful or a dismissive attachment style. H6a, H6b, and
H6c hypothesized that voice will have a stronger impact on cognitive trust in integrity, cognitive
trust in benevolence, and emotional trust for individuals with a secure or a preoccupied
attachment style than for those with a fearful or a dismissive attachment style. None of these
hypotheses were supported. We present the results of our ANCOVA analyses in Tables 27, 28,
and 29.
Table 27. Results of ANCOVA (Dependent Variable: Cognitive Trust in Integrity)
Source
Sum of Squares
df
Mean Square
F
Corrected Model
29.99
11
2.73
3.42
Intercept
45.40
1
45.40
57.02
PropTrust (Covariate)
10.41
1
10.41
13.07
PIIT (Covariate)
5.53
1
5.53
6.94
Gender (Covariate)
0.17
1
0.17
0.21
UserType (Covariate)
1.73
1
1.73
2.17
Humor
0.47
1
0.47
0.59
Voice
1.16
1
1.16
1.46
Style-G
0.56
1
0.56
0.71
Humor*Voice
1.08
1
1.08
1.35
Humor*Style-G
0.06
1
0.06
0.07
Voice*Style-G
0.11
1
0.11
0.13
Humor*Voice*Style-G
1.14
1
1.14
1.43
Error
129.79
163
0.80

Sig.
0.00
0.00
0.00
0.01
0.65
0.14
0.44
0.23
0.40
0.25
0.79
0.72
0.23

CT- Integrity: Cognitive trust in integrity; CT- Benevolence: Cognitive trust in benevolence; PropTrust: Propensity to trust; PIIT:
Personal innovativeness of IT.
Style-G had a value 1 for styles with a negative model of others (Group 2), and a value of 2 for styles with a positive model of others
(Group 1); UserType had a value 1 for new users, value 2 for experienced users, and a value 3 for discontinuing users.

Table 28. Results of ANCOVA (Dependent Variable: Cognitive Trust in Benevolence)
Source
Sum of Squares
df
Mean Square
F
Corrected Model
61.20
11
5.56
6.26
Intercept
13.51
1
13.51
15.20
PropTrust (Covariate)
14.50
1
14.50
16.31
PIIT (Covariate)
24.75
1
24.75
27.85
Gender (Covariate)
0.00
1
0.00
0.00
UserType (Covariate)
0.18
1
0.18
0.21
Humor
3.12
1
3.12
3.51
Voice
0.06
1
0.06
0.07
Style-G
0.17
1
0.17
0.19
Humor*Voice
0.25
1
0.25
0.28
Humor*Style-G
0.52
1
0.52
0.58
Voice*Style-G
1.36
1
1.36
1.53
Humor*Voice*Style-G
0.19
1
0.19
0.21
Error
144.86
163
0.89

Sig.
0.00
0.00
0.00
0.00
0.95
0.65
0.06
0.80
0.66
0.60
0.45
0.22
0.65
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CT- Integrity: Cognitive trust in integrity; CT- Benevolence: Cognitive trust in benevolence; PropTrust: Propensity to trust; PIIT:
Personal innovativeness of IT.
Style-G had a value 1 for styles with a negative model of others (Group 2), and a value of 2 for styles with a positive model of
others (Group 1); UserType had a value 1 for new users, value 2 for experienced users, and a value 3 for discontinuing users.

Table 29. Results of ANCOVA (Dependent Variable: Emotional Trust)
Source
Sum of Squares
df
Mean Square
Corrected Model
94.10
11
8.56
Intercept
3.59
1
3.59
PropTrust (Covariate)
52.04
1
52.04
PIIT (Covariate)
12.51
1
12.51
Gender (Covariate)
0.70
1
0.70
UserType (Covariate)
1.50
1
1.50
Humor
0.54
1
0.54
Voice
0.53
1
0.53
Style-G
0.05
1
0.05
Humor*Voice
0.58
1
0.58
Humor*Style-G
0.21
1
0.21
Voice*Style-G
0.10
1
0.10
Humor*Voice*Style-G
4.02
1
4.02
Error
192.51
163
1.18

F
7.24
3.04
44.06
10.59
0.59
1.27
0.46
0.45
0.04
0.49
0.18
0.08
3.40

Sig.
0.00
0.08
0.00
0.00
0.44
0.26
0.50
0.51
0.84
0.48
0.67
0.78
0.07

CT- Integrity: Cognitive trust in integrity; CT- Benevolence: Cognitive trust in benevolence; PropTrust: Propensity to trust; PIIT:
Personal innovativeness of IT.
Style-G had a value 1 for styles with a negative model of others (Group 2), and a value of 2 for styles with a positive model of
others (Group 1); UserType had a value 1 for new users, value 2 for experienced users, and a value 3 for discontinuing users.

3.3.5. Hypotheses Testing: PLS SEM Analysis
We used Partial Least Squares (PLS) with the SmartPLS software to test our structural model
(Hair et al. 2016). The sample consisted of 193 records, which is an appropriate sample size for
PLS testing. Using PLS requires a minimum sample size that is ten times the largest number of
formative indicators or structural paths directed to a dependent variable in the model (Chin 1998;
Chin 2000). Thus our current sample size is appropriate for PLS analysis. We controlled for
period of use, times of use on average, and habit. The statistical significance of the path
coefficients was estimated based on the bootstrapping technique as recommended by Chin
(2010).
Results of the hypotheses testing are presented in Figure 5. Given the experimental nature of the
first part of our study (H1a, H1b, H2, H3a, H3b, H4, H7, and H8), we rely on the MANCOVA
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test results for those specific hypotheses rather than the results from the PLS SEM structural
model evaluation results. Testing H1a, H1b, H2, H3a, H3b, H4, H7, and H8 in SPSS (1) is more
stringent, and (2) accounts for the inclusion of the covariates.
We relied on the results from the PLS SEM structural model evaluation to test hypotheses H9,
H10a, H10b, H11, H12a, H12b, H13. H9 examined the positive relationship between perceived
anthropomorphism and emotional trust. It was supported with H9 (β = 0.58 and p= 0.000). H10a
and H10b examined the positive relationship between perceived intelligence and cognitive trust
in integrity, and between perceived intelligence and cognitive trust in benevolence respectively.
These hypotheses were supported with H10a (β = 0.63 and p= 0.000) and H10b (β = 0.54 and p=
0.000).
H11 hypothesized the positive relationship between perceived intelligence and perceived
anthropomorphism. H11 was supported (β = 0.37 and p= 0.000).
H12a, H12b and H13 examined the positive relationships between cognitive trust in integrity and
intention to use, cognitive trust in benevolence and intention to use, and emotional trust and
intention to use. H12a (β = -0.20 and p= 0.05) H12b (β = 0.20 and p= 0.05) and H13 were
supported (β = 0.60 and p= 0.000).
We then examined the inner VIF values among the endogenous variables. All VIF values were
well below 5 indicating that collinearity among the predictor constructs in the structural model is
not an issue.
Next, we examined the coefficient of determination, R2, which is a measure of in-sample
predictive power. As a rule of thumb, R2 values of 0.75, 0.50, and 0.20 are respectively
considered substantial, moderate, and weak (Hair et al. 2016). Voice, humor and perceived
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intelligence explained 49% of the variance in perceived anthropomorphism (moderate predictive
power). Perceived intelligence explained 42% of the variance in cognitive trust in integrity (weak
to moderate predictive power), and 32% of the variance in cognitive trust in benevolence (weak
to moderate predictive power). Perceived anthropomorphism explained 24% of the variance in
emotional trust (weak to moderate predictive power). Cognitive trust in integrity, cognitive trust
in benevolence, and emotional trust explained 48% of the variance in intention to use (moderate
predictive power).

Figure 5. Results of Research Model Test (*** p<0.001, ** p<0.01, * p<0.05)
Control variables: PIIT (0.11, ns), Propensity to trust (-0.002, ns), Gender (0.08, ns); ns = not significant
Dotted paths indicate relationships that were not hypothesized for but were added during the model testing
with SmartPLS for the sake of completeness.
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3.3.6. Simple Mediation Tests
We checked for possible mediation effects in our model. We conducted simple mediation tests.
We used the bootstrap samples generated by smartPLS5. We computed the standard error of each
specific indirect effect (standard deviation in bootstrapping). We then computed the t-statistic by
dividing the indirect effects (obtained by multiplying the direct effects of individual paths) by the
standard error. Given the significance and sign of the direct and indirect effects, we then
determined the type of mediation in line with Hair et al. (2016, p.233). We present the results of
the simple mediation tests in Table 30. We found full mediation effects of emotional trust on the
relationship between perceived anthropomorphism and intention to use. We also found a full
mediation effect of cognitive trust in integrity on the relationship between perceived intelligence
and intention to use. Perceived anthropomorphism had a complementary partial mediation effect
on the relationship between perceived intelligence and emotional trust, and a full mediation
effect on the relationships between humor and emotional trust and between voice and emotional
trust.
Table 30. Results of Simple Mediation Tests
Relationship

Mediators

p-values of
indirect
effects

p-values of
direct
effects

Mediation/ Type

Humor à CT-Benevolence

Perceived intelligence

0.262

0.189

None

Humor à CT-Integrity

Perceived intelligence

0.253

0.625

None

Humor à Emotional trust

Perceived
anthropomorphism

0.002

0.113

IndirectFull Mediation

Humor à Intention to use

CT-Integrity

0.685

0.663

None

Humor à Intention to use

CT-Benevolence

0.327

0.663

None

Humor à Intention to use

Emotional trust

0.736

0.663

None

5

We conducted simple mediation assessments using the bootstrapping technique suggested by Preacher and Hayes (2004, 2008)
and Hair et al. (2016). A common approach to test for mediation is the Sobel test (1982), which relies on distributional
assumptions that do not hold for the indirect effect. Bootstrapping is a better method to use because it makes no assumptions
about the sampling distribution (Hair et al. 2016).
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Perceived
anthropomorphism à
Intention to use
Perceived intelligence à
Emotional trust
Perceived intelligence à
Intention to use
Perceived intelligence à
Intention to use

IndirectFull Mediation

Emotional trust

0.000

0.206

Perceived
anthropomorphism

0.000

0.000

CT-Integrity

0.034

0.732

CT-Benevolence

0.032

0.732

None

Voice à CT-Benevolence

Perceived intelligence

0.201

0.493

None

Voice à CT-Integrity

Perceived intelligence

0.202

0.988

None

Voice à Emotional trust

Perceived
anthropomorphism

0.039

0.132

IndirectFull mediation

Voice à Intention to use

CT-Integrity

0.990

0.662

None

Voice à Intention to use

CT-Benevolence

0.611

0.662

None

Voice à Intention to use

Emotional trust

0.743

0.662

None

3.4.

ComplementaryPartial mediation
IndirectFull Mediation

Discussion

In this paper, we reported the results of a between-subjects experiment that investigated the
possible positive impact of two anthropomorphic features (humor and voice) on cognitive and
emotional trust, and perceived anthropomorphism. We also examined the possible moderating
effect of individual attachment styles on the relationship between the anthropomorphic features
and trust (cognitive and emotional). Additionally, we examined the association between
perceptions of intelligence and cognitive trust, perceptions of anthropomorphism and emotional
trust, and cognitive and emotional trust and intention to use a new PIA.
Our results showed that the presence of humor and voice increased perceptions of
anthropomorphism, and their effect was additive. We also found that the presence of humor
positively impacted cognitive trust in benevolence of the PIA, i.e., the rational expectations that
the PIA will act with the user’s best interest in mind.
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We did not find an effect of voice on either cognitive or emotional trust. We used text-to-speech
software to simulate the voice of the PIA. The voice had excellent voice quality and
intelligibility but sometimes lacked the prosody of natural human speech. Prior research showed
that the presence of text-to-speech voice in live help interfaces significantly increased the users’
cognitive and emotional trust (Qiu and Benbasat 2005). The dissonance between those and our
results could be explained by the presence of text in our voice treatment condition (a voice and
text condition vs. a no voice and text condition), in which case Qui and Benbasat (2005)
proposed a redundancy of information from the audio and text output channels. This situation
leads to one channel causing distraction and information overload and hence becoming less
prominent. A prior study investigated individuals’ trust in cars and found that users trusted their
cars more when the cars were anthropomorphized by being given a name, a gender, and a voice
(Waytz et al. 2014). Another possible reason for our results could be attributed to the length of
the treatment. Our subjects spent approximately 2 minutes watching the video and around 30
minutes completing the questionnaire afterwards. Participants in prior studies spent around 12
minutes interacting with the car simulator (excluding the practice course) (Waytz et al. 2014) and
between 40 and 60 minutes interacting with live help interface (Qiu and Benbasat 2005).
Our findings did not support the proposed moderating effect of individual attachment styles
(H5a, H5b, H5c, H6a, H6b, and H6c) on the relationship between the anthropomorphic features
and cognitive and emotional trust. This indicates that individual attachment styles developed in
human contexts may not apply to the users’ relationship with technology, irrespectively of how
human-like it is designed to be. It could be that users develop individual attachment styles to
technology that are different than individual attachment styles to other humans, based on their
first interactions with systems and not with humans.
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Our results supported a positive relationship between perceptions of intelligence and cognitive
trust in integrity and cognitive trust in benevolence, and between perceptions of
anthropomorphism and emotional trust. We also found that emotional trust and cognitive trust in
benevolence had a positive impact on the intention to use a new PIA. Our data did not support
our hypothesis that cognitive trust in integrity has a positive impact on the intention to use a new
PIA. Instead we found an unexpected significant but negative relationship. Our mediation tests
revealed that perceived anthropomorphism complementary partially mediated the relationship
between perceived intelligence and emotional trust, and fully mediated the relationships between
humor and emotional trust and voice and emotional trust. Additionally, we found that emotional
trust fully-mediated the relationship between perceived anthropomorphism and intention to use,
and cognitive trust in integrity fully mediated the relationship between perceived intelligence and
intention to use.
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Table 31. Summary of the Results
Hypotheses
H1a: Users will exhibit higher cognitive trust in the integrity of a PIA with humor than a
PIA without humor.
H1b: Users will exhibit higher cognitive trust in the benevolence of a PIA with humor than a
PIA without humor.
H2: Users will exhibit higher emotional trust in a PIA with humor than a PIA without
humor.
H3a: Users will exhibit higher cognitive trust in the integrity in a PIA with a voice and text
interface than a PIA with a text interface only.
H3b: Users will exhibit higher cognitive trust in the benevolence in a PIA with a voice and
text interface than a PIA with a text interface only.
H4: Users will exhibit higher emotional trust in a PIA with a voice and text interface than a
PIA with a text interface only.
H5a: The relationship between humor and cognitive trust in the integrity will be stronger for
individuals with a secure or a preoccupied attachment style than for those with a fearful or a
dismissive attachment style.
H5b: The relationship between humor and cognitive trust in the benevolence will be stronger
for individuals with a secure or a preoccupied attachment style than for those with a fearful
or a dismissive attachment style.
H5c: The relationship between humor and emotional trust will be stronger for individuals
with a secure or a preoccupied attachment style than for those with a fearful or a dismissive
attachment style.
H6a: The relationship between voice and cognitive trust in the integrity will be stronger for
individuals with a secure or a preoccupied attachment style than for those with a fearful or a
dismissive attachment style.
H6b: The relationship between voice and cognitive trust in the benevolence will be stronger
for individuals with a secure or a preoccupied attachment style than for those with a fearful
or a dismissive attachment style.
H6c: The relationship between voice and emotional trust will be stronger for individuals
with a secure or a preoccupied attachment style than for those with a fearful or a dismissive
attachment style.
H7: Users will perceive a PIA with a voice and text interface as more anthropomorphic than
a PIA with a text interface only.
H8: Users will perceive a PIA with humor as more anthropomorphic than a PIA without
humor.
H9: Perceived anthropomorphism is positively associated with emotional trust in a PIA.
H10a: Perceived intelligence is positively associated with cognitive trust in the integrity of a
PIA.
H10b: Perceived intelligence is positively associated with cognitive trust in the benevolence
of a PIA.
H11: Perceived intelligence is positively associated with perceived anthropomorphism of a
PIA.
H12a: Cognitive trust in integrity is positively associated with intention to use a PIA.
H12b: Cognitive trust in benevolence is positively associated with intention to use a PIA.
H13: Emotional trust is positively associated with intention to use a PIA.

Results
Not Supported
Supported
Not Supported
Not Supported
Not Supported
Not Supported
Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported
Supported
Supported
Supported
Supported
Supported
Supported
Not Supported
Supported
Supported
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3.5.

Theoretical Contributions

Our study has several important theoretical implications especially in relation to a new wave of
technologies in the experiential computing arena. Prior research has acknowledged the changing
nature of information technologies. Prominent researchers have highlighted the need to account
for the holistic experience with technology (Agarwal and Karahanna 2000) and called for
changes to the traditional notion of computing from being at the center of the user’s attention to
existing on the periphery of other activities (Benbasat and Zmud 2003; Orlikowski and Iacono
2001; Yoo 2010). These calls are highly relevant with the rise of a new wave of technologies that
are acting, talking, and thinking like humans. This study contributes to this discourse by
providing several indicators that support the proposition that users are actually viewing PIAs and
similar systems as a companion that they trust. That is, we showed that (1) two human-like
features (humor and voice) increase perceptions of anthropomorphism and cognitive trust in
benevolence, (2) users develop trust connections with these technologies cognitively and
emotionally, (3) perceptions of intelligence and anthropomorphism play a role in increasing
cognitive and emotional trust, and (4) the users’ intention to use these systems is influenced by
emotional trust and cognitive trust factors.
Our results also contribute to the IS literature by investigating humor in an IS context. There are
no studies that investigated humor in an IS context before. Humor is an effective form of
communication between humans (Dziegielewski et al. 2003). Prior research recommended
integrating humor in human interfaces to make them friendlier, more natural, and easier to
communicate with (Binsted 1995; Mulder and Nijholt 2002). We find that humor is important in
the context of PIAs and similar systems as it helps develop perceptions of anthropomorphism
and cognitive trust in the PIA’s benevolence. Users believe that a PIA with humor will act in
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their best interest while a PIA without humor will not. Humor also had an indirect effect on
emotional trust through perceived anthropomorphism. That is, humor increased perceptions of
anthropomorphism, which positively impacted the level to which the participants felt secure and
comfortable about interacting with a similar PIA in the future. However, we did not find that a
PIA with humor impacts the user’s cognitive trust in the integrity of a similar PIA. In this study,
humor was the by-product of properly and efficiently chosen statements by the PIA that cause
the user to smile or laugh. The rational expectations that the PIA has the user’s interest in mind
could be the result of the personal nature of the interaction and statements. But it could be that
the content and nature of tasks did not provide enough information for the participants to develop
expectations about the PIA’s honesty and truthfulness.
While trust has been mainly investigated cognitively in studies examining trust in the system (not
trust in the user or in virtual teams), recently Komiak and Benbasat (2004) proposed that trust in
agent mediated e-commerce can be cognitive or emotional. Similarly, we propose that PIA users
think and feel trust. We theorize that users will develop trust in PIAs due to their role as social
actors and not just as systems. Prior research proposed that both cognitive trust and emotional
trust impact the intention to adopt (Komiak and Benbasat 2004), and found a positive direct
effect of emotional trust and a positive indirect effect of cognitive trust in competence and in
integrity (through emotional trust) on the intention to adopt a recommendation agent (Komiak
and Benbasat 2006). Cognitive trust captured through the users’ beliefs about the integrity,
benevolence, and competence of the system has been found to positively impact the intention to
use a system in prior IS studies (Vance et al. 2008; Qui and Benbasat 2009). Our results
contribute to the IS trust and use literature by showing that emotional trust and cognitive trust in
benevolence positively impact the intention to use a new PIA while cognitive trust in integrity
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negatively impacts the use intention. These findings corroborate the importance of both the
emotion- and cognitive-based trust bonds in the context of PIA use, and highlight the tension in
trusting an intelligent and human-like technology. The negative relationship between cognitive
trust in integrity and intention to use epitomizes an existing nervousness that users feel towards a
technology that is acting like a human and trying to be potentially present in every aspect of their
daily life. They want to be less dependent on the PIA especially when their perceptions of its
honesty and ability to fulfill its promises increase. They trust that the PIA has their best interest
in mind, they are willing to develop an emotional trust connection with it, and these two factors
lead to them wanting to use it. However, the moment they trust that the PIA is actually keeping
its commitments, they refuse to be dependent on it or similar systems that will possibly fulfill the
human role in every way. As one participant put it6: “An intelligent system like Jenna is
somewhat scary because she was able to make a reservation at restaurants and purchase plane
tickets. It takes away the process of people relying on themselves (independent) and putting their
day to day goals in the power of technology. But, on the other hand, it can make people more
productive.”
Our results also contribute to the limited stream of IS research on adult attachment. Prior studies
have (1) developed a new construct of IT attachment (Li 2014), (2) developed and tested a
construct of attachment to social media (VanMeter et al. 2015), (3) explored the antecedents of
the user’s attachment to the IT artifact, proposed an IT attachment construct based on the
marketing literature and tested the model with web browsers (Choi 2013), and (4) explored
attachment to online groups and their members, and to the large online community (Ren et al.
2012). Three other studies have investigated the role of attachment styles (and not attachment to
6

At the end of the study, participants were provided a space where they voluntarily commented
on their participation- thoughts, questions, problems, suggestions, and opinions.
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the artifact) on social networking systems such as Facebook (Lee 2013, Jenkins-Guarnieri et al.
2013, Yaakobi and Goldenberg 2014). Given the unique nature of PIAs and similar systems,
their anthropomorphic characteristics, intelligent features, and availability to the user at all times,
we proposed that the users’ individual attachments styles will moderate the effect of voice and
humor on their level of trust in the technology.
Our findings highlight the important role of perceptions of intelligence and perceptions of
anthropomorphism. These perceptions feature the main characteristics of a technology wave that
is designed to be closer to the notion of a human, and thus stress the changing view of computing
as mentioned by Yoo (2010). A system is perceived as intelligent when it has an autonomous,
pro-active, and goal-oriented behavior, is aware of its user and environment, and is effective in
reaching its goals. We found that perceptions of intelligence directly and positively impact
beliefs of cognitive trust (in integrity and in benevolence of the PIA), and positively and
indirectly impact emotional trust through perceptions of anthropomorphism. That is, perceptions
of intelligence increase the rational expectations that the PIA will act with the user’s best interest
in mind, and according to a set of rules and principles. The perceptions also increase the
perceptions of anthropomorphism, hence corroborating prior research studies in AI and
anthropomorphism that associated human-like mind and cognition with anthropomorphism
(Epley et al. 2007, Gray et al. 2007; Turing 1950; Waytz et al. 2010; Waytz 2014; Woolridge
and Jennings 1995; Russell and Norvig 2003). Furthermore, the indirect impact on emotional
trust indicates that perceptions of autonomy and pro-activeness, environment awareness, and
effectiveness and efficiency (learning, goal-achievement, commands’ understanding and
communication), increase emotion-based trust toward a PIA.
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Additionally, we theorize that technology is perceived as anthropomorphic when it shows
emotional and social capacities. Our results showed that when users view the technology as
human-like, they tend to develop an emotional trust bond with it. Perceptions of
anthropomorphism also indirectly impact the intentions to use a new PIA through emotional
trust. An important contribution of our work also relates to the conceptual specification of these
two new constructs as well as the creation and validation of two new scales that can be used in
future research (Previously discussed in chapter 2’s theoretical contributions).

3.6.

Practical Implications

Our results provide important implications for companies, and designers of PIAs and similar
systems. First, our results have important implications for anthropomorphic design features. We
did find independent effects of humor on cognitive trust in benevolence. We also found that
voice and humor increase the perceptions of anthropomorphism in an additive manner. Several
currently available PIAs (such as Google Now and Amazon’s Alexa) possess voice features but
not humor. We showed that the presence of humor is important for increasing perceptions of
anthropomorphism and cognitive trust in benevolence.
Our results have implications on design features related to perceived intelligence and perceived
anthropomorphism. We identified the dimensions of perceived intelligence in a PIA and similar
systems’ context. These dimensions include perceptions of autonomy and pro-activeness,
environment awareness, and effectiveness and efficiency (learning, goal-achievement,
commands’ understanding and communication). Currently available PIAs differ on each of those
dimensions. Companies have an interest in ensuring the users’ actual use of these systems. We
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showed that increasing perceptions of intelligence (through an abundance of the indicated
dimensions above), and perceptions of anthropomorphism (through an abundance of social and
emotional capacities), actually positively impact cognitive and emotional trust. We also found
that cognitive trust in benevolence and emotional trust positively increase the intention to use the
new PIA. We provided specific examples on how to increase these perceptions in currently
available PIAs in other sections of this dissertation (Sections 2.8 and 4.6).

3.7.

Limitations

The limitations that circumscribe the interpretation of this study’s results must be acknowledged.
The trade-off in different choices of research design relate to the generalizability to the target
population, the precision in measurement and control of the behavioral variables, and the realism
of context (McGrath 1981). This study has an experiment and a cross-sectional study. The
limitations of the experiment relate to the manipulation choice and the generalizability to the
target population. The limitations of the cross-sectional study relate to the choice of dependent
variable and the generalization of results.
A possible threat to external validity for the experiment was the manipulation choice that we
used. That is, participants watched a video of another user interacting with the PIA for two
minutes. The advantage of this manipulation is that we were able to manipulate humor and voice
in a way that would have been impossible using a hands-on interaction with a real PIA, given our
resources. The work on humor in the PIA industry is still embryonic, and designing tasks and
PIA replies that would be consistent across the conditions would be very difficult to implement
otherwise. Watching a video can be considered a subtle treatment that might not be strong
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enough to induce the perceptions and beliefs of the participants, which would result in nonsignificant results. We found significant effects in this relatively weak environment, which
suggests that these relationships are likely to be stronger in real-world settings. Prior IS studies
have used other subtle manipulations such as vignettes or case studies (Dennis et al. 2012;
Johnston and Warkentin 2010). As a result of this manipulation choice, the content and nature of
the tasks completed by the PIA were preset by the researchers. Hence the participants did not
have the chance to freely interact with the PIA and complete tasks of their own choice. The
predefined nature of the completed tasks may have limited the available information to
participants, which might have impacted their expectations about the PIA’s honesty and
truthfulness. In summary, several limitations result from each of the choices regarding the
treatment (specific tasks, simulated PIA, and experiment administrated by watching a video), as
well as their combination.
A possible threat to the generalization of the study is related to the choice of respondents,
students (Cook and Campbell 1979). However, student participants are representative of the PIA
users’ or potential users’ population. That is, most currently available PIAs are available for free
through smartphones or browsers.
Another possible limitation for the cross-sectional study is the choice of dependent variable to be
the intention to use. We chose the use intention because (1) we designed a cross-sectional study
rather than a longitudinal one, and (2) since plenty of studies in IS have empirically supported
the positive association between intention to use and actual usage (Davis 1989; Venkatesh et al.
2003; Bhattacherjee and Lin 2015; Komiak and Benbasat 2006).
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3.8.

Conclusion

Currently available PIAs possess a different combination of anthropomorphic features. We
proposed that voice and humor will have an impact on the users’ perceptions of
anthropomorphism and trust beliefs and emotions. Our results provided interesting theoretical
and practical implications. Overall, our findings supported the proposition that users develop
emotion- and cognition-based trust connections with them. The study’s results stress a changing
relationship between the user and the technology with this new wave of systems, and the
importance of humor in this context.
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CHAPTER 4:
Is my PIA Becoming a Part of me?
THE POST-ADOPTION PHASE: FACTORS INFLUENCING THE
CONTINUANCE OF USE INTENTION OF PERSONAL INTELLIGENT
AGENTS
4.0.

Introduction

This paper describes one of three studies that comprise this dissertation and focuses on exploring
the factors that influence experienced PIA users’ continuance of use intention.

PIAs are personalized systems that help individual users complete their everyday tasks. They are
used in an everyday life context and designed to think and act as much as possible like a human
while exhibiting intelligent behavior. Major tech companies, social networking firms, and online
retailers have introduced their own PIAs (Apple, Google, Microsoft, Amazon, and more recently
Facebook). The proliferation of these PIAs is largely due to various technological developments
including advances in artificial intelligence as well as deployment of powerful personal devices
where sophisticated programs can run. These PIAs are taking the shape of a companion, and
acting on the users’ behalf to help manage everyday activities (Olsen and Malizia 2011). We
believe that the users’ continuous interaction with these PIAs is impacting their sense of self,
sense of being human, perception of technology, and relationships with others.

PIAs are different from other systems. These systems are smart and computationally powerful,
sociable, aware of their environment and responsive to it, have a personality, and are designed to
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take care of their users. With more users adopting these systems, it is important to investigate
the factors that influence the user’s decision to continue to use PIAs and similar systems after
initial adoption. The continuance of use decision is important because initial adoption does not
lead to the ultimate outcome for the user (or the organization) unless the user continues to use the
system (Kim and Malhotra 2005). In addition, continuance of use nurtures loyalty and lifetime
value for both the user and the organization that provides the PIA and the devices on which the
PIA runs. For users, continuance of use denotes satisfaction with the system and continued
efficiency as the users gain more experience with the system. From an organizational
perspective, users are important intangible assets to the firm, and continuance of use at the
individual level is vital to the survival of many firms. In fact, attracting new users costs
companies at least five times more than retaining existing ones (Bhattacherjee 2001a).

The success and long-term viability of a new technology centers on the users’ continuance of use
(Venkatesh et al. 2011; Bhattacherjee and Lin 2015). The factors that lead to continuing IT use
have been the subject of important theoretical and empirical research. The most recent IS
continuous model (the unified IS continuance model) (Bhattacherjee and Lin 2015) proposes that
judgments based on performance and prior use, expectations of effectiveness, and normative
pressure (Bhattacherjee and Lin 2015) predict continuance of use.

A review of the IS continuance literature reveals some shortcomings. First and foremost, the IS
continuance studies and most studies in IS have yet to account for and acknowledge a
continuously changing set of technologies, and thus the emergence of new technology features
and user perceptions that need to be investigated. Second, studies drawing on the unified IS

129

continuance model do not explain how perceived usefulness is formed, a concern that has been
highlighted in pre-adoption studies and still applies with the post-adoption literature (Benbasat
and Barki 2007).

In our study, we draw on the unified IS continuance model (Bhattacherjee and Lin 2015), and
studies in artificial intelligence, anthropomorphism, and self-extension to build our theoretical
model of continuance of use of PIAs. Since PIAs differ from other systems in several ways, we
expect users to develop beliefs about their perceived intelligence, perceived self-extension, and
perceived anthropomorphism. These perceptions are expected to impact utility and enjoyment
perceptions. Additionally, due to the PIAs’ nature as dual-purpose systems, i.e., with hedonic
and utilitarian value of use, we expect both instrumental (perceived usefulness) and emotional
(enjoyment and satisfaction) factors, as well as normative factors, to play a direct role in
explaining the continuance intention.

We also propose three antecedents for perceived self-extension (perceived ownership, perceived
mastery, and perceived personalization), which are tested for the first time in the IS and selfextension literature. We conduct a field study with experienced users to test our model. Our
results provide very interesting results, and important contributions for research and implications
for practice.

In the next section we present our theoretical foundation and the research model. After that, we
explain our research design and data analysis. We then present the discussion section followed
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by the theoretical and practical implications of this work. Finally we discuss the study’s
limitations.

4.1.

Theoretical Foundation and the Research Model

4.1.1. The IS continuance model
Due to the PIAs’ distinct characteristics, we believe that prior IS continuance models may not be
sufficient to investigate PIA users’ continuance of use. That is because (1) PIAs are dual-purpose
systems, (2) the IS continuance model only includes satisfaction among all possible emotions
that users experience during the interaction with the system, and (3) new perceptions relevant to
PIAs and similar systems need to be introduced and examined to gain a holistic view of users’
experience with the system. The majority of the existing models and related studies of IS
continuance (Bhattacherjee 2001; Bhattacherjee and Premkumar 2004; Venkatesh et al. 2011;
Bhattacherjee and Lin 2015) mainly build on the Expectation Disconfirmation theory (Oliver
1980) (also referred to as the Expectation Confirmation theory and Expectation Confirmation
model in the IS literature) to predict the user’s continuance behavior, except for one study that
builds on TAM (Kim and Malhotra 2005) and two studies that build on intention-based models
(TAM, TRA, TPB) (Cheung and Limayem 2007; Kim et al. 2007) .

Bhattacherjee (2001) focused on confirmation of expectations, perceived usefulness, and
satisfaction to predict continuance intention. Bhattacherjee and Premkumar (2004) extended the
previous model into a two-stage model that examines the change in users’ beliefs and attitudes
pre- and post-adoption. The study includes disconfirmation instead of confirmation of use. Kim
and Malhotra (2005) used TAM in a two-wave panel model to examine continued use through a
longitudinal study. Cheung and Limayem (2005) also examined continued use through a
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longitudinal setting drawing mainly on intention-based models in the IS literature and including
the continuance concept from the first IS continuance model (Bhattacherjee 2001). The study
introduced habit as a moderator of the relationship between intention and use over time. Thong et
al. (2006) built on the Expectation Disconfirmation theory (Oliver 1980) and the first IS
continuance model (Bhattacherjee 2001), and introduced perceived ease of use and perceived
enjoyment to the model. Kim et al. (2007) built a balanced thinking-feelings model of IS
continuance drawing on intention-based models, and proposed that pleasure and arousal along
with perceived usefulness will impact attitude toward the continuance of use intention (which is
associated with intention). The extended UTAUT model of continuance (Venkatesh et al. 2011)
added factors from the original UTAUT model of system acceptance (Venkatesh et al. 2003),
specifically effort expectancy, social influence, and facilitation conditions, to Bhattacherjee and
Premkumar’s (2004) model. Kim (2011) added perceived enjoyment, interpersonal and media
influence to the first IS continuance model (Bhattacherjee 2001) to predict continuance on social
networking sites. Ding and Chai (2015) built on Bhattacherjee (2001) and proposed an effect of
positive and negative emotions with mobile applications. The latest unified model of IT
continuance (Bhattacherjee and Lin 2015), proposed three alternative influences, i.e., reasoned
action, experiential response, and habitual response that shape the continuance behavior.

Our research model draws on the unified model of IS continuance (Bhattacherjee and Lin 2015),
which focuses on the post-adoption phase in system use. The unified IS continuance model
(Bhattacherjee and Lin 2015) proposes that three sets of factors predict continuance. The first set
of factors draws on the theory of reasoned action and includes expectations of benefits
(perceptions of usefulness), societal pressures (subjective norms), and the intention to continue to
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use. The second set of factors draws on the expectation confirmation model and the first IT
continuance model (Bhattacherjee 2001). It includes factors that capture the judgments of the
outcome of prior usage, both emotional and rational ones (satisfaction and disconfirmation of
expectations). The third set of factors captures the automatic continued use of a system (habit)
rather than purposeful behavior (Bhattacherjee and Lin 2015). The model assumes that pre-usage
expectations change after adopting and using the system. The dissonance between pre-usage
expectations and post-usage observed performance is captured by the disconfirmation construct.
Disconfirmation of expectations is positively associated with satisfaction with use and perceived
usefulness. That is, the result of the evaluation of the initial expectations vis-à-vis the observed
performance would impact the current perceptions of a system’s efficiency, as well as the
attitude towards using it. Additionally, the model proposes that subjective norms, satisfaction
with use, and perceived usefulness positively influence the users’ continuance intention
(Bhattacherjee 2001; Venkatesh et al. 2011). Perceived usefulness is a behavioral belief and
considers the utilitarian side of system use. Both satisfaction and subjective norms are attitudes.
The first captures the affective side of system use, and the second represents the social normative
factor.

In the context of PIAs and users’ interactions with them, the unified IS continuance model
(Bhattacherjee and Lin 2015) helps explain important factors in the post-adoption phase. That is,
after users adopt and start using the PIA and after a period of repeated use, they will develop
perceptions of it. According to this model, these are mainly perceptions of usefulness of the PIA,
and an assessment of whether or not the PIA’s observed performance confirms the users’ preusage expectations. However, we believe that there is more to the relationship between the PIAs
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and their users than what the unified IS continuance model explains. We extend the model by
proposing

that

several

PIA

based

beliefs,

i.e.,

perceived

intelligence,

perceived

anthropomorphism, and perceived self-extension play a key role in the post-adoption phase by
directly influencing behavioral beliefs. We also propose perceived enjoyment as an important
affective factor that impacts the users’ behavior during their interaction with the PIA in this
phase.

4.1.2. Research Model and Hypotheses
Drawing on the unified IS continuance model (Bhattacherjee and Lin 2015), and the PIA
characteristics, our research model explores the factors that influence a PIA user’s continuance
of use intention. The research model focuses on the intention to continue to use rather than the
actual behavior of continuance for two reasons. First, we conduct a cross-sectional and not a
longitudinal study, and thus we do not actually measure the actual continuance behavior. Second,
the role of intention as a strong predictor of behavior has been well established by prior studies
in IS (Davis 1989; Venkatesh et al. 2003; Bhattacherjee and Lin 2015; Komiak and Benbasat
2006).
4.1.2.1.

The Relationship between Disconfirmation of Expectations and Satisfaction

In a continuance of use context, an evaluation of the discrepancy between pre- and post-usage
has both a cognitive aspect and an affective one (Oliver 1980). The disconfirmation of
expectations construct captures the cognitive aspect while the satisfaction construct captures the
affective one. Satisfaction is the summary psychological state that results from the emotions
surrounding the disconfirmed expectations and prior IT use experience (Oliver 1980; Venkatesh
et al. 2011).
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Prior research in IS supported the positive relationship between disconfirmation of expectations
and satisfaction with the experience (Bhattacherjee 2001a; 2001b; Bhattacherjee and Lin 2015;
Bhattacherjee and Premkumar 2004). This relationship was strongly supported in various studies
investigating the users’ post-adoption use of and satisfaction with a transaction processing
system, an online brokerage e-commerce service, and an online banking service (Bhattacherjee
and Lin 2015; Bhattacherjee 2001a; 2001b). Additionally, in a study of users of a rapid
application development system, there was also strong support for a positive association between
disconfirmation of expectations (captured as the dissonance between post-usage performance and
pre-usage expectations) and satisfaction in the post-adoption phase (Bhattacherjee and
Premkumar 2004).

We believe that following the adoption and sustained use of the PIA, the user will undergo an
evaluation of her initial expectations versus the observed performance of the PIA. This
evaluation will result in a level of disconfirmation regarding the PIA’s performance. Consistent
with prior research, we expect that the more positive the result of this evaluation is, the higher
the satisfaction level would be.

H1: Disconfirmation of expectations is positively associated with satisfaction for experienced
PIA users.
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4.1.2.2.

The Relationship between Disconfirmation of Expectations and Perceived
Usefulness

The disconfirmation of expectations construct captures the dissonance between the users’ preusage expectations and the PIA’s observed performance. Before users adopt the PIA, they
develop initial expectations about its use and performance. After they adopt it, and following a
period of repeated use, the users start comparing the observed performance with their initial
expectations from the system. Taking initial expectations as the baseline, when observed
performance surpasses (or is lower than) initial expectations, a positive (or negative)
disconfirmation results.

Perceived usefulness is the degree to which a person believes that continuing to use the PIA
would enhance her task performance in an everyday life context. Prior research has shown that
pre-usage usefulness expectations, which are based on second-hand information, tend to be
weaker than post-usage usefulness expectations, which are based on the user’s first hand
interaction with the system (Bhattacherjee and Lin 2015; Bhattacherjee and Premkumar 2004).
There has been prior empirical support for a positive relationship between disconfirmation and
perceived usefulness, in a post-usage context (Bhattacherjee 2001a; 2001b; Bhattacherjee and
Lin 2015; Bhattacherjee and Premkumar 2004). For example, in a study of users of a computerbased training system and a rapid application development system, there was strong support for a
positive association between disconfirmation and perceived usefulness in the post-adoption
phase with both systems (Bhattacherjee and Premkumar 2004). This relationship was also
strongly supported in a separate study of workers using a transaction processing system in a
work context (Bhattacherjee and Lin 2015). In two other studies with users of an online
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brokerage e-commerce service and users of an online banking service, the relationship between
the evaluation of expectations pre- and post-usage and perceived usefulness was also strongly
supported (Bhattacherjee 2001a; 2001b).

In the context of our study, we expect that following the adoption and sustained use of the PIA,
the user will undergo an evaluation of her initial expectations versus the observed performance
of the PIA, which will result in a level of disconfirmation regarding the PIA’s performance. We
expect that when the disconfirmation’s result is positive, i.e., observed performance is greater
than initial expectations, perceptions of usefulness of the PIA will increase.

H2: Disconfirmation of expectations is positively associated with perceived usefulness for
experienced PIA users.

4.1.2.3.

Perceived Intelligence7

Intelligent systems were initially programmed to solve problems that are difficult for a human to
solve. Examples of such problems include proving mathematical theorems, playing chess, and
integrating mathematical expressions (Mccarthy and Hayes 1969). With continuous
advancements in Artificial Intelligence, systems, such as IBM’s Watson, now possess advanced
computing power as well as social skills (Weizenbaum 1966; Ferruci et al. 2010). Therefore,
identifying a machine to be intelligent is not an easy task. Should the system be considered
intelligent if it acts or thinks like a human, or if it acts or thinks rationally? A rational system is
one that acts to achieve the best outcome or the best-expected outcome under uncertainty. The
7

The same section was presented earlier in section 2.3.2. We repeat it here for the sake of
completeness.
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rational reasoning and behavior standpoints are centered on the assumption that these systems
use computational models that enable them to exhibit mental faculties and intelligent behavior.
On the other hand, the human-like reasoning and behavior standpoints are centered on the
cognitive modeling and Turing test approaches (Russel and Norvig 2003). The goal is to design a
computer that thinks and/ or acts like a human. AI from this perspective is perceived as “the art
of creating machines that perform functions that require human intelligence” (Kurzweil, 1990).
For instance, the Turing test -proposed by Alan Turing in 1950- was designed to provide a
satisfactory operational definition of intelligence (Russel and Norvig 2003). A computer passes
the test if the human interrogator is not able to tell whether the responses to some questions
(asked by the interrogator) came from a computer or a person (Russel and Norvig 2003).

In AI, several definitions for artificial intelligence exist and share a number of components
including goal achievement, problem-solving, speed and flexibility, learning and improvement,
environment awareness abilities (Legg and Hutter 2007). In the human-robot interaction
literature perceived intelligence depends on the robot’s competence (Bartneck et al. 2009), and is
measured by asking the user to rate her perception of the robot as incompetent/competent,
ignorant/knowledgeable, irresponsible/responsible, unintelligent/intelligent, and foolish/sensible
(Bartneck et al. 2007, 2009; Parise et al. 1996; Kiesler et al. 1996). In psychology, and despite a
long history of intelligence research in that literature, there is still no one definition of
intelligence. However, the long list of at least thirty-five definitions of intelligence shares a
number of similarities including knowledge, mental abilities, learning, understanding, and
reasoning (Legg and Hutter 2007). The large number of definitions of intelligence in both fields
(AI and psychology) reflects the subjective nature of the construct. Since we are using a
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behavioral lens in this dissertation, and since an objective definition and measure of intelligence
have been elusive, we conceptualize and measure the users’ perception of intelligence.

Despite the existence of prior research studies on intelligent agents and systems in IS,
perceptions of intelligence have not been defined or measured. Intelligence in the context of
online auctions was defined as the alignment between the bidders’ goals and strategies, and the
software agent’s bids (Mehta and Bhattacharyya 2006). In a research commentary on IT research
in heterogeneous and distributed environments, March et al. (2000) defined an intelligent agent
as “a piece of software that acts “intelligently” and “in the place of” a human to perform a given
task.” The authors specified the desirable properties of an intelligent agent, which are autonomy,
adaptability, mobility, and communication ability. March et al. (2000) also refer to a
personalized intelligent agent as an agent that operates within a specific user’s context and thus
is capable of formulating more precise queries when interacting with the user. The other studies
that investigated intelligent systems, intelligent agents, and intelligent DSS either addressed the
topic in theoretical papers (Gregor and Benbasat 1999; Remus and Kottemann 1986), or
examined the impact of gender and demeanor on the user’s emotions when interacting with a
special purpose embodied conversational intelligent agent with environmental sensors
(Nunamaker et al. 2011), or explored the user’s reaction to an intelligent travel advisory agent
with human-like appearance and speech capabilities (Knijnenbirg and Willemsen 2014).

The definition of intelligence in the online auctions’ context is not applicable to a PIA context
because a PIA’s intelligence is not a concept of alignment between the user’s goals and her
agent’s goals. A definition of intelligence in a PIA context is more in line with March et al.’s
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(2000) and the AI literature’s definitions of intelligence and encompasses dimensions of
autonomy, goal achievement, problem solving, speed and flexibility, learning and improvement,
and environment awareness and communication abilities. The definition (and measure) of
perceived intelligence in the human-robot interaction (AI literature) may be adequate with
robots, but certainly not with PIAs and similar systems since it doesn’t capture the dimensions of
PIAs’ intelligence highlighted above. In summary, a definition of perceived intelligence in a PIA
and IS context needs to (1) focus on the user’s perceptions, (2) avoid any sort of tautologies in
the definition of the term (defining the intelligent agent as acting “intelligently”), and (3) capture
the dimensions of PIAs’ intelligence highlighted earlier.

In a PIA context, the PIA responds to users’ requests relying on continuously acquired
information and knowledge, and provides answers quickly and correctly, in a socially acceptable
manner.

Therefore, for the purpose of our study, we define perceived intelligence as the

perception that the PIA’s behavior is goal-directed, autonomous, and adaptive, with effectual
output. That is, the PIA responds to the user’s requests without continuous user intervention and
with an awareness of the physical and virtual worlds. Additionally, the PIA is able to adapt by
learning from experience, newly acquired information, and the user’s behavior. Finally, the agent
is able to successfully complete tasks within a favorable timeframe for the user. Subsequently,
we develop a scale to measure perceived intelligence, which includes dimensions of autonomy
and pro-activeness, environment awareness, and effectiveness and efficiency (learning, goalachievement, commands’ understanding and communication) (Table 2 and Appendix B).
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4.1.2.4.

The Relationship between Perceived Intelligence and Perceived Usefulness

We expect that perceived intelligence will be positively associated with perceived usefulness.
The rationale is that a PIA that is perceived to have an autonomous, adaptive, and goal-directed
behavior with an effectual output will appear to help the user become more efficient in
completing her daily tasks. First, an autonomous and goal-directed behavior is expected to
reduce the cognitive load and task complexity for the user by proactively and independently
taking on and completing tasks that are important to the user. Second, an effectual response from
the PIA will produce the intended result successfully and thus maximize its benefits to the user.
Third, a PIA’s adaptive behavior will continuously improve its ability to perform its tasks better
and faster, thereby improving the user’s efficiency and effectiveness in completing her daily
tasks.

While there is scant prior research on perceived intelligence in IS, there is relevant research on
other system characteristics that provides some empirical evidence on the impact of perceived
intelligence on perceived usefulness as we proposed it above. Prior research has shown that users
perceived a DSS as being more useful if it was designed to reduce the task complexity by
reducing the choice set size and the time it took to complete a task for the user (Kamis et al.
2008). Reducing the choice set size diminishes the user’s cognitive load and effort while
interacting with the DSS. Based on an opportunity-cost analysis under time pressure (Payne et al.
1993), prior research proposed that the ultimate objective of the decision-maker is to minimize
effort and maximize the decision quality (Payne et al. 1993; Todd and Benbasat 1999).
Additionally, time has been emphasized as an important factor in decision-making where
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deciding too soon or too late can increase lost opportunities and reductions in payoffs (Payne et
al. 1993).

The positive association between output quality and perceived usefulness has been empirically
supported in various contexts (Davis et al. 1992; Venkatesh and Davis 2000; Hart and Porter
2004, Chismar and Wiley-Patton 2003). That is, system users will consider how well the system
is helping them in completing their tasks. Based on a profitability assessment and given a choice
of multiple relevant systems, one would choose the system that delivers the highest output
quality (Venkatesh and Davis 2000). In organizational settings, prior research found an
interactive effect for output quality and job relevance on perceived usefulness for workers using
different systems, such as a scheduling system, a customer account management system, and a
financial risk assessment system (Venkatesh and Davis 2000). In other words, the users’
cognitive matching of their job goals with the consequences of system use influences perceptions
of system usefulness. Additionally, the positive association between perceived output quality and
perceived usefulness was empirically supported among users interacting with an online
analytical processing system (Hart and Porter 2004), and physicians assessing the potential
adoption of an internet-based health application (Chismar and Wiley-Patton 2003).

In the context of our study and in line with prior research findings, we expect that perceptions of
intelligence will positively impact perceptions of improved performance.

H3: Perceived intelligence is positively associated with perceived usefulness for experienced
PIA users.
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4.1.2.5.

The Relationship between Perceived Intelligence and Disconfirmation of
Expectations

Perceived intelligence and disconfirmation of expectations tap into the utilitarian value of use of
PIAs. We expect that perceived intelligence will be positively associated with disconfirmation of
expectations. Disconfirmation is the perceived difference between pre-usage expectations and
performance (Bhattacherjee and Lin 2015). The rationale is that perceptions of intelligence will
increase perceptions of performance because of the autonomous, adaptive, and goal-directed
behavior, and effectual output of the PIA. First, due to its autonomous and goal-directed
behavior, the PIA is expected to proactively and independently take on and complete tasks.
Second, the effectual response provided by the PIA will ensure the intended results are reached
successfully. Third, the PIA’s adaptive behavior will continuously improve its ability to perform
tasks better and faster.
For two users with a similar level of pre-usage expectations, the higher the perceptions of
intelligence, the higher the perceptions of performance during the post-adoption phase, and
hence the higher the disconfirmation of expectations is expected to be.
H4: Perceived intelligence is positively associated with disconfirmation of expectations for
experienced PIA users.
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4.1.2.6.

Perceived Anthropomorphism8

Anthropomorphism is the act of attributing capacities that people think of as distinctly human to
non-human agents (Waytz et al. 2014; Chandler and Schwarz, 2010; Guthrie, 1995). It is a
concept that has been investigated in the fields of psychology, philosophy, and marketing (Epley
et al. 2007). We tend to anthropomorphize objects with human-like features, emotions,
cognition, or intention (Epley et al. 2007, 2008; Kiesler 2008; Duffy 2003; Don et al. 1992;
Walker et al. 1994; Aggarwal and McGill 2007; Fournier and Alvarez 2012; Puzakova et al.
2013; Haley and Fessler 2005; Jipson and Gelman 2007; Turkle 2012). Any object can be
anthropomorphized, including invisible entities and symbolic concepts (Aaker 1997; Bering
2006). Individuals anthropomorphize brands, products, and computers among other objects, and
they do it for various reasons. Anthropomorphism is also associated with individual differences
such as loneliness and desire for social contact (Epley et al. 2008a). Attributing human-like
characteristics to an object can provide comfort through the presence of a relationship, help
make better sense of the world, and provide reassurance that the world is more human-like
(Aggarwal and McGill 2007). In the consumer-product relationship, consumers tend to exhibit
feelings of love, trust, loyalty, dependence, and sense of security, towards or around their
products (Schultz et al. 1989; Aaker et al. 2004). Over time, consumers’ feelings of attachment
to their products can parallel their attachment to people (Wallendorf and Arnould 1988; Ball and
Tasaki 1992; Bowlby 1980). Furthermore, when consumers treat a product as alive, they become
less willing to replace it, and give less weight to its quality when making a replacement decision
(Chandler and Schwarz 2010).

8

The same section was presented earlier in section 2.3.5. We repeat it here for the sake of
completeness.
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In the user-computer relationship, researchers found that during their interaction with computers,
users can apply gender and ethnicity stereotypes as well as social behaviors, rules, expectations,
and reciprocity (Moon 2000; Nass and Moon 2000). Additionally, a computer that is easy to use
will improve its human association and might be perceived as friendly and supportive by its
users (Branscomb 1981). Users answering questions spoken by a talking face on a computer
screen spend more time, make fewer mistakes, and write more comments than users who answer
questions presented via text display on the computer screen (Walker et al. 1994). Additionally, a
website high on socialness cues, i.e., that uses an interactive avatar with a voice and a social role,
is capable of inducing pleasure, flow, and arousal, which positively impact hedonic and
utilitarian values (Wang et al. 2007). Furthermore, using humanoid embodiment and human
voice-based communication with a recommender system influences the users’ social presence
feeling, i.e., the feeling of being with another, which in turn impacts users’ trusting beliefs, and
perceptions of enjoyment (Qiu and Benbasat 2009). Other prior studies explored various other
anthropomorphic interface and / or system components such as facial expressions (McBreen and
Jack 2001), pitch and speed of text-to-speech (Link et al. 2001), voice (Nass and Brave 2005;
Nass and Steuer 1993), personality (extraversion), vividness (text, voice, and animation), and
playfulness (Hess et al. 2009) among others.

For the purposes of our study, and consistent with prior research, we define perceived
anthropomorphism as the degree to which the uses perceive the agent to be human-like.

145

4.1.2.7.

The Relationship between Perceived Anthropomorphism and Perceived Enjoyment

In the context of our study, perceived anthropomorphism is defined as the degree to which the
users perceive the agent to be human-like. As for perceived enjoyment, we define it as the
intrinsic enjoyment that occurs during the user’s interaction with the PIA. Prior research in IS
found that perceived enjoyment is an important affective factor in the behavior of users of
different types of systems (Kamis et al. 2008; Hampton-Sosa and Koufaris 2005; Koufaris 2002;
Igbaria et al. 1996). We believe that it is also important in the interaction between users and
PIAs.
One determinant of perceived enjoyment in the context of technology users has been shown to be
the perception of human-like characteristics in the technology by the users. That is because once
users anthropomorphize the object, they enter a relationship with it, which changes the emotional
quality of the experience making it more positive and pleasurable (Wang et al. 2007; Chandler
and Schwarz 2010). For example, a prior study found that a website with social cues (consistent
with anthropomorphic notions) induced pleasure, flow, and arousal, which increased hedonic
values, i.e., fun, playfulness, and entertainment (Wang et al. 2007).
In the context of our study, we expect that the more human-like the PIA is perceived to be, the
more enjoyable the interaction will be. When users start anthropomorphizing the PIA, they will
engage in an inter-personal behavior with it and high levels of positive emotions will dominate
the interaction. Therefore, we hypothesize that the higher the level of anthropomorphism is, the
higher the level of perceived enjoyment would be.
H5: Perceived anthropomorphism is positively associated with perceived enjoyment for
experienced PIA users.
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4.1.2.8.

The Relationship between Perceived Intelligence and Perceived Anthropomorphism

Prior research studies in AI and anthropomorphism associated human-like mind and cognition
with anthropomorphism. Anthropomorphism as a word is derived from the Greek words:
anthropos, i.e., human, and morphe, i.e., shape or form (Epley et al. 2007). Any object
possessing a human-like form, i.e., feature, emotion, or mind, may be anthropomorphized. More
specifically, anthropomorphism can occur when one attributes human-like mental perceptions
such as cognition, intentions and experience to non-human objects (Epley et al. 2007, Gray et al.
2007). Turing asked the question whether machines can think, and considered the computer to
have a mind if the interrogator can’t tell that it is not human (Turing 1950, Gray et al. 2007).
These studies propose that if systems exhibit an intelligent behavior, then a user would associate
this behavior with anthropomorphism. The reason is that machines have always been perceived
as tools; thus when they are perceived as intelligent and capable of thinking, they tend to be
anthropomorphized.
While prior researchers based their anthropomorphism scales partly on mentalistic notions such
as the object being smart, pro-active, aware of its environment, and anticipating future user needs
(Waytz et al. 2010; Waytz 2014), we separate the perceptions of mind from the perceptions of
human-likeness but propose that they are associated. We include the mental perceptions in the
intelligence scale, which comprises factors such as autonomy, proactivity, awareness of the
physical and virtual worlds, language-processing ability, language-production ability, logical
reasoning, learning ability, completion time, and output quality. And we measure
anthropomorphism based on human-like features relevant in a PIA context, such as the ability to
display human-like emotions like joy, love, frustration, and respect, as well as the appearance of
having human-like characteristics such as trustworthiness, friendliness, respect, care, and humor.
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The items included in the anthropomorphism index represent characteristics that are relevant in a
PIA context and are based on actual PIA users’ comments on their interaction with their PIAs.
That is, while interacting with the PIA, the PIA’s answers and tone may lead the user to perceive
the PIA as caring, loving, respectful, funny, etc. We separate the two because we believe that in a
PIA context, perceptions of intelligence may not always correspond to perceptions of
anthropomorphism. For instance, Google Now, a PIA by Google, presents the user with smart
cards of relevant information based on a deep analysis of the user’s preferences, history and
activity. Google Now does not use human-like features or emotions when presenting these cards
to the user; and thus may be perceived as intelligent but not necessarily as anthropomorphic.
Since the close association between intelligence and anthropomorphism has been established in
the literature, we propose that the two are positively related. That is, we expect that an increase
in perceived intelligence will lead to an increase in perceived anthropomorphism.
H6: Perceived intelligence is positively associated with perceived anthropomorphism for
experienced PIA users.

4.1.2.9.

Perceived Self-Extension

Self-extension refers to attributing a meaning associated with the self or self-identity to objects
or possessions (Bearden and Netemeyer 1999; Belk, 1988; Sivadas and Machleit 1994). Both
consumer research and social psychology scholars investigated individual engagement in selfand identity-augmenting behaviors (Belk 1988; Aron et al. 1991, 1992). In the product-consumer
relationship, consumers continuously engage in growing their selves and identities beyond the
corporeal boundaries (Connell and Schau 2010; Belk 1988; Arnould and Thompson 2004). As
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consumers, we always hold special significance to some of our possessions, whether because
they bring us more satisfaction or because we develop an emotional connection with them. We
may even view those possessions as part of us and define ourselves by them. Our possessions
can impact our sense of self-worth and contribute to our feelings of well-being (Belk, 1988).
They follow the mind and body in their centrality to the self (Belk, 1988; Rochberg-Halton 1984;
McClelland 1951; Prelinger 1959). The more time, effort, and attention we invest in an object,
the closer to the self it will become because we feel like it emerged from the self (Belk 1988;
Csikszentmihalyi and Rochberg-Halton 1981).

Objects can extend our self literally or symbolically. For example, a tool, a weapon, or a plastic
body extension can allow us to physically do things that we could not do otherwise. On the other
hand, a medal or a uniform can allow us to perceive that we are different people without them
(Belk 1988). People who consider objects to be an extension of their self either use the objects to
define the self, to create a sense of identity, to remind themselves who they are or who they want
to be, or to protect and enhance their self-concept (Schifferstein and Zwartkruis-Pelgrim 2008).
In the PIA context, we believe that a PIA can extend the user’s self when the user perceives that
the PIA as an extension of herself that allows her to be more efficient and make better decisions,
and enhance her self-concept. Additionally, a PIA can extend the user’s self when she believes
that she is a different person without her PIA, and her PIA is very valuable to her in her everyday
life.

Several processes lead to regarding an object as an extension of the self. First, objects are
considered part of the self when we can exercise power and control over them or through
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appropriation (McClelland 1951; Sartre 1943; Kiesler and Kiesler 2004). In fact, control has
been proposed to be the critical determinant of possession (Furby 1978; Belk 1988). That is,
when we possess something, we use it and decide who else gets to use it. The more we believe
we possess it, the more a part of our self it becomes. The magnitude of control one exercises over
her possessions is often found to be of the same order as the control one exercises over one’s
body, and thus possessions may be included in one’s concept of the self (Prelinger et al. 1978;
Belk 1988). Appropriation refers to mastering, and conquering the objects such as mastering the
use of a computer system or becoming proficient in driving a car (Belk 1988; Sartre 1943).

Second, objects can become a part of the self by creating them, knowing them, or buying them
(Belk 1988; Locke 1690; Beaglehole 1931). Through the mastery exercised in the creation
process, the creator retains an identity in the object, whether material or abstract. For example,
an author of a book feels his own self-extension through the book because it will always retain
his identity. Knowing an object, such as a book, a store, or a community, can make it part of
one’s self. For instance, our detailed knowledge of our community makes it not only ours but
part of our self. Getting to know an object well takes time and effort, and we come to know an
object well because we have interest in it and/or based on experience with it. Furthermore,
buying an object can help make it a visible or tangible extension of the self because it represents
another mean of creating it since money is abstract and intangible while the object is tangible and
visible (Belk 1988). We select objects we want to buy, and through this selection we shape our
extended selves (Belk 1988). Finally, an additional source of self-extension can be
personalization. That is, embellishing a product with personal symbols or messages, or using it
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in personal spaces, which could increase the degree to which we consider it as part of our
extended-self (Kiesler and Kiesler 2004).

The self-extension concept has also been investigated in a technology context, where prior
research explored the perceptions of virtual possessions among teenagers, such as avatars,
electronic messages, social networking profiles, cloud content, and customized mobile phones
(Odom et al. 2011). Virtual possessions can increase the sense of social connectedness and serve
as a medium to present the self or multiple selves online (Odom et al. 2011; Kafai et al. 2007).
Additionally, mobile phones are another example of possessions that were considered part of the
self. Users who are separated from their ringing phones can get anxious, unhappy, and report
lower levels of self-extension with the device than users who are not (Clayton et al. 2015). A
cross cultural study on the subject also found that the extensional associations between the self
and some personal communication technologies such as e-mail and cell phones tend to be
constant across three cultures: US, Germany, and Singapore (Vishwanath and Chen 2008).

In the context of our study, perceived self-extension is defined as the degree to which the user
attributes meanings related to the self or the self-identity to the PIA. We propose three
antecedents for perceived self-extension in a PIA context, namely, perceived ownership,
perceived mastery, and perceived personalization. The PIA assists the user in her everyday tasks
and routines. It is available to the user at all times within close proximity, addresses the user by
her name or preferred nickname, and serves her loyally. It has access to the user’s information
and over time gets to learn the user’s needs and preferences, and detect her behavior patterns.
But the relationship is reciprocal. That is, after adopting the PIA and after a period of repeated

151

use, the user gets to know how to interact with the PIA better and gains mastery over it. Over
time, the user will have better control over the agent as it learns in a trial and error process how
to properly interact with the agent and make best use of its capabilities. Additionally, because the
PIA is available through a device or an account that the user owns, the user gets to decide who
else gets to use the PIA.

Since control has been proposed to be the critical determinant of possession (Furby 1978; Belk
1988), we propose that the user may view the PIA as a possession after continued interactions
because of the increasing control she has over it. Hence, we expect a perception of ownership of
the PIA to develop in the post-adoption phase. Perceived ownership is defined as the degree to
which the user perceives that she owns and can control the PIA. Prior research states that the
more we believe we possess something, the more a part of the self it becomes due to increasing
feelings of power and control (McClelland 1951; Kiesler and Kiesler 2004; McClelland 1951;
Sartre 1943; Prelinger et al. 1978; Belk 1988). The level of control one has over her PIA is
similar to that one has over a body part. The user can ask the PIA to do anything at anytime. She
can launch it or stop it from performing an action at any time. We expect that due to these
feelings of possession, the user may start defining herself through the PIA. This expectation is
consistent with the self-extension literature (Kiesler and Kiesler 2004; Belk 1988; Furby 1978).
We expect perceived ownership to be positively associated with perceived self-extension.

H7: Perceived ownership is positively associated with perceived self-extension for experienced
PIA users.
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Another process through which objects can become a part of the self is appropriation
(McClelland 1951; Sartre 1943; Belk 1988). Appropriation refers to mastering the use of an
object (Belk 1988; Sartre 1943). In a PIA context, we define perceived mastery as the degree to
which the user perceives herself to be proficient in using the PIA. Once a user masters the use of
the agent, and due to the continuous proximity between the user and the agent, the use of the PIA
can become natural and automatic. That is, when perceived mastery is high, the PIA begins to
resemble a physical appendage. Thus, we propose that perceived mastery and perceived selfextension will be positively associated.

H8: Perceived mastery is positively associated with perceived self-extension for experienced PIA
users.
A third process through which objects can become a part of the self and that is relevant in our
study’s context is personalization (Kiesler and Kiesler 2004). We define perceived
personalization as the user’s perception of the level to which she was able to personalize the PIA.
We propose that after adopting the PIA and after a period of repeated use, the user may feel that
she was able to personalize the agent, due to the PIA’s ability to learn and customize its behavior
based on prior interactions with the user. Prior research has empirically supported the positive
causal association between personalization and self-extension (Kiesler and Kiesler 2004). The
rationale is that when you personalize an object, it starts to symbolize you and represent aspects
of your self that you consider relevant, i.e., the self-described personality (Kiesler and Kiesler
2004; Wicklund and Gollwitzer 1982; Burris and Rempel 2004). Thus we propose that as
perceptions of personalization intensify, the perceptions of self-extension will increase as well.
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H9: Perceived personalization is positively associated with perceived self-extension for
experienced PIA users.

4.1.2.10.

The Relationship between Perceived Self-Extension and Perceived Usefulness

In the post-adoption phase, we proposed that a PIA user would perceive the PIA to be part of her
extended self when her perceptions of mastery, personalization, and ownership increase. We
believe that once the user develops perceptions of self-extension towards the PIA, this can
impact her perceptions of usefulness as well.
Prior research investigated motivational patterns related to goal-directed behavior. This work
distinguishes between learning goal orientations and performance goal orientations (Dweck
1986; Dweck and Elliot 1983; Nicholls 1984). Individuals with learning goal orientations aim to
increase their competence through exploring and learning. Their goal is to increase their
competence. Individuals with performance goal orientations seek to gain favorable judgments
about their performance (Dweck 1986; Dweck and Elliot 1983; Nicholls 1984). These
individuals will not approach a task unless they are certain that their ability level is high in order
to protect themselves from negative judgments (Dweck 1986).
In the context of our study, we expect that experienced PIA users will be more likely to use their
PIAs with a performance goal orientation rather than a learning goal orientation. The rationale is
that these users are not looking to learn how to use the PIA since they have already become
regular PIA users. They have been using their agents for a while to complete their daily tasks.
The agents are not new to the users, and the users are using the agents to complete tasks and not
to explore and learn how to use them. Additionally, for experienced users, PIAs may provide

154

functional extensions that amplify the self. Over time, as the PIA learns from and adapts to the
user’s behavior and as the interaction with the PIA becomes natural to the user, the closeness of
the PIA to the self will help the user feel more efficient since the user will have increased
capabilities (those of the PIA that are associated with the self now) and need less time to
complete her everyday tasks.
Therefore, the more the users perceive the PIA as an extension of their selves, the more they will
see it as an extension of their own abilities to perform well in their tasks, and thus the more they
will perceive it as useful.

H10: Perceived self-extension is positively associated with perceived usefulness for experienced
PIA users.

4.1.2.11.

The Relationship between Perceived Self-Extension and Perceived Enjoyment

Prior research in the social psychology literature distinguished between four facets of self in the
self-schema: the diffuse self, the private self, the public self, and the collective self. The diffuse
self strives for hedonic satisfaction, the private self for individual achievement, the public self for
social accreditation and self-definition, and the collective self for collective achievement
(Greenwald 1988; Lapsley and Power 2012). Research in consumer behavior exploring the
association between the consumer’s self and product meaning proposed an association between
the diffuse self and enjoyment (as part of product meaning) that is achieved through sensory
pleasures, aesthetic pleasures, and enjoyment related to the familiarity of a well-known product
(Schifferstein and Zwartkruis-Pelgrim 2008).
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In the context of our study, we expect that when the user considers the PIA to be a part of her
extended self, she will associate it with her diffuse and private selves. The association with the
private self is due to the PIA’s ability to extend the user’s abilities (relationship between
perceived self-extension and perceived usefulness). The connection with the diffuse self is
primarily based on the PIA’s familiarity to the user as well as other sensory and aesthetic
pleasures, such as an ability to sense the user’s presence and detect her voice despite the ambient
noise, an understanding for multi-finger gestures or specific commands, an appealing design with
3D effects or a nice and soothing voice. These users are experienced users who see the PIA as
part of their extended self and are very acquainted with it. Therefore, we propose that using an
agent that the users are very accustomed to and consider a part of their self will be an amusing
and enjoyable experience for them. In other words, we expect that the more the users perceive
the PIA as an extension of their selves, the more they will have fun using and interacting with it.

H11: Perceived self-extension is positively associated with perceived enjoyment for experienced
PIA users.

4.1.2.12.

Factors that Directly Influence Continuance Intention

Drawing on the unified IS continuance model and prior IS literature, we propose four factors that
directly influence continuance intention: satisfaction, perceived usefulness, perceived enjoyment,
and subjective norms.
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4.1.2.12.1. Satisfaction
Satisfaction is the summary psychological state that results from the emotions surrounding the
disconfirmation of expectations and prior IT use experience (Oliver 1980; Venkatesh et al.
2011). Since it is based on prior experience and the current use of the system, satisfaction is an
important factor in determining system continuance of use (Bhattacherjee and Lin 2015). That is,
satisfaction links prior experience with the current one to predict future intention. Prior research
studies supported the positive association between satisfaction with use and continuance
intention in different system use studies in IS contexts (Bhattacherjee 2001a; 2001b;
Bhattacherjee and Lin 2015; Bhattacherjee and Premkumar 2004).

In line with the unified IS continuance model (Bhattacherjee and Lin 2015) and prior research
findings, we propose that when the satisfaction level increases, so does the intention to continue
to use the PIA.

H12: Satisfaction with the PIA is positively associated with the intention to continue to use for
experienced PIA users.

4.1.2.12.2. Perceived Usefulness
According to TRA and TPB, behavioral intentions are derived from personal beliefs and attitudes
about a specific behavior (Ajzen 1991; Fishbein and Ajzen 1975). Studies investigating IT use
intentions focused on two salient beliefs, i.e., perceived usefulness and perceived ease of use
(Davis 1989). Perceived usefulness refers to the user’s perception that the system will enhance
her performance. Perceived ease of use is the user’s perception that the interaction with the
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system will be free of effort. In general, the expectation is that users are most likely to develop
positive intentions towards systems that are useful and easy to use. While perceived ease of use
is a salient belief in IT acceptance, its inclusion in post-adoption studies has been infrequent. The
assumption in post-adoption studies is that the effect of perceived ease of use tends to wear out
over time as users become familiar with the system and its usage and once the learning barrier is
overcome (Karahanna et al. 1999; Bhattacherjee 2001; Bhattacherjee and Lin 2015). More
particularly, perceived ease of use is not included in the unified IS continuance model
(Bhattacherjee and Lin 2015). Therefore, we do not include it in our model.

As for perceived usefulness, its positive association with continuance intention has been strongly
supported in several studies. For instance, in two studies with users of an online brokerage ecommerce service and users of an online banking service, the relationship between perceived
usefulness and continuance intention was also strongly supported (Bhattacherjee 2001a; 2001b).
This relationship was also strongly supported in three other studies one investigating workers
using a transaction processing system in a work context, another exploring citizens’ continued
use of an e-government portal, and a third exploring students continued WWW use
(Bhattacherjee and Lin 2015; Venkatesh et al. 2011; Limayem et al. 2007). Additionally, in a
study of users of a computer-based training system and a rapid application development system,
there was strong support for a positive association between perceived usefulness and continuance
intention in the post-adoption phase with both systems (Bhattacherjee and Premkumar 2004).
In the context of our study and consistent with the unified IS continuance model, we expect that
if a PIA is perceived as helping the user conduct her daily activities in a more efficient and
effective manner it will increase her continuance intention (Bhattacherjee and Lin 2015).
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H13: Perceived usefulness of the PIA is positively associated with the intention to continue to
use for experienced PIA users.

4.1.2.12.3. Perceived Enjoyment
Perceived enjoyment is an affective factor that captures the fun and pleasure resulting from the
interaction with the PIA. We expect that users who experience pleasure and enjoyment from
using the PIA will be more likely to form intentions to continue to use it than others who do not.
Prior research in IS has empirically supported the positive association between perceived
enjoyment and behavioral intention in different contexts during pre-adoption (Koufaris 2002;
Kamis et al. 2008; Van Der Heijden 2004; Ramayah and Ignatius 2005) and post-adoption
(Thong et al. 2006). With online consumers, one prior study showed that shopping enjoyment
positively impacts with the consumers’ intention to return to the e-store (Koufaris 2002). Users
of an online attribute-based DSS who perceive the experience to be enjoyable intend to purchase
the products and to return to the site in the future (Kamis et al. 2008). The positive association
between perceived enjoyment and intention was also supported in the context of hedonic
information systems, i.e., systems that aim to provide a self-fulfilling and fun experience rather
than a purely instrumental one (Van Der Heijden 2004). A meta-analysis of motivational factors
in IS acceptance studies revealed perceived enjoyment as the most widely studied factor among
intrinsic ones. In the context of hedonic systems’ adoption, this meta-analysis found perceived
enjoyment (an intrinsically motivating factor) to be a stronger predicting factor of intention to
use than perceived usefulness (an extrinsically motivating factor) (Wu and Lu 2013). In a post-
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adoption context, perceived enjoyment has been found to be positively associated with the
continuance intention to use mobile Internet services in China (Thong et al. 2006).

In the context of our study, we expect that PIA users will enjoy interacting with an intelligent
and human-like PIA, and that this pleasurable experience will be a strong determinant of their
intention to continue to use the system along with other cognitive and social factors.

H14: Perceived enjoyment is positively associated with the intention to continue to use for
experienced PIA users.

4.1.2.12.4. Subjective Norms
The unified IS continuance model, TRA and TPB suggest that normative influences from
referent others, i.e., peers, colleagues, friends, shape one’s intentions towards a given behavior
(Bhattacherjee and Lin 2015; Fishbein and Ajzen 1975; Ajzen 1991). Subjective norms are
defined as the degree to which the user believes that relevant others think she should perform the
behavior, i.e., continue to use the system, and her motivation to comply (Bhattacherjee and Lin
2015; Fishbein and Ajzen 1975; Ajzen 1991). The positive association between subjective norms
and behavioral intention has been supported by several studies on IS use (Karahanna et al. 1999;
Hartwick and Barki 1994). The relationship between subjective norms and continuance of use
intention was supported in a study of workers using a transaction processing system in a work
context (Bhattacherjee and Lin 2015).
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The social psychology literature distinguished between four facets of the self: the diffuse self, the
private self, the public self, and the collective self (Greenwald 1988; Lapsley and Power 2012).
In an earlier section (Section 4.1.2.11.), we proposed that perceptions of self-extension are
associated with considering the PIA to be part of the diffuse and private selves. In relation to
relevant others, we expect that the user will associate the PIA with her public self, i.e., the facet
of the self that strives for social accreditation and self-definition. The connection with the public
self is mainly due to the influence of the normative pressures.
In the context of our study, this implies that PIA users are likely to develop positive intentions
toward continuance if they believe that their relevant others approve of this behavior.

H15: Subjective norms are positively associated with the intention to continue to use for
experienced PIA users.

In line with prior research, we control for habit, frequency of use, and use tenure. Habit as an
automatic cognitive process was proposed to have a direct effect on actual behavior (Charng et
al. 1988; Limayem et al. 2007). We control for frequency of use since it is relevant for
continuing users (Limayem et al. 2007). We also control for use tenure because lengthier periods
of time afford more opportunities for continued use (Venkatesh and Davis 2000). We present our
theoretical model for this study in Figure 6 below.
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Figure 6. Theoretical model
(Controlled for but not shown are also habit, use frequency, and use tenure)

4.2.

Research Design

4.2.1.

Setting and Subjects

In order to test our research model, we designed a cross-sectional study that we tested with
experienced PIA users. Since this study focuses on continuance of use during the post-adoption
phase, participants in this study needed to have adopted the PIA at some point in the past. We
recruited college students through a students’ subject pool since they are representative of the
PIA user population. Next, we filtered participants by asking them about their prior use of PIAs
(Table 1). Consistent with IRB approved protocols, participants who reported using the PIA at
least twice in the last month were redirected to our questionnaire, which they were able to
complete after they consented to participate. Participants who did not match our selection
criterion got redirected to another survey study on computer use, which they were able to
complete after they consented to participate.
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4.2.2.

Operationalization, Assessment and Refinement of Constructs

We measured ten out of twelve constructs by using scales that we adapted from previous studies.
We adapted the disconfirmation of expectations, satisfaction with use, continuance intention
scale, and subjective norms scales from Bhattacherjee and Lin (2015), the perceived usefulness
scale from Bhattacherjee and Lin (2015) and Davis et al. (1989), the perceived enjoyment scale
from Kamis et al. (2008), the perceived self-extension scale from Sivadas and Machleit (1994),
the perceived mastery scale from Morrison (2002), the perceived ownership scale from Lee and
Chen (2011), and the perceived personalization scale from Kim and Son (2009) and Zhou et al.
(2012). Additionally, we developed and refined two new scales for perceived intelligence and
anthropomorphism. We report the detailed process in Appendix B. We present our scales in
Table 32.
The study design and questionnaire, except for perceived personalization, perceived enjoyment,
and subjective norms (which were added to the model after the pilot studies), were evaluated
during several pilot rounds. The reflective scales of the questionnaire items were examined and
modified, when necessary, to improve their readability and understanding. We tested for
convergent validity by checking (1) the construct reliability for each construct, i.e., checking
Cronbach’s alpha values to assure they exceed 0.7, (2) the average variance extracted (AVE) for
each construct, i.e., checking that it exceeds 0.50 thus indicating that the measurement items of
each construct captured more variance in the construct than the measurement error, and (3)
conducting a principal component analysis with oblimin rotation (since our constructs are
expected to be correlated) to check that the items load on the appropriate component for each
construct. We tested for discriminant validity by comparing the square root of the AVE for each
construct with the inter-construct correlations (Hair et al. 2013). This instrument refinement

163

process led to considerable improvement in construct validity and reliability for some of our
measurement scales.
Table 32. Survey Instrument Items
Construct
Code Items
Perceived
Intelligence

The PIA can complete tasks quickly.

New scale

PInt2
PInt3

The PIA can understand my commands.
The PIA can communicate with me in an
understandable manner.
The PIA can find and process the necessary
information for completing its tasks.
The PIA is able to provide me with a useful
answer.
The PIA is able to speak like a human

New scale

PInt4
PInt5
Perceived
Anthropomorphism

Disconfirmation of
expectations

PAnt1
PAnt2
PAnt3
PAnt4
PAnt5
PAnt6
Dis1
Dis2

Dis3

Dis4

Perceived usefulness

PU1

PU2
PU3
PU4
PU5
Satisfaction with use

Sat1
Sat2
Sat3
Sat4

Continuance
intention

Adapted from

PInt1

Cont1
Cont2
Cont3

The PIA can be happy.
The PIA is friendly
The PIA is respectful
The PIA is funny
The PIA is caring
Compared to my initial expectations, the ability of
the PIA to improve my performance was much
better than expected.
Compared to my initial expectations, the ability of
the PIA to increase my productivity was much
better than expected.
Compared to my initial expectations, the ability of
the PIA to enhance my effectiveness was much
better than expected.
Compared to my initial expectations, the ability of
the PIA to be useful for my everyday life tasks
was much better than expected.
- Adapted from
Using the personal intelligent agent improves my
daily performance
Using the personal intelligent agent increases my
productivity
Using the personal intelligent agent enhances my
daily effectiveness
Overall, the personal intelligent agent is useful
Using the personal intelligent agent would enable
me to complete tasks more quickly
I feel very satisfied about my overall experience
with the personal intelligent agent.
I feel very pleased about my overall experience
with the personal intelligent agent.
I feel very content about my overall experience
with the personal intelligent agent.
I feel absolutely delighted about my overall
experience with the personal intelligent agent.
I intend to continue using the personal intelligent
agent rather than discontinue its use
My intentions are to continue using the personal
intelligent agent
I plan to continue using the personal intelligent
agent

Bhattacherjee and
Lin (2015)

Bhattacherjee
(2001) and Davis
et al. (1989)

Bhattacherjee and
Lin (2015)

Bhattacherjee and
Lin (2015)
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Perceived mastery

PM1

PM2
PM3
Perceived ownership

PO1
PO2
PO3
PO4

Perceived selfextension

Ext1
Ext2
Ext3
Ext4
Ext5

Ext6
Perceived
personalization

PP1

PP2
PP3

Perceived
Enjoyment

PP4
PE1
PE2
PE3

Subjective Norms

SN1
SN2
SN3

Habit

Hb1
Hb2
Hb3
Hb4

4.2.3.

I have learned how to successfully interact with
the personal intelligent agent in an efficient
manner.
I have mastered the use of the personal intelligent
agent.
I have fully developed the appropriate skills and
abilities to successfully interact with the personal
intelligent agent.
This is my personal intelligent agent.
I feel a very high degree of personal ownership of
this personal intelligent agent.
I sense that I own this personal intelligent agent.
It is easy for me to think about this personal
intelligent agent as mine.
The personal intelligent agent helps me achieve
the identity I want to have.
The personal intelligent agent helps me narrow
the gap between what I am and what I try to be.
The personal intelligent agent is central to my self
identity.
The personal intelligent agent is part of who I am.
If the personal intelligent agent is taken from me I
will feel as if part of myself has been snatched
from me.
I derive some of my self-identity from the
personal intelligent agent.
I set up the PIA to use it the way I want to.

I have put effort into adapting the PIA to meet my
needs.
I have chosen features offered by the PIA to suit
my style of use.
The PIA is personalized in some way.
While using the PIA, I find the interaction
enjoyable.
While using the PIA, I find the interaction
interesting.
While using the PIA, I find the interaction to be
fun.
People who influence my behavior think that I
should use the PIA.
People who are important to me think that I
should use the PIA.
People who influence my behavior would
welcome my use of the IS in my everyday life.
Using the PIA has become automatic to me.

Morrison (2002)

Lee and Chen
(2011)

Sivadas and
Machleit (1994)

Kim and Son
(2009) and Zhou et
al. (2012)

Kamis et al. (2008)

Bhattacherjee and
Lin (2015)

Limayem et al.
(2007)

Using the PIA comes naturally to me.
When faced with a particular task, using the PIA
is an obvious choice for me.
I have a habit of using the PIA.

Sample

Participants were undergraduate college students, recruited from a subject pool, at a Northeastern
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university in the U.S.. 252 subjects qualified to participate in this study over a period of three
months. 20 data records were marked and excluded from the data analysis due to incomplete
responses, resulting in a total of 232 complete and valid ones for data analysis. The participation
was voluntary, and students received course credit upon completion of the questionnaire. The
course credit awarded was constant among all subjects and was not subject to performance or
other factors. Around 78% of the subjects were Apple’s Siri users, 16% were Google Now users,
4% were Microsoft’s Cortana users, and 2% were Amazon’s Echo users (Table 33). 60% of
users were using their agent for more than a year (Table 34). About 51% of the subjects were 18
to 20 years old and 27% were 21 to 23 years old (Table 37). Around 57% of participants were
female (Table 36) and 85% were in their sophomore or junior years (Table 38).

Apple’s Siri
Microsoft’s Cortana
Google Now
Amazon’s Echo, Alexa
Other

Table 33. PIA Type
Frequency
180
9
38
4
1

Percent
77.6
3.9
16.4
1.7
0.4

Cumulative Percent
77.6
81.5
97.8
99.5
100.0

Less than a month
1-2 months
3-4 months
5-6 months
7-8 months
9-10 months
11-12 months
More than a year

Table 34. Period of Use
Frequency
Percent
4
1.7
10
4.3
22
9.5
21
9.1
8
3.4
15
6.5
12
5.2
140
60.3

Cumulative Percent
1.7
6.0
15.5
24.6
28.0
34.5
39.7
100

Once a month
2-3 times a month
Once a week
2-3 times a week

Table 35. Times of Use on Average
Frequency
Percent
16
6.9
64
27.6
26
11.2
58
25.0

Cumulative Percent
6.9
34.5
45.7
70.7
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Once a day
Twice a day
More than twice a day

Male
Female
Prefer not to say

26
10
32

Table 36. Gender
Frequency
132
98
2

36 or above

Table 37. Age
Frequency
119
62
26
6
9
3
7

Freshman
Sophomore
Junior
Senior

Table 38. Year
Frequency
19
102
94
17

18-20
21-23
24-26
27-29
30-32
33-35

4.3.

11.2
4.3
13.8

81.9
86.2
100

Percent
56.9
42.2
0.9

Cumulative Percent
56.9
99.1
100.0

Percent
51.3
26.7
11.2
2.6
3.9
1.3
3

Cumulative Percent
51.3
78.0
89.2
91.8
95.7
97
100

Percent
8.2
44.0
40.5
7.3

Cumulative Percent
8.2
52.2
92.7
100.0

Statistical Analysis

We used the SmartPLS software package for our data analysis (Hair et al. 2013, 2016), including
the measurement model and structural model tests. For our study, PLS-SEM analysis was more
appropriate than CB-SEM because this research is an extension of an existing structural theory
(Hair et al. 2011; Ringle et al. 2005).
4.3.1.

Measurement Model Evaluation

The first stage in data analysis involved the evaluation of the measurement model. Typical
analyses for the reflective measurement model include reliability (composite and indicator) and
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validity (convergent and discriminant) assessments. Table 32 shows details of constructs and
measures subjected to instrument validation along with the individual measurement items of the
instruments.
We started by evaluating the estimates of the relationships between the reflective latent variables
and their indicators, i.e. the cross-loadings. All cross-loading values were above the satisfactory
threshold of 0.70 or closely below it (between 0.60 and 0.70). The only exception was one item
for perceived personalization with had a cross-loading of 0.57. We keep the item since the
construct’s composite reliability and AVE values are satisfactory. We kept all items and present
the cross-loadings in Table 39.
Table 39. Cross-Loadings for Reflective Constructs
P1
P2
P3
P4
P5
P6
Cont1
0.86 0.52 0.23 0.33
0.36
0.46
Cont2
0.89 0.57 0.20 0.23
0.37
0.51
Cont3
0.85 0.54 0.26 0.32
0.52
0.53
Dis1
0.49 0.84 0.31 0.39
0.41
0.46
Dis2
0.50 0.84 0.28 0.37
0.41
0.46
Dis3
0.54 0.83 0.31 0.32
0.44
0.47
Dis4
0.56 0.81 0.33 0.36
0.51
0.58
PE1
0.32 0.41 0.32 0.85
0.38
0.28
PE2
0.29 0.33 0.33 0.88
0.37
0.21
PE3
0.29 0.39 0.40 0.88
0.33
0.27
PM1
0.59 0.59 0.29 0.24
0.51
0.84
PM2
0.48 0.48 0.30 0.24
0.41
0.90
PM3
0.51 0.55 0.31 0.29
0.36
0.90
PO1
0.22 0.29 0.34 0.51
0.16
0.29
PO2
0.23 0.30 0.31 0.45
0.22
0.30
PO3
0.25 0.28 0.34 0.47
0.24
0.27
PO4
0.32 0.35 0.39 0.48
0.24
0.38
PAnt1
0.25 0.32 0.60 0.26
0.43
0.28
PAnt2
0.09 0.21 0.64 0.20
0.08
0.22
PAnt3
0.17 0.22 0.79 0.31
0.23
0.19
PAnt4
0.20 0.23 0.70 0.21
0.26
0.21
PAnt5
0.17 0.25 0.68 0.32
0.20
0.23
PAnt6
0.13 0.23 0.69 0.30
0.09
0.23
PInt1
0.38 0.38 0.22 0.25
0.68
0.37
PInt2
0.30 0.45 0.23 0.30
0.77
0.37

P7
0.29
0.22
0.27
0.32
0.28
0.28
0.33
0.50
0.46
0.51
0.24
0.38
0.29
0.84
0.85
0.84
0.86
0.21
0.30
0.32
0.23
0.28
0.35
0.20
0.17

P8
0.40
0.34
0.33
0.35
0.30
0.29
0.30
0.47
0.47
0.55
0.26
0.36
0.32
0.58
0.53
0.50
0.59
0.18
0.19
0.22
0.18
0.28
0.33
0.19
0.18

P9
0.08
0.07
0.01
0.36
0.36
0.28
0.29
0.26
0.25
0.31
0.11
0.27
0.23
0.51
0.55
0.44
0.45
0.15
0.27
0.16
0.14
0.25
0.41
0.00
0.05

P10
0.54
0.61
0.58
0.64
0.74
0.58
0.63
0.32
0.31
0.33
0.53
0.52
0.49
0.29
0.33
0.25
0.32
0.25
0.12
0.13
0.15
0.22
0.21
0.34
0.32

P11
0.56
0.59
0.65
0.61
0.62
0.59
0.62
0.33
0.28
0.32
0.59
0.57
0.56
0.35
0.33
0.27
0.31
0.29
0.25
0.23
0.26
0.31
0.20
0.41
0.44

P12
0.27
0.24
0.18
0.32
0.39
0.29
0.36
0.36
0.42
0.43
0.17
0.25
0.22
0.54
0.51
0.44
0.49
0.19
0.22
0.21
0.17
0.28
0.38
0.09
0.09
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PInt3
0.37 0.39 0.34 0.36
0.71
0.37 0.21 0.22 0.02 0.39 0.41
PInt4
0.35 0.37 0.31 0.36
0.80
0.26 0.24 0.27 0.02 0.36 0.42
PInt5
0.39 0.40 0.21 0.23
0.77
0.34 0.12 0.17 0.06 0.42 0.44
PU1
0.45 0.66 0.25 0.24
0.33
0.45 0.31 0.36 0.47 0.85 0.52
PU2
0.48 0.69 0.18 0.25
0.34
0.43 0.24 0.29 0.38 0.85 0.57
PU3
0.46 0.65 0.20 0.22
0.31
0.40 0.29 0.35 0.44 0.84 0.53
PU4
0.70 0.55 0.25 0.37
0.58
0.53 0.25 0.27 0.01 0.68 0.61
PU5
0.56 0.58 0.21 0.38
0.41
0.48 0.32 0.30 0.25 0.77 0.55
PP1
0.26 0.22 0.24 0.45
0.26
0.25 0.50 0.77 0.36 0.23 0.28
PP2
0.36 0.35 0.24 0.45
0.19
0.31 0.54 0.83 0.48 0.35 0.26
PP3
0.30 0.28 0.26 0.43
0.21
0.30 0.51 0.79 0.42 0.32 0.30
PP4
0.31 0.27 0.32 0.43
0.19
0.25 0.40 0.57 0.21 0.27 0.25
Sat1
0.62 0.66 0.28 0.31
0.52
0.55 0.29 0.30 0.23 0.61 0.88
Sat2
0.65 0.60 0.26 0.31
0.43
0.58 0.35 0.30 0.20 0.64 0.85
Sat3
0.60 0.61 0.38 0.33
0.53
0.57 0.32 0.34 0.19 0.56 0.86
Sat4
0.52 0.66 0.38 0.28
0.46
0.51 0.33 0.29 0.33 0.60 0.85
Ext1
0.07 0.37 0.26 0.29
0.14
0.24 0.50 0.44 0.84 0.38 0.24
Ext2
0.08 0.34 0.27 0.24
0.05
0.23 0.46 0.43 0.86 0.33 0.25
Ext3
0.01 0.29 0.27 0.25
0.00
0.20 0.51 0.41 0.84 0.27 0.21
Ext4
0.05 0.32 0.27 0.26 -0.03 0.16 0.51 0.45 0.86 0.31 0.19
Ext5
0.05 0.33 0.29 0.29
0.00
0.24 0.54 0.46 0.84 0.32 0.24
Ext6
0.05 0.33 0.25 0.28
0.05
0.24 0.47 0.44 0.89 0.35 0.26
SN1
0.25 0.38 0.35 0.44
0.14
0.22 0.55 0.51 0.61 0.40 0.31
SN2
0.20 0.35 0.22 0.34
0.11
0.24 0.49 0.46 0.61 0.41 0.26
SN3
0.22 0.33 0.32 0.41
0.12
0.21 0.48 0.49 0.53 0.35 0.28
P1: Continuance intention, P2: Disconfirmation, P3: Perceived anthropomorphism, P4:
Perceived enjoyment, P5: Perceived intelligence, P6: Perceived mastery, P7: Perceived
ownership, P8: Perceived personalization, P9: Perceived self-extension, P10: Perceived
usefulness, P11: Satisfaction, P12: Subjective norms

0.14
0.16
0.05
0.41
0.42
0.46
0.17
0.34
0.39
0.47
0.48
0.31
0.30
0.27
0.28
0.28
0.55
0.61
0.52
0.59
0.58
0.58
0.91
0.87
0.83

We then evaluated the measures’ composite reliabilities. The composite reliability values of 0.90
(continuance

intention),

0.90

(disconfirmation

of

expectations),

0.84

(perceived

anthropomorphism), 0.91 (perceived enjoyment), 0.86 (perceived intelligence), 0.91 (perceived
mastery), 0.91 (perceived ownership), 0.83 (perceived personalization), 0.94 (perceived selfextension), 0.90 (perceived usefulness), 0.92 (satisfaction), and 0.90 (subjective norms)
demonstrated high reliability for all constructs. Composite reliability values are presented in
Table 40.
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We then assessed for convergent validity using the average variance extracted (AVE) values.
The AVEs of 0.75 (continuance intention), 0.70 (disconfirmation of expectations), 0.76
(perceived enjoyment), 0.56 (perceived intelligence), 0.77 (perceived mastery), 0.72 (perceived
ownership), 0.56 (perceived personalization), 0.73 (perceived self-extension), 0.64 (perceived
usefulness), 0.74 (satisfaction), and 0.76 (subjective norms) were above the minimum level of
0.5. The only exception was the AVE of 0.47 (perceived anthropomorphism), which was very
close to 0.5. We kept all the items for perceived anthropomorphism since they cover the entire
scope of the construct. AVE values are presented in Table 40.
To ensure discriminant validity, we used the Fornell-Larcker criterion (Fornell and Larcker
1981; Hair et al. 2013). According to this criterion, the square root of the AVE for each construct
needs to be higher than its correlations with other constructs. Overall, the square roots of the
AVEs for the reflective constructs are all larger than their correlations with other variables in our
model. Thus, discriminant validity is established. Table 40 presents the composites reliability
values, Cronbach’s alpha values, and the Fornell-Larcker criterion: the latent variable
correlations and square root of the AVEs (presented in the diagonal cells in bold font).
Table 40. Cronbach's Alpha, Composite Reliability, Average Variance Extracted, Latent Variable
Correlations, and Square Root of the AVE
Correlations
CA CR AVE
P1
P2
P3
P4
P5
P6
P7
P8
P9
P10 P11 P12
P1
0.84 0.90 0.75 0.87
P2
0.85 0.90 0.70 0.63 0.83
P3
0.78 0.84 0.47 0.26 0.37 0.69
P4
0.84 0.91 0.76 0.34 0.43 0.40 0.87
P5
0.80 0.86 0.56 0.48 0.53 0.35 0.41 0.75
P6
0.86 0.91 0.77 0.58 0.59 0.34 0.29 0.46 0.88
P7
0.87 0.91 0.72 0.30 0.36 0.40 0.56 0.25 0.36 0.85
P8
0.74 0.83 0.56 0.41 0.37 0.33 0.57 0.27 0.37 0.65 0.75
P9
0.93 0.94 0.73 0.06 0.38 0.31 0.32 0.04 0.25 0.58 0.52 0.86
P10 0.86 0.90 0.64 0.67 0.78 0.27 0.36 0.50 0.58 0.35 0.39 0.38 0.80
P11 0.88 0.92 0.74 0.69 0.73 0.38 0.35 0.57 0.64 0.37 0.36 0.27 0.70 0.86
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P12 0.84 0.90 0.76 0.26 0.41 0.34 0.46 0.14 0.25 0.59 0.56 0.67 0.44 0.33 0.87
P1: Continuance intention, P2: Disconfirmation, P3: Perceived anthropomorphism, P4: Perceived enjoyment,
P5: Perceived intelligence, P6: Perceived mastery, P7: Perceived ownership, P8: Perceived personalization,
P9: Perceived self-extension, P10: Perceived usefulness, P11: Satisfaction, P12: Subjective norms.
CA: Cronbach's Alpha, CR: Composite Reliability, AVE: Average Variance Extracted.
The values in bold in the diagonal cells in the correlations part of the table are the square root of the AVE for
the corresponding constructs.

4.3.2.

Common Method Variance

We checked for the presence of common method variance through two different tests. First, we
conducted the Harman’s single factor test (Podsakoff et al. 2003). The test requires running an
exploratory factor analysis on the measures in the study and checking for the presence of
common method variance, which is indicated by the emergence of a single factor that accounts
for the majority of the covariance among measures. The emergence of more than one factor to
explain the variance in our measures indicated that the common method bias was low.
Second, we used the marker variable technique, which controls for common method variance by
including a marker variable, i.e., a variable that is theoretically unrelated to the constructs in the
model (Lindell and Whitney 2001; Podsakoff et al. 2003). Any observed correlation between the
marker variable and other variables in the study is interpreted as a presence of common method
variance. This method has been recommended by prior studies in IS to control for common
method variance (Sharma et al. 2009; Malhotra et al. 2006). We checked the correlations
between our marker variable, belongingness, adapted from Den Hartog et al. (2007), and other
variables in the model. The correlation results are presented in Table 41. The low correlation
values indicated the presence of a relatively small common method bias.
Table 41. Correlations between the Marker Variable and Other Variables
Belongingness-Marker
Continuance intention
0.19
Disconfirmation of expectations
0.22
Perceived anthropomorphism
0.13
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Perceived enjoyment
Perceived intelligence
Perceived mastery
Perceived ownership
Perceived personalization
Perceived self-extension
Perceived usefulness
Satisfaction with use
Subjective norms

4.3.3.

0.21
0.23
0.21
0.20
0.17
0.08
0.13
0.17
0.13

Hypotheses Testing

We used Partial Least Squares (PLS) with the SmartPLS software to test our structural model
(Hair et al. 2016). The sample consisted of 232 records, which is an appropriate sample size for
PLS testing. Using PLS requires a minimum sample size that is ten times the largest number of
formative indicators or structural paths directed to a dependent variable in the model (Chin 1998;
Chin 2000). Thus our current sample size is appropriate for PLS analysis. We controlled for
period of use, times of use on average, and habit. The statistical significance of the path
coefficients was estimated based on the bootstrapping technique as recommended by Chin
(2010).
Results of the hypotheses testing are presented in Figure 7. The paths from disconfirmation of
expectations to satisfaction with use, and disconfirmation of expectations to perceived usefulness
were statistically significant, thus H1 (β = 0.73 and p= 0.000) and H2 (β = 0.66 and p= 0.000)
were supported. The relationships between perceived intelligence and perceived usefulness,
perceived intelligence and disconfirmation of expectations, and perceived intelligence and
perceived anthropomorphism were also supported, thus H3 (β = 0.14 and p= 0.004), H4 (β =
0.53 and p= 0.000), and H6 (β = 0.35 and p= 0.000). H5, which hypothesized the relationship
between perceived anthropomorphism and perceived enjoyment was supported (β = 0.34 and p=
0.000).
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H7 and H9 examined the positive relationship between perceived ownership and perceived selfextension, and perceived personalization and perceived self-extension. Both hypotheses were
supported with H7 (β = 0.43 and p= 0.000), and H9 (β = 0.23 and p= 0.001). However, H8,
which hypothesized the relationship between perceived mastery and perceived self-extension
was not supported.
H10 and H11 examined the positive relationship between perceived self-extension and perceived
usefulness, and perceived self-extension and perceived enjoyment. Both hypotheses were
supported with H10 (β = 0.12 and p= 0.007), and H11 (β = 0.21 and p= 0.000).
H12 and H13 hypothesized the positive relationship between satisfaction with use and the
intention to continue to use, and perceived usefulness and the intention to continue to use. Both
hypotheses were supported. For H12: β = 0.42 and p= 0.000, and for H13: β = 0.33 and p=
0.000. H14 and H15 hypothesized the positive effect of perceived enjoyment and subjective
norms on the continuance intention, and were not supported.
We then examined the inner VIF values among the endogenous variables. All VIF values were
well below 5 indicating that collinearity among the predictor constructs in the structural model is
not an issue.
Next, we examined the coefficient of determination, R2, which is a measure of in-sample
predictive power. As a rule of thumb, R2 values of 0.75, 0.50, and 0.20 are respectively
considered substantial, moderate, and weak (Hair et al. 2016). Perceived intelligence explained
29% of the variance in disconfirmation of expectations (weak to moderate predictive power), and
13% of the variance in perceived anthropomorphism (weak predictive power). Disconfirmation
of expectations, perceived intelligence, and perceived self-extension explained 63% of the
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variance in perceived usefulness (moderate to substantial predictive power). Perceived
anthropomorphism and perceived self-extension explained 20% of the variance in perceived
usefulness (weak predictive power). Perceived ownership and perceived personalization
explained 37% of the variance in perceived self-extension (weak to moderate predictive power).
Disconfirmation of expectations explained 54% of the variance in satisfaction with use
(moderate to substantial predictive power). Lastly, the antecedents of continuance of use
intention (perceived usefulness and satisfaction with use) explained 56% of its variance
(moderate to substantial predictive power).
As a final step, we checked the standardized root mean square residual (SRMR) values for the
estimated and saturated models. While in CB-SEM a value less than 0.08 generally indicates
good fit, this threshold is likely too low for PLS-SEM (Hair et al. 2016). SRMR for our
estimated model was 0.06 indicating very good fit.

Figure 7. Results of Research Model Test (*** p<0.001, ** p<0.01, * p<0.05)
Control variables: Habit (0.08, ns); Frequency of use (-0.03, ns); Tenure (0.06, ns); ns = not significant
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4.3.4.

Multiple Mediation Tests

We checked for possible mediation effects in our model. We ran multiple mediation tests where
the effects of all mediators were considered simultaneously rather than independently. These
tests are important when exogenous constructs exert their influence through more than one
mediating variable (Hair et al. 2016). Our mediating variables were slightly correlated (Table
40), thus testing for multiple mediation was necessary to account for possible inflated effects
(Hair et al. 2016). The results of these tests are presented in Table 42. We found full mediation
effects of satisfaction and perceived usefulness on the relationship between disconfirmation of
expectations and the continuance to use intention. We found complementary partial mediation
effects of disconfirmation of expectations on the relationship between perceived intelligence and
satisfaction with use, and on the relationship between perceived intelligence and perceived
usefulness. While testing for possible mediation effects of perceived self-extension on the
relationship of its antecedents with perceived usefulness and perceived enjoyment, we detected
direct effects that we did not hypothesize for. We found a direct effect between perceived
mastery and perceived usefulness (β = 0.14 and p= 0.02), perceived ownership and perceived
enjoyment (β = 0.29 and p= 0.000), and perceived personalization and perceived enjoyment (β =
0.34 and p= 0.000). And, while testing for possible mediation effects of perceived enjoyment and
perceived usefulness on the relationship between perceived self-extension and the continuance of
use intention, we found a direct effect between perceived self-extension and the intention to
continue to use (β = -0.34 and p= 0.000).
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Table 42. Results of Multiple Mediation Tests
p-values of
indirect
effects

p-values of
direct effects

Relationship

Mediators

Disconfirmation
→ Continuance intention
Perceived
anthropomorphism
→ Continuance intention
Perceived intelligence
→ Perceived enjoyment
Perceived intelligence
→ Perceived usefulness
Perceived intelligence
→ Satisfaction
Perceived mastery
→ Perceived enjoyment
Perceived mastery
→ Perceived usefulness
Perceived ownership
→ Perceived enjoyment
Perceived ownership
→ Perceived usefulness
Perceived personalization
→ Perceived enjoyment
Perceived personalization
→ Perceived usefulness
Perceived self-extension
→ Continuance intention

Satisfaction, perceived
usefulness

0.000

0.300

Indirect only – full
mediation

Perceived enjoyment

0.434

0.976

None

Perceived
anthropomorphism

0.086

0.001

Disconfirmation

0.000

0.042

Disconfirmation

0.000

0.000

0.995

0.347

0.993

0.021

0.347

0.000

0.076

0.527

None

0.395

0.000

Direct only – no
mediation

0.120

0.231

None

0.139

0.000

Direct only – no
mediation

4.4.

Perceived selfextension
Perceived selfextension
Perceived selfextension
Perceived selfextension
Perceived selfextension
Perceived selfextension
Perceived usefulness,
perceived enjoyment

Mediation/ Type

Direct only – no
mediation
Complementary –
partial mediation
Complementary –
partial mediation
None
Direct only – no
mediation
Direct only – no
mediation

Discussion

In this paper, we reported the results of a cross-sectional study that investigated the factors
influencing the continuance of use intention. We examined the role that emotional (satisfaction
and perceived enjoyment), instrumental (perceived usefulness), and normative factors (subjective
norms) play as direct antecedents of the continued use intention. We also studied factors
(perceived intelligence, perceived anthropomorphism, and perceived self-extension) that could
explain how the behavioral beliefs are formed and that are characteristic of a new wave of
technologies and the users’ changing relationships with them. Further, we included experiential
factors (disconfirmation of expectations) that capture the judgments that result from prior usage
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of the system and influence the behavioral beliefs. Additionally, we looked at how perceptions of
self-extension are formed through perceptions of ownership, mastery, and personalization. We
conducted a survey with experienced PIA users to test the proposed model.
Our results showed that for experienced users, the emotional reaction to the expectations based
on prior performance and the expectations of future usefulness resulting from the use of the
system are important in the continuance context, while the expectations of enjoyment are not.
Specifically, we found that satisfaction with use and perceived usefulness positively impact the
continuance of use intention while perceived enjoyment and subjective norms do not.
We also did not find support for the effect of subjective norms on intention to continue to use.
Prior research that found support for this relationship examined continuance with a utilitarian
system in a workplace setting (IT in the insurance field) (Bhattacherjee and Lin 2015). Thus, the
discrepancy in results could be attributed to the nature and context of use of each system. That is,
in a work setting, influence from colleagues, managers, and various other normative pressures
are strong. The IT systems within a company are huge investments and employees need to use
the systems to boost their work efficiency and eventually increase the return on investment for
the company. However, with a PIA used in an everyday life setting, the normative pressures can
be lower especially that the PIA is mostly used to complete personal tasks in a low-pressure
context. Additionally, most of the available PIAs are accessible for free and relatively new and
thus there are no pressures attached to using (or not using) them.
Our findings also support the key role of the expectations that are based on the system’s
performance. That is, we found support for the effect of disconfirmation of expectations on both
expectations of future usefulness and the emotional reaction to prior use (satisfaction with use).
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We also found a fully mediated relationship between disconfirmation of expectations and the
continuance intention through satisfaction and perceived usefulness. These expectations also
play a complementary partial mediating role on the relationships between perceptions of
intelligence and satisfaction, and perceptions of intelligence and usefulness.
Regarding the perceptions of intelligence, we found support for their proposed effect on
disconfirmation of expectations, perceived usefulness, and perceived anthropomorphism. We
also found an unexpected direct relationship while testing for mediation between perceived
intelligence and perceived enjoyment. These results stress the vital role of perceptions of
intelligence in forming conclusions and expectations in the context of continuance of use. We
also found that perceptions of anthropomorphism increase the user’s hedonic perceptions.
Specifically, the more human-like the agent is perceived to be, the more fun the interaction is
perceived to be.
Finally, we found support for the relationships between perceived self-extension and perceived
usefulness and perceived enjoyment. Regarding the processes that increase the perceptions of
self-extension, we found support for the effect of perceived ownership and personalization on
perceived self-extension, but not for perceived mastery. A possible explanation for the lack of a
significant relationship between perceived mastery and perceived self-extension could be related
to the PIA’s level of ease of use. That is, given the PIAs’ low level of complexity, the users did
not need to master their use or acquire any additional skills for the interaction to be successful
and fruitful. In their post-survey comments, some of our subjects indicated how easy their PIAs
were to use, providing some support for our explanation.
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While testing for mediation, we found some effects, which we did not hypothesize: a positive
direct effect of perceived mastery on perceived usefulness and a positive direct effect of
perceived personalization on perceived enjoyment. These are interesting results that further
highlight the vital role of the antecedents of perceived self-extension on utilitarian and hedonic
factors in the continuance context of PIAs and similar systems.
Our post-hoc analysis also revealed a non-hypothesized negative relationship between perceived
self-extension and intention to continue to use. That is, the closer the technology gets to the self,
the lower the intention to continue to use the system might become. Though this was not a
hypothesized relationship, the significant negative coefficient was surprising. In interpreting it,
we suspected the existence of possible moderation effects of period and frequency of use on the
relationship. Thus, we ran post-hoc tests to better understand the nature of the relationship
between perceived self-extension and the continuance intention but did not find support for these
expectations in our data. The negative association could be explained in two ways. First, it could
be that users are developing resistance to any sort of blurring the boundaries between the self and
the artifact. Alternatively, it could be related to privacy concerns especially since PIAs’ and
similar systems’ main infrastructure lies in the cloud, thus users do not have full control over the
data. These concerns are intensified especially given (1) the number of data breaches still
expected to occur in the coming years (Experian 2016) and (2) the current tension related to the
public’s / government’s demand for access to data on personal devices (Shear et al. 2016). Thus,
it could be perceived as awkward, frustrating, or invasive to privacy when a PIA is perceived as
part of the user’s self. However, as we stated above, we did not hypothesize this relationship so
its significance will have to be verified by future research.
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Table 43. Summary of the Results
Hypotheses
H1: Disconfirmation of expectations is positively associated with satisfaction for experienced
PIA users.
H2: Disconfirmation of expectations is positively associated with perceived usefulness for
experienced PIA users.
H3: Perceived intelligence is positively associated with perceived usefulness for experienced
PIA users.
H4: Perceived intelligence is positively associated with disconfirmation of expectations for
experienced PIA users.
H5: Perceived anthropomorphism is positively associated with perceived enjoyment for
experienced PIA users.
H6: Perceived intelligence is positively associated with perceived anthropomorphism for
experienced PIA users.
H7: Perceived ownership is positively associated with perceived self-extension for
experienced PIA users.
H8: Perceived mastery is positively associated with perceived self-extension for experienced
PIA users.
H9: Perceived personalization is positively associated with perceived self-extension for
experienced PIA users.
H10: Perceived self-extension is positively associated with perceived usefulness for
experienced PIA users.
H11: Perceived self-extension is positively associated with perceived enjoyment for
experienced PIA users.
H12: Satisfaction with the PIA is positively associated with the intention to continue to use
for experienced PIA users.
H13: Perceived usefulness of the PIA is positively associated with the intention to continue to
use for experienced PIA users.
H14: Perceived enjoyment is positively associated with the intention to continue to use for
experienced PIA users.
H15: Subjective norms are positively associated with the intention to continue to use for
experienced PIA users.
Additional Results – Not Hypothesized For
Perceived self-extension is negatively associated with the intention to continue to use.
Perceived mastery is positively associated with perceived usefulness.
Perceived ownership is positively associated with perceived enjoyment.
Perceived personalization is positively associated with perceived enjoyment.
Perceived intelligence is positively associated with perceived enjoyment.
Perceived intelligence is positively associated with satisfaction.

4.5.

Results
Supported
Supported
Supported
Supported
Supported
Supported
Supported
Not Supported
Supported
Supported
Supported
Supported
Supported
Not Supported
Not Supported
Supported
Supported
Supported
Supported
Supported
Supported

Theoretical Contributions

Our study has several important theoretical implications especially in relation to a new set of
emerging technologies that more users are adopting and continuing to use. The interaction with
and continued use of these technologies is leading to the emergence of new perceptions that need
to be examined and highlights a need to reconceptualize some traditional notions in IS. We
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propose three new perceptions - perceived intelligence, perceived anthropomorphism, and
perceived self-extension - and examine their role in continuance of use by experienced PIA
users. Our work also investigates the application of the unified IS continuance model in the
context of a dual-purpose system, as well as the role of perceived enjoyment in this context.
Additionally, we provide additional explanations for how perceived usefulness is formed in the
post-adoption context. These contributions fill important gaps in the continuance literature, the
adoption-continuance continuum, and the IS literature in general. Looking at the IT continuance
literature as maintaining a theoretical continuity with the IT adoption literature (Ortiz de Guinea
and Markus 2009), several concerns that researchers highlighted in the adoption context
(Benbasat and Barki 2007) also hold in the continuance context, especially regarding the
antecedents of behavioral beliefs and the focus on utilitarian systems.
First, prior researchers have acknowledged the changing nature of information technologies.
That is, they have (1) highlighted the need to account for the holistic experiences with IT that
encompass both utilitarian and hedonic aspects (Agarwal and Karahanna 2000), and (2) called
for changes to the traditional notion of computers and computing from being at the center of the
user’s attention to existing on the periphery of other activities (Benbasat and Zmud 2003;
Orlikowski and Iacono 2001; Yoo 2010). These calls are especially relevant with the rise of a
new wave of technologies that are acting and thinking like humans, and increasingly and
continuously available to users.
Our study contributes to this discourse by showing that today’s users may actually view the
system as an extension of their self and self-identity, thus further narrowing the distance between
the user and the system. While the limited literature on self-extension in IS indicated the
presence of an extended self in virtual contexts (such as online avatars or Facebook posts) and
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with email and mobile phones (Odom et al. 2011; Kafai et al. 2007; Vishwanath and Chen 2008;
Clayton et al. 2015), we showed that perceived self-extension also takes place when the user
interacts with a PIA accessed via a mobile device on an everyday basis.
We believe that these perceptions are facilitated by the characteristics of this technology
(intelligent and anthropomorphic notions), continued use, and mode of use (everyday tasks, via a
mobile device), and are distorting the rigid boundaries of work and home, and personal and
public spheres. Our results revealed positive effects of perceptions of self-extension. That is,
when the system holds meaning related to the self, the perceptions of effectiveness and
enjoyment increase.
The self-extension concept is popular in consumer research mainly through consumer-product
relationships (Belk 1988). Users in these contexts hold special significance to some of their
possessions, develop an emotional connection toward them, view them as part of their self and
define their selves by them. We adapted a scale from that literature (Sivadas and Machleit 1994)
and used it for the first time in an IS context. Additionally, the literature in consumer research
and social psychology have proposed several processes leading to regarding an object as an
extension of the self: exercising power and control, creating an object, buying it, personalizing it,
and mastering its use (Belk 1988; Kiesler and Kiesler 2004). Guided by that literature and in the
context of PIAs and similar systems’ use, we identified three processes that could lead to
considering a PIA as part of the self: perceived ownership, perceived personalization, and
perceived mastery.
Overall, our results highlight an astonishing change in the users’ perception of technology from
being a tool distant from the self to a tool that they believe they not only own and can
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personalize, but also consider part of their self-identity. The technology and the user are not two
independent entities anymore, and the system is not just a tool, which have been two core
assumptions of IS research for decades.
Additionally, our study provides some specific contributions to the IS continuance literature by
addressing what we consider a major shortcoming. That is, in all the cross-sectional IS
continuance studies building on the IS continuance model (Bhattacherjee 2001a; Bhattacherjee
2001b; Limayem et al. 2007; Bhattacherjee and Lin 2015), the only antecedent of perceived
usefulness is disconfirmation of expectations, with the exception of two studies where perceived
ease of use was included (Thong et al. 2006; Kim and Malhotra 2005). For the longitudinal
studies, pre-usage beliefs were included as antecedents of post-usage beliefs (Bhattacherjee and
Premkumar 2004; Venkatesh et al. 2011).

Taking a step back and looking at the trend in the IS literature, a whole trajectory of theories
(TAM, UTAUT and the associated variations) at the individual level in IS use repeatedly
investigated the same set of beliefs about the system (Davis 1989; Ajzen and Fishbein 1980;
Ajzen 1985). There are exceptions of papers that investigated other factors such as cognitive
absorption (Agarwal and Karahanna 2000), system and information quality (Wixom and Todd
2005), trust (Gefen et al. 2003), and enjoyment (van der Heijden 2004; Koufaris 2002) in the
pre-adoption context. In the post-adoption context, studies that built on the IS continuance model
examined the role of pleasure (Kim et al. 2007), arousal (Kim et al. 2007; Ding and Chai 2015),
negative and positive emotions (Ding and Chai 2015), enjoyment (Thong et al. 2006; Kim 2011)
and habit (Limayem et al. 2007; Bhattacherjee and Lin 2015). In the post-adoption studies that
built on TAM and other intention-based models, the same constructs from TAM and the pre-
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adoption literature were used with the exception of one study that included pleasure and arousal
(Kim et al. 2007). The main problem with the continuity trend between pre- and post- adoption
(Ortiz de Guinea and Markus 2009) is that we are caught in the same loop of investigating
mostly the same constructs (mainly utility-based), and approaching the user’s experience with
the system solely from a utilitarian perspective. We believe that with the rise of new technologies
such as PIAs and other systems in the experiential computing arena, the focus of research needs
to shift to explore other important perceptions about the system. In this study, we defined,
developed and tested two new constructs that measure two previously unexamined user
perceptions

of

PIAs

and

similar

systems:

perceived

intelligence

and

perceived

anthropomorphism.

These perceptions highlight the main characteristics of a technology wave that is designed to be
closer to the notion of a human, and thus stress the changing notion of computing as mentioned
by Yoo (2010). A system is perceived as intelligent when it has an autonomous, pro-active, and
goal-oriented behavior, is aware of its user and environment, and is effective in reaching its
goals. We found that perceptions of intelligence explain how perceptions of usefulness and
perceptions regarding performance are formed regarding PIAs and similar systems. That is,
perceptions of intelligence increase the expectations of the system’s utility and positive
disconfirmation of expectations based on prior use. Furthermore, the supported relationship
between perceived intelligence and anthropomorphism corroborates prior research studies in AI
and anthropomorphism that associated human-like mind and cognition with anthropomorphism
(Epley et al. 2007, Gray et al. 2007; Turing 1950; Waytz et al. 2010; Waytz 2014; Woolridge
and Jennings 1995; Russell and Norvig 2003). Additionally, we theorize that technology is
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perceived as anthropomorphic when it shows emotional and social capacities. Our results show
that when users view the technology as human-like, they have more fun with it. An important
contribution of our work also relates to the conceptual specification of these two new constructs
as well as the creation and validation of two new scales that can be used in future research.

Our research also contributes to the intelligence literature, specifically in the context of
artificially intelligent systems and the IS literature on PIAs and similar systems. Despite a long
history of intelligence research in psychology, there is still no one definition of intelligence.
However, the long list of at least thirty-five definitions of intelligence shares a number of
similarities including knowledge, mental abilities, learning, understanding, and reasoning (Legg
and Hutter 2007). In AI, several definitions for artificial intelligence exist and share a number of
similar components including goal achievement, problem-solving, speed and flexibility, learning
and improvement, environment awareness abilities (Legg and Hutter 2007). The large number of
definitions of intelligence reflects (to some extent) the subjective nature of the construct.
Since we are studying the factors that impact the users’ behavioral intention to continue to use
and since an objective definition and measure of intelligence have been elusive, we measure the
users’ perception of intelligence in our model and not an objective measure of intelligence. Thus,
we define perceived intelligence as the perception that the PIA’s behavior is goal-directed,
autonomous, and adaptive, with effectual output. A number of studies in the human-robot
interaction literature measured perceived intelligence as the robot being perceived as
incompetent/competent,

ignorant/knowledgeable,

irresponsible/responsible,

unintelligent/intelligent, and foolish/sensible (Warner and Sugerman 1986; Bartneck et al. 2009;
Parise et al. 1996; Kiesler et al. 1996). While this scale might be appropriate with robots, it
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certainly is not with PIAs and similar systems since it does not reflect the dimensions of
perceived intelligence of these systems such as autonomy, pro-activeness, awareness of the
environment, and specific effectiveness measures (speed to get answers, correctness of answers,
learning behavior). Hence, we develop a scale to measure perceived intelligence, which includes
dimensions of autonomy and pro-activeness, environment awareness, and effectiveness and
efficiency (learning, goal-achievement, commands’ understanding and communication) (Table
32).
Additionally, our research contributes to the stream of research on anthropomorphism in the IS
literature. For example, socialness cues, gender and ethnicity stereotypes, social behavior rules,
expectations, and reciprocity have been investigated in the user-computer relationship (Moon
2000; Nass and Moon 2000). Prior studies have studied the impact of the presence or absence of
a talking face on a computer screen (Walker et al. 1994), and of an avatar on a website (Wang et
al. 2007). With recommender systems, Qiu and Benbasat (2009) had investigated the presence of
humanoid embodiment and human voice-based communication and found that they influence the
users’ feeling of social presence. We contribute to this literature by defining an all-inclusive
construct, perceived anthropomorphism, and developing a scale to measure it. We define
perceived anthropomorphism as the degree to which the users perceive the agent to be humanlike and develop a scale to measure it that includes both emotional and social dimensions.
The concept of anthropomorphism has been more extensively investigated in the fields of
psychology, philosophy, and marketing (Epley et al. 2007). The perceived anthropomorphism
construct exists in the human-robotic interaction and the marketing literature. In the humanrobotic interaction, researchers measured perceived anthropomorphism using a scale where users
rate

their

impressions

of

the

robot

as

fake/natural,

machinelike/humanlike,
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unconscious/conscious, artificial/lifelike, moving rigidly/moving elegantly (Bartneck et al.
2009). In the marketing literature, the scale used to measure perceived anthropomorphism asked
“how smart the car was, how well it could feel what was happening around it, how well it could
anticipate what was about to happen, and how well it could plan a route” (Waytz et al. 2014).
This latter scale aimed to capture the mental capacities of the product, i.e., the car. We believe
that the previously used scales in the referent fields were not appropriate for measuring the users’
anthropomorphic perceptions of PIAs and similar systems. More specifically, the scale used by
Waytz et al. (2014) focuses solely on the mental functions of the car. As for the scale used in the
human-robotic interaction literature, it is more applicable with robots since it focuses on the
robot’s looks, movements, and other more abstract concepts such as artificialness. We refer to
the broad literature in psychology, philosophy, and marketing to build a comprehensive
definition of perceived anthropomorphism. In the broad literature and theoretical books and
papers, objects with human-like features, emotions, cognition, or intention are usually
anthropomorphized (Epley et al. 2007, 2008; Kiesler 2008; Duffy 2003; Don et al. 1992; Walker
et al. 1994; Aggarwal and McGill 2007; Fournier and Alvarez 2012; Puzakova et al. 2013; Haley
and Fessler 2005; Jipson and Gelman 2007; Turkle 2012). We define perceived
anthropomorphism in line with this broad definition in referent fields, and develop a scale to
capture the full scope of the construct.
The development of the two constructs and their scales constitute a main contribution to the IS
field (Appendix B), and so does their disentanglement. More specifically, we measured the
mental capacities and cognition perceptions (almost always included in definitions of
anthropomorphism in referent fields) through the perceived intelligence scale and proposed a
relationship between the two. Prior research on anthropomorphism attributed human-like notions
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to objects with cognition and human-like mind (Epley et al. 2007, 2008; Kiesler 2008; Duffy
2003; Don et al. 1992; Walker et al. 1994; Aggarwal and McGill 2007; Fournier and Alvarez
2012; Puzakova et al. 2013; Haley and Fessler 2005; Jipson and Gelman 2007; Turkle 2012).
Additionally, one recent study in the marketing literature measured anthropomorphism solely
through mental capacities (Waytz et al. 2014). We disagree with this mix-up of the two
perceptions and believe that combining the two perceptions in one construct is not applicable
with PIAs and similar systems because the two perceptions can exist independently. That is
because perceptions of a system’s intelligence reflect capacities related to autonomy, proactiveness, and effectiveness (among others), while perceptions of anthropomorphism reflect
emotional and social capacities. Thus, the two constructs are conceptually independent but could
be related. For instance, a search engine that is pro-active, autonomous, and effective in getting
results is perceived as intelligent but not anthropomorphic. But a doll with an underlying
predetermined and limited set of actions, that has voice capabilities, and displays emotions and
social capacities is perceived to be anthropomorphic but not intelligent. Hence, we propose that
the two constructs are theoretically independent, disentangle them, and propose a relationship
between the two. Our data showed support for the disentanglement decision and the proposed
relationship between the two constructs.
There is a wealth of research in IS that examined the role of emotions in the context of
technology use. In the context of IS adoption and use, researchers have studied enjoyment
(Koufaris 2002; van der Heijden 2004; Davis et al. 1992), cognitive absorption (Agarwal and
Karahanna 2000), playfulness (Webster and Matrocchio 1992), and anxiety (Thatcher and
Perrewe 2002). In the context of IS continuance, scholars have proposed that emotion could play
a role as an antecedent of intention (Ortiz de Guinea and Markus 2009). Our review of prior
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studies on IS continuance revealed that most prior research focused on the continuance of
utilitarian systems (online banking platform, online brokerage site, computer based training
software, rapid application development, e-government technologies, academic portals; IT in the
insurance field) (Bhattacherjee 2001a; Bhattacherjee 2001b; Bhattacherjee and Premkumar 2004;
Venkatesh et al. 2011; Cheung and Limayem 2007; Kim and Malhotra 2005; Bhattacherjee and
Lin 2015), with the exception of few studies that accounted for the hedonic aspect of IS use
(mobile Internet services use, social networking sites) (Thong et al. 2006; Kim et al. 2007; Kim
2011; Ding and Chai 2015). These studies investigated pleasure, arousal, negative and positive
emotions, and enjoyment in a continuance context (Thong et al. 2006; Kim et al. 2007; Kim
2011; Ding and Chai 2015). In this study, we tested the effect of perceived enjoyment on the
continuance intention of a dual-purpose system but did not find support for the relationship.
Thong et al. (2006) and Kim (2011) found a positive effect of perceived enjoyment on the
intention to continue to use. One possible explanation for the divergence in results could be
attributed to the nature of use of the investigated systems. That is, Thong et al. (2006) explored
the continuance of use of mobile Internet services including short message services, games,
movie ticketing applications, and other enjoyable services. Kim (2011) explored the effect of
enjoyment in the context of a social networking site, Cyworld, where users can create their own
content, decorate their mini-rooms, and dress up their avatars. We examined the continuance of
use of PIAs, which help the users complete tasks in an everyday life context. In their comments
following the survey, participants in our study overwhelmingly used words like ‘multitasking’,
‘helpful’, ‘resourceful’, ‘useful’, ‘save time’, ‘very effective’ when describing their PIAs and
PIAs’ use. Hence, the difference in the findings could be attributed to subjects using the
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platforms in Thong et al.’s (2006) and Kim’s (2011) studies for mostly hedonic purposes, while
subjects in our study mostly using them for utilitarian reasons. Practical Implications
Our results provide important implications for companies, and designers of PIAs and similar
systems. First, our results have implications on design features related to perceived intelligence
and perceived anthropomorphism. We identify the dimensions of perceived intelligence in a PIA
and similar systems’ context. These dimensions include perceptions of autonomy and proactiveness, environment awareness, effectiveness, and efficiency (learning, goal-achievement,
commands’ understanding and communication). Our results also highlight the relevant emotional
and social capacities that tap on the perceptions of anthropomorphism. Currently available PIAs
differ on all those dimensions. For example, Microsoft’s Cortana possesses a good level of proactivity and autonomy, and physical and virtual awareness. That is, the PIA communicates well
with other apps such as the calendar, alarm, search engine, weather, and some other Windows
apps. However, the PIA could improve on all those dimensions and enhance its learning behavior
and speed in getting results. In terms of anthropomorphic traits, Cortana is funny and lively but
could benefit from displaying more emotional and social capacities. Google Now is
knowledgeable about its user and quick in getting results. However, the agent could improve in
terms of awareness of the physical environment (mostly the user) and the virtual environment
(communicating with more apps). The PIA currently displays a good level of autonomy and proactivity, and a high level of accuracy and learning. The agent could benefit from a better
communication with the user as well as an improved learning behavior from the interactions (and
not only through mined data). Such improvements will enhance the users’ perceptions of
intelligence. Google Now is activated with the command “OK Google” or by clicking and
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holding the Google home button once inside the app. The PIA does not have a clear identity or
gender, and no social or emotional capacities.
Companies have an interest in ensuring the users’ continued use of these systems. Our results
showed that increasing perceptions of intelligence positively impacts both the experiential
judgments regarding performance and expectations of future efficiency, which directly and
indirectly impact the continuance intention. The interaction with a PIA that is more human-like
is more fun for users. Thus, the identified dimensions for both perceived intelligence and
perceived anthropomorphism provide practical guidance for designers and companies alike.
Additionally, continuance of use at the individual level is vital to the survival of many firms.
Hence, a main goal for companies is to develop a sustainable relationship with their customers
and users. In fact, attracting new users costs companies at least five times more than retaining
existing ones (Bhattacherjee 2001a). While companies objectively design their PIAs to possess
utility- and hedonic- based sides, our results showed that for experienced users utility-based
perceptions impact their intention to continue to use the system but not the enjoyment-based
ones. For companies, this highlights the need to (1) track the users’ perceptions during their
interaction with these systems and (2) mainly target the utility-based expectations of experienced
users to increase the prospects of maintaining the users’ base. Based on our study, this is possible
through enhancing perceptions of intelligence and self-extension. We identify specific
dimensions of perceptions of intelligence as well as mechanisms that help increase perceptions
of self-extension.
Finally, companies may design their PIAs and similar systems to increase the perceptions of selfextension among users. This is especially relevant with the proliferation of personal intelligent
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agents that have personalization features and are available through devices that the users own.
Owning the phone, the watch, the computer, the house, or the car gives the user full control to
use the PIA and decide who else gets to use it, thus leading to increased control and perceptions
of possession. These perceptions are especially high with PIAs such as Alexa because of its
embeddedness in several portable devices owned by the user (Echo, Echo Dot, Amazon Tap,
Fire TV, alarm clocks, pet feeders) (Newman 2016, Press). As for the personalization features,
available PIAs are designed to recognize the user, mine her personal data (flights, appointments,
packages, reservations, etc.) (Newman 2016, Press), track her behavioral patterns, and provide
recommendations accordingly. For instance, Google Now has a high level of personalization
compared to all other available PIAs. Companies want users to continue using the PIA,
especially experienced ones. However, our post-hoc analysis showed that users may not want to
continue to use a system once it becomes an extension of the self possibly due to threats to
security and privacy (more research is needed to validate this result since it is was not
hypothesized for). The dilemma is that the closer the technology is to the self, the more useful
and enjoyable the experience with it is. One possible explanation that companies could address is
related to privacy related concerns among users especially because the algorithms and data that
support the system mostly lie in the cloud. In summary, the main issue that companies need to be
aware of is that designs and algorithms that enable high perceptions of personalization can
backfire and impact the users’ retention rate negatively.

4.6.

Limitations

To assess the external validity of the study, we need to consider the respondents and the setting
of the study (Cook and Campbell 1979). The setting was a field study with experienced PIA
users, who were students. The level of analysis in this study is the individual, and students have

192

well-formed perceptions and attitudes about their use of their PIAs. Thus, we believe that student
subjects are representative of the PIA users population.
Another possible threat to external validity is the fact that around 78% of respondents were users
of one specific PIA, Apple’s siri. Given that 22% of respondents used other PIAs, we believe
that this limitation was not detrimental to our results.
Another possible limitation for this study is our choice of dependent variable to be the intention
to continue to use. This choice was consistent with the nature of the study, a cross-sectional
study, which might be perceived as a bigger limitation. This design choice definitely had its own
limitations but conducting a longitudinal study (the next best option) was not feasible given the
restrictions we had regarding time and subjects’ availability. Additionally, plenty of studies in IS
have empirically supported the positive association between intention to use and actual usage
(Davis 1989; Venkatesh et al. 2003; Bhattacherjee and Lin 2015; Komiak and Benbasat 2006).

4.7.

Conclusion

The portion of experienced PIA users is growing large every day. These PIAs are taking the
shape of a companion and acting on the users’ behalf to help manage their everyday activities.
The continuous interaction with these PIAs is impacting the users’ sense of self, sense of being
human, perception of technology, and relationships with others. More research needs to be done
to better understand this changing relationship between the users and technology, this work is
just a first step in that direction.
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CHAPTER 5: THEORETICAL CONTRIBUTIONS
Prior researchers have called for changes to the traditional notion of computers and computing
from being at the center of the user’s attention to existing on the periphery of other activities
(Benbasat and Zmud 2003; Orlikowski and Iacono 2001; Yoo 2010). These calls are especially
relevant with the rise of a new wave of technologies that are acting and thinking like humans,
and increasingly and continuously available to users. This dissertation contributes to this
discourse by showing that today’s users develop emotional and cognitive connections with PIAs,
and view them as an extension of their self and self-identity (after continued use). Our results
highlight an astonishing change in the users’ perception of technology from being a tool distant
from the self to a tool that they develop emotional connections with and consider part of their
self-identity. The technology and the user are not two independent entities anymore, and the
system is not just a tool, which have been two core assumptions of IS research for decades.
This dissertation offers several important theoretical implications. The proliferation of these
technologies and the users’ interaction with them are leading to the emergence of new
perceptions that must be examined. Prior research in the IS literature highlighted the substantial
change in the nature of information technologies and called for accounting for the holistic
experience with IT (Agarwal and Karahanna 2000). In this dissertation, we propose two new
perceptions, perceived intelligence and perceived anthropomorphism, as fundamental users’
perceptions during the interaction with these systems. Specifically, we theorize that perceptions
of intelligence, anthropomorphism, and self-extension (during post-adoption only) are necessary
to account for the holistic users’ experiences with these new technologies and help explain how
behavioral beliefs and trust perceptions are formed in pre- and post-adoption contexts. We
conceptualize and create scales for perceived intelligence and perceived anthropomorphism, and
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adapt a scale from the marketing literature for perceived self-extension (Sivadas and Machleit
1994).
Benbasat and Barki (2007) recommended examining the antecedents of the salient beliefs used in
the adoption models, i.e., perceived usefulness and ease of use, as one way to benefit practice
through providing design oriented advice. We believe that with the rise of new technologies such
as PIAs and similar systems, there is an urgent need to answer this call. More specifically, if we
were to examine the users’ interactions with these new technologies solely relying on TAM and
UTAUT models and their salient constructs, we would be missing important dimensions in the
users’ interaction with these systems. Furthermore, taking a step back and looking at the trend in
the IS literature, a whole trajectory of theories (TAM, UTAUT and the associated variations) at
the individual level in IS use repeatedly investigated the same set of beliefs about the system
(Davis 1989; Ajzen and Fishbein 1980; Ajzen 1985). There are exceptions of papers that
investigated other factors such as cognitive absorption, system and information quality, trust, and
enjoyment in the pre-adoption context (Agarwal and Karahanna 2000; Wixom and Todd 2005;
Gefen et al. 2003; van der Heijden 2004; Koufaris 2002). In the post-adoption context, studies
that built on the IS continuance model examined the role of pleasure, arousal, negative and
positive emotions, enjoyment and habit (Kim et al. 2007; Kim et al. 2007; Ding and Chai 2015
Ding and Chai 2015; Thong et al. 2006; Kim 2011; Limayem et al. 2007; Bhattacherjee and Lin
2015). The main problem with the continuity trend between pre- and post- adoption (Ortiz de
Guinea and Markus 2009) is that we are caught in the same loop of investigating mostly the
same constructs (mainly utility-based), and approaching the user’s experience with the system
solely from a utilitarian perspective. We believe that with the rise of new technologies such as
PIAs and other systems in the experiential computing arena, the focus of research needs to shift
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to explore other important perceptions about the system. These new systems in the experiential
computing arena (Yoo 2010) are designed to be close to the user, always available to her, more
like humans, autonomous, pro-active, and aware of their environment. In this dissertation, we
expanded the theoretical explanations for understanding use from a more holistic perspective. As
a by-product of this enhanced theoretical thinking, we defined, developed and tested two new
constructs that measure two previously unexamined user perceptions of PIAs and similar
systems: perceived intelligence and perceived anthropomorphism.

These perceptions epitomize the main characteristics of a new technology wave of PIAs and
similar systems. Our results stress the importance of perceptions of intelligence in the pre- and
post-adoption contexts and the insufficiency of previous constructs, on their own, to explain the
adoption, continuance of use, and trust in these new technologies. A system is perceived as
intelligent when it has an autonomous, pro-active, and goal-oriented behavior, is aware of its
user and environment, and is effective in reaching its goals. In a pre-adoption context,
perceptions of intelligence increase the expectations of utility derived from potential system’s
use, and perceptions of effort invested during the interaction (Chapter 2). Perceptions of
autonomy, pro-activeness, awareness, and effectiveness of output (at the core of perceptions of
intelligence) also decrease the perceptions of risk and uncertainty (Chapters 2 and 3). More
specifically, perceptions of intelligence increase cognitive trust in integrity and benevolence
(Chapter 3).

An important contribution of our work also relates to the conceptual specification of these two
new constructs as well as the creation and validation of two new scales that can be used in future
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research. Our research contributes to the intelligence literature, specifically in the context of
artificially intelligent systems and the IS literature on PIAs and similar systems. For the first
time, we develop a definition for intelligence that is appropriate for PIAs and similar systems.
We define perceived intelligence as the perception that the PIA’s behavior is goal-directed,
autonomous, and adaptive, with effectual output. We also develop a scale to measure perceived
intelligence, which includes dimensions of autonomy and pro-activeness, environment
awareness, and effectiveness and efficiency (learning, goal-achievement, commands’
understanding and communication) (Appendix B). This research also contributes to the stream of
research on anthropomorphism in the IS literature by defining an all-inclusive construct,
perceived anthropomorphism, and developing a scale to measure it. We believe that the
previously used scales in the referent fields are not appropriate for measuring the users’
anthropomorphic

perceptions

of

PIAs

and

similar

systems.

We

define

perceived

anthropomorphism as the degree to which the users perceive the agent to be human-like and
develop a scale to measure it that includes both emotional and social dimensions (Appendix B).

These new systems are designed to behave as much as possible like a human. We found that
these systems are actually perceived to be human-like (based on their emotional and social
capacities) and these perceptions play a vital role in the context of pre- and post-adoption
(Chapters 2, 3, and 4). Our results showed that when new users perceive the technology to be
anthropomorphic, they have more fun with it and trust it more. More specifically, we find that
perceptions of anthropomorphism increase the emotional trust in the agent (Chapter 3).
Perceptions of anthropomorphism also impact the intention to adopt through perceived
enjoyment (Chapter 2), and intention to use through emotional trust (Chapter 3). These findings
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stress the important role of anthropomorphic perceptions in the IS context, and the insufficiency
of the repeatedly used constructs in the IS literature to fully explain the adoption (and use)
process of this new set of technologies.

The development of the two constructs and their scales constitute a main contribution to the IS
field (Appendix B), and so does their disentanglement. More specifically, we measured the
mental capacities and cognition perceptions (almost always included in definitions of
anthropomorphism in referent fields) through the perceived intelligence scale and proposed a
relationship between the two. Prior research in anthropomorphism attributed human-like notions
to objects with cognition and human-like mind (Epley et al. 2007, 2008; Kiesler 2008; Duffy
2003; Don et al. 1992; Walker et al. 1994; Aggarwal and McGill 2007; Fournier and Alvarez
2012; Puzakova et al. 2013; Haley and Fessler 2005; Jipson and Gelman 2007; Turkle 2012). We
disagree with this mix-up of the two perceptions and believe that combining the two perceptions
in one construct is not applicable with PIAs and similar systems because the two perceptions can
exist independently. Our data showed support for the disentanglement decision and the proposed
relationship between the two constructs (Chapters 2, 3, and 4).

While the limited literature on self-extension in IS indicated the presence of an extended self in
virtual contexts (such as online avatars or Facebook posts) and with email and mobile phones
(Odom et al. 2011; Kafai et al. 2007; Vishwanath and Chen 2008; Clayton et al. 2015), in
Chapter 4, we showed that perceived self-extension also takes place when the user interacts with
a PIA accessed via a mobile device on an everyday basis. We believe that these perceptions are
facilitated by the characteristics of this technology (intelligent and anthropomorphic notions),
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continued use, and mode of use (everyday tasks, via a mobile device), and are distorting the rigid
boundaries of work and home, and personal and public spheres. In the context of PIAs and
similar systems’ use, we identified three processes that could lead to considering a PIA as part of
the self: perceived ownership, perceived personalization, and perceived mastery. We found
support for the effect of the first two. A possible explanation for the lack of a significant
relationship between perceived mastery and perceived self-extension could be related to the
PIA’s level of ease of use. That is, given the PIAs’ low level of complexity, the users did not
need to master their use or acquire any additional skills for the interaction to be successful and
fruitful.
Additionally, an important contribution of this dissertation is the investigation of trust in a
system that is viewed not only as a tool but also as a social actor. Prior IS researchers examined
trust in technology using a system-based set of beliefs (helpfulness, reliability, and
functionality), or in humans, human organizations, and e-vendors using a human-based set of
beliefs (integrity, benevolence, ability) (Lantkon et al. 2015). Lantkon et al. (2015) found that the
level of humanness of the technology should determine which set of trust beliefs to use (systembased vs. human-based). We assumed a high level of humanness for PIAs and similar systems by
design (abundant social and emotional capacities), and used the human-set of beliefs (integrity
and benevolence) to measure trust. We excluded the competence sub-dimension in line with
recommendations for better multidimensional constructs specification and conceptualization by
Barki (2008) and prior studies that excluded one dimension of trust (Aubert and Kelsey 2003;
Komiak and Benbasat 2006). That is, not all dimensions of a construct need to be simultaneously
present for the construct to exist (Barki 2008) especially since we capture the PIA’s competence
aspect through one of the sub-dimensions of perceived intelligence (Section 2.3.8). We measured
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trust through the integrity and benevolence sub-dimensions, and found that perceptions of
intelligence increased initial trust directly as well as through perceptions of anthropomorphism
(Chapter 2).
Prior research found support for the relationship between initial trust and intention to use in ecommerce contexts and with online recommendation agents (Hampton-Sosa and Koufaris 2005;
Wang and Benbasat 2005; Qui and Benbasat 2009; Kim et al. 2007; Kim and Prebhakar 2002;
Vance et al. 2008; Gefen et al. 2002). However, we did not find support for the relationship
between initial trust and intention to adopt (Chapter 2). One possible explanation could be that
users developed a negative emotional response towards technology that is perceived as
intelligent and anthropomorphic. This can be attributed to their fear of technology dominating
their life and potentially losing control to these systems.

Trying to better understand this relationship, in Chapter 3 we proposed that PIA users think and
feel trust, in line with Komiak and Benbasat (2004). We theorized that users would develop trust
in PIAs due to their role as social actors and not just as systems. In IS research, trust has been
mainly investigated cognitively in studies examining trust in the system (which is different than
trust in the user or in virtual teams). Our findings contribute to the IS trust and use literature by
showing that emotional trust and cognitive trust in benevolence positively impact the intention to
use a new PIA while cognitive trust in integrity negatively impacts the use intention. These
findings corroborate the importance of both the emotion- and cognitive-based trust bonds in the
context of PIA use, and highlight the tension in trusting an intelligent and human-like
technology. The negative relationship between cognitive trust in integrity and intention to use
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epitomizes an existing nervousness that users feel towards a technology that is acting like a
human and trying to be potentially present in every aspect of their daily life.
Our results also contribute to the IS literature by investigating humor in an IS context. There are
no studies that investigated humor in an IS context before. Humor is an effective form of
communication between humans (Dziegielewski et al. 2003). Prior research recommended
integrating humor in human interfaces to make them friendlier, more natural, and easier to
communicate with (Binsted 1995; Mulder and Nijholt 2002). We find that humor is important in
the context of PIAs and similar systems as it helps develop perceptions of anthropomorphism
and cognitive trust in the PIA’s benevolence.
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CHAPTER 6: PRACTICAL IMPLICATIONS
Our findings highlight some important implications for companies, and designers of PIAs and
similar systems. Specifically, this dissertation provides implications for design features related
to perceptions of intelligence and anthropomorphism. We identified the dimensions of
perceptions of intelligence in PIAs and similar systems’ and they include perceptions of
autonomy and pro-activeness, environment awareness, and effectiveness and efficiency
(learning, goal-achievement, commands’ understanding and communication). We also identified
the social and emotional capacities as important dimensions that could increase the perceptions
of anthropomorphism attributed to PIAs.
Currently available PIAs possess different combinations of some of these dimensions but could
benefit from many improvements. We provided detailed recommendations for improvement for
these PIAs (Apple’s Siri, Google Now, Amazon’s Alexa, and Microsoft’s Cortana) in Chapters 2
and 4. Chapter 3’s results also have important implications for anthropomorphic design features.
We found independent effects of humor on cognitive trust in benevolence. We also found that
voice and humor increase the perceptions of anthropomorphism in an additive manner. Several
currently available PIAs (such as Google Now and Amazon’s Alexa) possess voice features but
not humor. We showed that the presence of humor is important for increasing perceptions of
anthropomorphism and cognitive trust in benevolence (Chapter 3).
Companies have an interest in more users starting to use these systems and ensuring the users’
actual and continued use of these PIAs. Our results highlight the importance of both utilitarian
and hedonic values of use, and perceptions of intelligence and anthropomorphism for new users
interacting with these technologies (Chapter 2). We also showed that increasing perceptions of
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intelligence (through an abundance of the indicated dimensions above), and perceptions of
anthropomorphism (through an abundance of social and emotional capacities), actually
positively impact cognitive and emotional trust (Chapter 3). Our findings also revealed that
increasing perceptions of intelligence positively impacts both the experiential judgments
regarding performance and expectations of future efficiency, which directly and indirectly
impact the continuance intention. The interaction with a PIA that is more human-like is more fun
for users (Chapter 4). Hence, the identified dimensions for both perceived intelligence and
perceived anthropomorphism provide practical guidance for designers and companies alike.
Additionally, continuance of use at the individual level is vital to the survival of many firms.
Hence, a main goal for companies is to develop a sustainable relationship with their customers
and users. In fact, attracting new users costs companies at least five times more than retaining
existing ones (Bhattacherjee 2001a). While companies objectively design their PIAs to possess
utility- and hedonic- based sides, our results showed that for experienced users utility-based
perceptions impact their intention to continue to use the system but not the enjoyment-based
ones. For companies, this highlights the need to (1) track the users’ perceptions during their
interaction with these systems and (2) mainly target the utility-based expectations of experienced
users to increase the prospects of maintaining the users’ base. Based on our study, this is possible
through enhancing perceptions of intelligence and self-extension. We identify specific
dimensions of perceptions of intelligence as well as mechanisms that help increase perceptions
of self-extension. We elaborate on these mechanisms and provide practical examples and
recommendations in Chapter 4.

203

Our results also might be extended for the use of intelligent agents in non-personal contexts.
Examples of these applications include intelligent agents in healthcare, education, or emergency
assistance contexts. We elaborate on these potential applications in Chapter 2.
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CHAPTER 7: CONCLUSION
Personal intelligent agents are becoming more commonplace every day, and more users are
considering adopting them. These PIAs possess powerful abilities, computational and social,
enabled by the availability of cheap parallel technologies, big data and complex algorithms
(Kelly 2014). Our research has shown that the current adoption and continuance models may not
be sufficient to examine the adoption and continuance of use of PIAs and similar systems. In this
dissertation, we have created two new perceptions, perceived intelligence and perceived
anthropomorphism, which proved to be essential to examine the users’ interaction with these
new systems during pre- and post-adoption. Our research has also shown that the users’
continuous interaction with these PIAs is impacting their sense of self and perceptions of
technology. For the first time in an IS context, we examined perceptions of self-extension and
possible processes that could cause them. This new wave of technologies has an immense
influence on users, new and experienced, and our IS models and constructs may not be sufficient
to properly understand and explore the users’ relationship with them. We hope that this
dissertation provides an important step towards better investigating the users’ interaction with
PIAs and similar systems.
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APPENDIX A
A.1.

User Instructions and Training Task

ü You should have a pair of headphones, an iPod touch, a USB cable, and an instructions
sheet in front of you.
ü Please take a moment to turn off your mobile phone. Please do not turn it back on until
the end of the experiment.
ü During this lab experiment, you will be interacting with a personal intelligent agent,
namely, Siri. Siri lets you use your voice to send messages, schedule meetings, place
phone calls, and more. Ask Siri to do things just by talking the way you normally do.
How to use Siri?
1. To call Siri for assistance, you have three ways:
a. Either say “Hey Siri” followed by your request.
• For example, you could say: “Hey Siri what’s the weather today”
b. Or, press and hold on the home button displayed in the image below.

c. A third way is using the microphone icon while you are interacting with Siri. The
microphone icon is displayed in the image below. You can see its location on the
screen above the home button.
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If Siri doesn’t understand what you said, it will let you know. It could say: “ I didn’t
catch that” or “ I did not understand”. All you have to do is repeat your request using
one of the two ways mentioned above in points a and b.
2. When Siri is listening, you will see this screen with a wave pattern at the bottom, like in
the image below:

3. When Siri is processing your request, you will hear one beep, and see circles in
continuous motion at the bottom of the screen. Here is what your screen will look like:

4. If you want to stop Siri while processing your request or while talking, simply press and
hold the home button. We advise you to always wait for Siri to finish talking and/or
processing. In other words listen to what Siri has to say without interrupting. That’s
conversation etiquette after all J.
5. At all times, please make sure to speak clearly with good enunciation. Speaking fast is
not a problem with Siri. Also note that you absolutely don’t need to speak in a robotic
manner. Just be normal J.
6. If it is taking you too long to communicate your request to Siri, make sure you keep on
pressing and holding the home button so that Siri doesn’t interrupt you while speaking.
7. If you prefer to communicate with Siri in a language other than English, e.g. French,
Russian, Thai, Korean, Spanish, Turkish, Japanese, German, Chinese (Mandarin,
Cantonese), you have the option to switch at this point. Go to Settings > General > Siri >
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Language, and choose the language of your preference. If you need assistance, kindly
raise your hand.
8. That’s it! Good luck on your first interaction with Siri!

A.2.

Tasks

Task 0:
- Start by wearing your headphones.
- Call Siri for assistance. Remember you can do that by simply saying “Hey Siri”.
- Ask Siri about the weather right now: “Hey Siri what’s the weather right now?”
- Ask Siri about the weather right now in Miami: “Hey Siri what’s the weather right now in
Miami?”
- Then ask Siri other weather related questions like:
o How cold is it right now?
o Will it rain tomorrow?
o Do I need an umbrella?
Task 1:
In this task, you will ask Siri to call you by your first name or a chosen nickname. Siri currently
knows you as a lab participant in Baruch College. If you have a preferred nickname, then use it.
Otherwise, you can always choose to use your first name.
- Tell Siri to call you by your first name, by saying: “Hey Siri, call me Sara”, or whatever
your first name is. If Siri doesn’t get your name right, choose any nickname or
abbreviation (Ex. Superman, Cinderella, Tal, Jef, etc.)
- After Siri confirms the processing of your request, and just to double check, ask Siri what
your name is.
Task 2:
In this task, you will ask Siri to create a reminder for you to review the CIS 2200 slides tonight,
and to wake you up tomorrow at 7 am.
- Tell Siri: “Hey Siri remind me to review my slides tonight”.
- Tell Siri to wake you up tomorrow at 7 am.
- Maybe 7 am is too early, just tell Siri to change it by saying: “Hey Siri, change it”. And
set the time that suits you best.
Task 3:
In this task, you will ask Siri for good places to eat. You will start by asking SIRI about
restaurants in general, and you will follow-up specifying Tacos places.
- Start by asking Siri: “Hey Siri, any good restaurants around here?”
a. Let Siri list three restaurants at least before telling Siri that you like the listed
restaurants.
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b. After it lists few restaurants, accept one and get directions to it. A good choice is
“Eataly NYC”.
Task 4:
In this task, you will ask SIRI for New York City’s population.
- Start by asking SIRI: “ Hey Siri what’s New York City’s population?”
Task 5:
Take 5 minutes to interact with Siri on your own.
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APPENDIX B: DEVELOPING MEASURES FOR PERCEIVED
INTELLIGENCE AND PERCEIVED ANTHROPOMORPHISM
B.1.

Indicators’ Creation Process

We started the process of measure development with a thorough review of the references on
scale development, index development, formative vs. reflective measures, and hierarchical
models (DeVellis 1991; Diamantopoulos and Winklhofer 2001; Cenfetelli and Bassellier 2009;
Edwards and Baggozi 2000; Coltman et al. 2008; Ringle et al. 2012; Hair et al. 2013, 2016; Furr
2011; Davis 1989; Nunnally 1978; Bohrrnstedt 1970).
Psychometricians emphasize a careful selection of the initial set of items used for measurement
from the domain sampling model. With formative indexes, a meticulous choice of items will help
ensure satisfactory indicator specification (Diamantopoulos and Winklhofer 2001). With
reflective scales, proper selection of the items ensures content validity (Davis 1989; Nunnally
1978; Bohrrnstedt 1970). A domain sampling model assumes that there is a domain of content
corresponding to the latent variable that the researcher is interested in measuring. With reflective
indicators, items are chosen randomly from the universe of items relating to the construct of
interest (DeVellis 1991). However, with formative indicators, the chosen items must cover the
entire scope of the latent variable. A formative index is more abstract than a reflective scale
(Bagozzi 1994) because the formative indicators cause the latent variable rather than being
determined by it. Thus, the breadth of definition is extremely important with formative
measurement models (Nunnally and Bernstein 1994). Failing to consider all facets of the
construct with formative indicators will lead to excluding part of the construct and not covering
the scope (Diamantopoulos and Winklhofer 2001).
Based on our review of the literature on formative and reflective measures development, we
decided to (1) start with a thorough review of the relevant literature on intelligence and
anthropomorphism, (2) define the two constructs we intend to measure, and (3) create the set of
items aiming to build a formative index since the criteria for items’ choice were more stringent
with formative indicators. We were flexible about possible later changes in the structure of the
measurement model (reflective, hierarchical order, formative) in case the data did not confirm
our choices.
Based on an exhaustive review of the literature on intelligent agents in IS and AI (presented in
section 2.1), the literature on anthropomorphism in IS and other fields, the characteristics of
PIAs (presented in section 2.2), observations of current PIAs, industry publications, and
interviews with current PIA users, we defined the two constructs as follows: (a) Perceived
intelligence is the perception that the PIA’s behavior is goal-directed, autonomous, and adaptive,
with effectual output (please refer to section for a detailed explanation), and (b) Perceived
anthropomorphism is the degree to which the users perceive the agent to be human-like (please
refer to section 2.3.5 for a detailed explanation). We referred to these definitions to generate 15
candidate items for perceived intelligence and 15 candidate items for perceived
anthropomorphism (Table 44). We developed the items according to established measurement
development guidelines (DeVellis 1991).
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Table 44. Round 1 - March 9 2015
Perceived Intelligence
Autonomy
1. The personal intelligent agent is able to operate without my intervention
2. I have control over the personal intelligent agent’s actions and internal state
Awareness of the environment
3. The personal intelligent agent is aware of the physical world (user, distance to user, etc.)
4. The personal intelligent agent is aware of the virtual world (other applications, internet, etc.)
Reactivity
5. The personal intelligent agent can respond in a timely manner to change
Pro-activeness/ PIA creates and sets goals
6. The personal intelligent agent is able to set and pursue goals for itself
Natural language processing / communication skills/ Verbal behavior:
7. The personal intelligent agent can communicate successfully (in English)
Knowledge representation
8. The personal intelligent agent can store what it knows
9. The personal intelligent agent can store what it hears
Automated reasoning/ PIA thinks
10. The personal intelligent agent is able to think, i.e. it can answer questions and draw conclusions
Machine learning/ PIA learns
11. The personal intelligent agent learns
12. The personal intelligent agent can adapt to change
13. The personal intelligent agent is able to detect patterns
Outcomes/ Outcomes under uncertainty
14. The personal intelligent agent is able to produce the best rational outcome
15. The personal intelligent agent is able to produce the best expected outcome in cases of uncertainty
Perceived Anthropomorphism
Humanlike physical features
1. The personal intelligent agent is able to talk
2. The personal intelligent agent’s voice tone is humanlike
Humanlike mind/ Intention
3.The intelligent agent wants to assist me with my daily tasks.
Emotions
4. The personal intelligent agent is compassionate
5. The personal intelligent agent is capable of showing love
6. The personal intelligent agent cares for me
7. The personal intelligent agent can get frustrated at times
8. The personal intelligent agent can get upset at times
Traits
9. The personal intelligent agent is funny
10. The personal intelligent agent is sociable
11. The personal intelligent agent is friendly
12. The personal intelligent agent is pleasant
13. The personal intelligent agent is trustworthy
14. The personal intelligent agent is respectful
15. The personal intelligent agent is polite

We aimed to generate a set of items that covers the entire scope for each variable
(Diamantopoulos and Winklhofer 2001). To do so, we ensured that we had at least one item to
cover each proposed dimension of the construct. For perceived intelligence, we detected the
following dimensions: autonomy, physical world awareness, virtual world awareness, proactiveness, completion time, communication ability, logical reasoning, learning ability, and
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output quality. For anthropomorphism, the detected dimensions were: human-like mind,
intentions9, behavior, features, and feelings.
The next step consisted of narrowing down the items, aiming to refine the list and make the items
more independent. Pre-test interviews with experienced PIA users and several discussion rounds
among the researchers were then conducted to assess the semantic content of the items and
purify them. The items that best fit the definition of each construct were retained, yielding 9
independent items for perceived intelligence, and 14 independent items for perceived
anthropomorphism (Table 45).
Table 45. Round 2 - March 20 2015
Perceived Intelligence
1. Perceived autonomy: The personal intelligent agent is able to operate without my intervention
2. Perceived physical world: The personal intelligent agent is aware of the physical world (user, distance
to user, etc.)
3. Perceived virtual world: The personal intelligent agent is aware of the virtual world (other
applications, internet, etc.)
4. Perceived pro-activeness: The personal intelligent agent is able to set and pursue tasks by itself in
anticipation of future user needs.
5. Perceived time to completion: The personal intelligent agent can complete tasks quickly.
6. Perceived communication ability: The personal intelligent agent can communicate successfully with
the user.
7. Perceived logical reasoning: The personal intelligent agent can find and process the necessary
information for completing its tasks.
8. Perceived learning ability: The personal intelligent agent can adapt its behavior based on prior events
9. Perceived output quality: The personal intelligent agent is able to provide me with a useful answer.
Perceived Anthropomorphism
Perceived mental capacities (Adapted from Waytz, 2014)
1. The personal intelligent agent is smart
2. The personal intelligent agent could feel what is happening around it
3. The personal intelligent agent could anticipate future user needs
4. The personal intelligent agent could set and pursue tasks by itself
Perceived humanlike features
5. The personal intelligent agent is able to speak like a human
Perceived emotional ability
6. The personal intelligent agent can be happy
7. The personal intelligent agent can feel love
8. The personal intelligent agent can get upset at times
9. The personal intelligent agent can get frustrated at times
Perceived human-like traits (Inspired by Kiesler et al. 2008)
10. The personal intelligent agent is friendly
11. The personal intelligent agent is respectful
12. The personal intelligent agent is trustworthy
13. The personal intelligent agent is funny
14. The personal intelligent agent is caring

B.2.

Formative Structure- Pilot Tests

After creating the items and in line with relevant references (Coltman et al. 2008; Edwards and
Baggozi 2000), we then tested the two constructs based on a formative structure. We proposed
that these indexes were formative because we felt that (1) the latent constructs are determined as
9

We removed intentions later
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a combination of the relevant indicators, (2) the observed variables, i.e., items, for each construct
seemed to cause the latent variable rather than being caused by it, and (3) the items were not
interchangeable and adding or dropping one item can change the conceptual domain of the
construct (Diamantopoulos and Winklhofer 2001; Coltman et al. 2008).
After initial pilot runs with study 2 (investigating users’ continuance of use of PIAs), we further
refined the items. We present the refined list of items in Table 46.
For formative indicators, successful index construction is contingent upon critical factors
including content specification, indicator specification, indicator collinearity, and convergent
validity (Diamantopoulos and Winklhofer 2001; Hair et al. 2013). Content specification relates
to specifying the scope and domain of content that the index is intended to capture. Because a
formative indicator is determined by its indexes, content specification is vital, requires an
exhaustive span, and is linked to indicator specification. Additionally, the breadth in specifying
the indicators is necessary to cover the entire scope of the latent variable and capture all the
facets of the concept. Failing to include one indicator can change the composition of the latent
variable (Diamantopoulos and Winklhofer 2001). Therefore, the extensive review of the relevant
literature on both artificial intelligence and anthropomorphism that we had conducted before
starting this process of index creation was essential to identifying important relevant dimensions
for each construct.
We ran several pilot test rounds with study 2 (investigating users’ continuance of use of PIAs) to
assess and fine-tune the two formative indexes. Based on the collected data from the pilot runs
for study 2, we assessed (1) the convergent validity, (2) the formative measurement models for
collinearity issues, and (3) the significance and relevance of the formative indicators. We
followed the steps proposed by Hair et al. (2013, 2016) to assess the convergent validity of the
formative measurement models. Hair et al. (2013, 2016) recommended assessing the formatively
measured construct as an exogenous latent variable predicting an endogenous one, which is
operationalized through one or more reflective indicator (s), or through a global item capturing
the essence of the construct. We developed two global items one for perceived intelligence
(“Overall, I think the personal intelligent agent is intelligent”) and one for perceived
anthropomorphism (“Overall, I think the personal intelligent agent has human-like
characteristics”).
Table 46. Round 3 - April 25 2015
Perceived Intelligence Index
1. Perceived autonomy: The personal intelligent agent is able to operate without my intervention
2. Perceived physical world: The personal intelligent agent is aware of the physical world (user,
distance to user, etc.)
3. Perceived virtual world: The personal intelligent agent is aware of the virtual world (other
applications, internet, etc.)
4. Perceived pro-activeness: The personal intelligent agent is able to set and pursue tasks by itself in
anticipation of future user needs.
5. Perceived time to completion: The personal intelligent agent can complete tasks quickly.
6. Perceived communication ability: The personal intelligent agent can communicate successfully with
the user.
7. Perceived logical reasoning: The personal intelligent agent can find and process the necessary
information for completing its tasks.
8. Perceived learning ability: The personal intelligent agent can adapt its behavior based on prior
events
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9.

Perceived output quality: The personal intelligent agent is able to provide me with a useful answer.

Reflective item used for convergent validity testing
Overall, I think the personal intelligent agent is intelligent
Perceived Anthropomorphism Index
1. The personal intelligent agent is smart
2. The personal intelligent agent could feel what is happening around it
3. The personal intelligent agent could anticipate future user needs
4. The personal intelligent agent could set and pursue tasks by itself
5. The personal intelligent agent is able to speak like a human
6. The personal intelligent agent can be happy
7. The personal intelligent agent can feel love
8. The personal intelligent agent can get upset at times
9. The personal intelligent agent can get frustrated at times
10. The personal intelligent agent is friendly
11. The personal intelligent agent is respectful
12. The personal intelligent agent is trustworthy
13. The personal intelligent agent is funny
14. The personal intelligent agent is caring
Reflective item used for convergent validity testing
Overall, I think the personal intelligent agent has human-like characteristics

The correlation between the formative and reflective constructs for perceived intelligence was
0.69 indicating acceptable convergent validity. The correlation between the formative and
reflective constructs for perceived anthropomorphism was 0.84 indicating good convergent
validity.
Excessive multicollinearity among indicators can be very harmful for formative indicators
because it makes it difficult to separate the distinct influence of the indicators on the latent
variable. High levels of collinearity boost the standard errors and lead to incorrect estimation of
indicators’ weights (Hair et al. 2013; Cenfetelli and Bassellier 2009). Therefore, we assessed for
multicollinearity issues using the variance inflation factor. For our indexes, multicollinearity did
not seem to pose a problem since the VIF values were above 0.2 and below the cut-off threshold
of 5 as suggested by Hair (2013). Therefore all items were retained in the indexes (Tables 47 and
48).
Next, we assessed the significance and relevance of the indicators’ outer weights and outer
loadings for relative and absolute contribution assessment respectively. Outer loadings are
estimated through single regressions of each indicator on its corresponding construct, which is
equivalent to the bivariate correlation. Outer weights are the result of a multiple regression with
the latent construct as the dependent variable and the formative indicators as the independent
variables. The values of the outer weights were compared to each other and used to determine
the relative contribution of each to the construct. We assessed each outer weight’s significance
by calculating the t-value using the bootstrapping procedure’s standardized errors generated in
SmartPLS. The values of the outer loadings were compared to determine the absolute
contribution of each to the construct. When an indicator’s weight is significant, there is empirical

214

support to retain it. Otherwise, the item loading should be checked. A loading that is relatively
high, i.e., above 0.5, indicates that the indicator should be retained (Hair et al. 2013).
The results of this step showed that PI6, PI7, PI8, PI9, and PI2 contributed most to the perceived
intelligence construct (based on a comparison of the outer weights values). Based on significance
(t-values), PI1, PI4, PI5, and PI6 were absolutely but not relatively important. PI1 and PI4 had
outer loading values below 0.5. Hence, we need to consider the removal of items PI1, PI4, and
maybe PI5. It was necessary at this point to examine the theoretical relevance of these indicators
and decide whether they needed to be removed (Table 47).
Our results showed that PA1, PA12, PA3, PA4, PA5, and PA2 contributed most to the perceived
anthropomorphism construct (based on a comparison of the outer weights values). PA6, PA7,
PA8, PA9, and PA10 had negative outer weights. Negative weights usually result from a pattern
of correlations among the indicators. In this case, a suppression may be the cause where one
indicator shares more variance with another indicator than with the latent construct (Cenfetelli
and Bassellier 2009). Based on significance (t-values), PA2, PA7, PA9, PA10, PA11, PA13, and
PA14 were absolutely but not relatively important. PA2, PA7, PA9, and PA14 had outer loading
values below 0.5. Hence, we need to consider the removal of items PA2, PA7, PA9 and maybe
PA10, PA11, PA13, and PA14. It was necessary at this point to examine the theoretical
relevance of these indicators and decide whether they needed to be removed (Table 48)
(Cenfetelli and Bassellier 2009; Hair et al. 2013).
After thorough theoretical evaluation of each indicator, we decided to remove PA2, PA7, and
PA1410. We kept all the other indicators as they contribute to conserving the breadth of scope for
each construct (Cenfetelli and Bassellier 2009; Hair et al. 2013).
Table 47. Outer weights, outer loadings, t-values and VIF values for the perceived intelligence index
(Study 2, N = 183)
Outer weights
t- value
Outer loadings
t-value
R2i
VIF
PI1
0.08
1.21
0.40
6.42
0.30
1.42
PI2
0.16
2.84
0.50
10.03
0.24
1.32
PI3
0.12
2.16
0.62
6.76
0.35
1.53
PI4
0.05
0.80
0.46
7.53
0.29
1.41
PI5
0.13
1.75
0.77
7.94
0.58
2.36
PI6
0.18
1.95
0.71
8.41
0.48
1.91
PI7
0.26
4.11
0.78
12.58
0.53
2.12
PI8
0.23
4.47
0.70
18.40
0.38
1.60
PI9
0.25
3.22
0.79
12.31
0.53
2.14

Table 48. Outer weights, outer loadings, t-values and VIF values for the perceived anthropomorphism
index (Study 2, N = 183)
Outer weights
t- value
Outer loadings
t- value
R2i
VIF
PA1
0.62
0.86
13.10
12.64
0.38
1.61
PA2
0.11
0.34
1.74
3.92
0.47
1.89
PA3
0.20
0.49
3.76
2.25
0.29
1.40
PA4
0.19
0.51
2.55
4.07
0.35
1.54
10

However, we kept the items during the data collection phase. We planned to exclude them from final data analysis
rounds.
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PA5
PA6
PA7
PA8
PA9
PA10
PA11
PA12
PA13
PA14

0.17
-0.14
-0.07
-0.11
-0.02
-0.02
0.09
0.22
0.05
0.07

2.85
2.65
1.22
2.03
0.43
0.35
1.50
4.19
0.81
1.27

0.56
0.37
0.14
0.07
0.17
0.57
0.53
0.58
0.51
0.43

8.53
6.54
12.77
11.05
9.37
6.42
8.29
8.31
8.60
8.02

0.34
0.48
0.50
0.50
0.50
0.54
0.43
0.26
0.47
0.54

1.51
1.93
2.01
1.98
2.00
2.16
1.75
1.35
1.87
2.16

B.3. Further Refinement- The Relationship between Perceived Intelligence and
Perceived Anthropomorphism
When performing an exhaustive theoretical evaluation for each indicator for both constructs, we
spotted a theoretical overlap between the two constructs. While prior researchers based their
anthropomorphism scales partly on mentalistic notions such as the object being smart, pro-active,
aware of its environment, and anticipating future user needs (Waytz et al. 2010; Waytz 2014), we
decided to separate the perceptions of mind from the perceptions of human-likeness, but
proposed that they are associated. We include the mental perceptions in the intelligence scale,
which comprises factors such as autonomy, proactivity, awareness of the physical and virtual
worlds, language-processing ability, language-production ability, logical reasoning, learning
ability, completion time, and output quality. And we measured anthropomorphism based on
human-like features relevant in a PIA context, such as the ability to display human-like emotions
like joy, love, frustration, and respect, as well as social capacities such as friendliness, respect,
care, and humor. The items included in the anthropomorphism index represented characteristics
that are relevant in a PIA context and are based on actual PIA users’ comments on their
interaction with their PIAs. That is, while interacting with the PIA, the PIA’s answers and tone
may lead the user to perceive the PIA as caring, loving, respectful, funny, etc. Please refer to
section 2.3.11 for further explanation.
Based on the decision to separate the two constructs, we removed items PA1 through PA4 (PA1:
The personal intelligent agent is smart, PA2: The personal intelligent agent could feel what is
happening around it, PA3: The personal intelligent agent could anticipate future user needs,
PA4: The personal intelligent agent could set and pursue tasks by itself).

B.4.

Further Refinement of the Items

Two additional discussion rounds among the researchers were held to assess the semantic
content of the items in relation to the constructs’ definition and domain of content one last time.
As a result of this step, we decided to split the communication ability item (in perceived
intelligence) into two items: one that captured the PIA’s reception and comprehension of the
user’s commands, and one that captured the comprehensible communication with the user.
Hence, the original item for PI6, the personal intelligent agent can communicate successfully
with the user, was divided into two items: the personal intelligent can understand my commands,
and the personal intelligent can communicate with me in an understandable manner. We also
edited the existing global item for perceived intelligence and added another item. We present the
finalized items for the two indexes for studies 1, 2, and 3, in Tables 49, 50, and 51 respectively.
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The questionnaires asked the participants to rate the extent to which they agree with each
statement by selecting an option from one to seven arranged horizontally beneath anchor points’
descriptions that go from “Strongly Disagree” to “Strongly Agree”.
Table 49. Study 1
Perceived Intelligence Index
1. Siri is able to operate without my intervention
2. Siri is aware of the physical world (e.g., its user, its location, etc.)
3. Siri is aware of the virtual world (e.g., other applications, the Internet, data, etc.)
4. Siri is able to set and pursue tasks by itself in anticipation of my future needs
5. Siri can complete tasks quickly
6. Siri can understand my commands
7. Siri can communicate with me in an understandable manner
8. Siri can find and process the necessary information for completing the tasks
9. Siri can learn and improve its performance with time.
10. Siri is able to provide me with a useful answer.
Reflective item used for convergent validity testing
• Overall, I think that Siri is intelligent software
• Overall, I think Siri is an intelligent system
Perceived Anthropomorphism Index
1. Siri is able to speak like a human
2. Siri can be happy
3. Siri can feel love
4. Siri can get upset at times
5. Siri can get frustrated at times
6. Siri can be friendly
7. Siri can be respectful
8. Siri can be funny
9. Siri can be caring
Reflective item used for convergent validity testing
Overall, I think Siri has human-like characteristics

Table 50. Study 2
Perceived Intelligence Index
1. The personal intelligent agent is able to operate without my intervention
2. The personal intelligent agent is aware of the physical world (e.g., its user, its location, etc.)
3. The personal intelligent agent is aware of the virtual world (e.g., other applications, the Internet, data,
etc.)
4. The personal intelligent agent is able to set and pursue tasks by itself in anticipation of future user
needs
5. The personal intelligent agent can complete tasks quickly
6. The personal intelligent agent can understand my commands
7. The personal intelligent agent can communicate with me in an understandable manner
8. The personal intelligent agent can find and process the necessary information for completing the tasks
9. The personal intelligent agent can learn and improve its performance with time
10. The personal intelligent agent is able to provide me with a useful answer
Reflective item used for convergent validity testing
1. Overall, I think that the agent is intelligent software
2. Overall, I think the agent is an intelligent system
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Perceived Anthropomorphism Index
1. The personal intelligent agent is able to speak like a human
2. The personal intelligent agent can be happy
3. The personal intelligent agent can feel love
4. The personal intelligent agent can get upset at times
5. The personal intelligent agent can get frustrated at times
6. The personal intelligent agent can be friendly
7. The personal intelligent agent can be respectful
8. The personal intelligent agent can be funny
9. The personal intelligent agent can be caring
Reflective item used for convergent validity testing
Overall, I think the personal intelligent agent has human-like characteristics

Table 51. Study 3
Perceived Intelligence Index
1. Jenna is able to operate without the user’s intervention
2. Jenna is aware of the physical world around her (e.g., its user, its location, etc.)
3. Jenna is aware of the virtual world (e.g., other applications, the Internet, data, etc.)
4. Jenna is able to set and pursue tasks by herself in anticipation of future user needs
5. Jenna can complete tasks quickly
6. Jenna can understand the user’s commands
7. Jenna can communicate with her user in an understandable manner.
8. Jenna can find and process the necessary information for completing its tasks
9. Jenna can learn and improve its performance with time
10. Jenna is able to provide me with a useful answer
Reflective item used for convergent validity testing
1. Overall, I think that Jenna is intelligent software
2. Overall, I think Jenna is an intelligent system
Perceived Anthropomorphism Index
1. Jenna is able to speak like a human
2. Jenna can be happy
3. Jenna can feel love
4. Jenna can get upset at times
5. Jenna can get frustrated at times
6. Jenna is friendly
7. Jenna is respectful
8. Jenna is funny
9. Jenna is caring
Reflective item used for convergent validity testing
Overall, I think Jenna has human-like characteristics

B.5.

Assessment of the Formative Structure with the Three Studies

We assessed the two new measurement models for each study. We followed the steps proposed
by Hair et al. (2013, 2016) and started by assessing the convergent validity of the formative
measurement models. Hair et al. (2013, 2016) recommended assessing the formatively measured
construct as an exogenous latent variable predicting an endogenous one operationalized through
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one or more reflective indicator, or through a global item capturing the essence of the construct.
We checked for convergent validity and multicollinearity in line with Hair (2013, 2016). The
correlations between the formative and reflective constructs for perceived intelligence and the
formative and reflective constructs for perceived anthropomorphism are presented in Table 52.
Hence, we did not reach satisfactory convergent validity for perceived intelligence in study 2
(value of 0.44 below the threshold of 0.6) (Hair et al. 2016). The path coefficient value between
the formatively-measured and the reflectively-measured constructs for perceived
anthropomorphism in study 2 was a borderline value of 0.58.
Table 52. Convergent Validity Tests

Formative construct for perceived
intelligence à Reflective construct for
perceived intelligence
Formative construct for perceived
anthropomorphism à Reflective construct
for perceived anthropomorphism

Path Coefficient
in Study 1

Path Coefficient
in Study 2

Path Coefficient in
Study 3

0.66

0.44

0.59

0.69

0.58

0.70

We assessed for multicollinearity issues using the variance inflation factor. For our indexes,
multicollinearity did not seem to pose a problem since the VIF values were above 0.2 and below
the cut-off threshold of 5 as suggested by Hair (2013). Therefore all items were retained in the
indexes.
Next, we assessed the significance and relevance of the indicators’ outer weights and outer
loadings for relative and absolute contribution assessment respectively. This step revealed many
items with non-significant outer weights and corresponding outer loadings below the threshold
value of 0.5 and / or not significant. These items and corresponding values are emphasized in
bold font in Tables 53, 54, and 55.
Despite our efforts to conserve the breadth of scope for each construct, the results of these tests
were basically showing an overwhelming presence of suppressor effects (hence indicating
excessive correlation between the indicators) (Cenfetelli and Bassellier 2009). Thus, the data was
suggesting a different measurement model for these constructs. Given the identified dimensions
for each construct (for perceived intelligence: autonomy, physical world awareness, virtual world
awareness, pro-activeness, completion time, communication ability, logical reasoning, learning
ability, and output quality, and for perceived anthropomorphism: human-like mind, behavior,
features, and feelings), we decided to consider hierarchical order component models for these
constructs next.
Table 53. Study 1- Outer Weights and Outer Loadings
Outer weights
Outer loadings
Original Sample
P-Values
Original Sample
P-Values
PA1
0.533
0.000
0.835
0.000
PA2
-0.071
0.590
0.426
0.001
PA3
0.153
0.229
0.479
0.000
PA4
-0.101
0.511
0.134
0.330
PA5
-0.239
0.076
0.019
0.878
PA6
0.284
0.056
0.651
0.000
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PA7
PA8
PA9
PI1
PI2
PI3
PI4
PI5
PI6
PI7
PI8
PI9
PI10

0.115
0.044
0.372
0.148
0.038
-0.077
0.187
0.255
0.090
0.186
0.252
0.143
0.221

0.402
0.749
0.013
0.023
0.534
0.300
0.005
0.000
0.260
0.011
0.003
0.017
0.020

0.584
0.576
0.679
0.559
0.447
0.436
0.640
0.768
0.632
0.709
0.757
0.494
0.759

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Table 54. Study 2- Outer Weights and Outer Loadings
Outer weights
Original Sample
P-Values
0.636
0.000
PA1
-0.089
0.588
PA2
0.100
0.469
PA3
0.119
0.454
PA4
-0.092
0.499
PA5
0.210
0.264
PA6
0.104
0.483
PA7
0.262
0.082
PA8
0.191
0.231
PA9
0.190
0.055
PI1
0.138
0.175
PI2
0.015
0.888
PI3
0.061
0.580
PI4
0.249
0.032
PI5
0.139
0.221
PI6
0.287
0.013
PI7
0.080
0.411
PI8
0.230
0.025
PI9
0.272
0.015
PI10

Outer loadings
Original Sample
P-Values
0.806
0.000
0.475
0.000
0.424
0.000
0.362
0.010
0.222
0.108
0.657
0.000
0.553
0.000
0.605
0.000
0.576
0.000
0.490
0.000
0.488
0.000
0.542
0.000
0.408
0.000
0.615
0.000
0.652
0.000
0.727
0.000
0.671
0.000
0.476
0.000
0.702
0.000

Table 55. Study 3- Outer Weights and Outer Loadings
Outer weights
Original Sample
P-Values
PA1
0.040
0.753
PA2
0.002
0.983
PA3
-0.033
0.767
PA4
0.043
0.678
PA5
-0.134
0.198
PA6
0.271
0.026
PA7
-0.125
0.218
PA8
0.896
0.000
PA9
-0.007
0.941

Outer loadings
Original Sample
P-Values
0.384
0.004
0.473
0.000
0.378
0.000
0.277
0.003
0.254
0.012
0.746
0.000
0.401
0.000
0.972
0.000
0.523
0.000
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PI1
PI2
PI3
PI4
PI5
PI6
PI7
PI8
PI9
PI10

0.161
-0.231
0.042
0.858
-0.019
0.011
0.319
0.256
-0.116
-0.641

0.603
0.469
0.877
0.103
0.960
0.978
0.442
0.420
0.697
0.266

0.415
0.041
0.208
0.801
0.143
-0.071
0.286
0.331
0.053
-0.125

0.160
0.852
0.315
0.047
0.491
0.821
0.195
0.141
0.820
0.688

B.6. Assessment of the Hierarchical Order Components’ Structure- ReflectiveFormative Constructs- with the Three Studies
As we mentioned at the end of the previous section, given the identified dimensions for each
construct (for perceived intelligence: autonomy, physical world awareness, virtual world
awareness, pro-activeness, completion time, communication ability, logical reasoning, learning
ability, and output quality, and for perceived anthropomorphism: human-like mind, behavior,
features, and feelings), we decided to consider hierarchical order component models for these
constructs next.
After reviewing the literature again and references on hierarchical order components (Polites et
al. 2012; Vlachos and Theotokis 2009; Ringle et al. 2012; Hair et al. 2013, 2016), we decided to
analyze the two latent variables i.e., perceived intelligence and perceived anthropomorphism, as
two reflective-formative constructs. Our review of the literature, analysis of the items and
dimensions, and grouping of the dimensions into meta-categories for perceived intelligence
revealed three main sub-dimensions: autonomy, awareness, and effectiveness. Our review of the
literature, analysis of the items and dimensions, and grouping of the dimensions into metacategories for perceived anthropomorphism revealed two main sub-dimensions: social and
emotional capacities.
The analysis of the reflective-formative constructs consisted of two stages (Hair et al. 2013,
2016). In stage 1, the higher-order-components were created in smartPLS by reusing the
indicators of the lower-order-components (Hair et al. 2013, 2016). Hence, all the indicators of
the formative LOCs were assigned to the reflective measurement model of the HOC (Figure 8,
Stage 1 and Figure 9, Stage 1). We tested the model with this structure for the HOCs and LOCs
first. The focus in the first stage was on the HOCs: check their composite reliability, AVE, and
the items’ loadings (Hair et al. 2013, 2016). During the second stage, the latent values for the
LOCs (from smartPLS output resulting from stage 1 run) were directly connected to the HOCs
(as direct indicators) (Hair et al. 2013, 2016). The direction of the arrows needed to be consistent
with the nature of the relationship between the HOC and the LOCs (here it was formative)
(Figure 8, Stage 2 and Figure 9, Stage 2).
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Figure 8. Analysis Stages for Perceived Intelligence as a Reflective-Formative Construct
First Stage of the Analysis for HOC1

Second Stage of the Analysis for HOC1

Figure 9. Analysis Stages for Perceived Anthropomorphism as a Reflective-Formative Construct
First Stage of the Analysis for HOC2

Second Stage of the Analysis for HOC2

B.6.1.
Pre-adoption: Lab Study - Stage 1
We focused on the HOCs first, and started by checking the internal consistency reliability for
both perceived intelligence (HOC1) and perceived anthropomorphism (HOC2). The composite
reliability values for HOC1- perceived intelligence- (0.87) and for HOC2- perceived
anthropomorphism- (0.85) were well above the threshold of 0.70. Then we checked the indicator
reliability where all outer loadings should be above 0.7. We kept indicators PI3, PI4 and PI6; and
PA1, PA3 and PA7 despite having outer loadings between 0.61 and 0.67, values that were
slightly below the critical value.
We then analyzed the impact of indicators PI1 (outer loading = 0.57), and PI2 (outer loading =
0.58) on HOC1’s AVE and composite reliability; and of indicators PA4 (outer loading = 0.55),
and PA5 (outer loading = 0.47) on HOC2’s AVE and composite reliability. An indicator should
be considered for deletion only if the deletion led to an increase in composite reliability and AVE
above the suggested threshold values. Testing for convergent validity, the AVE for HOC1 (0.45)
was slightly below the threshold of 0.5; while the AVE for HOC2 (0.42) fell below the threshold.
Since the composite reliability met the threshold for both constructs, we tested for the impact of
the deletion of every item on the AVE of the corresponding HOC. We present the results in
Table 56.
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Removing PA4 (‘Siri can get upset at times’) and PA5 (‘Siri can get frustrated at times’)
individually increased the AVE value for HOC2 to 0.44 and 0.45 respectively, while removing
both of them increased to the AVE value to 0.49. The nature of the tasks that the users completed
during the lab study did not allow the users to experience these emotional capacities, i.e.,
frustration and anger, that PA4 and PA5 tap on11.
The AVE for HOC1 with both PI1 and PI2 included is 0.45, which was slightly below the
threshold of 0.5. Removing PI1 (‘Siri is able to operate without my intervention’), and PI2 (‘Siri
is aware of the physical world around it (e.g., its user, its location, etc.) separately and
concurrently increased the AVE for HOC1 to 0.48 and 0.51 respectively. Given the essential
contribution of each item to the domain of content of the construct, and since the AVE was
borderline (0.45), we decided to keep both items.
Table 56. Outer Loadings and AVE Results of the Deletion of Items with Outer Loadings
Threshold – Study 1
After PI1
With all
After PA5
After PA4
After PI1
After PI2
and PI2
items
deletion
deletion
deletion
deletion
deletion
AVE for
0.45
0.45
0.45
0.48
0.48
0.51
HOC 1
Outer Loadings for HOC1 -Perceived Intelligence- Items
PI1
0.568
0.567
0.567
0.576
PI2
0.580
0.58
0.580
0.588
PI3
0.637
0.637
0.637
0.653
0.611
0.626
PI4
0.661
0.660
0.660
0.637
0.666
0.640
PI5
0.734
0.734
0.734
0.743
0.730
0.740
PI6
0.612
0.613
0.613
0.623
0.643
0.659
PI8
0.759
0.759
0.760
0.775
0.767
0.786
PI10
0.789
0.789
0.789
0.804
0.803
0.822
AVE for
0.42
0.45
0.44
0.42
HOC 2
Outer Loadings for HOC2 -Perceived Anthropomorphism- Items
PA1
0.641
0.667
0.678
0.641
PA2
0.736
0.729
0.732
0.736
PA3
0.666
0.660
0.647
0.666
PA4
0.548
0.505
0.548
PA5
0.467
0.410
0.467
PA6
0.732
0.733
0.749
0.732
PA7
0.617
0.638
0.643
0.617
PA8
0.719
0.734
0.722
0.719

0.418
0.641
0.736
0.666
0.548
0.467
0.732
0.617
0.719

0.418
0.641
0.736
0.666
0.548
0.467
0.732
0.617
0.719

Below the
After PA4
and PA5
deletion
0.45
0.567
0.579
0.636
0.660
0.734
0.614
0.760
0.790
0.49
0.697
0.720
0.638
0.746
0.657
0.731

B.6.2.
Pre-adoption: Lab Study - Stage 2
The second stage of this analysis consisted of adding the latent scores of the lower order
constructs from the first round of analysis as direct indicators of the HOCs, while specifying the
direction of the arrows to match the nature of the relationship, i.e., formative (Figure 8, Stage 2
and Figure 9, Stage 2). We then assessed the HOCs as formative constructs. First, we started by
11

This decision was supported by the comments that one participant provided in the comments section of our
survey, where s/he wrote: “… I had no way to answer questions about Siri getting upset based solely on [my
interaction with it during this lab study]…”.
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assessing the convergent validity of the formative measurement model. We used the global items
for perceived intelligence (“Overall, I think that Siri is intelligent software”) and for perceived
anthropomorphism (“Overall, I think that Siri has human-like characteristics”). The strength of
the path coefficients between the Yreflective and Yformative for perceived intelligence and perceived
anthropomorphism was 0.62 and 0.63 respectively. These values were close to the desired
threshold of 0.7, and thus our constructs independently exhibited acceptable convergent validity.
Next, we tested for excessive multicollinearity among the indicators. Multicollinearity did not
seem to pose a problem since the VIF values were above 0.2 and below the cut-off threshold of 5
as suggested by Hair (2013, 2016). Therefore, all items were retained in the indexes.
After that, we assessed the significance and relevance of the indicators’ (LOCs) outer weights
and outer loadings for relative and absolute contribution assessment respectively. A loading that
was relatively high, i.e., above 0.5, indicated that the indicator should be retained (Hair et al.
2013; 2016). The outer weights for awareness and emotional capacity were not significant, so we
checked the corresponding outer loadings. Both outer loadings’ values were above 0.5 and
significant, and thus the items were retained. We present the loadings and weights in Table 57.
Table 57. Significance and Relevance of Formative Items Outer Weights and Outer Loadings- Stage 2 for
Study 1
Outer Weights
P-value
Outer Loadings
P-value
Autonomy
0.310
0.000
0.717
0.000
Awareness
0.017
0.826
0.553
0.000
Effectiveness
0.798
0.000
0.963
0.000
Social
0.978
0.000
0.999
0.000
Emotional
0.039
0.791
0.564
0.000

B.6.3.
Pre-Adoption: Experiment - Stage 1
We focused on the HOCs, and started by checking the internal consistency reliability for both
perceived intelligence (HOC1) and perceived anthropomorphism (HOC2). The composite
reliability values for HOC1- perceived intelligence- (0.86) and for HOC2- perceived
anthropomorphism- (0.88) were well above the threshold of 0.70. Then we checked the indicator
reliability. We kept indicators PI2, PI3, PI4 and PI6; and PA4, PA5 and PA7 despite having
outer loadings between 0.62 and 0.68 (below the threshold of 0.7), values that were slightly
below the critical value.
We then analyzed the impact of indicator PI1 (outer loading = 0.38) on HOC1’s AVE and
composite reliability; and of indicator PA1 (outer loading = 0.58) on HOC2’s AVE and
composite reliability. Testing for convergent validity, the AVE for HOC1 (0.43) was slightly
below the threshold of 0.5; while the AVE for HOC2 (0.48) fell below the threshold. Since the
composite reliability met the threshold for both constructs, we tested for the impact of the
deletion of every item on the AVE of the corresponding HOC. We present the results in Table
58.
Removing PA1 (‘Jenna is able to speak like a human’) increased the AVE value for HOC2 to
0.51. Removing PI1 (‘Jenna is able to operate without the user’s intervention’) increased the
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AVE value for HOC1 to 0.48. Given the essential contribution of each item to the domain of
content of the construct, we considered an AVE of 0.48 to be satisfactory and only removed PI1.

Table 58. Outer Loadings and AVE Results of the Deletion of Items with Outer Loadings
Below the Threshold- Study 3
After PA1
With all items After PA1 deletion After PI1 deletion
and PI1
deletion
AVE for HOC 1-PI
0.43
0.43
0.48
0.48
Outer Loadings for HOC1 -Perceived Intelligence- Items
PI1
0.38
-0.38
PI2
0.65
0.66
0.65
0.66
PI3
0.64
0.64
0.64
0.64
PI4
0.62
0.59
0.62
0.58
PI5
0.74
0.75
0.74
0.75
PI6
0.66
0.67
0.66
0.67
PI8
0.71
0.73
0.71
0.73
PI10
0.79
0.80
0.79
0.80
AVE for HOC 2-PA
0.48
0.51
Outer Loadings for HOC2 -Perceived Anthropomorphism- Items
PA1
0.58
0.58
PA2
0.79
0.79
PA3
0.71
0.71
PA4
0.64
0.64
PA5
0.68
0.68
PA6
0.73
0.73
PA7
0.65
0.65
PA8
0.74
0.74

0.48

0.51

-0.81
0.73
0.65
0.70
0.73
0.64
0.75

0.81
0.73
0.65
0.70
0.73
0.64
0.75

B.6.4.
Continuance Study - Stage 1
We focused on the HOCs, and started by checking the internal consistency reliability for both
perceived intelligence (HOC1) and perceived anthropomorphism (HOC2). The composite
reliability values for HOC1- perceived intelligence- (0.82) and for HOC2- perceived
anthropomorphism- (0.84) were well above the threshold of 0.70. Then we checked the indicator
reliability. We kept indicators PI3, PI5 and PI6; and PA3, PA4 PA7 and PA8 despite having
outer loadings between 0.60 and 0.69 (below the threshold of 0.7), values that were slightly
below the critical value.
We then analyzed the impact of indicators PI1 (outer loading = 0.47), PI2 (outer loading = 0.54)
and PI4 (outer loading = 0.43) on HOC1’s AVE and composite reliability; and of indicators PA1
(outer loading = 0.39) and PA5 (outer loading = 0.57) on HOC2’s AVE and composite
reliability. The AVE values for HOC1 (0.369) and for HOC2 (0.409) fell well below the
threshold of 0.5. Since the composite reliability values met the threshold for both constructs, we
tested for the impact of the deletion of every item on the AVE of the corresponding HOC. We
present the results in Table 59. Removing three items at a time (PI2, PI4, and PA5) or (PI1, PI2,
andPA5) did not improve the AVE value above 0.45 for HOC1 and 0.43 for HOC2. Since PI1
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and PI4 covered the same dimension (autonomy), we could not remove them together12. And
given the essential contribution of PA1 to the domain of content of the construct, we could not
delete the item. In conclusion, the data from study 2 did not support the suggested reflectiveformative structure for the two constructs.
In summary, the results of this stage of analysis suggested problems with the measurement
model for the two constructs indicated through low AVE values (even after removing the
problematic items). At this point, we realized that our data is suggesting a different measurement
model than the reflective-formative one. Having tried the formative structure, we tried the
reflective structure for these new constructs next.
Table 59. Outer Loadings and AVE Results of the Deletion of Items with Outer Loadings Below the
Threshold
After
After
After
After
PI2,
PI1,
Wit
After
After
After
After
After
After
PI1
PI2,
PI4,
PI2,
h all
PA1
PA5
PI1
PI2
PI4
PA1 and
and
and
and
and
item deleti
deleti
deleti
deleti
deleti
PA5
PI2
PI4
PA5
PA5
s
on
on
on
on
on
deletion deletio deletio
deletio deletio
n
n
n
n
AVE
for
0.37
0.37
0.37
0.41
0.39
0.41
0.37
0.44
0.45
0.45
0.45
HOC
1-PI
Outer Loadings for HOC1 -Perceived Intelligence- Items
PI1
0.47
0.46
0.47
0.45
0.41
0.47
0.37
0.37
PI2
0.54
0.54
0.54
0.52
0.51
0.54
PI3
0.61
0.61
0.61
0.59
0.56
0.59
0.61
0.53
0.54
0.54
0.54
PI4
0.43
0.43
0.43
0.35
0.39
0.42
0.31
0.31
PI5
0.60
0.60
0.60
0.65
0.66
0.63
0.60
0.71
0.69
0.69
0.71
PI6
0.69
0.69
0.69
0.73
0.73
0.73
0.69
0.77
0.77
0.77
0.77
PI8
0.75
0.75
0.75
0.76
0.76
0.77
0.75
0.76
0.77
0.77
0.76
PI10
0.70
0.70
0.70
0.74
0.73
0.74
0.70
0.78
0.77
0.77
0.78

12

AVE
for
HOC
2-PA

0.41

0.45

0.41

0.43

0.43

PA1
PA2
PA3
PA4
PA5
PA6
PA7
PA8

0.39
0.77
0.66
0.67
0.57
0.74
0.62
0.61

Outer Loadings for HOC2 -Perceived Anthropomorphism- Items
0.42
0.39
0.39
0.39
0.39
0.39
0.78
0.77
0.77
0.77
0.77
0.78
0.77
0.77
0.67
0.65
0.66
0.66
0.66
0.67
0.66
0.66
0.69
0.62
0.67
0.67
0.67
0.65
0.67
0.67
0.59
0.57
0.57
0.57
0.57
0.57
0.74
0.77
0.74
0.74
0.74
0.77
0.74
0.74
0.61
0.67
0.62
0.62
0.62
0.66
0.62
0.62
0.61
0.62
0.61
0.61
0.61
0.62
0.61
0.61

0.42
0.77
0.66
0.62
0.77
0.67
0.62

0.43
0.77
0.66
0.62
0.77
0.66
0.62

0.43

0.40

0.41

0.41

0.48

0.41

That said, removing PI1 and PI4 together increases the AVE to 0.46.
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B.7.

Reflective Structure

As mentioned earlier, after study 2’s hierarchical component models’ tests, the results of that
stage of analysis suggested problems with the measurement model for the two constructs. This
was indicated by the low AVE values even after removing the problematic items. At that point,
we realized that our data is suggesting a different measurement model than the reflectiveformative one.
Given (1) the large number of items that we had for each construct, (2) that we had tested the
formative and reflective-formative measurement structures, (3) that no other hierarchical
component models (other than reflective-reflective) applied, we decided to test the reflective
measurement models for both constructs: perceived intelligence and perceived
anthropomorphism.
The first step in creating a scale is to create a list of items that best fits the definitions of the
constructs. Building a scale with content validity achieved through the choice of items (that tap
on the definition and domain of content) has been emphasized by psychometricians and in prior
studies (Nunnally 1978; Davis 1989). A careful selection of the initial items helps ensure content
validity. We highlighted the similarity in this step between the creation of formative items and
reflective ones (section 1 of this Appendix).
We went through a very comprehensive and meticulous process to develop the items for each
construct as indicated in sections 1, 2, 3, and 4 of this Appendix. We used the list of items in
Tables 49, 50, and 51 to proceed with the reliability, and convergent and discriminant validity
tests for the reflective model of measurement. One important step before proceeding with these
analyses was related to ensuring a high psychometric quality for the scales. This required
checking for validity evidence beyond face validity. That is, instead of assuming that the items
reflected the intended constructs, and in addition to examining the dimensionality and reliability
of the scales, we sought to obtain independent and objective evidence of validity. Hence, we
sought the opinion of other experts and asked for their assessment regarding each item, and the
extent to which it clearly reflected the intended variable. This step ensured validity evidence
beyond our opinions and assessments (Furr 2011).

B.8.

Assessment of the Reflective Structure with the Three Studies

B.8.1.
Phase 1: SPSS- Exploratory Analysis with all Three Studies
We started our tests in this phase using SPSS. First, we conducted an exploratory principal
components analysis to determine the discriminant validity of the constructs. Our goal with the
PCA was to remove items that did not load on the appropriate construct or dimension (for that
construct) (Churchill 1979; McKnight et al. 2002). We conducted a PCA using an oblique
rotation because we assumed that perceived intelligence and perceived anthropomorphism items
are correlated based on prior literature (Hair et al. 2009; Dillon and Goldstein 1984; McKnight et
al. 2002).
We present the exploratory principal component analyses in Figures 10, 11, 12, 13, 14, and 15.
In the first round (Figure 10), clear dimensions emerged (in line with the dimensions proposed in
the hierarchical component models). PI1 and PI4 loaded on the same component in the three
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studies. So did (PI2 and PI3), (PI5 and PI6), (PI8 and PI10), (PA4 and PA5), and (PA6, PA7, and
PA8). The items that acted inconsistently were: PI7, PI9, PA1, PA2, PA3, and PA9.
In Figure 11, round 2 presents the components after removing PI7, PI9, PA1, PA2, PA3 and
PA9. Clearer dimensions for each construct emerged in this round. (PI1 and PI4), (PI8 and PI10),
(PA4 and PA5), and (PA6, PA7 and PA8) loaded on the same components. The other items acted
inconsistently.
In Figure 12, round 3 presents the results after additionally removing PI2 and PI3. The
dimensions were clearer in this round, and the components were neatly presented. In round 4
(Figure 13) we added PA1 because of its theoretical importance. We tried adding and removing
items one at a time, or in blocks of two or three items based on theoretical reasons. The same
structure for the dimensions (components) still held. To this point, round 4 results made the most
sense from a theoretical perspective, so we moved forward with the results from that round.
Following this step, we conducted further comprehensive exploratory assessments in SmartPLS.
We started with the indicators from round 4. Then, we added and removed indicators aiming to
obtain satisfactory outer loadings, AVEs, composite reliability, and discriminant validity. After
several rounds (of adding and removing items) in SmartPLS, we ended up with a list of
indicators. We used those indicators to run a PCA in SPSS to confirm the results. Results from
these rounds are presented in Figures 14 and 15.
The results could be summarized as follows. For perceived intelligence, we kept indicators PI5,
PI6, PI7, PI8, and PI10 that captured the effectiveness, communication ability, environment
awareness, autonomy, pro-activeness, and output speed and correctness. For perceived
anthropomorphism, we kept indicators PA113, PA2, PA6, PA7, PA8, and PA9 that captured
emotional capacities (PA2) and social capacities (PA1, PA6, PA7, PA8, PA9). We present the
finalized list of scales in Tables 60, 61, and 62. We provide the old codes for each item (starting
with acronyms PI and PA) as well as the new ones starting with the acronyms PInt and PAnt.

13

In Figure 8 and for study 2, PA1 loaded on the other component with a loading value of 0.48.
However, the loading value on the intended component was an absolute value of 0.25. We kept
the item since the two values were close, and monitored its behavior in later stages of the
analysis.
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Figure 10. PCA in SPSS – Round 1

Figure 11. PCA in SPSS – Round 2
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Figure 12. PCA in SPSS – Round 3

Figure 13. PCA in SPSS – Round 4

Figure 14. Using the Indicators from smartPLS to Run PCA in SPSS
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Figure 15. Using the Indicators from smartPLS to Run PCA in SPSS- Final List of Items

Table 60. Study 1 – Finalized Scales
Perceived Intelligence Scale
PI5-Siri can complete tasks quickly à PInt1
PI6-Siri can understand my commands à PInt2
PI7-Siri can communicate with me in an understandable manner à PInt3
PI8-Siri can find and process the necessary information for completing the tasks à PInt4
PI10-Siri is able to provide me with a useful answer à PInt5
Perceived Anthropomorphism Scale
PA1-Siri is able to speak like a human à PAnt1
PA2-Siri can be happy à PAnt2
PA6-Siri can be friendly à PAnt3
PA7-Siri can be respectful à PAnt4
PA8-Siri can be funny à PAnt5
PA9-Siri can be caring à PAnt6

Table 61. Study 2 – Finalized Scales
Perceived Intelligence Scale
PI5-The personal intelligent agent can complete tasks quickly à PInt1
PI6-The personal intelligent agent can understand my commands à PInt2
PI7-The personal intelligent agent can communicate with me in an understandable manner à PInt3
PI8-The personal intelligent agent can find and process the necessary information for completing the tasks
à PInt4
PI10-The personal intelligent agent is able to provide me with a useful answer à PInt5
Perceived Anthropomorphism Scale
PA1-The personal intelligent agent is able to speak like a human à PAnt1
PA2-The personal intelligent agent can be happy à PAnt2
PA6-The personal intelligent agent can be friendly à PAnt3
PA7-The personal intelligent agent can be respectful à PAnt4
PA8-The personal intelligent agent can be funny à PAnt5
PA9-The personal intelligent agent can be caring à PAnt6
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Table 62. Study 3 – Finalized Scales
Perceived Intelligence Scale
PI5-Jenna can complete tasks quickly à PInt1
PI6-Jenna can understand the user’s commands à PInt2
PI7Jenna can communicate with her user in an understandable manner à PInt3
PI8-Jenna can find and process the necessary information for completing its tasks à PInt4
PI10-Jenna is able to provide me with a useful answer à PInt5
Perceived Anthropomorphism Scale
PA1-Jenna is able to speak like a human à PAnt1
PA2- Jenna can be happy à PAnt2
PA6- Jenna is friendly à PAnt3
PA7- Jenna is respectful à PAnt4
PA8- Jenna is funny à PAnt5
PA9- Jenna is caring à PAnt6

B.8.2.
Phase 2: Confirmatory Analysis with All Three Studies
We started this final round of tests by assessing the internal consistency, convergent validity and
discriminant validity of the two constructs within the whole model, in each study. The composite
reliability values (above 0.78 in all three studies) demonstrated high reliability for both
constructs. Composite reliability values are presented in Tables 63, 65, and 67.
We evaluated convergent validity by considering the outer loadings (Tables 64, 66, and 68) and
the average variance extracted (AVE) values (Tables 63, 65, and 67) (Hair et al. 2016). AVEs for
both constructs in the three studies were above the minimum level of 0.5. AVE values are
presented in Tables 63, 65, and 67. To ensure discriminant validity, we used the Fornell-Larcker
criterion (Fornell and Larcker 1981; Hair et al. 2013). Overall, the square roots of the AVEs for
the reflective constructs were all larger than their correlations with other variables in three
studies, hence ensuring satisfactory discriminant validity. Tables 63, 65, and 67 present the
composites reliability values, Cronbach’s alpha values, and the Fornell-Larcker criterion: the
latent variable correlations and square root of the AVEs (presented in the diagonal cells in bold
font).
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Table 63. Study 1- Cronbach's Alpha, Composite Reliability, Average Variance Extracted, Latent Variable
Correlations, and Square Root of the AVE
(1) Initial trust
(2) Intention to adopt
(3) Perceived anthropomorphism
(4) Perceived ease of use
(5) Perceived enjoyment
(6) Perceived intelligence
(7) Perceived usefulness

CA
0.82
0.95
0.81
0.79
0.92
0.83
0.93

AVE
0.53
0.95
0.51
0.61
0.86
0.59
0.78

CR
0.87
0.97
0.86
0.86
0.95
0.88
0.95

(1)
0.73
0.41
0.47
0.49
0.42
0.62
0.50

(2)

(3)

(4)

(5)

(6)

(7)

0.98
0.34
0.33
0.56
0.35
0.66

0.71
0.34
0.48
0.41
0.35

0.78
0.54
0.73
0.45

0.93
0.48
0.51

0.77
0.55

0.88

CA: Cronbach's Alpha, CR: Composite Reliability, AVE: Average Variance Extracted.
The values in bold in the diagonal cells in the correlations part of the table are the square root of the AVE for the
corresponding constructs.

Table 64. Study 1- Outer Loadings for Reflective Constructs
Perceived
Initial Intention
Perceives
Perceived
ease of
trust
to adopt
enjoyment usefulness
use
PEOU1
0.64
PEOU2
0.83
PEOU3
0.86
PEOU4
0.79
Enj1
0.93
Enj2
0.90
Enj3
0.95
Int1
0.98
Int2
0.97
PU1
0.89
PU2
0.84
PU3
0.89
PU4
0.91
PU5
0.87
Trust_B1
0.80
Trust_B2
0.75
Trust_B3
0.69
Trust_I1
0.72
Trust_I2
0.68
Trust_I3
0.72
PAnt1
PAnt2
PAnt3
PAnt4
PAnt5
PAnt6
PInt1
PInt2
PInt3
PInt4
PInt5

Perceived
Anthropomorphism

Perceived
Intelligence

0.75
0.65
0.75
0.67
0.72
0.73
0.79
0.76
0.75
0.77
0.78
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Table 65. Study 2- Cronbach's Alpha, Composite Reliability, Average Variance Extracted, Latent
Variable Correlations, and Square Root of the AVE
Correlations
CA CR AVE
P1
P2
P3
P4
P5
P6
P7
P8
P9
P10 P11 P12
P1
0.84 0.90 0.75 0.87
P2
0.85 0.90 0.70 0.63 0.83
P3
0.78 0.84 0.47 0.26 0.37 0.69
P4
0.84 0.91 0.76 0.34 0.43 0.40 0.87
P5
0.80 0.86 0.56 0.48 0.53 0.35 0.41 0.75
P6
0.86 0.91 0.77 0.58 0.59 0.34 0.29 0.46 0.88
P7
0.87 0.91 0.72 0.30 0.36 0.40 0.56 0.25 0.36 0.85
P8
0.74 0.83 0.56 0.41 0.37 0.33 0.57 0.27 0.37 0.65 0.75
P9
0.93 0.94 0.73 0.06 0.38 0.31 0.32 0.04 0.25 0.58 0.52 0.86
P10 0.86 0.90 0.64 0.67 0.78 0.27 0.36 0.50 0.58 0.35 0.39 0.38 0.80
P11 0.88 0.92 0.74 0.69 0.73 0.38 0.35 0.57 0.64 0.37 0.36 0.27 0.70 0.86
P12 0.84 0.90 0.76 0.26 0.41 0.34 0.46 0.14 0.25 0.59 0.56 0.67 0.44 0.33 0.87
P1: Continuance intention, P2: Disconfirmation, P3: Perceived anthropomorphism, P4: Perceived enjoyment,
P5: Perceived intelligence, P6: Perceived mastery, P7: Perceived ownership, P8: Perceived personalization,
P9: Perceived self-extension, P10: Perceived usefulness, P11: Satisfaction, P12: Subjective norms.
CA: Cronbach's Alpha, CR: Composite Reliability, AVE: Average Variance Extracted.
The values in bold in the diagonal cells in the correlations part of the table are the square root of the AVE for
the corresponding constructs.

Table 66. Study 2- Outer Loadings for Reflective Constructs
P1
P2
P3
P4
P5
P6
P7
P8
0.86
Cont1
0.89
Cont2
0.85
Cont3
0.84
Dis1
0.84
Dis2
0.83
Dis3
0.82
Dis4
0.85
PE1
0.88
PE2
0.88
PE3
0.84
PM1
0.90
PM2
0.89
PM3
0.84
PO1
0.85
PO2
0.84
PO3
0.86
PO4
0.60
PAnt1
0.64
PAnt2
0.79
PAnt3

P9

P10

P11

P12
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0.70
PAnt4
0.68
PAnt5
0.69
PAnt6
0.68
PInt1
0.79
PInt2
0.70
PInt3
0.79
PInt4
0.77
PInt5
0.85
PU1
0.85
PU2
0.84
PU3
0.68
PU4
0.77
PU5
0.77
PP1
0.83
PP2
0.80
PP3
0.57
PP4
0.88
Sat1
0.85
Sat2
0.86
Sat3
0.85
Sat4
0.84
Ext1
0.86
Ext2
0.84
Ext3
0.86
Ext4
0.84
Ext5
0.89
Ext6
SN1
SN2
SN3
P1: Continuance intention, P2: Disconfirmation, P3: Perceived anthropomorphism, P4:
Perceived enjoyment, P5: Perceived intelligence, P6: Perceived mastery, P7: Perceived
ownership, P8: Perceived personalization, P9: Perceived self-extension, P10: Perceived
usefulness, P11: Satisfaction, P12: Subjective norms

0.91
0.87
0.84

Table 67. Study 3- Cronbach's Alpha, Composite Reliability, Average Variance Extracted, Latent Variable
Correlations, and Square Root of the AVE
Correlations
CA
CR
AVE
(1)
(2)
(3)
(4)
(5)
(6)
CT-Integrity (1)
0.76
0.86
0.68
0.82
CT-Benevolence (2)
0.68
0.82
0.61
0.61
0.78
Emotional trust (3)
0.94
0.95
0.80
0.49
0.57
0.89
Perceived intelligence (4)
0.84
0.88
0.60
0.64
0.56
0.50
0.78
Perceived anthropomorphism (5)
0.84
0.89
0.56
0.38
0.54
0.45
0.41
0.75
Intention to use (6)
0.83
0.92
0.85
0.26
0.42
0.62
0.30
0.31
0.92
CA: Cronbach's Alpha, CR: Composite Reliability, AVE: Average Variance Extracted, CT-Integrity: Cognitive Trust in
Integrity, CT-Benevolence: Cognitive Trust in Benevolence.

The values in bold in the diagonal cells in the correlations part of the table are the square root of the AVE for the
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corresponding constructs.

Table 68. Study 3- Outer Loadings for Reflective Constructs
CTCTEmotional
Perceived
Integrity
Benevolence
trust
intelligence
0.88
ET1
0.90
ET2
0.88
ET3
0.90
ET4
0.90
ET5
InttoUse1
InttoUse2
PAnt1
PAnt2
PAnt3
PAnt4
PAnt5
PAnt6
0.79
PInt1
0.72
PInt2
0.78
PInt3
0.73
PInt4
0.85
PInt5
0.84
CT-Ben1
0.85
CT-Ben2
0.64
CT-Ben3
0.86
CT-Int1
0.87
CT-Int2
0.74
CT-Int3

Perceived
anthropomorphism

Intention
to use

0.90
0.95
0.60
0.72
0.82
0.74
0.81
0.79

CT-Integrity: Cognitive Trust in Integrity; CT-Benevolence: Cognitive Trust in Benevolence
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