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Abstract
Z. Kovarik described in [SIAM J. Numer. Anal. 7 (3) (1970) 386] a method for approximate
orthogonalization of a finite set of linearly independent vectors from an arbitrary (real or
complex) Hilbert space. In this paper, we generalize Kovariks method in the case when the
vectors are rows (not necessary linearly independent) of an arbitrary rectangular real matrix.
In this case we prove that, both rows and columns of the matrix are transformed in vectors
which are “quasi-orthogonal”, in a sense that is clearly described. Numerical experiments are
presented in the last section of the paper. © 2001 Elsevier Science Inc. All rights reserved.
AMS classification: 65F10; 65F20
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1. Kovarik’s algorithm
In this section we shall use the definitions and results from [5], but we shall adapt
the notations to the case when the given system of vectors represents the rows of an
arbitrary rectangular real matrix. All the vectors that appear will be considered as
column vectors. Thus, let A be an m× n real matrix. We shall denote by r(A), σ(A),
At and (A)i the rank, spectrum, transpose and the ith row of A, respectively. By 〈 , 〉
and ‖ · ‖ we shall denote the Euclidean scalar product and the associated norm. The
notation ‖A‖ will be used for the spectral norm of A, defined by
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‖A‖ =
√
ρ(AtA) =
√
ρ(AAt), (1)
where ρ(B) is the spectral radius of a matrix B. Let (ak)k0 be the sequence of real
numbers defined by the Taylor series
(1 − t)−1/2 = a0 + a1t + a2t2 + · · · , t ∈ (−1, 1), (2)
i.e.
aj = 122j
(2j)!
(j !)2 , j  0, (3)
and (qk)k0 a given sequence of positive integers. Then the “approximate orthogon-
alization” method proposed by Kovarik [5] (Algorithm A, p. 386) is the following:
let A0 = A and recursively define the sequences of matrices (Hk)k0, (Ak)k0 by
Hk = I − AkAtk, (4)
Ak+1 = (I + a1Hk + a2H 2k + · · · + aqkHqkk )Ak, (5)
where by I we denoted the corresponding unit matrix.
Now, if m  n and the rows, (A)i, i = 1, . . . ,m, of A are linearly independent,
the associated Gram matrix AAt is symmetric and positive definite (SPD, for short).
Thus, we can define the m× n matrix Ainfty by
Ainfty = ((AAt)1/2)−1A. (6)
The following results are presented in [5].
Theorem 1.
(i) The matrix Ainfty has mutually orthogonal rows.
(ii) If
‖H0‖ = ‖I − AAt‖ < 1, (7)
then the sequence (Ak)k0 constructed with algorithm (4), (5) converges to
Ainfty. Moreover, the following estimate holds:
‖Ainfty − Ak‖  ‖H0‖sk , (8)
where
sk =
k−1∏
j=0
(1 + qj )  2k. (9)
Remark 1. Assumption (7) is not restrictive; it can be fulfilled by an appropriate
scaling of the elements of A (see also Section 4 of the paper).
Remark 2. If the rows of A are no more linearly independent, the matrix (AAt)1/2
in (6) still exists, but is no more invertible. Thus, instead ofAinfty we have to consider
its “natural” generalization A∞ defined by
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A∞ = [(AAt)1/2]+A, (10)
where B+ is the Moore–Penrose pseudoinverse of B (see [2]).
The paper is organized as follows: in Section 2 we present some results which are
necessary in the rest of the paper. In Section 3 we firstly prove that, under assumption
(7), the sequence (Ak)k0, generated with algorithm (4), (5) converges to A∞ from
(10). After this, we show that the matrix A∞ has “quasi-orthogonal” rows according
to equalities (45). More than that, we prove that also the columns of A∞ are “quasi-
orthogonal” in the above-mentioned sense (see (57)–(60)). Numerical experiments
on a matrix comming from the discretization of a first kind Fredholm integral equa-
tion are described in the last section of the paper. These examples show that the
values of the angles between rows and, respectively, columns are “much improved”
(i.e. they become closer to 90◦).
2. Auxiliary results
We begin this section with a result which makes a deeper connection between the
Taylor series (2), (3) and algorithm (4), (5) (for the proof see [5]).
Lemma 1. Let k  1 be arbitrary fixed and Qk(x) the polynomial defined by
Qk(x) = 1 − (1 − x)(1 + a1x + · · · + akxk)2. (11)
Then Qk has the form
Qk(x) = xk+1ϕk(x), (12)
where
ϕk(x) = c(k)0 + c1(k)x + · · · + c(k)k xk (13)
and
ci
(k)  0, i = 0, . . . , k,
k∑
i=0
c
(k)
i = 1. (14)
Now, if (qk)k0 is the sequence of positive integers from (5) and fk : R −→ R is
defined by
fk(x) = 1 + a1x + · · · + aqkxqk , k  0, (15)
equality (5) can be written as
Ak+1 = fk(Hk)Ak. (16)
Let
A = A0 = U0V t (17)
184 C. Pope / Linear Algebra and its Applications 331 (2001) 181–192
be a singular value decomposition ((SVD), for short; see e.g. [4]) of A, with U, V
orthogonal and 0 the m× n matrix given by
0 = diag
(
σ
(0)
1 , . . . , σ
(0)
r , 0, . . . , 0
)
(18)
with
σ
(0)
1  σ
(0)
2  · · ·  σ (0)r > 0 (19)
and r = r(A). We shall suppose (without restricting any generality) that
r  1. (20)
Lemma 2. The matrices Hk, k  0, defined in (4) have the form
Hk = UkU t (21)
with
k = diag
(
δ
(k)
1 , . . . , δ
(k)
r , 1, . . . , 1
)
(22)
and (δ(k)j )k0, j = 1, . . . , r, recursively defined by
δ
(0)
j = 1 −
(
σ
(0)
j
)2
, δ
(k+1)
j =
(
δ
(k)
j
)qk+1
ϕqk
(
δ
(k)
j
)
. (23)
Proof. We shall use the mathematical induction. For k = 0, from (17)–(19) and (4)
it results that
H0 = U0U t (24)
with
0 = diag
(
δ
(0)
1 , . . . , δ
(0)
r , 1, . . . , 1
)
(25)
and
δ
(0)
j = 1 −
(
σ
(0)
j
)2
, j = 1, . . . , r. (26)
Let now, k  0 be such that Hk is of the form (21) and (22). From [5] we know the
equality
Hk+1 = Hqk+1k · ϕqk (Hk)
from which, also using (13) and (24), we obtain that Hk+1 has the form
Hk+1 = Uk+1U t (27)
with
k+1 = diag
(
δ
(k+1)
1 , . . . , δ
(k+1)
r , ϕqk (1), . . . , ϕqk (1)
)
(28)
and δ(k+1)j from (23), j = 1, . . . , r . But, from (13) and (14) it results that ϕqk (1) =
1 ∀k  0 and the proof is complete. 
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Lemma 3. The matrices (Ak)k0, defined in (4) and (5), have the form
Ak = UkV t (29)
with
k = diag
(
σ
(k)
1 , . . . , σ
(k)
r , 0, . . . , 0
)
(30)
and
σ
(k)
j =
√
1 − δ(k)j > 0, j = 1, . . . , r, k  0. (31)
Proof. Let Bk be the m×m matrix defined by
Bk = (AkAtk)1/2. (32)
From (4) it results
Hk = I − B2k , (33)
which gives us (using the unicity of the square root of a matrix) together with (21)
and (22)
Bk = U diag
(√
1 − δ(k)1 , . . . ,
√
1 − δ(k)r , 0, . . . , 0
)
U t. (34)
But, using the mathematical induction, (17)–(19) and (5), we obtain that the matrix
Ak has the form (29) and (30) with σ (k)j > 0. Then, from (32) and using again the
unicity of the square root of a matrix, we obtain
Bk = U diag
(
σ
(k)
1 , . . . , σ
(k)
r , 0, . . . , 0
)
U t,
which together with (34) gives us (31) and completes the proof. 
3. Main results
Theorem 2. Let (Ak)k0 be the sequence of matrices defined by (4) and (5). Then
lim
k→∞Ak = A∞. (35)
Moreover, we have
‖Ak − A∞‖ 
(
max
1jr
δ
(0)
j
)sk
, k  0, (36)
with sk from (9).
Proof. First of all we have to observe that from (7) and (26) it results that
δ
(0)
j ∈ (0, 1) ∀j = 1, . . . , r. (37)
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Then, from (37), (23), (9) and (13) and (14), we obtain
δ
(k)
j 
(
δ
(k−1)
j
)qk−1+1  (δ(0)j )sk  (δ(0)j )2k , j = 1, . . . , r, k  0. (38)
Relations (37) and (38) tell us that
lim
k→∞ δ
(k)
j = 0 ∀j = 1, . . . , r, (39)
which combined with (29)–(31) gives
lim
k→∞Ak = UI˜V
t, (40)
where I˜ is the m×m matrix defined by
I˜ = diag(1, . . . , 1, 0, . . . , 0) (41)
(with 1 on the first r-positions). Then, using (31)–(34), we obtain
B0 = (AAt)1/2 = U diag
(
σ
(0)
1 , . . . , σ
(0)
r , 0, . . . , 0
)
U t. (42)
Thus, by the unicity of the Moore–Penrose pseudoinverse (see e.g. [2]),
B+0 = [(AAt)1/2]+ = U diag
(
1
σ
(0)
1
, . . . ,
1
σ
(0)
r
, 0, . . . , 0
)
U t. (43)
Then a simple computation gives us (following (17), (18), (10) and (43))
A∞ = UI˜V t (44)
and completes the first part of the proof. For (36) we successively obtain, using
(29)–(31), (44), (38) and the fact that U and V are orthogonal,
‖A∞ − Ak‖ = max
1jr
(
1 − σ (k)j
)
= max
1jr
δ
(k)
j
1 +
√
1 − δ(k)j
,
 max
1jr
δ
(k)
j  ( max1jr δ
(0)
j )
sk ∀k  0.
and the proof is complete. 
Remark 3. Inequalities (36), (8) and (9) tell us that the sequence (Ak)k0 con-
verges at least quadratically to A∞. Moreover, bigger are qk in (5), faster will be the
convergence (see also Section 4).
Remark 4. As we already have mentioned in Section 1, the matrix A∞ from (10)
has no more mutually orthogonal rows. But, the following “quasi-orthogonality”
relations hold.
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Theorem 3. The rows of A∞ from (10) satisfy the following equalities:
〈(A∞)i , (A∞)j 〉 = 〈I˜ (U)i, (U)j 〉 ∀i, j ∈ {1, . . . ,m}. (45)
with I˜ from (41).
Proof. Using (10) and the symmetry of B0 and B+0 we successively obtain
〈(A∞)i, (A∞)j 〉 = (A∞)ti (A∞)j = (B+0 )tiAAt(B+0 )j
= (B+0 )tiB0B0(B+0 )j = [B0(B+0 )i]t[B0(B+0 )j ]. (46)
But, if ei = (0, . . . , 1, . . . , 0) is the ith vector of the canonical basis of Rm, then
(B+0 )i = B+0 ei which together with (29) successively gives
〈(A∞)ti , (A∞)ti〉 = [(B0B+0 )ei]t[(B0B+0 )ej ]
= (UI˜U tei)t(UI˜U tej )
= etiU I˜U tUI˜U tej = etiU I˜ I˜U tej
= (I˜U tei)t(I˜U tej ) = 〈I˜U tei , I˜U tej 〉
= 〈I˜ (U)i , I˜ (U)j 〉 = 〈I˜ (U)i, (U)j 〉
and the proof is complete. 
Remark 5. From (45) it results that A∞ has mutually orthogonal rows if and only
if I˜ = 0 or I˜ = I which means A = 0 (which is not our case—see (20)) or A has
linearly independent rows, respectively (i.e. (45) really generalizes the well-known
result about A∞; see [5]).
At the end of this section we shall prove an interesting property of the algorithm
(4), (5), namely: also the columns of A are transformed during the computations,
i.e. the columns of A∞ are “quasi-orthogonal” in a sense similar with (45). For this
purpose we shall denote by C the matrix At. By applying the algorithm (4), (5), with
the starting matrix C0 = C we obtain the sequences (Ck)k0, (Lk)k0, defined by
(see (4), (5), (16))
Lk = I − CkCtk, (47)
Ck+1 = fk(Lk)Ck. (48)
Since
σ(AAt) = σ(AtA) = σ(CCt) (49)
it results that, under the same assumption (7), the sequence (Ck)k0 converges to the
matrix C∞ given by
C∞ = [(CCt)1/2]+C. (50)
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From (17) it results that an (SVD) decomposition for the matrix C is given by
C = Vt0U t. (51)
Thus, if we denote by E the n× n matrix (CCt)1/2 and by E+ its Moore–Penrose
pseudoinverse, we obtain as before (see (42) and (43)
E = V Dˆ0V t, E+ = V Dˆ+0 V t (52)
with Dˆ0 and Dˆ+0 n× n matrices defined by
Dˆ0 = diag
(
σ
(0)
1 , . . . , σ
(0)
r , 0, . . . , 0
)
, (53)
Dˆ+0 = diag
(
1
σ
(0)
1
, . . . ,
1
σ
(0)
r
, 0, . . . , 0
)
(54)
and
EE+ = E+E = V IˆV t, (55)
where Iˆ is the n× n matrix given by
Iˆ = Dˆ0Dˆ+0 = diag(1, . . . , 1, 0, . . . , 0) (56)
(with 1 on the first r positions). Then, as a direct consequence of Theorem 3 we
obtain:
Corollary 1. The rows of the matrix C∞ from (50) satisfy
〈(C∞)i , (C∞)j 〉 = 〈Iˆ (V )i, (V )j 〉 ∀i, j ∈ {1, . . . , n}. (57)
The following result will establish a stronger connection between the sequences
(Ak)k0 and (Ck)k0 from (5) and (48).
Theorem 4. If (Ak)k0 and (Ck)k0 are defined as in (4), (5) and (47), (48), re-
spectively, then
Ck = Atk ∀k  0. (58)
Proof. We shall use the mathematical induction. For k = 0 equality (58) is obvi-
ously true. Let k  0 be such that (58) holds for it. Then, using (4), (5), (15), (16),
(47) and (48) and the symmetry of the matrix fk(Hk), we obtain that
AtkHk = Atk(I − AkAtk) = Ak − AtkAkAtk = (I − AtkAk)Atk
= (I − CkCtk)Ck = LkCk, (59)
from which it results
Atkfk(Hk) = fk(Hk)Ck.
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Thus
Atk+1 = [fk(Hk)Atk]t = Atkfk(Hk) = fk(Lk)Atk = Ck+1
and the proof is complete. 
Corollary 2. We have the equality
At∞ = C∞ (60)
Proof. As we already observed before we have
lim
k→∞Ck = C∞
and from (35)
lim
k→∞A
t
k = At∞.
These two equalities combined with (58) give us (60) and complete the proof. 
Remark 6. From all the above considerations it results that, if A has full rank, then
the matrix A∞ will have the rows (respectively, the columns) mutually orthogonal.
4. Numerical experiments
We considered in our numerical experiments, as model problem, the following
first kind Fredholm integral equation: find x∗ ∈ L2([0, 1]) such that
(T x∗)(s) =
∫ 1
0
k(s, t)x∗(t) dt = y(s), s ∈ [0, 1], (61)
where
k(s, t) = 1√
1 + (2s − 1)2(2t − 1)2 , s, t ∈ [0, 1]. (62)
Usually, because of perturbations of the right-hand side, such an equation is con-
sidered in the least-squares sense:
‖T x∗ − y‖L2([0,1]) =
√∫ 1
0
((T x∗(s)− y(s))2 ds = min! (63)
We discretized problem (63) by the least-squares collocation algorithm described in
[3] (see also [7]). In this sense, for two given integers m  2, n  2, we considered
the points si, σj ∈ [0, 1], i = 1, . . . ,m, j = 1, . . . , n
si = i − 1
m− 1 , σj =
j − 1
n− 1 , (64)
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and we defined the m× n matrix A and the vector b ∈ Rm by
(A)ij =
∫ 1
0
k(si, t)k(σj , t) dt, (b)i = y(si). (65)
Remark 7. We approximated the integrals in (65) by the rectangles quadrature
formula (“middlepoint”) with 16 equally spaced points in [0, 1].
Let uij , i, j = 1, . . . ,m, be the values of the angles between the rows (A)i and
(A)j of A. For m = 13, n = 9, we obtained that uij satisfies
0◦  uij  0.23◦, (66)
i.e. the rows of A are “almost colinear”! Then we applied the algorithm (4), (5), by
scaling the matrix A as follows (see also Remark 1):
A = 1√‖AAt‖∞ ·A, (67)
where ‖B‖∞ = max1jm∑mj=1 |(B)ij |. We used in (5), for the sequence (qk)k0,
the values
qk = N ∀k  0, (68)
with N  1 a fixed integer. For N = 3, after 43 iterations, using the stopping test
‖Ak+1 − Ak‖  10−6 (69)
we obtained for uij the values presented in Table 1 (as the 13 × 13 matrix (uij )i,j ;
the values marked by * are in the interval [0.0003◦, 0.002◦]).
A similar test was performed with respect to the columns of A. In this sense let
vij be the angle between the columns i and j of A, i, j = 1, . . . , 9. The initial values
of vi,j satisfied the inequalities
0◦  vi,j  0.22◦. (70)
Table 1
0 89 91 88 90 90 89 90 90 88 91 89 *
89 0 82 101 84 86 95 86 84 101 82 * 89
91 82 0 56 106 96 77 96 106 56 * 82 91
88 101 56 0 59 91 100 91 59 * 56 101 88
90 84 106 59 0 66 101 66 * 59 106 84 90
90 86 96 91 66 0 37 * 66 91 96 86 90
89 95 77 100 101 37 0 37 101 100 77 95 89
90 86 96 91 66 * 37 0 66 91 96 86 90
90 84 106 59 * 66 101 66 0 59 106 84 90
88 101 56 * 59 91 100 91 59 0 56 101 88
91 82 * 56 106 96 77 96 106 56 0 82 91
89 * 82 101 84 86 95 86 84 101 82 0 89
* 89 91 88 90 90 89 90 90 88 91 89 0
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After the application of the algorithm (4), (5) (as before) we obtain the values presen-
ted in Table 2 (as the 9 × 9 matrix (vij )i,j ).
Concerning the quadratic convergence of the algorithm (4), (5) (see (36)) we
tested it for different values of m, n and N (from (68)). The (smallest) numbers of
iterations for satisfying the stopping criterion (69) are presented in Table 3.
Remark 8. The *’-s diagonals in Tables 1 and 2 are due to the symmetry of the
kernel k(·, ·) from (62) with respect to the interval [0, 1] and definitions (64) of the
collocation points.
Remark 9. We can see in Table 3 the very good behaviour of the algorithm (4),
(5) in the sense that, for a fixed value of N, the number of iterations to obtain (69)
is almost independent on the dimensions m and n of the collocation matrix A. From
another view point, it has been observed during the numerical experiments we made
that, it is not necessary to use too large values of N (usually N  4 suffices).
Table 2
0 90 90 90 90 90 90 90 *
90 0 90 90 90 90 90 * 90
90 90 0 90 90 90 * 90 90
90 90 90 0 90 * 90 90 90
90 90 90 90 0 90 90 90 90
90 90 90 * 90 0 90 90 90
90 90 * 90 90 90 0 90 90
90 * 90 90 90 90 90 0 90
* 90 90 90 90 90 90 90 0
Table 3
m n N = 1 N = 2 N = 3 N = 4
32 32 98 64 52 45
64 64 98 64 52 45
128 128 99 65 53 46
256 256 100 66 53 47
512 512 101 67 54 47
64 32 99 65 53 46
128 32 99 65 54 47
128 64 100 66 54 48
256 64 100 67 54 48
256 128 100 67 55 47
512 128 101 68 56 48
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Remark 10. Unfortunately, at least in a “sequential programming” approach, a
big computational effort is necessary in steps (4) and (5). This difficulty can be
avoided by using parallel programming or by combining Kovarik’s algorithm with
a fast method for approximating an (SVD) of A (see in this sense the well-known
monograph [4]). Work is in progress on this subject.
Remark 11. As an application of the approximate orthogonalization method de-
scribed in the previous sections, we used it to improve the convergence properties of
the well-known Kaczmarz’s projections algorithm (see [1,6]).
Remark 12. All the numerical experiments were performed with the numerical
linear algebra software “OCTAVE”, which is freely available on the Internet.
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