Abstract-This paper proposes a novel localization algorithm for an autonomous underwater vehicle equipped with a mechanical scanning sonar that has a slow frequency of data sampling. The proposed approach incrementally constructs a pose graph and conducts graph optimization to correct the robot poses. The construction of a pose graph has three stages: 1) scan generation which incorporates an extended Kalman filter-based dead reckoning algorithm that takes the robot motion into account while eliminating the sonar scan distortion caused by the motion; 2) data association which is based on Mahanalobis distance and shape matching for determining loop closures; and 3) scan matching which calculates constraints constructs pose graph. The constructed pose graph is then fed into a graph optimizer to find the optimal poses corresponding to each scan. A trajectory correction module uses these optimized poses to correct intermediate poses during the process of scan generation. Both simulation and practical experiments are conducted to verify the viability and accuracy of the proposed algorithm.
Improving Localization Accuracy for an Underwater
Robot With a Slow-Sampling Sonar Through Graph Optimization
I. INTRODUCTION
O VER years, Autonomous Underwater Vehicles (AUVs) have been increasingly developed for underwater searching [1] , exploring [2] , reconnaissance [3] , mining [4] , etc. To achieve these tasks, it is necessary for algorithms to keep track of the AUVs' positions, which is known as localization. The various solutions have been proposed to the problem of underwater localization from different perspectives, ranging from simple dead reckoning, baseline-based acoustic positioning system to more complex beacon-based sensor fusion techniques, including most Due to the nature of underwater environment, the perception sensors used in AUVs are normally restricted to vision and sonar. Many vision-based SLAM algorithms have been developed since last 90's. However, most of the research has been focused for terrestrial [5] , [6] or flying robot [7] , [8] , and very few are focused on underwater environments. This is because underwater illumination upon objects is seriously degraded and distorted by water, making it difficult to select robust features for SLAM. In contrast, sonar sensors are immune to light conditions, and work well underwater since sound transmits faster. Thus, sonar becomes the frequently used perception sensors for underwater localization and mapping.
Since a Mechanical Scanning Sonar (MSS) sonar is low-cost, small-size, low-power-consumption and light, it is very popular in small AUV applications, e.g. Ictineu AUV [9] , a robotic fish [10] . However, MSS suffers from slow sampling frequency and low accuracy, which is difficult to be directly used for effective and accurate SLAM algorithms.
Throughout the literature, the existing SLAM algorithms using MSS are either feature-based Extended Kalman Filter SLAM [9] or scan matching-based EKF SLAM [11] . However, EKF SLAM is subject to quadratic update complexity and linearization errors [12] . GraphSLAM, which formulates SLAM using a graph, has the access to the full data set when building the map so that it can revise past data association and linearize more than once and hence is more accurate and robust than EKF SLAM [12] . Although there are various state-of-art approaches in literature, no existing work has focused on the employment of GraphSLAM in AUVs with MSS. Due to the slow scanning rate of MSS, the challenge lies in how to construct a robust front-end pose graph.
This paper proposes a novel implementation of the GraphSLAM algorithm for improving localization accuracy of an AUV equipped with a MSS. In order to achieve good accuracy, it takes the advantages of GraphSLAM and adopts various strategies such as scan generation module to eliminate sonar image distortion and trajectory correction module to correct poses during the process of scan generation. The robust front-end pose graph is constructed firstly by the graph construction algorithm which mainly consists of three stages: 1) scan generation which incorporates a novel EKF based dead reckoning algorithm while preliminarily eliminating the sonar image distortion caused by the robot motion during scanning; 2) data association which is based on Mahanalobis distance and shape matching for determining loop closures; 3) scan matching which is conducted to calculate constraints and construct pose graph based on the results of data association. Once the pose graph has been constructed, the back-end optimizing framework iSAM [13] is then utilized to obtain the optimal estimation of the poses corresponding to each generated scan. Utilizing the optimized poses, a trajectory correction module is used to correct poses during the process of scan generation, which further eliminates the impact of slow-sampling characteristic of the MSS. As verified by the experiments, thanks to the utilization of GraphSLAM and adoption of various special strategies for error correction, the proposed localization algorithm produces more accurate pose estimation of the AUV compared with dead-reckoning and uspIC [14] which is known as the most accurate existing algorithm using MSS.
The rest of the paper is organized as follows. Related research is outlined in Section II. Section III describes the architecture and algorithm of the proposed novel localization approach, which is a GraphSLAM using MSS. Section IV introduces a scan generation process which takes the AUV's motion into account. Then, a data association method is presented in Section V and the scan matching is explained in Section VI respectively. In Section VII, a trajectory correction module is illustrated to correct poses during the process of scan generation. Experimental results are given in Section VIII to demonstrate the feasibility and performance of the proposed method. Finally, a brief conclusion and future work are presented in Section IX.
II. RELATED RESEARCH Methodologies applied for underwater localization vary with the sensors that are involved. There are a number of sensors used in localization of AUVs, such as Inertial Measurement Unit (IMU), Doppler Velocity Log (DVL) and exteroceptive sensors (acoustic-based sonars and cameras). Since it is difficult for the AUVs to deploy accurate encoders to provide odometry information as terrestrial mobile robot does, IMU and DVL [15] - [17] are utilized to obtain the dead reckoning by integrating accelerations and rotational rates from IMU and velocities from DVL. The dead reckoning estimation generally serves as the prediction phase of a Bayesian-filtering based localization algorithm. IMU and DVL are widely mounted on AUVs due to the fact that they do not require any external aid, but there are accumulated errors resulted from the process of integration calculation. Thus, instead of being used alone, they are normally fused with other exteroceptive sensors to obtain more accurate localization.
One of the typical Bayesian-filtering based localization systems is to fuse IMU, DVL and one or more geo-referenced surface mobile beacons with known positions by external sources such as GPS. This is also known as beacon-based localization. The surface mobile beacons broadcast their real-time absolute poses to the AUV. The AUV measures the ranges to the mobile beacon in order to use them to bound the localization errors accumulated by dead-reckoning. The filters applied are normally EKF [18] and particle filter [19] which fuse the sensor information from IMU, DVL and the ranges between the AUV and the mobile beacon. The cooperation of AUV and the mobile surface enables the effective localization area to be enlarged enormously, however, external geo-referenced mobile beacon is needed which increases running cost and complexity.
In contrast to the beacon-based localization, underwater SLAM system fuses IMU, DVL with exteroceptive sensors such as cameras and acoustic-based sonars deployed on the AUVs, which does not need any external sensors. These exteroceptive sensors provide observation about the underwater environment for the updating phase of the SLAM algorithm. Due to the fact that the light condition in underwater is seriously deteriorated by water and underwater objects, it is difficult to select robust features for SLAM using vision sensors. In contrast to vision sensors, sonar sensors are not affected by bad light condition as they are designed based on acoustics. Sonar works better in underwater than on land since sound transmits faster in water than in the air. Thus, sonar becomes the more frequently used perception sensors for underwater SLAM.
There are three types of underwater sonar sensors that have been deployed in underwater SLAM applications, namely side-scan sonar [20] , [21] , multi-beam sonar [22] , [23] , MSS [9] , [11] , [24] . For a side-scan sonar, the inertial sensors such as DVL and IMU are firstly used to provide navigation data relative to the vehicle reference frame, such as velocities, orientations and depth. Then the features extracted from side-scan sonar are applied as the landmarks for updating both the navigation data and the positions of landmarks under the EKF SLAM. However, features are difficult to identify and have typically low spatial density [23] , degrading the accuracy of SLAM.
One of the examples of applying multi-beam sonar for SLAM is the work [23] . For a multi-beam sonar, the measurement model is either the depth governed with distributed particle filter framework [22] or the displacement estimated by scan matching of different patches, instead of extracting features. However, both the side-scan sonar and the multi-beam sonar are heavy even in underwater environment which hinders its application on small AUV whose payload is limited.
Whereas, for a MSS sonar, its advantages of low cost, small size and weight and low power make it very competitive in AUV applications. By parsing the image data from the MSS sonar, the range-angle data can be obtained and used for SLAM. Ribas et al. [9] extract line features from the range-angle data of MSS by developing a voting algorithm. An EKF SLAM algorithm is then designed to govern the extracted features to produce accurate pose estimation of the AUV. However, in most cases, it is difficult to extract features in natural areas. Instead of extracting features, Angelos et al. [11] conduct scan matching between grouped scans from the range-angle data to generate the observation measurement. A EKF SLAM is proposed for pose estimation by registering consecutive scans and non-consecutive but overlapping previous ones. The utilization of EKF SLAM algorithm in these two work take effects only when both the area of environment and the number of features are small, due to the fact that computational complexity and linearization errors increase dramatically with the growing scale of environment and features.
Rather than deploying SLAM-based framework, [14] proposed a scan matching based localization algorithm uspIC. In order to eliminate the impact caused by slow sampling frequency, a set of discrete scanned points are grouped to build the scan taking into account vehicle motion estimated via dead reckoning. Registration is then conducted between consecutive grouped scans to obtain the displacement that the AUV has travelled during these two scans. Although special strategies on data structure are taken to alleviate the motion induced distortion, the error of scan matching is still accumulated, which leads to unbounded error as the vehicle travels.
The SLAM algorithm that has come into sight and gained much attraction recently is GraphSLAM. It provides an intuitive way of formulating SLAM by using a graph whose nodes correspond to poses of the robot at different points in time and whose edges represent constraints between the poses [25] . The major advantage of GraphSLAM is that it has the access to the full data set when building the map so that it can revise past data association and linearize more than once, which enables it to be more accurate than EKF SLAM [12] . GraphSLAM consists of two parts, i.e. a front-end that is in charge of graph construction and a back-end that optimally computes the best map. The literature on back-end is vast, which will not be recapitulated here. Instead, we focus our attention mainly on the front-end which constructs a robust pose graph using MSS while taking slow scanning rate of MSS into account. In addition, special strategies such as scan generation module and trajectory correction module are taken to decrease the pose estimation error.
III. THE PROPOSED LOCALIZATION ALGORITHM A. The Slow-Sampling Problem With MSS
A MSS performs scans in a horizontal 2D plane by rotating a mechanically actuated transducer head at pre-set angular increments as shown in Fig. 1 . At each angular position, the MSS head emits an acoustic fan shaped beam with a narrow horizontal beamwidth and returns a set of bins whose value are the amplitudes of echo. Gathering all the amplitude as well as the range at each angular position, an image of echo amplitude vs. range measurements is then generated as can be seen Fig. 2a .
With a slow sampling frequency, a MSS needs a few seconds to complete one full 360°scan at the nominal setting. The time could be even longer for the long range scan and high step resolution. During such a long period of scanning, the AUV can move significantly far away from the original position where the first reading is taken. Such motion will seriously distort the scanning image. As can be seen in Fig. 2a which shows the image without considering the vehicle motion, there is a big breach and discontinuity on the right side as opposed to the actual rectangular testing site. This means the sonar image is seriously distorted by the vehicle motion during the sonar scanning process. Such distortion imposes challenges in utilizing the distorted image for localization. However, when motion is taken into account and vehicle poses are accurately estimated by our proposed algorithm, the corrected image shown in Fig. 2b represents the real environment.
B. Pose Graph Formulation
In order to improve the localization accuracy that is affected by the slow-sampling characteristic of MSS, a GraphSLAM algorithm using MSS is proposed here. A pose graph consists of nodes and edges representing constraints between nodes. Denote X = {X 1 , . . . X T } to be a set of poses, where X i describes the pose of node i . There are two sources of constraints among nodes namely odometry constraints and loop closure constraints. The odometry constraint U i relates two consecutive pose X i and X i+1 by
Loop closure constraints U i j between two arbitrary poses X i and X j are expressed as: where f is a nonlinear function that implements the motion model of the robot. W i and λ i j are zero-mean Gaussian error terms with covariances i and i j respectively. The process of determining U i , U i j , i and i j is known as the front-end of GraphSLAM. Fig. 3 shows a pose-graph representation of a SLAM process. The large circles in light green represent the nodes. The small red circles and black squares represent edges. The red circles are the odometry constraints between two consecutive nodes while the black squares are the loop closure constraints between two non-consecutive nodes determined by data association. By combining (1) and (2), the conditional probability over all robot poses X and constraints
The GraphSLAM is to seek the Maximum a Posteriori (MAP) configuration of the robot poses X * so that the distribution of p(X|U) has its maximum. Under the assumption that the conditional probabilities are Gaussian, maximizing p(X|U) is equivalent to
where α − β 2 denotes the squared Mahalanobis distance with covariance . The process of solving (4) is regarded as back-end of GraphSLAM.
C. The Proposed Algorithm and Its Architecture
By pre-processing the MSS raw data using dynamic thresholding based beam segmentation method [14] , the range readings from the sensor to the obstacle are grouped together to be formed as reading history (RH). An EKF-based algorithm calculates the dead reckoning of the AUV positions and groups them to form dead reckoning history (DRH). The scan generation process aims to group a set of scanned points from the RH to form a full 360°scan while eliminating the distortion caused by the vehicle motion represented by DRH. The reason why the full 360°scan is formed rests with the fact that the scan matching calculation will be more robust and accurate when larger scanning angle range of scanned point is involved.
Data association is in charge of determining loop closures between poses by combining the Mahalanobis distance and shape matching using the results of scan generation. The Mahalanobis distance threshold M t and shape matching threshold S t are used as the determining condition of loop closures. The output O of data association are the sets of associated scans and their corresponding poses. The scan matching between associated scans calculates both the constraints between consecutive poses and the loop closure constraints between non-consecutive poses. Combining dead reckoning poses and constraints produces the pose graph G. The detailed description of these parts are presented in Algorithm 2, 3 and 4 in the sections that follow. Fig. 4 presents the proposed architecture of the whole GraphSLAM algorithm for an AUV using MSS. The front-end part consists of three parts, namely scan generation, data association and scan matching and pose graph construction. Given the constructed graph G, the back-end part of the GraphSLAM algorithm estimates the optimal vehicle poses and their covariances. Using these optimal poses, the trajectory correction module corrects the dead reckoning positions resulting in the corrected dead reckoning history represented as CDRH.
The corrected dead reckoning positions take part in the ScanGener ati on process to generate the more accurate reference scan S re f which is used for scan matching when constructing the pose graph. Note that the pose graph G is constructed incrementally and the optimally estimated poses further facilitate data association and pose graph construction of next iteration.
Algorithm 1 presents the whole procedures of the proposed GraphSLAM algorithm. The algorithm starts with grouping a set of reading history (RH) and dead reckoning history (DRH), and the function Scan Deter mi ned (RH) determines whether a full 360°of sonar readings has already been sampled or not by comparing the bearing of the current reading with 0°and 360°. The functions SG(), DA() and SMPGC() correspond to scan generation, data association, scan matching and pose-graph construction parts, respectively. The function T C() is the trajectory correction module, whose detailed description is presented in VII. The outputs of the algorithm are TL which stores all the corrected vehicle poses and S which groups all the sonar readings. With these two vectors, a map can be rendered by:
where p W o ( j ) is the corrected global position of scanned point p j at pose TL( j ). p2C(ρ( j )) is a function of converting polar coordinates into Cartesian coordinates.T R S is the transform that describes the position and attitude of the sensor frame {S} with respect to frame {R}. ⊕ is the compounding transformations proposed in [26] .
IV. SCAN GENERATION
Front-end of the GraphSLAM is the main part of the proposed algorithm. From this section, each of the three parts that constitute front-end will be elaborated. The scan generation process is presented in this section which takes the motion of the AUV into account to preliminarily eliminate the motion distortion. The vehicle motion is estimated by an EKF-based dead reckoning. The subsequent two sections will present the other two parts of the front-end.
A. Dead Reckoning
It is commonly known that the mean-squared navigation errors of an IMU increase with time. Therefore, instead of adopting the integration-based dead reckoning scheme, an EKF is used to estimate the AUV's pose while the sonar is scanning.
1) Process Prediction
are the body-frame linear and angular velocities of AUV respectively. Then, on the assumption that the sampling time interval is T , the process model for AUV can be represented as the following nonlinear discrete time system:
where
is the transformation matrix. Note that s, c and t in the matrix represent sin, cos and tan functions, respectively. Therefore, the propagation of the movement can be achieved by virtue of (6). As DVL is not applied to provide u k , it is assumed to be constant but corrupted by additive Gaussian noise w k ∼ N (0, Q u ). Due to this additional noise, the error of the dead reckoning will be unbounded, which demands other sensor information to be applied for the error correction in the update phase of EKF. Given (6), the estimate of the state is obtained as:
and the prediction error covariance matrix is given by:
where F k+1 and G k+1 are the Jacobian matrices of the partial derivatives of the non-linear model function f with respect to the statex k and the noise w k , respectively.
2) Update With Altimeter:
The depth measured by pressure sensor is related to the vertical position of AUV. Then, the depth measurement equation is (9) where μ d,k is a zero-mean Gaussian noise with the covariance R d . 
3) Update With Orientation From IMU:
The IMU measurement is used to estimate the orientation by the following measurement model: (10) where I denotes the identity matrix of compatible dimensions. The μ a,k is a zero-mean Gaussian noise with the covariance R a .
Then the standard EKF equations are used to update the model prediction.
B. Scan Generation
The results of dead reckoning can then be used for scan generation. As the sonar head rotates with a set of small-angle steps (angle resolution), the MSS emits a fan-shaped sonar beam. For each emitted beam at a specific bearing, an echo intensity profile is returned from the environment and discretized into a set of data bins (echo amplitude values for each distance step). By applying thresholding and segmentation [9] to this set of data bins, the scanned point for this particular bearing is then obtained. The purpose of scan generation is to group each separately scanned point which is represented with respect to a specific coordinate frame to form a full scan with the angle range of 360°as if all scanned points are read instantaneously like a laser scanner.
Theoretically, when each scanned point is sampled, any local coordinate frame of AUV could be chosen as a reference frame. For simplicity, we choose the coordinate frame of the AUV at the first scan (the scanning angle is −180°) as the reference frame, namely {I }. This means all the scanned points will be represented in frame {I }, as shown in Fig. 5 .
The scan generation process is described in Algorithm 2. The input parameters are the sonar's reading history represented as RH and the dead reckoning history represented as DRH. As a returned value, the generated scan is denoted as S cur . All S cur form a set of scan represented as S. X cur and P X cur are the vehicle position and its covariance when the 1st scan is obtained. The function Find Corresponding D R() aims for finding the correct dead reckoning corresponding to the specific sonar readings according to the time when dead reckoning and sonar readings are calculated and sampled.p I is the Cartesian coordinate of current sonar reading with respect to the reference frame {I }. ⊕ and are the compounding and inversion transformations proposed in [26] . P W is the covariance of current sonar reading represented in global frame {W }, J I 1⊕ , J I and J I 2⊕ are the Jacobian matrices ofp I with respect toT W I andp W . AllX cur for each scan in S constitute the node part of a pose graph.
V. DATA ASSOCIATION In the pose graph, constraints between nodes come from two scenarios: constraints between consecutive nodes and constraints resulting from loop closures. Constraints between consecutive nodes can be easily obtained by aligning two generated consecutive scans using scan matching algorithms. The determination of constraints from loop closures has to start with correct data association which tells whether the robot is revisiting previously mapped areas.
As proposed in [24] , the data association is achieved by choosing those scans whose corresponding poses fall in the neighbouring range of the pose of current scans as the loop closing candidates. We refer this strategy as pose-threshold based association. This strategy does not take into account the uncertainty of poses. So instead of using pose-threshold based association, the Mahalanobis distances between poses and shape matching are combined together to give reliable associations. The Mahalanobis distance with uncertainty can be calculated as:
where D M is the Mahalanobis distance between pose X i and X j with covariances P i and P j respectively. In addition to the Mahalanobis distance, the shape matching method is also introduced here to determine whether two scans are associated. Originally designed for shape matching in image processing, Angle Histogram of Vectors in [27] can directly be used for shape matching between two sonar scans. Two scans, S i and S j , can be represented by
where h j is the angle histogram from each row of the angle matrix of S 1 and S 2 . The cost C i j for matching two points is defined as: where p i and q j are the points on each segments, N is the number of the bins of the corresponding angle histograms. Then the distance between these two segments is calculated as:
is then assigned to D S representing the shape matching distance between scans S i and S j . When scans D M and D S are less than some predefined thresholds (M t for Mahalanobis distance, S t for shape matching), they are considered as associated. Algorithm 3 presents the data association strategy. Its inputs include all the previous scan sets S, robot pose sets from the corrected dead reckoning X, their corresponding covariance P X , the current scan S cur and its corresponding robot pose X cur and covariances P X cur . Its returns are a set of scans and their corresponding robot poses which are associated with the current scan S cur , grouped as O. These associated scans are then used to calculate the constraints resulting from loop closures which are added to the pose graph G.
VI. SCAN MATCHING AND POSE GRAPH CONSTRUCTION
Scan matching is to determine both the constraints between consecutive scans and the constraints resulting from loop closures, i.e. to calculate the relative displacement between two range scans. The most popular technique for scan matching is the ICP algorithm proposed in [28] , which was then utilized in the mobile robot localization scenario [29] . Due to its ease of usability, many subsequent proposed scan matching algorithms are based on the same basic concept as ICP, forming a series of ICP-variants. However, all these algorithms assume that the range readings are gained from a fast laser so that the motion of the robot can be neglected. They cannot be simply used in the system with a slow-scanning sonar to retrieve range scans.
Taking the robot motion and the sonar reading uncertainty into account, sonar probabilistic Iterative Correspondence (spIC) [30] provides a robust solution to the localization problem in the presence of large amounts of noisy readings and odometric errors. Similar to pIC, spIC is also accomplished by means of Mahalanobis distance which incorporates range uncertainty to determine the correspondence between Algorithm 4: Scan Matching and Pose Graph Construction
Add constraint (U rc , rc ) to G;
if success then 13 Add constraint (U, ) to G; two points from two different scans. Thus, spIC is adopted here as the scan matching algorithm. Algorithm 4 shows the detailed process of both scan matching and pose graph construction. As can be seen, spIC takes 4 arguments, namely reference scan, current scan, initial displacement estimation between these two scans and the covariance of the initial estimation. The output of spIC is the final displacement and its covariance between the two scans that minimizes the error of correspondences between them. As the constraint, the output of spIC is then added to the pose graph G. There are two sources of constraint: one is the displacement between two consecutive scans shown as S re f and S cur in the algorithm, and the other is the constraint from displacement between the current scan and those associated with it and determined by the data association module. VII. TRAJECTORY CORRECTION By applying the back-end optimization algorithm, the vehicle poses are able to be corrected. These poses are the ones where the first sonar reading in each scan is sampled. However, other poses where sonar readings are sampled still need to be corrected. The trajectory correction module is designed for this purpose. Take the vehicle poses for two consecutive scans S re f and S cur for example, the corrected poses of the scans areX re f andX cur .
Let X R = { R X re f , R X 1 , R X 2 · · · , R X n } be all the vehicle poses corresponding to each range readings in S re f , and the starting pose for S cur be X cur . Their relative odometry are defined as
reckoning history DRH before correction. The purpose of trajectory correction is to refine these relative 
⊕ δX is the corrected relative odometry of O X n−1 n . Finding a solution of δX subject to (14) solves the trajectory correction problem. As (14) is non-linear equation due to the angular term, the problem is transformed into a non-constrained nonlinear minimization problem: The Nelder-Mead method [31] is used to search the optimal δX. The corrected vehicle poses then constitute CDRH as the output of the trajectory correction module. A. Simulation 1) Simulation Setup: Simulation based on Robot Operating System (ROS) [32] is conducted to verify the effectiveness of the proposed MSS GraphSLAM algorithm. Fig. 7 presents the simulation setup of AUV. As shown in Fig. 7 , an IMU and a forward looking MSS are the mainly used sensors whose frames are represented by {I } and {S}, respectively. Frame {R} represents the body frame of the AUV while frame {W } denotes the global frame which is an ENU system with axis x being pointing to East, axis y pointing to North and axis z pointing to up direction.
When the simulation is running, the simulated environment with an anomalous shape shown in Fig. 8 is firstly imported to the 3D simulator Gazebo [33] . In the simulation experiment, the AUV is controlled to swim around the middle object for two rounds. In the simulation, the AUV is tele-operated to swim around the middle object for two rounds with a 166 m trajectory at an average speed of 0. as iSAM [13] , g2o [34] , etc. The iSAM is applied as the optimization solver in this research since it is general, easy to use and provides covariance of estimated poses. For comparison, the positions estimated by dead reckoning and uspIC are also provided.
2) Simulation Result: Fig. 9 shows the network of constraints generated by the data association algorithm for all the dead reckoning poses. The grey lines link the associated poses representing both odometry constraints and loop closure constraints. It is clear that the poses are correctly associated and that the proposed data association algorithm is effective. Fig. 10 shows the trajectories generated by dead reckoning, uspIC, GraphSLAM and the ground truth, respectively. It can be clearly seen that among all the trajectories, the trajectory calculated from the GraphSLAM (red dot line) is the closest one to the ground truth (green diamond line). The trajectory from dead reckoning (blue star line) suffers from significant drift from the ground truth due to its unbounded accumulated errors. The trajectory generated by uspIC (black circle line) is more accurate than that from dead reckoning, but less accurate than that from the GraphSLAM. Fig. 11 presents the distance errors between positions estimated by each algorithm and the ground truth. It is obvious that the dead reckoning (blue star line) has the largest distance errors without boudary, uspIC (black circle line) is in the middle and the GraphSLAM (red dot line) is the best. The average distance errors for dead reckoning, uspIC and GraphSLAM are 6.09m, 2.53m and 0.67m, respectively. Fig. 12 shows the maps rendered by using the positions estimated by dead reckoning, uspIC and Graph SLAM respectively in comparison with the ground truth. As expected, the map built by the GraphSLAM shown in Fig. 12(c) matches well with the ground truth without ghosting effect. The map built by dead reckoning, however, is seriously distorted and has unbounded accumulated errors. Although the map built by uspIC outperforms the map built by the dead reckoning, it is still far from the ground truth.
B. Practical Experiment
In order to further examine the proposed algorithm, a practical experiment is conducted by using a real underwater vehicle shown in Fig. 13 . The testing site is a 33m × 13m rectangular pond in Woodbridge, UK as shown in the middle of Fig. 14a . An embedded system governing the data collection from IMU and MSS is deployed on the underwater vehicle. IMU is a usual MEMS sensor from Mongoose providing 3D orientation. MSS used for the experiment is a product named Micron DST from the Tritech International Limited.
The MSS is set as continuous rotation in the clockwise scanning direction, i.e. from 0°to 360°. The range scale of MSS is configured as 20m and the step angle size is 1.8°which is deliberately set as the lowest resolution for balancing the measurement accuracy and computational cost. The number of range bins that the sonar will generate for each sonar bearing is set as 350, then the range resolution of MSS can be calculated as 20m/350(bins) = 0.057 m/bin. The wireless antenna is above the water surface for the purpose of receiving the operating signal from a joystick so that the vehicle can be driven remotely.
Similar to the simulation, the vehicle is tele-operated to swim around the pond for 2 rounds with the starting position and stopping position being the same spot. The data from IMU and MSS are logged on the embedded flash drives for post processing and analysis. Fig.14b shows the vehicle in the pond when gathering sensor data. The collected MSS data is firstly pre-processed to get rid of abnormal noises caused by reflection of walls [9] and is then combined with IMU data to be fed into the proposed GraphSLAM algorithm in Fig. 4 . Fig. 15 shows a complete sonar scan before and after scan generation, as well as after trajectory correction, compared to the boundary of the test site. It can be seen that the scan before scan generation (red circle) is seriously distorted by the vehicle Fig. 15 . A complete scan before (red circle), after (blue dot) scan generation and after trajectory correction (green diamond), compared to the boundary of the test site (black line). motion during the sonar scanning process, while the scan after scan generation is greatly corrected by taking into account the vehicle motion estimated by EKF-based dead reckoning. After the trajectory correction process, the scan is further corrected and free from any motion distortion which matches best with the boundary of the test site (black line). This result validates the effectiveness of the scan generation and the trajectory correction module. Fig. 16 shows three ortophotomaps that contain the trajectories and the corresponding maps estimated by the dead reckoning, uspIC and GraphSLAM algorithm respectively. As DGPS was far away from the base station and not working properly at the testing site, the ground truth can not be obtained for the performance evaluation. However, the pose difference between the starting position and the estimated end position is able to indicate the localization accuracy of each algorithm. It is clear that the pose difference with the dead reckoning is the largest one, i.e. 7.77m, and the proposed GraphSLAM has the smallest pose difference at 1.08m. The pose difference with uspIC is 4.37m. This matches to the result from simulation experiments, i.e., the proposed GraphSLAM provides the most accurate pose estimation. Fig. 16 . Trajectories generated by dead reckoning, uspIC and GraphSLAM respectively and the corresponding maps.
As shown in Fig.  16 , that the map produced by GraphSLAM aligns best with the actual rectangle pond and has the smallest offset compared with other two maps. The map generated with dead reckoning exhibits serious ghost shadows and suffers from most considerable drift from the actual boundary of the rectangle pond. Although the map rendered by uspIC is much better than the dead reckoning map, it still shows certain amount of drift.
IX. CONCLUSION AND FUTURE WORK
This paper presents the framework of a graph optimization based SLAM algorithm for an AUV equipped with a slow-sampling MSS while moving around an underwater environment. The algorithm includes constructing a graph, solving the constructed graph by a graph optimization algorithm and correcting the robot poses during the sonar scanning process by using the optimized poses. More specifically, the EKF-based dead reckoning algorithm is firstly deployed for scan generation, which takes the AUV motion into account, thereby eliminating the sonar image distortion caused by the robot motion. Then the data association algorithm based on Mahalanobis distance and shape matching is deployed to determine loop closures, leading to associated scan pairs used for calculating constraints of the pose graph. The constructed graph is solved by a graph optimization algorithm iSAM, resulting in optimized poses corresponding to each generated scan. A trajectory correction module is used to correct those middle poses during the scan generation process which further improves the localization accuracy.
The algorithm is verified with both the ROS based simulation and the home-made AUV platform. Experimental results clearly show that the proposed algorithm outperforms other two traditional algorithms such as dead reckoning and uspIC in terms of both localization and mapping accuracy. However, the current implementation of the algorithm is off-line post processing due to the limited computing resources of the embedded system. A real-time version of implementation is more practically effective. In addition, for convenience of program debugging and data collection, the home-made platform SCPBot is simply designed and floats on the surface of the water when collecting sonar data. However, the algorithm proposed in this paper are originally designed for AUV to localize itself in an underwater environment. A real AUV that can go deeper and travel longer distance is required for future experiments. Therefore, our future work will focus on real-time implementation of the proposed algorithm on a more computationally powerful real AUV.
