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Nicht-thermische Fixpunkte und superfluide Turbulenz in ultrakalten
Quantengasen
In der vorliegenden Arbeit wird die Nicht-Gleichgewichts-Dynamik ultrakalter Quan-
tengase numerisch und analytisch in ein, zwei und drei Raumdimensionen studiert.
Der Schwerpunkt liegt auf dem Bereich hoher Besetzungszahlen, in welchem das
System durch ein Ensemble nichtlinearer Wellen beschrieben werden kann. Ein Ziel
dieser Arbeit ist es die Existenz von nicht-thermischen Fixpunkten in der Dynamik
ultrakalter Bose-Gase zu untersuchen. Es wird gezeigt, dass ein zwei- oder drei-
dimensionales Bose-Gas einen nicht-thermischen Fixpunkt besitzt, der durch einen
verdu¨nnten Zustand zufa¨llig verteilter Wirbel oder Wirbellinien gekennzeichnet ist.
Dieser Zustand ist durch Teilchen- und Energieflu¨sse gekennzeichnet und zerfa¨llt
unter Bildung von Wirbel-Antiwirbel-Korrelationen. Unter Verwendung von Meth-
oden fu¨r die Beschreibung suprafluider Turbulenz fu¨hren wir eine detaillierte Anal-
yse der zugrundeliegenden Wirbel-Dynamik durch. Weiterhin untersuchen wir die
Bedeutung des nicht-thermischen Fixpunktes fu¨r den Prozess der Phasenordnung
und der Bose-Einstein-Kondensation, sowie die Mo¨glichkeit eines nicht-thermischen
Fixpunktes in einem eindimensionalen ultrakalten Bose-Gas. Darauf aufbauend
diskutieren wir die Realisierung eines nicht-thermischen Fixpunktes, sowohl in einer
relativistischen skalaren Theorie, als auch in einem zwei-komponentigen Bose-Gas
in zwei Raumdimensionen. Nach einer kurzen Diskussion mo¨glicher Experimente
geben wir eine Zusammenfassung der Ergebnisse und schließen mit einem Ausblick.
Non-thermal fixed points and superfluid turbulence in ultracold quantum
gases
In this thesis the non-equilibrium dynamics of ultracold quantum gases is studied
numerically and analytically in one, two, and three spatial dimensions. We focus
on the regime of large occupation numbers, where the system can be described by
an ensemble of non-linear waves. A goal of this work is to investigate the existence
of non-thermal fixed points in the dynamics of ultracold Bose gases. It is shown
that a two- or three-dimensional Bose gas features a non-thermal fixed point which
is characterised by a dilute random distribution of vortices or vortex lines. This
state is accompanied by particle and energy fluxes and decays via the formation
of vortex-antivortex correlations. By making use of superfluid turbulence methods,
we give a detailed analysis of the underlying vortex dynamics. Furthermore, we
focus on the relevance of the non-thermal fixed point for the dynamics of phase
ordering kinetics and Bose-Einstein condensation. Then, we explore the possibility
of a non-thermal fixed point in a one-dimensional ultracold Bose gas as well as
a two-component Bose gas in two dimensions. Finally, we discuss the realisation
of a non-thermal fixed point in a relativistic scalar field theory as well as for the
case of a two-component Bose gas in two dimensions. After a brief discussion of
experimental prospects, we summarise our results and close with an outlook.
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1Introduction
Far-from-equilibrium dynamics of interacting many-body systems has become a
topic of intense focus in very different areas of physics. Applications range from
the formation of Bose-Einstein condensates in ultracold atomic gases to quark-
gluon plasmas produced in heavy-ion collisions, and thus over a range of twenty-
two orders of magnitude in temperature. An important question is whether one can
identify universal aspects of non-equilibrium dynamics in ultracold quantum gases
that also have the potential to be applied to systems at vastly different energy
scales. With present-day technology that allows one to precisely prepare initial
non-equilibrium states and determine theoretical model parameters, researchers in
the field of ultracold atomic gases are given the unique opportunity to clarify such
challenging questions of global, interdisciplinary significance [1–4].
Exciting examples within the realm of non-equilibrium physics studied in ultracold
gases include driven-dissipative systems [5], which have the potential to improve the
control of quantum information devices, and non-equilibrium evolution across phase
transitions [6, 7] – a question of long-standing interest in areas from cosmology to
solid-state physics [8, 9]. Researchers from various fields are intensively investigat-
ing the dynamics of thermalisation of closed quantum systems [10–12]. Questions
concerning the existence of non-thermal equilibrium states [13–17], superfluid tur-
bulence [18], as well as prethermalised states [19–23] are heavily discussed. Recently,
this topic has also attracted considerable attention in the context of thermalisation
of the quark-gluon plasma [4]. The controversial idea of dynamical Bose-Einstein
condensation in this system [24] is one example of a phenomenon that is very fa-
miliar to ultracold atomic physicists.
Among the wealth of possible non-equilibrium many-body configurations, the most
interesting candidates for theoretical and experimental study are those at which
the time evolution gets stuck for an extraordinarily long time. This is a common
feature near equilibrium phase transitions where the dominance of low momentum
modes slows down the dynamics of the system. Simultaneously, universal properties
like the power-law behaviour of correlation functions appear. These critical points
can be described as fixed points of renormalisation group transformations [25]. In
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analogy to that, one can define far-from-equilibrium non-thermal fixed points as
stationary states which are characterised by power-law scaling of correlation func-
tions1. In closed systems these solutions are transient and decay towards thermal
equilibrium at late times. They correspond to situations in which scattering pro-
cesses are almost negligible, which enhances their life time beyond experimentally
relevant time scales. In driven systems, non-thermal fixed-point solutions can be
stationary within a certain region of momentum space due to the presence of local
transport of globally conserved quantities [28–33].
Classical fluid turbulence is among the earliest phenomena described by such scaling
behaviour out of equilibrium [34–39]. It comprises a quasi-stationary flow of energy
from large to small scales [40]. This flow is fed by some stirring mechanism at large
scales and stabilises a non-equilibrium steady state whose correlation functions
exhibit characteristic scaling [34,35].
Now, we draw attention to non-equilibrium quantum many-body systems. In this
context wave turbulence phenomena [41–43] have been studied in dilute ultracold
Bose gases [29,31,32,44–51], the inflating and reheating early universe [28,30,52–55]
and quark-gluon matter created in heavy-ion collisions [24, 56–61]. In contrast to
Kolmogorov’s theory of classical turbulence [34, 35], the wave turbulence approach
does not reference vortical flow in the fluid under consideration, but mathematically
analyses possible non-thermal fixed point solutions of the dynamic equations.
In a regime where kinetic theory is applicable, a weak-wave-turbulence theory has
been developed [41,42] – it aims at the analysis of non-thermal fixed points defined
by quasi-stationary, self-similar momentum distributions, n(k) ∼ k−ζ , with scaling
exponent ζ obtained from kinetic wave equations. Equations of this type are well
suited to describe scattering phenomena of particles and waves in a regime where
interactions are sufficiently weak. Applications reach from vibrating plates [62]
and capillary waves [63] to models of the inflationary early universe [52, 64] and
dynamics of Bose-Einstein condensates [42,50,65,66].
However, in an ultracold Bose gas occupation numbers necessarily grow large in the
low-momentum region and the kinetic approximation becomes invalid. An exten-
sion of weak-wave turbulence by non-perturbative quantum field theory methods
leads to the prediction of new scaling laws [27, 28, 53]. Calculations for a non-
relativistic ultracold Bose gas were presented in Ref. [29]. The authors propose
strong matter-wave turbulence in the regime of long-range excitations. The main
result is the prediction of various non-thermal fixed-point scaling solutions for the
case of an ultracold Bose gas. They correspond to constant particle and energy flux
solutions. Particularly interesting is the prediction of large scaling exponents in the
low-momentum region that go beyond the weak-wave-turbulence analysis.
1Note that non-thermal fixed points are not defined as fixed points of renormalisation group
equations throughout this thesis. Intuitively, they can be understood as dynamical fixed points
known from the theory of dynamical systems. However, a formulation in terms of a renormali-
sation group approach might well be possible and is a topic of current research [26,27].
3ln(k)
ς = d+2 ς  = d
 ln(nk) nk ~ k 
-ς
Particle flux Energy flux
Figure 1.1: Sketch of the single-particle mode occupation number n(k) as a func-
tion of the radial momentum k for the non-thermal fixed point solutions found
numerically [31, 32]. We provide evidence for the presence of a bimodal distri-
bution in the presence of an inverse particle flux at low momenta and a direct
energy flux at high momenta. Importantly, the momentum distribution in the
low momentum region is explained by the presence of a random distribution of
vortices and antivortices, which provides an intuitive understanding for the strong
turbulence phenomena predicted in Ref. [29].
In the non-equilibrium regime of a quantum many-body system multiple types of
excitations can be present. In the case of an ultracold Bose gas, one encounters
linear excitations like those of single particles or collective sound waves and non-
linear ones such as (quasi-) topological excitations [67–70]. Topological defects are
robust states of interacting many-body systems and are classified by the values
of an order parameter field on the boundary of the system [71]. One prominent
example is a quantised vortex which exists as a topological excitation of superfluids
or superconductors, liquid crystals, magnets and cosmic fields [69]. Its fundamental
properties have been studied since the 1940s [72–74] and are of great importance,
e.g. for bosonic superfluids such as 4He [75, 76] and dilute atomic gases [77–81] in
two and three spatial dimensions. In contrast to eddies in classical fluids, vorticity
in a superfluid is quantised [73, 74], and the creation and annihilation processes of
quantised vortices are distinctly different from their classical counterparts [76, 82,
83]. Rapidly rotating Bose-Einstein condensates have been shown to form lattices
of singly-quantised vortices [84–86], and the dynamics of interacting vortices are
also experimentally accessible [87–90]. To obtain statistical information on vortex
dominated flows ensembles of vortices were considered [73, 91–94]. This approach
is closely related to the phenomenon of superfluid turbulence, also referred to as
quantum turbulence [18, 95]. Turbulent quantised vortices have been the subject
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of extensive studies in the context of helium [76, 82, 96–104] and, more recently,
dilute Bose gases [44–46, 48, 49, 90, 105–111]. For example, the observation of a
Kolmogorov 5/3-law [34, 35] in experiments with superfluid helium [102, 112, 113]
received much attention [18,114–119].
In this thesis we study the non-equilibrium dynamics of ultracold quantum gases
in one, two, and three spatial dimensions within the semi-classical regime of the
underlying quantum field theory [120–122]. This task requires us to extend the
(quasi-) equilibrium studies of these systems and to investigate the creation, char-
acterisation and destruction of turbulence. A key feature of our method is the
possibility to investigate single realisations of the inhomogeneous non-equilibrium
ensemble, as well as ensemble averaged quantities. This way, we simultaneously ad-
dress wave turbulence phenomena observed in correlation functions and superfluid
turbulence. Our main achievement is to reveal a connection between the dynamics
of (quasi-) topological field configurations and field-theoretic methods which offers
great prospects for a unified description of non-equilibrium dynamics. Moreover,
it provides hints of how the proposed non-thermal fixed points in relativistic sys-
tems [27, 28, 30, 53, 57, 58] are realised in nature. In the following, we present a
review and general discussion of the main results contained in this thesis.
Before these results are discussed in depth in the main body of this thesis, Chap. 2
will provide background information on the physics of ultracold gases and their
theoretical description – there we will carefully introduce the key concepts and
ideas necessary to appreciate the subsequent chapters.
In Chap. 3 we show that a two- or three-dimensional superfluid Bose gas in the
vicinity of a non-thermal fixed point is characterised by a dilute random distribu-
tion of vortices or vortex lines of positive and negative circulation (see Refs. [31] and
[32]). The numerically found quasi-stationary scaling properties are in agreement
with quantum-field-theoretic predictions of Ref. [29]. This is remarkable since it
provides evidence for a relation between wave turbulence and quantum turbulence
not reported in the literature so far. In Fig. 1.1 our findings are schematically sum-
marised. The numerically obtained scaling exponents, discussed in detail in Chap. 5,
equal the exponents obtained analytically for particle transport towards low mo-
menta and energy transport towards high momenta [29, 32]. The nature of these
transport processes is corroborated by calculations of the respective fluxes [32]. Fur-
thermore, the momentum distribution in the low-momentum region is analytically
explained by the presence of a random distribution of vortices and antivortices (see
Chap. 4). An inverse particle flow is invoked through vortex-antivortex annihila-
tions. Moreover, we show that the decay of strong turbulent scaling is caused by
vortex-antivortex pairing or shrinking of vortex rings.
The decay of superfluid turbulence is typically accompanied by a build-up of co-
herence and quasi-condensation [44–50, 105, 106]. In Chaps. 6 and 7 we explore
this process in detail and describe the role of non-thermal fixed points during the
out-of-equilibrium evolution. A central result obtained for two spatial dimensions
5Figure 1.2: Dynamical evolution of a two-dimensional superfluid near a non-
thermal fixed point. The sketch shows the equilibration process after a quench,
in the space of inverse coherence length lC and inverse mean vortex-antivortex
pair distance lD [33]. The trajectory denoted by ‘Dynamical evolution’ illustrates
the decay of superfluid turbulence starting at the time where vortices appear,
t = tV, approaching the non-thermal fixed point and finally evolving towards
equilibrium. The line marked as ‘Thermal states’ qualitatively illustrates these
quantities for thermal configurations [123–125], featuring a steady decrease of
inverse coherence with inverse mean vortex-antivortex distance and including a
Berezinskii-Kosterlitz-Thouless phase transition. An unbinding of vortices of op-
posite circulation characterises the approach to the non-thermal fixed point before
finally all vortices decay, i.e. lD → 0, to establish equilibrium phase coherence at
a temperature below the phase transition.
is depicted schematically in Fig. 1.2, see Ref. [33]. Here, we sketch the projection of
the phase ordering process onto the space spanned by the coherence length lC of the
bulk matter and the mean inter-vortex pair distance lD. In this way, the dynam-
ical evolution towards and away from a non-thermal fixed point can be compared
to the properties of near-equilibrium states of a two-dimensional degenerate Bose
gas [73, 123–127]. Arrows mark the direction of the flow and indicate that critical
slowing down occurs near the non-thermal fixed point. An unbinding of vortices of
opposite circulation emerges during the approach of the fixed point before finally all
vortices decay to establish full equilibrium phase coherence. In three dimensions,
the analogous process involves the decay of vortex line density and an increase of
mean vortex ring radius.
A fundamental and long-debated question in the field of ultracold gases concerns the
formation of a Bose-Einstein condensate from a completely disordered initial state in
three dimensions [45–48,50,65,105,106,128–139]. We address this issue in Chap. 8
in order to clarify the particularly interesting aspect of superfluid turbulence in
this process [45,46,48,106,130]. Our main finding is that the superfluid turbulence
period can appear in two different forms [140]. The two possible paths to Bose-
Einstein condensation are shown schematically in Fig. 1.3. If a sufficiently small
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α
Figure 1.3: Depending on the strength α (parametrising the UV fall-off n(k) ∼
k−α) of an initial cooling quench, the gas can thermalise directly to a Bose-Einstein
condensate, or it can first approach and critically slow down near a non-thermal
fixed point. There, it is characterised by a self-similar particle spectrum n(k) ∼
k−5 and strong superfluid turbulence.
amount of energy is removed, a thermal Rayleigh-Jeans distribution forms in a
quasi-adiabatic way. The chemical potential increases, and a fraction of particles is
deposited in the lowest mode, forming a Bose-Einstein condensate. In the second
scenario, after a sufficiently strong cooling quench, the system develops transient
scaling behaviour in the momentum distribution prior to condensate formation. We
show that the power law can be traced back to the flow pattern around undistorted
vortex lines and is interpreted as a signature of the non-thermal fixed point discussed
in Chaps. 3-7.
To emphasise the importance of our results we point out that understanding the dy-
namics of Bose-Einstein condensation is of fundamental interest to physics beyond
that of ultracold gases. Today, many-body dynamics of coherent bosonic excita-
tions is intensively studied in solid-state systems consisting of magnons [141–144] or
polaritons [145–148]. Recently, condensation has even been discussed for the case
of gluons as an intermediate stage of heavy-ion collisions [4, 24,61].
After exploring the non-equilibrium behaviour of ultracold Bose gases in two and
three dimensions, we will turn our attention to one-dimensional Bose gases in
Chap. 9. The non-equilibrium dynamics of these systems is under intense inves-
tigation by the quantum gas community [2, 7, 149–154]. Extending our studies on
universal properties of vortex ensembles, we focus on solitary waves and show that
these exhibit analogous scaling behaviour. Solitons are non-dispersive wave solu-
tions which can arise in many non-linear systems spanning a wide range from the
earth’s atmosphere [155] or water surface waves [156] to optics [157]. The character-
istics of single or few solitons in ultracold Bose gases have been studied during the
last decade regarding their movement and interaction in traps [149, 151, 152, 154],
as well as their formation and creation [158–161] and their decay [162, 163], see
Ref. [153] for a review. See Refs. [164–166] for related studies in relativistic field
theory.
The last part of this thesis, Chap. 10, begins with a recent study on non-thermal
fixed points and superfluid turbulence in the context of reheating after cosmological
7inflation. Here, instabilities are shown to induce the formation of domain structures
of opposite charge. We simultaneously observe quasi-stationarity and scaling in the
occupation number spectrum, which is interpreted as a signature of a non-thermal
fixed point.
We have taken a first step in the direction of studying multi-component fields by
investigating the ultracold two-component Bose gas, see Chap. 10 [167]. There,
we discuss non-equilibrium dynamics triggered by instabilities for different inter-
and intraspecies couplings and reveal the possibility for different quasi-stationary
scaling solutions [168–170]. An extension of this study to the regime of ultracold
spin-1 and spin-2 Bose gases [133,171–177] poses an interesting challenge for future
research.
The chapter ends with an overview of prospects for experimental studies on non-
thermal fixed points with ultracold alkali atoms. Here, we briefly introduce the
set-ups by the groups in Vienna, Austria (1D) [150,178,179], Heidelberg, Germany
(1D) [7,151], Tucson, USA (2D) [89,90,138] and Sa˜o Carlos, Brazil (3D) [109,111]
and show that a verification of our results is readily feasible.
The results contained in this thesis contribute to the understanding of non-equi-
librium dynamics of quantum fields – this statement is particularly motivated by
the abundant appearance of topological defects in nonlinear field theories. As a
famous example, metastable multi-vortex states or, in one spatial dimension, soli-
tary waves, are known to appear from strong fluctuations in the vicinity of the
normal-fluid to superfluid transition [180]. Rapidly crossing such a transition by
varying an equilibrium macroscopic parameter like the temperature at a certain
rate is well known to induce defects. In this case, their number can be estimated
from the coherence length at the point where the parameter variation ceases to be
adiabatic [8,181,182]. Experiments with ultracold Bose gases following such Kibble-
Zurek-type protocols [138,183] as well as generating superfluid turbulence [109,111]
are pursued with increasing effort and could serve to discover and study non-thermal
fixed points systematically.
Our work motivates the development and application of non-perturbative tech-
niques to study superfluid turbulence. A unified field-theoretic description of clas-
sical and superfluid turbulence might ultimately clarify the similarities and differ-
ences between the two, a project that is of major interest for the fluid-dynamics
community [18,101].
The concept of non-thermal fixed points appears to be very significant for the
understanding of thermalisation of interacting many-body systems [1, 2]. Across
different fields of physics one encounters the possibility of non-thermal equilibrium
states [13–17] as well as prethermalised states [19–23]. Among these classes of states
non-thermal fixed points are the most dramatic ones, living a metastable life far
away from equilibrium. However, their long-range and steady nature offers good
prospects to tame the non-equilibrium regime.

2Background
In this chapter we provide theoretical and experimental background on ultracold
atomic quantum gases and lay out the key theoretical concepts used in the forth-
coming chapters. After a brief sketch of the historical developments and tech-
nical achievements of cooling and trapping dilute atomic vapour, we discuss the
equilibrium phenomenon of Bose-Einstein condensation in three dimensions. We
highlight effects specific for lower dimensions, d < 3, where Bose-Einstein con-
densation is strictly speaking statistically forbidden in the thermodynamic limit.
Instead, constrained quantum gases develop long-range order in the form of quasi-
condensates. A brief introduction to the theoretical descriptions of quantum gases
out-of-equilibrium is followed by an outline of the powerful classical-field method,
which is extensively used in this thesis. Special attention is paid to the appearance
of (quasi-) topological excitations and (quantum-) hydrodynamic behaviour of the
gas. Finally, the quantum field theoretic approach based on the 2-particle irre-
ducible (2PI) effective action for correlation functions is introduced, which lead to
the proposal of non-thermal fixed points and strong wave turbulence. With that, we
are going to be prepared for a thorough and multi-sided analysis of non-equilibrium
Bose fluids.
2.1 Ultracold atomic gases
Since the groundbreaking experiments on Bose-Einstein condensation in dilute
atomic alkali gases [184–186] at JILA [187], MIT [188] and Rice University [189],
in 1995, the field of ultracold quantum gases has seen a wide spectrum of devel-
opments [190]. Starting from the characterisation of the condensed bosonic gas in
thermal equilibrium [79, 191], researchers investigated the formation of ultracold
Fermi gases [192–200] and mixtures [201–203], the few-body physics of ultracold
atoms and molecules [204–210], properties of matter waves [211, 211], soliton and
vortex formation [86, 87, 149, 151, 160, 163] as well as many-body phase transitions
in magnetic traps and optical lattices [212–214]. Today, questions concerning the
non-equilibrium dynamics of quantum gases [1, 2, 5, 8, 18, 215, 216], quantum mag-
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netism [217], artificial gauge fields [218], squeezing and entanglement [219–222] are
examples for topics at the forefront of experimental and theoretical research. Nev-
ertheless, these new developments build on the understanding and control of some
basic physical properties of ultracold gases, which we want to review in this section.
Our considerations are guided by excellent reviews, see Refs. [79,191,223–228]. Due
to its relevance for the subsequent chapters of this thesis we focus on the case of
bosonic atoms.
2.1.1 Bose-Einstein condensation
Experimental studies of atomic quantum gases rely on elaborate trapping and cool-
ing techniques. A well established scheme to produce a Bose-Einstein condensate
starts with laser cooling in a magneto-optical trap [223, 229]. Alkali atoms are
well suited for that, since their internal structure can be addressed with available
laser systems. A magneto-optical trap consists of a magnetic field gradient pro-
duced by a quadrupole field. It makes use of the position-dependent Zeeman shift
of the electronic levels to focus atoms in the centre. When atoms move in a ra-
dially increasing magnetic field, they feel an energy increase towards larger radii.
This can be designed to act as an external harmonic potential, characterised by
the length scale aho, which is typically a few µm. Red-detuned optical beams are
intercepting at right angles in the centre. They provide additional confinement
by means of radiation trapping and are essential for cooling due to the Doppler-
effect. Fast atoms are forced to absorb counter-propagating photons, thus damping
atomic motion from hundreds of meters per second to tens of centimetres per sec-
ond. Typically, magneto-optical traps capture up to 1010 atoms at densities n close
to 1011cm−3 and temperatures below 100µK. The phase space density nλ3dB, with
λdB = ~/
√
2πmkBT being the thermal de Broglie wavelength, and m the atomic
mass, does not increase beyond 10−6 [226].
Evaporative cooling is the method of choice to finally reach ultracold tempera-
tures in the nanokelvin regime [230]. Here, one applies a spatially selective, radio-
frequency coupling between different hyperfine states. Since the magnetic trapping
potential sensitively depends on the direction of the hyperfine spin orientation, this
can induce an expulsion force removing the most energetic atoms on the outside of
the trap. An evaporative cooling ramp consists of many cycles in which fast atoms
are expelled from the outer regions of the trapping potential, carrying much of the
energy with them. Subsequently, the remaining gas thermalises at a lower tem-
perature. Although interactions are not required for the existence of Bose-Einstein
condensation, they are indispensable for creating the respective equilibrium state.
The strength of two-body collisions in a Bose-Einstein condensate sensitively de-
pends on the s-wave scattering length a. This length scale is the only relevant
interaction parameter at ultra-low energies, i.e. for momenta p/~ ≪ 1/r0, where
r0 is the effective range of the interaction potential (typically r0 ∼ a). Since near
condensation p/~ ∼ 1/λdB ∼ n, a description in terms of elastic s-wave collisions
requires the diluteness condition na3 ≪ 1. The manipulation of the scattering
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length by means of a Feshbach-resonance offers the possibility to study quantum
gases from weak to strong interactions [231,232].
It is worth noticing, that the atomic Bose-Einstein condensate can only be a
metastable state, since at low temperatures the atoms would favour the solid phase.
However, to cross this phase transition requires three-body collisions which are sup-
pressed at low densities. The number of recombinations per unit time is propor-
tional to a4n3~/m [233,234].
Combining laser and evaporative cooling, experimenters eventually succeeded in
observing the formation of a Bose-Einstein condensate. This requires phase space
densities greater than one, nλ3dB & 1, which means that the wave functions of indi-
vidual atoms overlap. For a homogeneous, non-interacting gas in d = 3 dimensions
this condition can be inverted at the critical point, where nλ3dB = ζ(3/2), to give
the critical temperature
kBTc =
2π~2
m
(
n
ζ(3/2)
)2/3
. (2.1)
At this point, the chemical potential µ equals the ground state energy E0 and the
ground state mode becomes macroscopically occupied. Effects of interactions on a
mean-field level yield a shift in the critical temperature δTc/Tc ≃ −1.3n1/3a, which
is typically on the order of a few percent. For simplicity we have discussed the
thermodynamics of Bose-Einstein condensation only for the case of a homogeneous
density. Quantitative modifications arise from the trapping potential present in
laboratory experiments with ultracold alkali gases [79].
Superfluidity
Superfluidity is most prominently defined as a the property of matter to flow with
zero viscosity. It was first discovered by Kapitza [235], Allen and Misener [236] in
liquid 4He below the so called λ-point (Tλ = 2.17K). Immediately after, a con-
nection to Bose-Einstein condensation was proposed [237, 238]. In 1941, Landau
clarified this relation by giving the Landau-criterion of frictionless flow, which re-
quires that the low-lying excitations have linear dispersion. This is fulfilled for
Bose-Einstein condensates and liquid helium [239]. Superfluidity emerges to be
closely related to the existence of an order parameter field, which also includes the
existence of quantised vortices. The properties of these excitations are going to be
introduced in Sect. 2.2.1.
2.1.2 Lower dimensions
So far we have discussed the trapping and cooling of dilute bosonic gases as well as
condensate properties and superfluidity in three-dimensional space. Now, we turn
our attention to lower-dimensional systems which show very peculiar statistical
properties. Most importantly, thermal fluctuations inhibit Bose-Einstein conden-
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sation of an interacting homogeneous gas in d = 1 and d = 2 dimensions in the
thermodynamic limit [240]. This can already be suspected by considering the Bose-
Einstein distribution function for free particles in the limit µ→ 0
nBE(k) =
1
eβ~2k2/2m − 1 , (2.2)
with β = 1/kBT . In the thermodynamic limit the low momentum behaviour of the
finite temperature distribution features a 1/k2-divergence. This yields a divergent
contribution to the number of non-condensed particles N −N0 =
∫
ddk nBE(k) for
d < 3 dimensions [79, 191, 241]. In fact, a harmonic trap can weaken this theorem
in two dimensions even in the thermodynamic limit due to the modified density of
states. In a one-dimensional system this is not enough, instead condensation is only
possible for a finite system [79, 230, 241]. For the case of interacting bosonic gases
interesting features show up beyond that, like the Berezinskii-Kosterlitz-Thouless
transition in d = 2. This can be seen as a disorder-order transition that separates a
disordered state of freely moving topological defects from an ordered state of tightly
bound defects [126, 127]. The ramifications of this transition in trapped ultracold
gases have been investigated in Refs. [124, 125, 138, 242–246]. It turns out that
the ordered state below the Berezinskii-Kosterlitz-Thouless transition shows long-
range coherence very similar to a true Bose-Einstein condensate, which coined the
name quasi-condensate. Similar signatures have recently been observed in ultracold
atomic gases confined to one spatial dimension [247, 248]. This concerns solely the
weakly-correlated regime γ ≪ 1, with γ the Lieb-Liniger parameter defined in terms
of the coupling constant g1D as γ ≡ mg1D/~2n1D [248].
2.1.3 Theoretical description out of equilibrium
Time evolution of many-body systems in which effects of quantum physics play an
important role belong to the least understood physical phenomena. Whereas the
problem of two interacting bodies can be solved within elementary mechanics, the
motion of three and more objects is complicated to predict. For large numbers of
particles, continuum descriptions like quantum field theory or hydrodynamics are
very successful. However, quantum and classical statistical effects prevent a fully
deterministic description of the system. Two main aspects constitute the complexity
connected with non-equilibrium phenomena and their theoretical description: long-
time evolution and strong correlations arising from non-linear interactions [2, 249].
Commonly, theoreticians attempt to obtain time evolution equations for correlation
functions of quantum fields, which are solved analytically or numerically. In this
respect, functional-integral approaches including the two-particle irreducible (2PI)
effective-action and the real-time functional flow equation methods for quantum
field dynamics represent promising techniques that allow to go beyond perturbative
approximations [19, 215, 249–260]. A completely different approach is to construct
a (stochastic) differential equation, which mimics the ‘micro-canonical’ evolution of
a many-body system. From such a process, correlation functions of quantum fields
2.2 Classical field theory 13
are obtained by numerical averaging of many trajectories followed by the stochastic
field. Hence, out-of-equilibrium trajectory-methods are complementary to methods
based on averaged correlation functions. It is important to note that there exists
a mapping from one to the other. Examples from statistical physics include the
mapping of Langevin-trajectories to Fokker-Planck equations or quantum Monte
Carlo wave function trajectories to Master equations [261]. It is crucial that usually
trajectory methods are much cheaper to process on the computer than evolution
equations for correlation functions. Due to this major advantage we have, for
the most part of this thesis, chosen a trajectory method to investigate the non-
equilibrium dynamics of ultracold Bose gases.
We want to remark that special cases exist, where the exact solution of the time-
evolution equations can be given. An example is provided by the Lieb-Liniger
solutions for homogeneous one-dimensional systems with contact interactions [262].
However, computing observables for large numbers of particles is still a compu-
tational challenge. The solution simplifies only in the strongly correlated regime,
where the interacting Bose gas can be mapped onto a free gas of fermions [263–265].
The model
Before the semi-classical field method is explained, we introduce the theoretical
model under consideration. Throughout this thesis, we describe an ultracold Bose
gas of atoms with mass m in d = 1, 2, 3 space dimensions interacting through
s-wave collisions by the Hamiltonian
H =
∫
ddx
[
−Φ†
(
~2∇2
2m
+ V (x)
)
Φ+
g
2
Φ†Φ†ΦΦ
]
, (2.3)
where the time and space dependent fields Φ ≡ Φ(x, t) satisfy Bose commutation
relations, V (x) is an external potential1, and the coupling g measures the interaction
strength. In d = 3, the coupling constant g is given by g = g3D = 4π~2a/m [227].
In d = 2, one has g = g2D = −(4π~2/m)[ln(µma22D/4)]−1 where µ is the chemical
potential and a2D is a scattering length in two dimensions. In experiments with
ultracold atomic gases, reduced dimensions are established by confining the gas via
tight transverse trapping potentials. The conditions that allow to neglect transverse
degrees of freedom are T, µ < ~ωT. For a two-dimensional gas created by trapping
a three-dimensional one, with transverse harmonic-oscillator length lT, the effective
2D scattering length is given by a2D = 4lT(π/B)
1/2 exp{−√πlT/a}, where B ≃
0.915 [266]. In quasi-1D systems, generated by two transverse confining fields, the
coupling constant in the limit lT ≫ a is given by g1D = 2~aωT [267].
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Figure 2.1: Illustration of the decomposition of the time evolution of the Wigner
function W [φ, φ∗] into Gross-Pitaevskii trajectories.
2.2 Classical field theory
By looking at the Bose-Einstein distribution function, Eq. (2.2), we observe that
the limit of large occupation numbers, n(k) ≫ 1, corresponds to low momenta2
k ≪ 1/λdB. In this limit, the momentum distribution has the form of a Rayleigh-
Jeans distribution,
nRJ(k) =
2mT
k2
, (2.4)
which is typical for classical waves [268]. Even in the non-equilibrium regime, one
can show that the low-momentum region of an ultracold Bose gas can be described
by a collection of classical waves [120–122, 269]. The statistical nature of the gas
is captured by a probability distribution for the complex field φ(x) and its conju-
gate momentum φ∗(x) on each point in space, called the Wigner function W [φ, φ∗]
which is positive in this limit. Since quantum effects are small because they arise
from coupling to sparsely occupied modes, the dynamics of the Wigner function
follows a classical Liouville equation. Moreover, in this so-called truncated Wigner
approximation, the evolution of the Wigner function can be represented by many
trajectories evolving according to the Gross-Pitaevskii equation
i∂tφ(x, t) =
[
−∇
2
2m
+ V (x) + g|φ(x, t)|2
]
φ(x, t) , (2.5)
illustrated in Fig. 2.1. Correlation functions are obtained by averaging over many
trajectories. The number of runs is chosen such that the statistical error arising
from run-to-run fluctuations is reduced to a small value. Please refer to App. A for
details of the numerical techniques and grid units.
The classical field method has proven to be very powerful in describing Bose gases
1In this thesis we will mainly consider the case V ≡ 0. Therby, we neglect effects from the trapping
potential which are inevitable in a realistic experimental set-up. However, for sufficiently large
traps, we expect the essential bulk properties of the gas to be well discribed by our approch.
2In the following we use units where ~ = kB = 1.
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in the degenerate regime, both in equilibrium and out-of-equilibrium since the
1950’s [78, 270, 271]. This is particularly true due to its non-perturbative nature,
which captures scattering processes of the underlying quantum field theory to all
orders in the coupling [257]. Recent examples include dynamics of Bose-Einstein
condensation [47], Bose fields at non-zero temperature [136, 272–274], dynamical
quantum noise [275], damping of collective excitations [276], vortex formation dur-
ing Bose-Einstein condensation [138], thermal vortices in a two-dimensional super-
fluid [125, 245], one dimensional systems [277, 278], squeezing [222], and dynamics
of solitons [279]. For a discussion of the condensation properties of the classical
field theory, see App. B.
2.2.1 (Quasi-) topological defects
The classical field equation, Eq. (2.5), has some peculiar properties, that shall be
discussed in the following. The first one is the existence of topologically nontrivial
solutions and nonlinear stationary states [69]. The second one is a mapping to hy-
drodynamic equations invoking so-called quantum hydrodynamic behaviour [227].
Solitons
First, we discuss quasi-topological one-dimensional solutions of Eq. (2.5), called
solitons. They travel with a fixed velocity but are non-dispersive, i.e. stationary in
shape [153,280]. However, due to the interaction with sound they can continuously
vanish, which means they are not topologically stable. In dimensions d > 1, solitons
decay into vortices [87, 281]. For positive coupling constant g1D > 0, the solitons
are characterised by an exponentially localised density depression with respect to
the surrounding bulk matter and a corresponding shift in the phase angle ϕ of the
complex field φ = |φ| exp{iϕ}. Depending on the depth of this depression, the ’dark’
soliton is either called grey or, for maximum depression, black. On the background
of a homogeneous bulk density n it is described by
φν(x, t) =
√
n
[
γ−1 tanh
(
x− xs(t)√
2γξ
)
+ iν
]
, (2.6)
where xs(t) = x0+νt is the position of the soliton at time t. Here, ξ = [2mng1D]
−1/2
is the healing length, γ = 1/
√
1− ν2 is the ‘Lorentz factor’ corresponding to the ve-
locity v of the grey soliton in units of the speed of sound, ν = v/cs = |φν(vt, t)|/
√
n.
Being related to the density minimum, ν is also termed the ‘greyness’ of the soli-
ton, ranging between 0 (black soliton, |φν(vt, t)| = ν
√
n = 0) and 1 (no soliton,
|φν(vt, t)| =
√
n).
The energy to create a soliton on top of a uniform background yields the intriguing
result [227]
ES =
4
3
nc
(
1− ν2)3/2 . (2.7)
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For small velocities ν ≪ 1, the bracket can be expanded and gives ES ∼ 4nc/3 −
2ncν2, which is an expression for a classical point particle with negative mass. The
energy of a soliton monotonously decreases with increasing velocity, hinting at a
dynamical instability.
Vortices
In d > 1 dimensions, topologically stable solutions for φ do exist. To see that,
we recall that the ground-state manifold given by the minimum of the effective
potential V (φ) = µ|φ|2 + g|φ|4 of the classical field φ(x) = √n(x)eiϕ(x) requires
constant density n(x) = n, but is degenerate in the phase ϕ(x). Of course, the
true ground state has a constant phase, and is therefore called topologically trivial.
On the other hand, we can consider field configurations, e.g. in two dimensions,
which have constant density on the boundary, but varying phase. If we use this
freedom to evolve the phase ϕ(x) of the classical field from 0 to 2π when going
around the boundary, we arrive at a topologically nontrivial state. Configurations
are topologically distinct, because one can not define a continuous function, that
transforms one into the other. A phase winding of 2π needs to persist also when
we leave the boundary towards the origin. Inevitably, we are lead to the conclusion
that the phase can not be defined in the very centre, which justifies the name
topological defect. Such a field configuration is still mathematically well defined
once the density goes to zero at that point. The stationary state of Eq. (2.5), which
fulfils these properties is called a vortex [227].
A singly quantised vortex with circulation κ = ±1 in two dimensions is described, in
polar coordinates, by the solution φ(r, ϕ) = f(r) exp{iκϕ} of the Gross-Pitaevskii
equation Eq. (2.5), where f(r) is real and approaches the square root of the bulk
density n for large distances r from the vortex core, whereas f(r) ∼ r for r → 0. A
vortex is a stationary solution of Eq. (2.5), evolving as φ(r, t) = φ(r, 0) exp{−iµt}
with µ = gn. The velocity field of the vortex v˜(r, ϕ) is
v˜(r, ϕ) =
κ
mr
eϕ . (2.8)
Its Fourier transform yields3
v˜(k, ϕk) =
κ
m
∫
dr dϕ
(−sin(ϕ)
cos(ϕ)
)
eikrcos(ϕ−ϕk) =
κ
m
2πi
k
eϕk . (2.9)
The energy needed to create a singly quantised vortex in a homogeneous gas in the
volume V = πR2 is given in Ref. [227] as
EV =
πn
m
ln
(
1.46R
ξ
)
. (2.10)
3The Fourier transform can be evaluated with the help of the first-order Bessel function,∫
dϕ cos(ϕ) exp{iαcosϕ} = 2πiJ1(α), with normalisation condition
∫
dαJ1(α) = 1.
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In d = 3 dimensions, point vortices are extended into vortex lines around which
the fluid rotates [69]. In the simplest case, a vortex line of length L goes straight
from one end of the volume to the other. This requires the excitation energy LEV.
Vortex lines can not end inside the medium, but can form closed loops of all shapes,
e.g. rings, ellipses, knots. In fact, Eq. (2.5) supports linear wave excitations on top
of vortex lines, so called Kelvin waves [282–285]. Higher dimensional vortices exist
whereby the dimensionality of vortex-core geometry is always d − 2, for example
leading to vortex surfaces in four dimensions.
2.2.2 (Quantum-) hydrodynamics
The presence of vortex excitations reminds us of the properties of classical fluids,
which carry angular momentum through so called eddies. In fact, the analogy
between the superfluid and the classical fluid can be made even more explicit.
The Gross-Pitaevskii equation Eq. (2.5) can be rewritten in the polar representation
φ(x, t) =
√
n(x, t)eiϕ(x,t) , (2.11)
which allows to express the particle current j = i(φ∗∇φ−φ∇φ∗)/2m = nv in terms
of the velocity field v = ∇ϕ/m. Under Eq. (2.11), the field equation transforms
into an effective Euler equation for a compressible inviscid (i.e. non-viscous) fluid
with modified pressure µ˜,
∂tn+∇ · (nv) = 0 , (2.12)
∂tv + v · ∇v = −∇µ˜/m , (2.13)
µ˜ ≡ gn− △
√
n
2
√
n
. (2.14)
However, it is important to note that this mapping is valid only outside of vortex
cores, where the phase ϕ is well defined (see Sect. 2.2.1). The compact phase
ϕ ∈ [0, 2π), becomes a non-compact velocity potential. As a consequence of this,
no quantised vortex creation or annihilation is possible from the dynamics of the
effective Euler equation. In fact, due to the Thomson circulation theorem vorticity
is locally conserved in an inviscid flow [286].
The effective hydrodynamic equation Eq. (2.14) correctly captures the appearance
of collective sound excitations in the Bose gas, which become important on scales
larger than the healing length ξ. To see that, we study small density perturba-
tions δn on top of the superfluid density n, n = n + δn, coupled to small velocity
fluctuations v = δv. To first approximation one obtains
∂2t δn−
gn
m
△δn = 0 , (2.15)
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and
∂2t δv −
gn
m
△δv = 0 , (2.16)
the solutions of which are propagating with dispersion relation ω = ck, with speed
of sound c =
√
gn/m.
A non-equilibrium flow features the presence of multiple types of excitations. In
order to distinguish longitudinal excitations (sound waves) from rotational excita-
tions (vortices), we continue by discussing a decomposition of the kinetic energy
density proposed by Nore et al. [114]. The total kinetic energy
Ekin =
m
2
∫
ddx ⟨|∇φ(x, t)|2⟩ , (2.17)
can be split, Ekin = Ev + Eq, into a ‘classical’ part Ev =
m
2
∫
ddx ⟨|√nv|2⟩ and a
‘quantum-pressure’ component Eq =
∫
ddx ⟨|∇√n|2⟩/2m. The radial energy spec-
tra for these fractions involve the Fourier transform of the generalised velocities
wv =
√
nv and wq = ∇
√
n/m,
Eδ(k) =
m
2
∫
kd−1dΩd ⟨|wδ(k)|2⟩, δ = v, q. (2.18)
Note that the superfluid velocity v = ∇ϕ of a single vortex diverges as 1/r with
the distance r from the vortex core. Since it is a potential field it does not reveal
a transversal flow component, ∇× v˜ = 0 (outside vortex cores). On the contrary,
wv is not a potential field and the divergence at r → 0 is circumvented by the
function
√
n(r). Following Ref. [114] the regularised velocitywv can be furthermore
decomposed into ‘incompressible’ (divergence free) and ‘compressible’ (solenoidal)
parts, wv = wi+wc, with ∇·wi = 0, ∇×wc = 0, to distinguish vortical superfluid
and rotationless motion of the fluid. By construction, the generalised velocity of a
vortex w˜v = f(r)v˜(r, ϕ), Eq. (2.8) has only an incompressible component, since
∇ · w˜v = ∇f(r) · v˜(r, ϕ) + f(r)∇ · v˜(r, ϕ) = 0 . (2.19)
The first term vanishes due to the transversal nature of the vortex velocity field,
the second one equals zero because the superfluid velocity is a potential field. The
density of incompressible energy |w˜i| of a vortex is constant up to the healing length
and then falls of like 1/r2 for r → ∞. Sound waves, see Eqs. (2.15) and (2.16),
are purely compressible excitations. Their oscillating density and phase profiles
are visible as scattered maxima and minima in the compressible energy density in
position space.
For comparison of the kinetic-energy spectrum with the single-particle spectra n(k),
we determine occupation numbers corresponding to the different energy fractions
2.3 Non-thermal fixed points 19
as
nδ(k) = k
−d−1Eδ(k) , δ ∈ {i, c, q} . (2.20)
Now, we calculate k2n(k) in terms of generalised velocities wδ, δ ∈ {v,q},
k2n(k) =⟨ F(wveiϕ)(k)F(wveiϕ)∗(k) ⟩
+ 2ℜ⟨ iF(wveiϕ)(k)F(wqeiϕ)∗(k) ⟩
+ ⟨ F(wqeiϕ)(k)F(wqeiϕ)∗(k) ⟩ . (2.21)
ℜ denotes the real part and F the Fourier transform. The middle term vanishes
since the expectation value is purely imaginary due to isotropy. It follows that
k2n(k) = ⟨ (wv ∗ F(eiϕ))(k) (wv ∗ F(eiϕ))∗(k) ⟩
+ ⟨ (wq ∗ F(eiϕ))(k) (wq ∗ F(eiϕ))∗(k) ⟩ . (2.22)
Removing correlations between phase and phase velocity, the main contribution to
the 4-point correlation functions arises from terms of the form
⟨wδ(|p− k|)wδ(|q− k|)⟩⟨F(exp{iϕ})(p)F(exp{iϕ})∗(q)⟩, (2.23)
δ ∈ {v,q}. In the superfluid regime, the phase of the field is a slowly varying function
in position space. Therefore, the F(exp{iϕ})∗(q)-terms are strongly peaked at zero
momentum, effectively acting as regularised delta functions under the convolution.
Hence,
k2n(k) ≃ ⟨|wv(k)|2⟩+ ⟨|wq(k)|2⟩. (2.24)
In situations of strong phase fluctuations F(exp{iϕ})∗(q) develops a width, that
can be estimated by q0 ∼ 1/r0, with phase coherence length r0, which leads to a
modification of Eq. (2.24) on scales k < q0.
In this section, we have presented the classical-field method for ultracold bosons and
discussed some important properties of the corresponding classical field equation.
The definitions and considerations introduced here, will later be applied to analyse
the full non-equilibrium time evolution of an ultracold Bose gas. Before that, we
spend some time on the introduction of non-thermal fixed points and dynamic
equations for correlation functions.
2.3 Non-thermal fixed points
Most generally, a non-thermal fixed point can be defined as a non-equilibrium quasi-
stationary state of a many-body system [287, 288]. In reminiscence of equilibrium
fixed points, one requires additional power-law scaling of correlation functions [28,
29, 53]. From turbulence research, it is known that such states can be created by
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a constant flux of a conserved quantity in momentum space. The most prominent
example of this kind is fully developed classical fluid turbulence. It comprises a
quasi-stationary flow of energy from large to small scales [40]. The corresponding
energy spectrum exhibits the famous Kolmogorov-Obukhov scaling, which shall be
recalled in the following [34,35].
2.3.1 Classical Kolmogorov turbulence
The Navier-Stokes equation describes the hydrodynamic motion of Newtonian fluids
and gases, such as ocean water, atmospheric clouds and interstellar dust. It is long
known to feature turbulent vortical motion in which the trajectories of individual
particles show chaotic behaviour. A quote which has been attributed to Werner
Heisenberg, and was given in a similar form by Horace Lamb, mirrors the complexity
of the matter. It says, ”When I meet God, I am going to ask him two questions:
Why relativity? And why turbulence? I really believe he will have an answer to
the first.” A review of interesting historical aspects of classical turbulence can be
found in Ref. [289].
A successful approach to turbulent phenomena is given by the concept of a cascade,
i.e. a quasi-local transport in momentum space. This way of thinking was initiated
by Richardson (1922), who proposed that a turbulent flow is fed by an energy input
on large scales [40]. This energy is transported to smaller scales by the break-up
of large vortices into smaller ones. This process continues throughout the so called
inertial range until energy is dissipated into heat. The length scale where dissipation
sets in is called Kolmogorov scale, named after A. N. Kolmogorow, who used the
ideas of Richardson to develop a scaling theory of turbulence in 1941. It is based on
the insight, that the Richardson cascade yields a self-similar distribution of energy.
By using dimensional analysis Kolmogorov found that E(k) ∼ k−5/3.
Suppose a turbulent fluid of density ρ is driven by an energy input on large scales
and a dissipation on small scales. The energy flux density ϵ at the intermediate
length scale L can be estimated by a characteristic velocity VL and a characteristic
time TL as
ϵ ∼ ρV
2
L
TL
∼ ρV
3
L
L
. (2.25)
The total kinetic energy density EL observed at the scale L is ∼ ρV 2L , which can
also be expressed in terms of the spectral energy density E(k) as
EL ∼ ρV 2L ∼ ρ1/3ϵ2/3L2/3 ∼
∫ ∞
1/L
dk′E(k′) . (2.26)
One finds upon inserting k = 1/L and differentiating both sides with respect to k,
that
E(k) ∼ ρ1/3ϵ2/3k−5/3 , (2.27)
which is the celebrated Kolmogorov-Obukov 5/3-law [34, 35]. It is a prime exam-
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ple of self-similarity far from thermal equilibrium. Experiments strongly support
the theory, see e.g. Ref. [37]. Nevertheless, a rigorous field theoretic derivation
of the Kolmogorov-Obukov law is still missing. In this context, renormalisation
group approaches might be a promising tool to capture the essential properties of
turbulence, quasi-stationarity and scaling [39].
2.3.2 Superfluid turbulence
Superfluid turbulence or quantum turbulence refers to the turbulent behaviour
of quantised vortices [18, 95]. It has been the subject of extensive studies in
the context of helium [76, 82, 96–100, 103, 104] and, more recently, dilute Bose
gases [90, 107–111]. Particularly interesting is the relation of quantum turbulence
to classical fluid turbulence. The observation of a 5/3-law in experiments with
superfluid helium [102,112,113] and theoretical models [114–118] received much at-
tention [18]. The quasi-classical behaviour is believed to be caused by a polarisation
of quantised vortices, i.e. their grouping into bundles, thus mimicking a continuous
distribution of vorticity on large scales [290, 291]. Whether polarisation of quan-
tised vortices is a self-organised process or whether it needs to be imprinted by
specific steering mechanisms (e.g. locking to the turbulent normal fluid [292, 293])
is currently under debate. Alternatively, quantum turbulence might enter a stage
characterised by a random distribution of vorticity, called Vinen turbulence, which
is characterised by an energy spectrum defined in Eq. (2.26) [102,104]
E(k) ∼ k−1 . (2.28)
This situation could be especially important for the case of dilute ultracold gases [90,
107–109, 111], where the number of vortices is much smaller than in superfluid he-
lium. In dilute Bose gases, the momentum distribution n(k) is more accessible
than the energy spectrum, since it can be obtained from time-of-flight density im-
ages [294]. Therefore, we will present an approach that directly addresses the
computation of this quantity in the following.
2.3.3 Wave turbulence
Wave turbulence is directly concerned with the analysis of non-thermal fixed points
in the (quasi-) particle momentum distribution and therefore well suited to study
turbulent ultracold quantum gases. In the beginning of this chapter, we pointed
out the possibility to describe the many-body evolution in terms of dynamic equa-
tions for correlation functions like the momentum distribution. Although desirable,
this approach poses a serious challenge for theoretical physicists. Far from equi-
librium one can not treat non-equilibrium dynamics as a small perturbation of the
equilibrium state. Additionally, one might not be able to rely on a perturbation
expansion which requires a weak coupling. The escape from these restrictions is
generally seen in refined approximations which allow to take complex correlations
into account over a sufficiently long period of evolution. Here, we review the work of
Scheppach et al. [29] which was motivated by the original proposal for non-thermal
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fixed points in relativistic quantum fields [28]. They consider Kadanoff-Baym dy-
namic equations for time-dependent Green functions of an ultracold Bose gas to
extract quasi-stationary momentum distributions n˙(k, t) = 0. Furthermore, they
investigate the possibility of universal power-law behaviour
n(sk) = s−ζn(k) , (2.29)
in a certain regime of momenta k. Here s is some positive, real number and ζ
a universal exponent which was determined from the dynamic equations for the
field correlation functions. The main goal of this section is to discuss the different
exponents which resulted in different momentum regimes, see Fig. 2.3 in Chap. 1.
Weak wave turbulence
Suppose the generic case that for sufficiently large momenta |k| = k occupation
numbers n(k, t) = ⟨Φ†(k, t)Φ(k, t)⟩ are small enough to justify a perturbative treat-
ment. Then, for a given coupling g, the quantum Boltzmann qquation
∂tnk = I(k, t), (2.30)
I(k, t) =
∫
ddpddq ddr |Tkpqr|2δ(k+ p− q− r) δ(ωk + ωp − ωq − ωr)
× [(nk + 1)(np + 1)nqnr − nknp(nq + 1)(nr + 1)], (2.31)
describes the evolution of nk ≡ n(k, t) under the effects of collisions. In our case,
the transition matrix element squared |Tpkqr|2 is a numerical constant proportional
to g2 and thus independent of momenta. Zeroes of the scattering integral I(k)
correspond to fixed points of the time evolution within the regime of applicability
of the quantum Boltzmann equation [41]. Most prominent amongst these are the
thermal fixed point corresponding to the system in thermal equilibrium and the
trivial fixed point where the occupation number is independent of k. At both fixed
points the scattering integral vanishes and n(k, t) becomes independent of t. Note
that both, the trivial distribution and the thermal Bose-Einstein distribution in
the Rayleigh-Jeans regime, for ω(k) ∼ k2, show a power-law behaviour of the form
(2.29) with ζ = 0 and ζ = 2, respectively.
The theory of weak wave turbulence [41] allows to analytically derive further, non-
thermal fixed points at which the occupation number n(k) obeys a scaling law of
the form (2.29) and, in general, ζ ̸= 2. As in classical turbulence of an incompress-
ible fluid one assumes that universal scaling appears within a certain regime of
momenta, the inertial range. According to this picture, outside the scaling regime
excitation quanta enter the system from an external source and/or leave it into a
sink, whereas there are no sources and sinks within the inertial interval. Instead,
quanta are transported from momentum shell to momentum shell without loss or
gain. To a good approximation, this process is described by a continuity equa-
tion in momentum space, with a momentum-independent, radially oriented current
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vector.4 A central aspect of weak-wave-turbulence theory is that the quantum
Boltzmann equation can be cast into different such equations [41], for the radial
number density N(k) = (2k)d−1πn(k) and the energy density E(k) = (2k)d−1πε(k),
ε(k) = ω(k)n(k),
∂tN(k, t) = −∂kQ(k), (2.32)
∂tE(k, t) = −∂kP (k). (2.33)
Depending on whether the radial particle current Q(k) = (2k)d−1πQk(k) or energy
current P (k) = (2k)d−1πPk(k) is taken to be independent of k, one derives different
scaling exponents. The resulting exponents5 are
ζUVQ = d− 2/3, ζUVP = d. (2.34)
These exponents can be obtained by simple power counting: Combining Eqs. (2.30)
and (2.32) gives the radial relation ∂kQ(k) ∼ kd−1I(k) which implies that station-
arity requires kdI(k) to become k-independent, i.e. scale like k0. Counting all
powers of k in I(k), Eq. (2.31), in the wave-kinetic regime where the terms of third
order in the occupation numbers dominate the scattering integral, this requires
n(k) ∼ k−d+2/3. Analogously one infers the exponent ζUVP from the balance equa-
tion (2.33) for the energy density ε(k) ∼ k2n(k). Despite this simple procedure, the
existence of the respective scaling solutions has to and can be derived rigorously
from the quantum Boltzmann equation by means of Zakharov conformal integral
transforms [41]. We note that, similarly as in classical turbulence, the case d = 2
is special, where the scaling exponent ζUVP equals that of a thermal distribution in
the Rayleigh-Jeans regime.
Strong wave turbulence
Given a positive scaling exponent ζ momentum occupation numbers n(k) ∼ k−ζ
grow large in the IR regime of small k. As a consequence, for a given coupling g,
the quantum Boltzmann equation fails in this regime, where contributions to the
scattering integral I(k) which are of higher order than g2n3 become important.
To find scaling solutions in the IR, an approach beyond kinetic theory is required [42,
43, 295, 296]. This is available through quantum-field dynamic equations derived
from the two-particle irreducible (2PI) effective action or Φ-functional [297–299]
beyond the 2-loop order in the expansion of the self-energy [215, 249–258, 300].
See Ref. [29] for details of the procedure summarised in the following6. The 2PI
4Note that justification of this assumption, i.e., locality of the transport, needs to be checked for
each particular wave-turbulent solution [41].
5The superscript UV (ultraviolet) in Eq. (2.34) refers to the regime of large momenta where the
description in terms of a kinetic equation is expected to be accurate.
6Here, we use four-vector notation x = (x0,x) and averages denote connected averages defined as
⟨Φ†(x)Φ(y)⟩c ≡ ⟨Φ†(x)Φ(y)⟩ − ⟨Φ†(x)⟩⟨Φ(y)⟩. We remark that it has been shown in Ref. [26]
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Figure 2.2: 2PI diagrams of the loop expansion of Γ2[G]. (a) The two lowest-order
diagrams of the loop expansion which lead to the quantum Boltzmann equation.
Black dots represent the bare vertex ∼ gδ(x−y), solid lines the propagator G(x, y).
(b) Diagram representing the resummation approximation which, in the IR, re-
places the diagrams in (a) and gives rise to the scaling of the T -matrix in the IR
regime. (c) The wiggly line is the scalar propagator which is represented as a sum
of bubble-chain diagrams.
equations include the Dyson equation for the time-ordered Green function G(x, y) =
⟨T Φ†(x)Φ(y)⟩c, from which a time evolution equation (2.30) for n(k) is derived. As
before one considers zeros of the scattering integral which in the dynamic theory
reads
I(k) =
∫
dω [Σρ(k)F (k)− ΣF (k)ρ(k)]. (2.35)
Here, k ≡ (ω,k), and ρ and F are the spectral and statistical components of G,
respectively, defined in coordinate space by F (x, y) = ⟨{Φ†(x),Φ(y)}⟩c/2, ρ(x, y) =
i⟨[Φ†(x),Φ(y)]⟩c, G(x, y) = F (x, y) − (i/2)sgn(x0 − y0)ρ(x, y). The correspond-
ing contributions to the self energy Σ(x, y) = 2iδΓ2/δG(x, y) are defined in terms
of G through a loop expansion of the 2PI effective action, see Fig. 2.2. Resum-
ming an infinite set of such loop diagrams contributing to the 2PI effective action,
leads to a non-perturbative, effectively renormalised coupling in the dynamic equa-
tions [28, 29]. To derive the scaling solutions of the dynamic equations for Green
functions G(ω,k) one assumes separate scaling of its spectral and statistical com-
ponents according to ρ(szω, sk) = s−2+ηρ(ω,k), F (szω, sk) = s−2−κF (ω,k), s > 0.
Here, z is the dynamical scaling exponent accounting for a different scaling in ω as
compared to k. The scaling exponent ζ is related to κ by n(sk) = sz−2−κn(k). κ
is derived from the condition that the scattering integral (2.35) vanishes, making
use of Zakharov transformations, while the anomalous scaling exponent η remains
undetermined by this but, for the first, are assumed to be vanishingly small. The
IR scaling exponents for radial quasi-particle flow (Q) and radial energy flow (P )
that the disconnected contributions do not alter the non-thermal fixed-point predictions in
Ref. [29].
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in d dimensions were predicted in Ref. [29] to be
ζIRQ = d+ 2, ζ
IR
P = d+ 2 + z . (2.36)
In situations where a quasi-particle picture applies the dynamical exponent z cor-
responds to the homogeneity index of ω: ω(sk) = szω(k). In this case, the non-
perturbatively resummed effective coupling can be related to the diagonal elements
of an effective many-body T -matrix, T effkpqr ≡ T effk+p,q+r in the kinetic Boltzmann
formulation. In the scaling regimes this scales as
|T effk | ≡ |T effk,k| ∼ |gCkz−2/[1 + C ′gkd−2nk]| , (2.37)
k = |k|, where C ′ is some constant which fine-tunes the position of the transition
from UV to IR scaling. Generalising the validity criterion of the kinetic equation,
Eq. (2.30), given in Ref. [130] to arbitrary dimensions
g
∫ k
0
ddk′ n(k′)≪ k
2
2m
, (2.38)
and assuming a scaling momentum distribution n(k) ∼ k−ζ this translates into
2Ωdmgk
d−2n(k)≪ 1, with Ωd the surface of a sphere in d dimensions, which shows
exactly the same scaling as Eq. (2.37).
For small nk and z = 2 one recovers the UV case discussed in the previous sec-
tion, i.e., T effk is a constant independent of k. For large nk, the second term in the
denominator dominates which, assuming scaling of nk ∼ k−ζ , implies a power-law
behaviour |T effk |2 ∼ k2(ζ−d+z) and, in turn, the modified scaling (2.36) of nk in the
infrared regime of small wave numbers as compared to the UV regime discussed
before. Physically, the renormalised T -matrix implies a reduction of the effective
interaction strength in the IR regime of strongly occupied modes [28]. As a conse-
quence, single-particle occupation numbers rise, towards smaller wave numbers, in
an even steeper way than in the weak-turbulence regime.
In Fig. 2.3, we summarise the resulting non-thermal fixed point predictions for an
ultracold Bose gas in d dimensions given in Ref. [29].
Due to the great computational effort, it has up to date not been possible to confirm
the scaling analysis Eq. (2.36) by numerically integrating the 2PI-dynamic equa-
tions. However, as we will show in the next chapter, this challenge can be met by
the classical-field method introduced in Sect. 2.2.
As an outlook, we point out the possibility to obtain the turbulent scaling solu-
tions from the viewpoint of the renormalisation group [26, 27, 53]. Turbulence
has served, since the seminal work of Kolmogorov [34, 35, 37], as one of the first
phenomena to develop renormalisation-group techniques out-of-equilibrium. The
effectively local transport processes in momentum space, which are at the basis
of turbulent cascades, immediately suggest themselves for a renormalisation group
analysis. A promising approach might be a formulation in terms of the functional
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ln(k)
ς = d+2 ς  = d-2/3
ς  = dς = d+2+z
 ln(nk) nk ~ k 
-ς
Figure 2.3: Sketch of the single-particle mode occupation number n(k) as a func-
tion of the radial momentum k for the non-thermal fixed point solutions predicted
in Ref. [29]. At large momenta the theory coincides with weak wave turbulence,
predicting the Kolmogorov-Zakharov spectra ζ = d−2/3 (particle flux) and ζ = d
(energy flux). At low momenta the theory gives new scaling solutions ζ = d + 2
(particle flux) and ζ = d+ 2 + z (energy flux), termed strong turbulence.
renormalisation group [301–307]. Moreover, it has been shown, that dynamic equa-
tions can be derived which are similar in structure to the equations obtained from
the 2PI effective action. The key idea of the approach is to consider the generating
functional for Green functions where all times are smaller than a maximum time τ ,
implying the closed time path to be cut off at τ [259,260].
2.3.4 Heuristic derivation
Before this chapter closes with a summary we present an alternative derivation for
the strong turbulence scaling exponents, see Eq. (2.36). It is based on a heuris-
tic argument formulated in analogy to the derivation of the Kolmogorov 5/3-law
in Sect. 2.3.1. Suppose a turbulent superfluid, which exhibits an inverse particle
cascade with stationary particle flux on scale L given by
QL =
NL
TL
(2.39)
with total particle number up to scale L denoted by NL. The characteristic time
for the motion of particles at scale L is TL ∼ 1/ωL ∼ L2 for free particles7 ωk ∼ k2.
7Assuming the presence of quantised vortices, ωL might also be taken as the turnaround frequency
of particles in a vortex ωL ∼ vL/L, with vortex velocity profile vL ∼ 1/L. This again gives
TL ∼ 1/ωL ∼ L2.
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Hence, for constant particle flux QL ≡ Q, we get
NL ∼ QL2 ∼
∫ ∞
1/L
dk′k′d−1n(k′) . (2.40)
One finds upon inserting k = 1/L and differentiating both sides with respect to k,
that
n(k) ∼ k−d−2 , (2.41)
which coincides with ζIRQ in Eq. (2.36). The same idea can be applied to the case
of an energy cascade in the superfluid.
PL =
EL
TL
= ELωL , (2.42)
then
EL ∼ P
ωL
∼
∫ ∞
1/L
dk′k′d−1ωk′n(k′) . (2.43)
By taking ωL ∼ L−z, one finds upon inserting k = 1/L and differentiating both
sides with respect to k, that
n(k) ∼ k−d−2z , (2.44)
which agrees with Eq. (2.36) only for the case z = 2.
Here, we want to point out the possibility for obtaining another power law. To do
that, we come back to the case of a particle cascade. We saw that the characteristic
time TL is connected to a characteristic velocity, TL ∼ 1/ωL ∼ L2. To obtain
ζ = d+2, we assumed free streaming of particles. A second natural guess would be
that the characteristic velocity in a Bose-Einstein condensate is given by the speed
of sound vL = cs. Then,
NL ∼ QL ∼
∫ ∞
1/L
dk′k′d−1n(k′) . (2.45)
One finds upon inserting k = 1/L and differentiating both sides with respect to k,
that
n(k) ∼ k−d−1 . (2.46)
This scaling behaviour was not predicted by the quantum field theory reviewed in
Sect. 2.3.3. However, we will see later that it appears in one-dimensional Bose gases
and systems with two species subject to an inverse particle cascade. We end these
considerations on a heuristic derivation of turbulent scaling with the remark that
these calculations are just meant to give an intuitive approach of a complicated
matter, rather than an explanation.
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2.4 Summary
This chapter was devoted to the introduction of general properties and dynamics
of ultracold Bose gases in one, two, and three spatial dimensions. After a brief
review of experimental and theoretical developments in the field, we described the
classical field method. This approach will be extensively used in the subsequent
chapters to study the non-equilibrium time evolution. We then focused on the
discussion of (quasi-) topological excitations as well as hydrodynamical features
in order to prepare the reader for the later discussion. Finally, we introduced
the concept of non-thermal fixed points and their manifestations in classical- and
superfluid turbulence. This provided the background for a discussion of recent
predictions on wave-turbulent scaling solutions for an ultracold Bose gas. After that,
we gave an intuitive derivation of these scaling laws. The dynamical appearance of
quasi-stationary scaling solutions, as well as their microscopic origin and associated
transport phenomena will be a central topic of this thesis. In the next chapter, we
will present results for the case of an ultracold Bose gas in two and three dimensions.
3Superfluid turbulence as a non-thermal fixed
point
Here, we study non-equilibrium dynamics in two and three dimensional dilute Bose
gases by means of simulations in the classical-wave limit of the underlying quantum
field theory (see Sect. 2.2). We show the development of a bimodal scaling of the
single-particle momentum distribution after an interaction quench. The results are
compared to analytical predictions presented in Ref. [29] and reviewed in Sect. 2.3.
While we find excellent agreement, our results provide an interpretation of the
dynamical fixed points proposed in Refs. [28, 29] for the case of an ultracold Bose
gas: The appearance of non-perturbative infrared scaling reflects the presence of a
dilute gas of vortices. This is the main result of this chapter. Moreover, the power
spectra of underlying compressible excitations suggest an understanding in terms
of acoustic turbulence [41] on top of the vorticity-bearing quasi-condensate.
In Chaps. 4, 5, 6 and 7, we present an in-depth study of the effects highlighted
in the present chapter. This includes an extensive analysis of scaling properties of
vortex excitations, the approach and decay of the non-thermal fixed point, as well
as turbulent features appearing during the time evolution.
3.1 Observation of wave-turbulent spectra
As discussed in Sect. 2.2, a dilute superfluid Bose gas can be described, in the
classical-wave limit, by the Gross-Pitaevskii equation, Eq. (2.5). According to the
truncated Wigner method, the initial values for the real and imaginary parts of
the field φ(k, 0) are randomly chosen from a Gaussian distribution with width 1/2,
centred around
√
n(k, 0) exp{iϕ(k, 0)}, where n(k, t) = ⟨φ†(k, t)φ(k, t)⟩ is the occu-
pation number at time t and ϕ(k, 0) is a random phase angle. To induce transport
from small to large wave numbers, only a few modes near k = 0 were chosen to be oc-
cupied at the initial time with n(k, 0)≫ 1. Such an initial state represents a macro-
scopically depleted Bose-Einstein condensate and can be prepared, e.g., by Bragg
scattering of photons from a Bose-Einstein condensate in equilibrium [308–310].
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Figure 3.1: Single-particle mode occupation numbers as functions of the radial
momentum k at intermediate times of the evolution. Note the double-logarithmic
scale. Left panel: For the case of d = 2 dimensions. Parameters are: g = 3 · 10−5,
N = 108, Ns = 256. The number of runs ∼ 100. We show the development of a
scaling n(k) ∼ k−4 at low momenta is followed by a scaling with n(k) ∼ k−2 at
larger wave numbers. Right panel: For the case of d = 3 dimensions. Parameters
are: g = 8 · 10−4 , N = 109, Ns = 128. The number of runs ∼ 10. We show
the presence of a bimodal scaling n(k) ∼ k−5 at low momenta and n(k) ∼ k−3 at
larger wave numbers.
During the evolution to a new equilibrium state, energy is transported to modes
with higher wave number, and, given appropriate interaction strength, one observes
quasi-stationary distributions to develop prior to final thermalisation.
Power-law behaviour is found in the momentum distributions of particles and energy
as we discuss in the following. Fig. 3.1 shows the distribution of the ensemble- and
angle-averaged single-particle spectrum at intermediate times of the evolution
n(k) =
∫
dd−1Ωd(k) ⟨φ∗(k)φ(k)⟩ensemble, (3.1)
as a function of radial momentum k = |k|, on a double-logarithmic scale. (dΩd(k)
denotes the angular differential in d-dimensional k-space.) During the initial evolu-
tion the mode occupations gradually spread to larger wave numbers. At t = 6550
(2D) and t = 410 (3D) a power-law regime n(k) = k−ζ is observed. These power
laws are found to be in agreement with the analytical prediction of Ref. [29]. While
in the ultraviolet the exponent ζUV = d = 2 (left panel) and ζUV = d = 3 (right
panel) exhibits weak wave turbulence, in the infrared the exponent confirms the
result ζ = d + 2 = 4 (left panel) and ζ = d + 2 = 5 (right panel), see Eq. (2.36).
These corroborate results for a relativistic model studied in [28]. Note that in d = 2,
the weak-turbulence exponent ζUV = 2 is identical to that in thermal equilibrium
in the Rayleigh-Jeans regime, n(k) ∼ T/ω ∼ T/k2 [41]. Meanwhile, similar tur-
bulent spectra have been found to appear for relativistic [55] and non-relativistic
systems [51,140,167], which will be discussed in the successive chapters. From the
point of view of wave turbulence the appearance of power-law dependent spectra
is connected to the presence of a transport of particles and energy in k-space. In a
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Figure 3.2: Phase angle ϕ(x, t) (upper panel) and spatial density n(x) (lower
panel) at four times during a single run of the simulations in d = 2. Parameters
are the same as Fig. 3.1(left panel). Shown times are: 1. t = 26 (top left): Ordered
phase shortly after initial preparation. 2. t = 820 (top right): After creation of
vortex-antivortex pairs. 3. t = 6550 (bottom left): During critical slowing down
of the vortex-antivortex annihilation. 4. t = 105 (bottom right): Low-density
vortex-antivortex pairs before final thermalisation.
closed many-body system, these transport processes are inevitably going to come to
rest at the time when equilibration sets in. Both of these aspects will be discussed
in detail in Chap. 5.
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Figure 3.3: Snapshots of a single run of the evolution in d = 3 dimensions. The
black dots mark positions where the density falls below 5% of the mean density
n. Parameters are the same as Fig. 3.1(right panel). 1. t = 0 (top left) 2. t = 103
(top right) 3. t = 410 (bottom left) 4. t = 1640 (bottom right)
3.2 Observation of vortices
Here, we will continue in a different direction. Since wave turbulence is based on
the properties of correlation functions, we have used the classical field method to
compute the ensemble averaged correlation function Eq. (3.1). However, the tra-
jectory approach enables us to investigate single trajectories as well. Doing so,
we reveal that quantised vortices appear during the intermediate stage of the non-
equilibrium evolution. For videos of the evolution see [311]. Characteristic prop-
erties of vortices, see Sect. 2.2.1 and App. A, can be used to track their creation,
motion and decay. To exhibit the rotational flow we use the polar representation
φ(x, t) =
√
n(x, t) exp{iϕ(x, t)} of the field in terms of the density n(x, t) and a
phase angle ϕ(x, t). In Fig. 3.2, we show the phase angle ϕ(x, t) and the spatial
density n(x) during a single run in d = 2 dimensions, while in Fig. 3.3 the evolu-
tion in d = 3 is illustrated by the near-zero-density points. Many singly quantised
vortex-antivortex pairs (vortex rings) are formed once the initial coherent wave
has developed to form shock-wave-like fronts. During the later evolution, the pairs
mutually annihilate at a substantially decreasing rate. After the last pair has van-
ished the gas thermalises. In d = 3, the system develops a dense chaotic tangle.
Decreasingly tangled vortex lines are observed during a near-stationary evolution.
To understand these findings in the context of superfluid we analyse kinetic-energy
spectra as proposed in [114] and discussed in Sect. 2.2 and App. A. This enables us
to distinguish different excitations present in the gas. In the cases we consider, the
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Figure 3.4: Single-particle occupation numbers of different fractions of the sys-
tem. Colours distinguish the fractions ni (red circles), i.e., the divergence-free part
of the flow field wv =
√
nv, nc (filled blue squares), i.e., the solenoidal part of wv,
and the quantum-pressure part nq (open grey squares). kξ = 2π/ξ marks the scale
corresponding to the healing length ξ = 1/
√
2mgn. Note the double-logarithmic
scale. (Left panel) At time t = 105 of the run in d = 2 dimensions shown in
Figs. 3.1 and 3.2. A scaling with k−4.66 corresponds to a 5/3-law for the kinetic
energy in d = 2. (Right panel) For the run in d = 3 dimensions shown in Figs. 3.1
and 3.3, at the time t = 1640. A scaling with k−5.66 corresponds to a 5/3 law for
the kinetic energy in d = 3.
resulting spectra ni(k), nc(k), and nq(k) add up to the single-particle spectrum n(k)
discussed before. The components and their sum are shown separately, for d = 2
(left panel) and d = 3 (right panel), in Fig. 3.4. Red circles denote ni, filled blue
squares show the dependence of nc, and open grey squares that of nq. Qualitatively,
the results are the same for d = 2 and d = 3. Excitations with large wave numbers
are thermally distributed. In this regime, the spectrum n(k) ∼ k−2 is dominated by
the compressible and quantum-pressure components. For smaller wave numbers the
scaling changes to n(k) ∼ k−d−2, being dominated by the velocity wv. Moreover,
we find that it is this decomposition into ni and nc which, for intermediate wave
numbers, allows the incompressible part of the energy to develop a Kolmogorov-like
scaling ∼ k−5/3−d−1 above the scale kl ∼ 2π/l determined by the mean distance l
between vortex cores. While the scaling of the sum of these components is predicted
by the field-theoretic analysis in Ref. [29], a rising compressible part allows the
incompressible contribution to deviate from the IR power law and to develop the
observed scaling. Towards the IR limit, the compressible part becomes too weak
such that the scaling of ni goes over to ζ = d+ 2.
As we will show in Chap. 4, one can obtain the analytically predicted infrared
power law n(k) ∼ k−4 in d = 2 from a finite density of independent vortices and
antivortices. The IR scaling ∼ k−d−1 of the compressible (blue) component suggests
an interpretation in terms of acoustic turbulence [41,45,50]. Our results presented
in Chap. 5, show that this component survives for a limited period beyond the time
when all vortical excitations have mutually annihilated.
It was found that the annihilation processes which eventually destroy the vortical
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structure while coherence builds up in the system are very slow and thus stabilise the
scaling solution over a long time. This is interesting, since it gives us an explanation
for the quasi-stationarity of the wave turbulent spectra from the point of view
of vortex dynamics. In particular, only after the last vortex-antivortex pair has
annihilated and the last ring shrunk to zero the power law n(k) ∼ k−ζIRQ breaks
down and a thermal distribution of particles is left over. Characteristic times are
t ∼ O(102) for vortex formation, t ∼ O(103) for stabilisation of the scaling solution
and t ∼ O(104)−O(105) for the last vortices to annihilate.
3.3 Summary
In summary, our results show a distinct power-law behaviour k−ζ of the single-
particle momentum spectrum n(k) as well as of different components of the kinetic-
energy distribution over the radial wave number k. Scaling exponents ζ of n(k)
corroborate the analytical predictions of Ref. [29]. Our findings suggest that lo-
cal field expectation values and short- to intermediate-range coherence, including
topological excitations, are at the basis of the infrared power laws predicted within
non-perturbative dynamical field theory [28,29,53,58]. This shows that both, weak
wave turbulence and macroscopic, topological excitations of the field can be de-
scribed within a unified field-theoretic approach. Weak turbulent flow and non-
linear solitary bulk excitations are described in a unified manner as representing a
non-thermal critical fixed point of the system. In turn, the approach also implies
that superfluid turbulence can be studied in a new way, in the frame of a universal
quantum field theoretical approach.
In the following two chapters, we will have a close look at different aspects pointed
out here. Chap. 4 is concerned with momentum spectra arising from vortex dom-
inated flows. To this end, we analyse statistical distributions of vortices and an-
tivortices in the framework of the Onsager point vortex model. In this way, we are
able to give a thorough interpretation of the IR-non-thermal fixed point solutions
in terms of vortices. In Chap. 5, wave-turbulent properties such as the particle and
energy cascades are studied. Additional scaling laws found in the single-particle
momentum distribution at late times are related to pairing of vortices, allowing for
a comprehensive understanding of the approach and decay of the non-thermal fixed
point.
4Vortex statistics
As we have seen in Chap. 3, the scaling of the momentum occupation numbers in the
IR regime of large wave numbers, predicted within a non-perturbative analysis of
strong wave-turbulence, correspond, for 2- and 3-dimensional degenerate Bose gases,
to the appearance of macroscopic vortical excitations. In the following, we analyse
the observed scaling spectra by comparing them to the single-particle momentum
distributions for a set of randomly positioned point vortices (vortex lines) in d = 2
(d = 3) dimensions. With this approach, non-thermal fixed points in an ultracold
Bose gas can be related to the statistics of vortices. We will show that uncorrelated
vortices (vortex lines) are sufficient to yield the infrared scaling with exponent ζIRQ ,
see Eq. (2.36). We will also show that beyond this, pair correlations between vortices
and antivortices as well as configurations with small rings well separated from each
other can give rise to a further scaling exponent deviating from ζIRQ . See Fig. 4.1 for
an illustration of different vortex distributions. Numerical calculations, sampling
field configurations of static randomly positioned vortices, confirm the analytical
result. Finally, the velocity probability distribution of a vortex-dominated flow
[312,313] is derived and numerically confirmed.
The point (line) vortex model employed here was introduced by Onsager in 1949
[73]. It describes the complex flow pattern in terms of the statistical mechanics of
interacting classical point objects. This model has been constructed as a discrete
vorticity approximation of classical fluid turbulence, but it is even more suitable to
describe superfluid turbulence consisting of quantised vortices. Further applications
include plasma physics or stellar dynamics [92,314,315].
4.1 Vortices in d = 2
In two dimensions, an isolated, singly quantised vortex is described by the complex
field φ(r, ϕ) ≡ √n(r)eiϕ (see Sect. 2.2.1). As the r-dependence of the density
n(r) only becomes important at small scales on the order of the healing length
ξ = 1/
√
2mgn where our simulations are dominated by thermal excitations, we will
omit it in the following and assume n to be uniform.
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Figure 4.1: Left panel: Sketch of a random vortex-antivortex distribution under-
lying the IR scaling close to the non-thermal fixed point. Right panel: Correlated
vortex distribution causing a modification to weaker pair scaling in the IR, for
momenta smaller than the inverse of the average pairing length.
A system of M vortices in d = 2 dimensions can be described by φ(x) = ΠMi φi(x),
where φi(x) = φ(x − xi) is the single vortex field centred around xi. We derive
the corresponding particle spectrum by considering the hydrodynamic velocity field
v = ∇ϕ/m. Denoting the velocity field of a single vortex as v˜(x) (see Sect. 2.2.1)
we can express the mean classical kinetic energy density of the velocity field as
Ev(x) =
m
2
⟨|v(x)|2⟩
=
m
2
⟨|
∫
d2x′ v˜(x− x′) ρ(x′) |2⟩ , (4.1)
where ρ(x) =
∑M
i=1 κiδ(x − xi) defines the spatial distribution of vortices with
winding number κi = ±1. Here and in the following, ⟨·⟩ denotes an ensemble
average over different realisations of the classical field φ(x). We derive the low-k
scaling of n(k) from the kinetic-energy spectrum Ev(k), given by the angle-averaged
Fourier transform of Ev(x), taking into account that at low k, the single-particle
spectrum is dominated by the superfluid velocity field v, i.e.,
n(k) ≃ 2mk−2Ev(k). (4.2)
One has, from Eq. (4.1)
Ev(k) ∼ ⟨|v(k)|2⟩ = ⟨ |ρ(k)|2 |v˜(k)|2⟩ , (4.3)
with
|ρ(k)|2 =
M∑
i,j
κiκje
ik(xi−xj) . (4.4)
Below the healing length scale kξ = 2 sin(π/2ξ) (lattice units), the modulus of the
velocity field of a single vortex scales as |v˜| ∼ k−1 and is radially symmetric in
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momentum space. Hence, the angle-averaged single-particle spectrum scales like
n(k) = k−4
M + 2∑
i<j
κiκjJ0(klij)
 . (4.5)
Here, J0(y) = (2π)
−1 ∫ π
−π dθ cos(y cos(θ)) denotes the zeroth-order Bessel function
and lij = |xi − xj | is the distance between vortices i and j.
4.1.1 Independent vortices
Assuming that the positions xi of the vortices are uncorrelated one can take the
average over relative positions lij within the area VR = πR
2,
2π
VR
∫ R
0
dl l J0(kl) = 2
J1(kR)
kR
, (4.6)
and, for fixed k, the limit R→∞. Hence, the second term in brackets in Eq. (4.5)
vanishes and one finally obtains the scaling [91]
n(k) ∼ k−4 . (4.7)
4.1.2 Independent vortex-antivortex pairs
In a two-dimensional superfluid containing vortices and antivortices an effectively
attractive force between the two species can lead to pair correlations. We study a
signature of this feature in the single-particle momentum spectrum by applying the
point vortex model introduced above to the case of vortex-antivortex pairs.
As a first step we calculate the velocity field vVA for a vortex-antivortex pair with
the vortex situated at x1 and the antivortex at −x1,
vVA = v˜(x− x1)− v˜(x+ x1). (4.8)
The squared velocity field far away from the centre of the pair can be obtained via
a dipole approximation |x| ≫ |x1| which yields the scaling vVA ∼ r−2. Hence, in
Fourier space, the pair velocity field scales as |vVA|2 ∼ k0 for low momenta. In
this regime, the vortex-antivortex pair can again be treated as a point-like object
with modified velocity scaling. To obtain the infrared scaling of a set of random
vortex-antivortex pairs, we define a spatial pair distribution ρpair(x) =
∑
i δ(x−xi),
with xi denoting the centre of the i-th vortex-antivortex pair. Then, the analysis
performed for random vortices above can be adopted. Therefore, in the case of
independently distributed pairs, the approach predicts the infrared scaling of the
occupation number to be the same as for a single pair, i.e. n(k) ∼ k−2.
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4.1.3 Pair correlated vortices
The considerations from Sect. 4.1.2 are only valid in the far IR (or equivalently
for pair size going to zero). In our numerical simulations we found, however, that
for large evolution times, a finite minimum distance emerged between vortices and
antivortices, and also between vortices with the same circulation, see Sect. 5.2.4. To
take into account this observation and to analyse the full spectrum, we go back to
writing the distribution ρ(x) = ρV(x)− ρA(x) as the sum of distributions ρV(x) =∑M
i=1 δ(x − xVi ) of M vortices and ρA(x) =
∑M
i=1 δ(x − xAi ) of M antivortices.
Hence,
⟨ |ρ(k)|2 ⟩ =
∫
d2x d2x′ eik(x−x
′)C(x,x′) , (4.9)
with C(x,x′) = ⟨ ρVx ρVx′ ⟩ − ⟨ ρVx ρAx′ ⟩ − ⟨ ρAxρVx′ ⟩+ ⟨ ρAxρAx′ ⟩. This allows for a deriva-
tion of the kinetic-energy distribution in terms of correlation functions of vortex
positions.
We model pairing by the density-density correlation functions
⟨ρV(A)x ρV(A)x′ ⟩ =
M
VR
δ(x− x′) + Px,x′ , (4.10)
⟨ρV(A)x ρA(V)x′ ⟩ =
M
VRVλ
θ(λ− |x− x′|) + Px,x′ . (4.11)
where Vλ = πλ
2 is the area in which the theta function equals one. The contribu-
tions
Px,x′ =
M (M − 1)
VR(VR − VΛ)θ(|x− x
′| − Λ) (4.12)
take into account that, besides the pairing, vortices and antivortices avoid each
other in the dilute gas, keeping a minimum distance Λ. This is due to vortex-
vortex repulsion and fast vortex-antivortex annihilation on small distances. The
functions Px,x′ cancel out in Eq. (4.9).
1
Inserting Eqs. (4.10), (4.11) into Eq. (4.9), evaluating the Fourier transform and
angular averaging gives
⟨ |ρ(k)|2 ⟩ = 2M
(
1− 2
kλ
J1(kλ)
)
. (4.13)
The expansion of the integral for k ≪ 2π/λ yields the leading-order result
⟨ |ρ(k)|2 ⟩ =M(kλ)2/4 +O(k4) (4.14)
and, from Eqs. (4.2) and (4.3), the same occupation-number scaling as for indepen-
1If different avoidance scales Λ apply for vortices and antivortices, the terms do not cancel, but
the remaining term does not alter the results for pair scaling derived here.
4.1 Vortices in d = 2 39
1
102
104
106
108
0.03 0.1 0.3 1
O
cc
u
p
at
io
n
n
u
m
b
er
n
(k
)
Radial momentum k
kξkpair
n(k)
k−2
k−4
k−6
Figure 4.2: Radial momentum distribution for a randomly distributed set of
M = 80 bound vortex-antivortex pairs, on a N2s = 1024
2 grid. Note the double-
logarithmic scale. The vortices are positioned according to the probability distri-
bution (4.16). At low momenta the power law is consistent with the existence of
random vortex pairs nk ∼ k−2. Above kpair, the distribution exhibits the scaling
of an ensemble of independent vortices, nk ∼ k−4, while at momenta larger than
the healing-length scale kξ one observes the vortex-core scaling ∼ k−6.
dent pairs,
n(k) ∼ k−2 . (4.15)
At momenta k ≫ 2π/λ the independent-vortex scaling n(k) ∼ k−4 is restored. We
note that the infrared result (4.15) can also be achieved by choosing more general
pair correlations of the form ⟨ρVx ρAx′⟩ = ⟨ρAxρVx′⟩ = Mϵ[2VRπ(λϵmax − λϵmin)]−1|x −
x′|ϵ−2θ(λmax−|x−x′|)θ(|x−x′|−λmin)+Px,x′ , with ϵ ≥ 0 and λmin < λmax, which
is closer to our numerical observations and includes the case of a fixed “binding
length” λmin → λmax. As before, pair scaling k−2 is found for kλmax ≪ 1, critical
scaling k−4 for kλmax ≫ 1, irrespective of ϵ. We supplement our discussion of
scaling in the point vortex model with numerical data obtained by averaging over
an ensemble of field configurations in d = 2 dimensions. These configurations were
constructed by multiplying uncorrelated single-vortex fields centred at positions
according to the probability distribution
P (M)(xV1 ,x
A
1 , ...) =
M∏
i
P (1)(xVi )P
(2)(xVi ,x
A
i ) (4.16)
with P (1)(xVi ) = 1/VR, P
(2)(xVi ,x
A
i ) = V
−1
λ θ(λ− |xVi −xAi |), where we neglect that
unpaired vortices avoid each other, i.e., choose Λ = 0. They do not represent stable
solutions of the classical field equation nor do they contain sound-wave and related
excitations yet which would build up through the interactions of the field and the
vortices.
The resulting momentum spectrum is presented in Fig. 4.2. Three scaling regimes
40 4 Vortex statistics
can be observed. At low momenta the power law is consistent with the existence of
random vortex pairs nk ∼ k−2. Above kpair = 2sin (π/2λ) ≃ π/λ, choosing λ = 25
(lattice units), the distribution exhibits the scaling of an ensemble of independent
vortices, nk ∼ k−4, while at momenta larger than the healing-length scale kξ one
observes the vortex-core scaling ∼ k−6 [316]. The above results reflect that in a
vortex dominated flow, particles with low momenta are found far away from vortex
cores. In the case of pairing, the flow field far away from the cores is given by the
field of a vortex pair, and the low-momentum scaling follows the pair-field scaling.
Particles closer to the vortex cores pick up a higher momentum. Above kpair the
field will be dominated by the field of a single vortex. Note that Fig. 4.2 shows
the result of a numerical calculation in which we have sampled field configurations
of random static vortices. Dynamical simulations of the classical field equation
Eq. (2.5) will be shown in Sect. 5.1.
It was shown by Novikov (1976), that one can construct a Kolmogorov 5/3-scaling
from the statistics of point vortices [91, 316]. This can be achieved by the density-
density correlation functions for vortices
⟨ρV(A)x ρV(A)x′ ⟩ ∼ (x− x′)−α + Px,x′ , (4.17)
⟨ρV(A)x ρA(V)x′ ⟩ = Px,x′ . (4.18)
The contributions Px,x′ are assumed to be equal. The integral Eq. (4.9) is conver-
gent for 1/2 < α < 2, which includes α = 4/3. This choice gives n(k) ∼ k−4.66 and
E(k) ∼ k−5/3. Note that the presence of vortex-antivortex correlations destroys the
5/3-scaling as discussed in Ref. [316].
IR-cutoff
At this point, we want to discuss the appearance of an IR-cutoff in the single-particle
momentum distribution. Consider a Bose gas containing a random distribution of
vortices of either sign and density nV. If we were to estimate the coherence of
the wave function ⟨φ(0)φ(x)⟩ (as will be discussed in detail in Sect. 6.7), we would
expect a decay of coherence at the scale of the mean vortex distance, lV = n
−1/2
V .
That is because vortices appear on average at this distance and induce a rapid
change of the phase angle ϕ(x). Since the momentum distribution is nothing but
the Fourier-transform of the coherence function, a momentum scale kV = π/lV
is created. For momenta k < kV, the momentum distribution n(k) needs to be
almost flat in order to insure convergence of the integral that counts the number
of particles. This restriction is not forced upon the particle numbers defined by
the quantum hydrodynamic decomposition Sect. 2.2, i.e. ni, nc, nq. Hence, we
also expect a deviation of n(k) from the incompressible momentum distribution
ni below the scale kV, as has also been mentioned at the end of Sect. 2.2.2. In
Fig. 4.3, we present numerical evidence for our reasoning. The plot shows the
single-particle (dots) as well as the incompressible momentum distributions (lines)
for three different vortex numbers NV distributed over a lattice of size N
2
s = 1024
2.
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Figure 4.3: Radial momentum distribution for a set of infinitely thin (ξ=0) ran-
domly distributed vortices. Note the double-logarithmic scale. At the highest
momenta, n(k) (dots) and ni(k) (lines) follow the k
−4 scaling of independent vor-
tices. However, at momenta k < kV, with kV(NV = 10) ≃ 10−2, kV(NV = 100) ≃
3× 10−2, kV(NV = 1000) ≃ 10−1, the single-particle momentum distribution n(k)
becomes flat. Instead, the incompressible occupation number ni(k) continues to
rise.
One can observe the vortex density dependence of the IR-cutoff in the single-particle
momentum distribution. The spectrum of the incompressible velocity field does
not show this feature. Instead, the k−4-scaling persists all the way to the lowest
momenta. We remark, that a random distribution of vortex-antivortex pairs does
not show a sharp IR-cutoff, see Fig. 4.2. The reason behind this is that the phase
field of a vortex-antivortex pair is smooth at large distances.
Note that a trapped quantum gas features an IR-cutoff given by the inverse of
the cloud diameter. At low temperatures, this size is approximately given by the
Thomas-Fermi radius RTF. For low vortex densities we expect kV and kTF to be of
the same order of magnitude.
Onsager model: Non-thermal fixed point as a maximum entropy state
We close with recalling the picture Onsager developed in Ref. [73] of thermodynamic
equilibrium states of a fixed number of vortices and antivortices in two dimensions.
He used the Hamiltonian of vortical flow in two dimensions [72],
H = − 1
2π
M∑
i>j
κiκj ln(|ri − rj |) , (4.19)
to describe the dynamics of a system of M vortices in a superfluid which hence
behave like a Coulomb gas. Here, the position of the i-th vortex is denoted as
ri = (xi, yi). Due to the fact that the x and y coordinates of each vortex are
canonical conjugates, phase space is identical with configuration space of the vortex
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Ω(E)
EE0
T=∞ T<0T>0
Figure 4.4: Illustration of Onsager’s picture of thermodynamic equilibrium states
of the neutral two-dimensional Coulomb gas at fixed particle number. We plot the
qualitative form of the number of available states Ω(E) as a function of energy E
as well as snapshots of typical microscopic configurations.
positions. Hence, for vortices moving in a volume V the total phase space is given
by VM . The Hamiltonian (4.19) implies that low-energy configurations feature
vortices of opposite sign close to each other, whereas high-energy configurations
require vortices of equal sign to group. Due to these constraints, the number of
configurations Ω(E) available for the system at a given energy E decreases towards
high and low energies, with a maximum at some intermediate E = E0. This concept
is illustrated in Fig. 4.4. According to Boltzmann, the entropy is
S(E) = ln(Ω(E)) , (4.20)
and the inverse temperature 1/T = ∂S/∂E is positive for E < E0 and negative for
E > E0. It follows that positive-temperature states are characterised by vortex-
antivortex pairing, while negative-temperature states feature vortices of the same
circulation to cluster. At the point of maximum entropy S(E0) and infinite tem-
perature, Onsager expected a state of uncorrelated vortices and antivortices. This
understanding of the non-thermal fixed point as a quasi-equilibrium state of vortices
corroborates our result that the IR scaling behaviour at the fixed point corresponds
to the appearance of topological excitations.
4.2 Vortex loops in d = 3
We now consider the three-dimensional case of vortex lines and loops. A formulation
similar to the Onsager point vortex model in Sect. 4.1.1 is possible [18, 317, 318].
See also Refs. [93,94,319,320] for an extension including the dynamics of tangles of
vortex lines.
We write the classical kinetic energy spectrum of the velocity field in terms of the
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vorticity density
ω(x) = m∇× v(x) (4.21)
as
Ev(k) =
⟨|ω(k)|2⟩
2mk2
. (4.22)
The vorticity is vanishing everywhere but on the vortex lines, i.e., assuming M
individual vortex loops,
ω(x) =
M∑
i
∫ Li
0
dτ s′i(τ)δ(si(τ)− x) . (4.23)
In this expression, the vortex filaments are represented by the connected curves
si(τ), parametrised by the one-dimensional coordinate τ ∈ {0, Li}, Li being the arc
length of filament i. The loops are closed, si(Li) = si(0), possibly also across the
walls of the 3-dimensional volume in accordance with periodic boundary conditions.
s′i(τ) is the tangent vector along the filament at si(τ), of unit length |s′i(τ)| = 1.
We parametrise the i-th vortex loop in terms of a single centre coordinate and a
relative curve, si(τ) = Ri + ri(τ) and write the vorticity as
ω(x) =
M∑
i
∫
d3y δ(y −Ri)
∫ Li
0
dτ r′i(τ)
×δ(ri(τ)− x+ y) . (4.24)
Hence, in Fourier space,
ω(k) =
M∑
i
eikRiω˜i(k) , (4.25)
where ω˜i(k) is the Fourier transform of the vorticity of the i-th vortex loop, given
by
ω˜i(x) =
∫ Li
0
dτ r′i(τ)δ(ri(τ)− x) . (4.26)
The ensemble-averaged vorticity ⟨|ω(k)|2⟩ becomes
⟨|ω(k)|2⟩ =
M∑
i,j
⟨eik(Ri−Rj)ω˜i(k)ω˜j(k)⟩ . (4.27)
Assuming that the shapes of the individual vortex loops are statistically indepen-
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Figure 4.5: Radial momentum distribution of an elliptical vortex loop on a N3s =
10243 grid. Note the double-logarithmic scale. The major and minor radius
scales ka, for ra = 40, and kb, for rb = 4, respectively, are indicated. These
scales separate pair scaling n(k) ∼ k−2 as for a near-circular vortex ring, scaling
n(k) ∼ k−3 for two anti-circulating vortex lines, and n(k) ∼ k−5, as for a vortex
ring or of a pair of straight vortex lines, corresponding to the scaling exponent ζIRQ
at the non-thermal fixed point. See Sect. 4.2 for more details.
dent of their position, it follows that
⟨eik(Ri−Rj)ω˜i(k)ω˜j(k)⟩ = ⟨eik(Ri−Rj)⟩ ⟨ω˜i(k)ω˜j(k)⟩ . (4.28)
4.2.1 Uncorrelated vortex loops
If the loops are also uncorrelated among themselves, then ⟨ω˜i(k)ω˜j(k)⟩ = ⟨|ω˜i(k)|2⟩δij .
Hence, for statistically identical loops,
⟨|ω(k)|2⟩ =M⟨|ω˜(k)|2⟩ , (4.29)
which means that the vorticity spectrum scales in the same way as the average
vorticity of a vortex loop centred at the origin. Finally, the scaling of the momentum
spectrum n(k) = 2mk−2Ev(k) follows from that of the angle-averaged vorticity,
n(k) ∼ k−4
∫
dΩk⟨|ω(k)|2⟩. (4.30)
For the case of two straight parallel vortex lines of opposite circulation Eq. (4.29)
is evaluated in Sect. 4.2.2, as well as for an ensemble of such paired lines. Making
use of the procedure developed there, the case of circular vortex rings of radius r
is also discussed. For the latter, the resulting angle-averaged momentum spectrum
scales like n(k) ∼ k−2 for momenta k ≪ kr = 2 sin(π/2r) and n(k) ∼ k−5 for
momenta k ≫ kr. To include effects from squeezed vortex loops, we consider
elliptical filaments. The ellipse is defined by a major radius ra and minor radius rb.
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In Fig. 4.5, the angle-averaged momentum spectrum of an elliptical vortex loop is
shown. Three scaling regimes can be distinguished. For the lowest momenta, one
has n(k) ∼ k−2, which equals the infrared scaling for a vortex ring. For momenta
ka ≪ k ≪ kb, one finds n(k) ∼ k−3, which coincides with the infrared scaling
of two anti-circulating vortex lines (see Sect. 4.2.2). For the ellipse, above kb, the
momentum distribution scales like n(k) ∼ k−5. This is the scaling of a single vortex
line and can also be found as the high-momentum scaling of a vortex ring or a pair
of straight vortex lines (see Sect. 4.2.2).
4.2.2 Straight vortex lines and rings
The main result of Sect. 4.2 is this derivation of different scaling regimes of a gas
of vortex ellipses presented in Sect. 4.2.1 and numerically evaluated in Fig. 4.5. It
is intuitive, that in different regimes of k-space, the ellipse shows scaling behaviour
similar to vortex lines or rings. Therefore, we give the analytic derivation of the
spectra for a single vortex line, an ensemble of parallel vortex lines and a vortex
ring in the following.
Straight vortex line
Based on Eq. (4.23), we calculate the vorticity of two straight vortex lines in three
dimensions, with circulation κi, i = 1, 2, placed at positions (0,−y0) and (0, y0) in
the x-y plane and relate it to the momentum spectrum, see Eq. (4.30). The lines
are parametrised by
si(x) =
(
0, (−1)iy0, κiτ
)
(4.31)
with τ ∈ [−∞,∞]. In Fourier space, the vorticity density, defined in Eq. (4.21),
reads
ω(k) = ezδ(kz)(κ1e
−ikyy0 + κ2eikyy0) . (4.32)
The vorticity spectrum follows from Eq. (4.23),
|ω(k)|2 = 2δ2(kz) [1 + κ1κ2cos(2kyy0)] . (4.33)
Hence, for co-rotating vortex lines (κ1 = κ2)
|ω(k)|2 = 4δ2(kz)cos2(kyy0) , (4.34)
while for counter-rotating vortex lines (κ1 = −κ2) one obtains
|ω(k)|2 = 4δ2(kz)sin2(kyy0) . (4.35)
In order to be able to take the angle average over δ2 we regularise the delta dis-
tribution, giving it a finite width ∆ = 1/Lz. The angle average of Eq. (4.34) then
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Figure 4.6: Momentum distribution as a function of radial coordinate k, on a
N3s = 1024
3 lattice. Note the double-logarithmic scale. Left: For the case of
two straight vortex lines of circulation κ1 = −κ2 = 1. The distance scale ky0 is
indicated. Right: For the case of a vortex ring of radius r. The radius scale kr is
indicated.
reads
|ω(k)|2 =
∫
dϕkdu δ∆(ku)
2
×4 cos2(ky0
√
1− u2cosϕk)
= 8π2Lzk
−1[1 + J0(2ky0)], (4.36)
where Lz is the length of the system in z-direction and u = cos(θ). One obtains
the scaling behaviour
|ω(k)|2 = 16π2Lzk−1 +O(k), (4.37)
which is the scaling of a single line. With Eq. (4.30), we conclude n(k) ∼ k−5.
Following the same reasoning, the angle average of Eq. (4.35) is given as
|ω(k)|2 = 8π2Lzk−1[1− J0(2ky0)] . (4.38)
For ky0 ≪ 1
|ω(k)|2 = 8π2Lzy20k +O(k3) , (4.39)
which gives n(k) ∼ k−3. For ky0 ≫ 1
|ω(k)|2 = 8π2Lzk−1 (4.40)
which gives n(k) ∼ k−5. These scalings are confirmed in Fig. 4.6 (left).
Ensembles of parallel vortex lines
In Sects. 4.1.2 and 4.1.3, we have discussed the scaling of the momentum distribu-
tion for ensembles of independent and pair correlated vortices in two dimensions,
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respectively. Here, we generalise the scaling derived above for straight vortex lines
to the case of many such lines in d = 3. We derive an expression for the momentum
spectrum of a system of M straight vortex lines oriented along the z direction.
The average vorticity squared is given by Eq. (4.27) where Ri are vectors in the
two-dimensional x-y plane pointing to the i-th vortex line with circulation κi = ±1.
The vorticity of the single line is
ω˜i(k) = κi
∫
d3x eikx
∫
dτ ezδ(κiτez − x) ,
= κiδ(kz)ez . (4.41)
Hence, Eq. (4.27) has the same form as Eq. (4.4) for d = 2,
⟨|ω(k)|2⟩ = δ2(kz)
M∑
i,j
⟨κiκjeik(Ri−Rj)⟩ , (4.42)
up to a δ2(kz) term, which arises from the infinite extent of the vortex lines in
z-direction. As in Sect. 4.2.2, we regularise the delta distributions, and averaging
(4.42) over solid angles yields
⟨|ω(k)|2⟩ ∼ Lz
k
M∑
i,j
⟨κiκjJ0(k|Ri −Rj |)⟩ , (4.43)
which is analogous to Eq. (4.5) in two dimensions. As the position of the i-th vortex
line is determined by Ri, statistical averaging of (4.43) can be done in the same
way as in d = 2.
Vortex ring
A vortex ring with radius r lying in the x-y plane can be parametrised as
s(x) = (r cosϕ, r sinϕ, 0) (4.44)
with ϕ ∈ [0, 2π]. In Fourier space, similar steps as above lead to the angle-averaged
vorticity density
|ω(k)|2 =
∫
dθk |J1(kr sin θk)|2 . (4.45)
Evaluating the integral numerically shows that the vorticity scales like ∼ k2 for
kr ≪ 1 and ∼ k−1 for kr ≫ 1, corresponding to n(k) ∼ k−2 and n(k) ∼ k−5.
This is shown in Fig. 4.6 (right). Both scalings are also found in the momentum
spectrum of a vortex ellipse, discussed in Sect. 4.2.
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Figure 4.7: Velocity distribution (4.47) as obtained from a random distribution of
M = 80 bound vortex-antivortex pairs, on a N2s = 1024
2 grid, as in Fig. 4.2. Note
the double-logarithmic scale. At low momenta the velocity field follows the scaling
of vortex-antivortex pairs (α = 2), whereas at higher momenta the distribution
reflects the presence of vortices (α = 1). Note, that there is a deviation from
α = 2 in the regime of low velocities. From simulations with higher resolution, we
find the best agreement for α = 1.8. We remark, that in the limit M → ∞ the
velocity distribution is expected to be Gaussian [321].
4.3 Velocity distribution
The vortex model can provide insight into another observable accessible in our
numerical simulations, the velocity distribution. See Refs. [312, 321–323] for dis-
cussions of the velocity distribution and Ref. [313] for recent experimental re-
sults. As discussed above, the velocity field scales, far away from any core, as
∼ r−α, with α = 1 for a single vortex and α = 2 for a vortex-antivortex pair
in two dimensions. The velocity probability distribution P(v) is calculated as
P(v) = |∂x/∂v| ρ(x), with spatial vortex distribution function ρ(x). For a uni-
form distribution ρ(x) = const., it follows after angular averaging that
P(v) = |v|−2(α+1)/α. (4.46)
It is numerically convenient to calculate the probability density of a single compo-
nent of the field, e.g.
P(vx) =
∫
dvy P(v) ≃ v1−2(α+1)/αx . (4.47)
In Fig. 4.7, the corresponding velocity distribution P(vx) is shown. In accordance
with the analytical predictions two scaling regimes are observed. At low momenta
the velocity field follows the scaling of vortex-antivortex pairs, whereas at higher
momenta the distribution reflects a random distribution of vortices.
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4.4 Summary
In summary, we have analysed the momentum distribution of randomly distributed
point (line) vortices in two and three dimensions. This work, was motivated by
the scaling of the momentum occupation numbers in the IR regime of large wave
numbers, predicted within a non-perturbative analysis of strong wave-turbulence,
and found to correspond to the appearance of macroscopic vortical excitations in
Chap. 3. We have shown that uncorrelated vortices (vortex lines) are sufficient to
yield the infrared scaling with exponent ζIRQ , see Eq. (2.36). For the two-dimensional
case, we could also give an intuitive understanding of the non-thermal fixed point
as a maximum entropy state of the Onsager model. We also showed that beyond
this, pair correlations between vortices and antivortices as well as configurations
with small rings well separated from each other can give rise to a further scaling
exponent deviating from ζIRQ . The relevance of this finding for the full time evolution
will be discussed in the next chapter. We have further discussed the topic of an
IR-cutoff in single-particle momentum distribution and the scaling of the velocity
distribution of a vortex dominated flow.

5Properties near the non-thermal fixed point
In this chapter, we extend our studies of the relaxation of two and three dimensional
dilute Bose gases through stages of superfluid turbulence and the approach of a non-
thermal fixed point, by means of extensive numerical simulations. In Section 2.3,
we have introduced the quantum-field theoretical predictions of Refs. [29, 41], in
particular for the wave-turbulent scaling exponents of the single-particle momentum
distribution. In simulations discussed in Chap. 3, we found excellent agreement
with those predictions. Moreover, our results provided an interpretation of the
non-thermal fixed points proposed in Refs. [28,29] for the case of an ultracold Bose
gas: The appearance of non-perturbative infrared scaling reflects the presence of
statistically independent vortices [31]. This phenomenon appears to be distinctly
different from the weak wave turbulence we observe in the UV part of the spectrum.
In Chap. 4, we described a model of independent as well as pair-correlated vortical
excitations [73] which allowed for the introduction of vortex-antivortex correlations.
These findings tightened the vortex picture of non-thermal fixed points and revealed
the possibility of further scaling exponents depending on vortex correlations. In
this chapter, we use this knowledge for a more refined interpretation of the scaling
behaviour during the different stages of the evolution presented in Chap. 3. First,
we show that the stationary scaling is maintained by energy (UV) and particle
(IR) fluxes, further supporting the analytic theory. In Section 5.2, we study the
power-law distributions of the compressible and incompressible contributions to the
flow pattern in great detail. This adds to the clear understanding of the bimodal
scaling laws in the overall momentum spectrum. IR power-law spectra of sub-
dominant compressible excitations suggest the presence of acoustic turbulence [41]
on the top of the vorticity-bearing quasi-condensate. In comparison with recent
experiments and analytical predictions, the velocity field probability distribution as
well as the velocity statistics of individual vortices are studied. This observable is of
great interest, since it has recently been used to experimentally verify a distinction
between classical and quantum turbulence [313]. We finally show that the complete
decay of the turbulent scaling is anticipated by the appearance of weaker IR power
laws reflecting vortex-antivortex pairing correlations.
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Figure 5.1: Phase angle ϕ(x, t) (upper panel) and spatial density n(x) (lower
panel) at four times during a single run of the simulations in d = 2. Parameters
are: g = 3 · 10−5, N = 108, Ns = 256 ( same as Fig. 3.1(left panel)). Shown
times are: 1. t = 0 (top left): Ordered phase at initial preparation. 2. t = 52
(top right): During build-up of strong density and phase gradients. 3. t = 104
(bottom left): Formation of vortices and antivortices. 4. t = 208 (bottom right):
Isotropisation of density and phase fluctuations.
5.1 Bose gas approaching the non-thermal fixed point
In this section we return to the process of the formation of vortical excitations and
of the Bose gas approaching the non-thermal fixed point characterised by the wave-
turbulent scaling solutions discussed in Sect. 2.3, Chap. 3 and Refs. [29,31]. Thereby
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Figure 5.2: Single-particle mode occupation numbers as functions of the radial
momentum k, for six different times in d = 2 dimensions. The number of runs is
∼ 100. Parameters are the same as in Fig. 5.1. Note the double-logarithmic scale.
At early times (top left), scattering between macroscopically occupied modes leads
to excitation transfer to high momenta. Vortex formation (bottom left) happens
when this process has reached the healing length scale kξ.
we first focus on the evolution of the single-particle momentum distributions and
the emergence of non-thermal power laws. In order to identify in a clearer way
the relevant processes in approaching the fixed point we compute the fluxes in
momentum space. Remarkably, we find that the appearance of the particle scaling
exponent ζIRQ in the IR and of the energy exponent ζ
UV
P in the UV are compatible
with predictions based on general arguments of energy and number conservation in
a collision process [41].
5.1.1 Time evolution of the single-particle spectrum
As discussed in Chap. 3, vortical excitations can be created in large numbers, within
shock waves forming during the non-linear evolution of the coherent matter-wave
field. The dynamics of this process is best observed from the evolution of phase
and density profiles for the case of d = 2 dimensions shown in Fig. 5.1. Four
snapshots are shown, taken at the dimensionless times t¯ as indicated in the caption.
See App. A for details on the simulations and on lattice units. The initial field
configurations were prepared by macroscopically populating a few of the lowest
momentum modes in the computation such that the resulting condensate density
in position space varied between zero and some maximum value. One can observe
how strong phase gradients form due to the non-linear evolution. At around t ≃ 100,
these gradients collapse into vortices. Scattering processes between vortices quickly
isotropise phase and density fluctuations (bottom right). In Fig. 5.2, we show the
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Figure 5.3: Single-particle mode occupation numbers as functions of the radial
momentum k, for four different times of a run in d = 2 dimensions. Parameters
are: g = 3× 10−5, N = 4× 108, Ns = 512. Note the double-logarithmic scale. An
early development of a scaling n(k) ∼ k−3 is followed by a quasi-stationary period
of bimodal scaling with n(k) ∼ k−4 in the IR, due to the presence of vortices,
and n(k) ∼ k−2 in the UV, corresponding to weak wave turbulence or thermal
equilibrium.
corresponding time evolution of the angle- and ensemble-averaged radial momentum
spectrum, Eq. (3.1). The early times (top left) are characterised by scattering
between macroscopically occupied modes. Once excitations of the order of the
healing length ξ are created, vortex formation sets in.
In the following, we focus on the approach of the non-thermal fixed point scaling
solutions. Figs. 5.3 and 5.4 show the long-time evolution of radial momentum
spectra, Eq. (3.1), for a Bose gas in d = 2 and d = 3 dimensions, respectively.
Shortly after vortical excitations are created the spectrum in d = 2 dimensions
exhibits a power-law behaviour 2.85 . ζ . 3.0 within a range of momenta k ∈
[0.04 : 0.4], see the upper right panel of Figs. 5.3. Subsequently, the evolution
slows down and a quasi-stationary period is entered. During an intermediate stage
(bottom left panel of Fig. 5.3 and upper right panel of Fig. 5.4) of the vortex-bearing
phase two distinct power laws develop which are in excellent agreement with the
analytical prediction in Eqs. (2.34) and (2.36). While in the ultraviolet the exponent
ζUVP = d exhibits weak wave turbulence, Eq. (2.34), in the infrared, the exponent
confirms the field theory prediction ζIRQ = d+2, cf. Eq. (2.36). More specifically, in
two dimensions, at t = 5792, one observes scaling exponents 3.8 . ζ . 4.0 within
a range of momenta k ∈ [0.02 : 0.2] and 2.0 . ζ . 2.3 within a range of momenta
k ∈ [0.2 : 0.7], see the lower left panel of Figs. 5.3. At t = 262144, 4.0 . ζ . 4.2
within a range of momenta k ∈ [0.02 : 0.2], see the lower right panel of Figs. 5.3. In
d = 3 dimensions, at t = 820, one observes 4.8 . ζ . 5.0 within a range of momenta
k ∈ [0.08 : 0.4] and 3.0 . ζ . 3.1 within a range of momenta k ∈ [0.5 : 1.7], see
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Figure 5.4: Single-particle mode occupation numbers as functions of the radial
momentum k, for the four different times of a run in d = 3 dimensions. Parameters
are: g = 4 × 10−4, N = 8 × 109, Ns = 256. Note the double-logarithmic scale.
A period of bimodal scaling n(k) ∼ k−5 (vortex lines, IR) and n(k) ∼ k−3 (weak
wave turbulence, UV) is followed by trimodal scaling, which also exhibits pairing,
i.e., n(k) ∼ k−3 in the far IR, induced by a set of far separated small vortex rings,
in addition to n(k) ∼ k−5 (IR), and thermal scaling n(k) ∼ k−2 in the UV.
the upper right panel of Figs. 5.4. At t = 1640, 5.0 . ζ . 5.1 within a range of
momenta k ∈ [0.05 : 0.5], see the lower left panel of Figs. 5.4.
During the ensuing evolution, the weak-wave-turbulence scaling decays towards
ζ = 2, reflecting a thermal UV tail. Note that in d = 2, the weak-turbulence
exponent ζUVP = 2 is identical to that in thermal equilibrium in the Rayleigh-Jeans
regime, n(k) ∼ T/k2 [41]. In d = 3 we observe, at late times, a change of the infrared
scaling behaviour from ζ = d+2 = 5 to ζ = 3, pointing to the development of pairing
correlations, cf. Sects. 4.1.3, Sect. 4.2, and Sect. 5.2.4 below. More specifically, at
t = 26214, one observes a scaling exponent 2.9 . ζ . 3.0 within a range of momenta
k ∈ [0.03 : 0.1], see the lower right panel of Figs. 5.4.
At late times, after the last vortical excitations have disappeared, we observe the
entire spectrum to become thermal, i.e., exhibit Rayleigh-Jeans scaling with ζ = 2
(not shown). We emphasise that thermal scaling of the single-particle occupation
number with ζ = 2 applies despite the fact that quasi-particles with a linear dis-
persion are expected to thermalise in the regime of wave numbers smaller than the
inverse healing length 1/ξ ≃ 0.45 (d = 2) and 1/ξ ≃ 0.22 (d = 2). In the Bogoliubov
approximation this is seen by taking into account the power-law dependence of the
coefficients u2k ∼ v2k ∼ k−1 which contribute to n(k) ∼ (u2k + v2k)T/k ∼ T/k−2 [29].
We are going to study more details of the time evolution of the vortex tangle in
Chap. 6 and Chap. 7 and focus in the remainder of this chapter on properties of
the momentum and velocity correlation functions. An important question in this
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Figure 5.5: Kinetic-energy and particle fluxes in d = 2 (upper set) and d = 3
(lower set), for the four different snapshots of Figs. 5.3 and 5.4, respectively. Note
the logarithmic k-axes. The appearance of the bimodal scaling coincides with a
positive kinetic energy flux in the UV, and a negative particle flux in the IR. Flux
units: [P ] = [gnQ] = (4m2ad+4s )
−1, cf. Sect. 2.2.
context is, why the system selects the particular exponents ζUVP = d and ζ
IR
Q = d+2
from the set of four possible exponents given in Eqs. (2.34) and (2.36). For this,
the fluxes underlying the stationary but non-equilibrium distributions are relevant.
5.1.2 Fluxes
The timeline of distributions shown in Figs. 5.3 and 5.4 suggests that the evolu-
tion of the gas involves a transport process from intermediate momenta around
0.05 . . . 0.2 both towards lower and higher wave numbers, building up a bimodal
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power-law distribution. To describe the character of these transport processes we
plot, in Fig. 5.5 for d = 2 (upper set of four panels) and d = 3 (lower set), the radial
particle and kinetic-energy flux distributions Qk and Pk, respectively. Note that
the radial particle flux density Qk is multiplied by gn to have the same units as
the energy flux density P (k). These flux densities are defined through the balance
equations (2.32) and (2.33), respectively, with kinetic energy density εk = nkk
2/2m.
They are determined by integrating the numerically obtained particle and energy
spectra N(k) and E(k) up to a certain scale. The initial stage is governed by an
infrared particle transport towards larger k, also causing a flux gnQ of interaction
energy. At intermediate times, Q(k) changes sign. This is accompanied by a posi-
tive kinetic energy transport in the UV, as observed in two-dimensional simulations
in Ref. [106].
We emphasise that the negative particle flux in the IR and the positive kinetic-
energy flux in the UV coincide with the appearance of the bimodal momentum
distributions in Figs. 5.3 and 5.4 (bottom left panels). Although the derivation
of the IR exponents requires the full dynamical theory with non-perturbatively
resummed self-energies, the signs of the fluxes correspond to the respective scaling
exponents, i.e., ζIRQ in the IR, and ζ
UV
P in the UV, cf. Sect. 2.3.3. Moreover, at
late times, the kinetic-energy flux P almost vanishes due to a thermalised UV
momentum distribution, but Q still reshuffles particles and therefore interaction
energy, keeping the system out of equilibrium close to the non-thermal fixed point.
We finally remark that it has been shown in Ref. [41] that a necessary condition
for a non-equilibrium stationary distribution in our systems is energy damping in
the region of large k. Moreover, energy and particle number conservation in the
interaction of different momentum modes can be shown to imply the existence
of at least one more sink, i.e., a region where the right-hand sides of Eq. (2.32)
effectively has an additional damping term ∼ Γ(k)n(k), with negative Γ. In between
these sinks, a source region supplies the input to the bidirectional flux pattern
towards the UV and IR. It was shown in Ref. [41], within wave-kinetic theory,
that a positive k-independent flux transports energy, P > 0 while a negative flux
transfers particles, Q < 0. The only exception is the case of d = 2 where the
thermal and the weak-wave-turbulence exponent ζUVP can not be distinguished.
Remarkably, this pattern remains valid in our case, beyond the UV weak-wave-
turbulence regime, in the IR region where the exponent emerges from a fixed point
of the full dynamic equations. As already pointed out in Ref. [29], however, the
derivation of the IR exponent ζIRQ = d + 2 requires the existence of a sufficiently
well defined quasi-particle dispersion relation, suggesting a treatment in terms of
the Quantum Boltzmann equation with a momentum dependent scattering matrix
element to be applicable.
From this point of view, the negative flux Q and scaling in the IR and the positive
flux P and weak wave turbulence in the UV, as observed in the numerics, emerge
as a necessary consequence of conservation laws and transport processes described
by wave-kinetic transport equations.
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Figure 5.6: Occupation numbers as functions of the radial momentum k, as de-
fined in Sect. 2.2.2: Total single-particle occupation number n(k) (black dots),
incompressible (solenoidal-flow) component ni(k) (red circles), compressible (ro-
tationless) component nc(k) (blue filled squares), quantum-pressure component
nq(k) (grey open squares). Parameters are the same as in Fig. 5.3 (lower right
panel), for the run in d = 2 dimensions at the time t = 262144. Note the double-
logarithmic scale. A scaling with k−4.66 corresponds to a power-law exponent 5/3
for the kinetic energy in d = 2. See text for more details on the scaling exponents.
Inset: Phase angle ϕ(x, t).
5.2 Vortices, acoustic turbulence and the departure from
the fixed point
In this section we analyse the single-particle momentum spectra obtained in our
numerical simulations in view of their interpretation in terms of vortical excitations
as implied by the point- and line-vortex models introduced in Chap. 4. For this we
first decompose the flow pattern of the system which has closely approached the
non-thermal fixed point, into transverse (incompressible) and longitudinal (com-
pressible) contributions. In this way we can show that the IR scaling is dominated
by the incompressible part while in the UV the particles mainly belong to the com-
pressible as well as a quantum pressure components. We find a further scaling
exponent ζ ≃ d+ 1 for the sub-dominant compressible component in the IR which
is interpreted as a signature of acoustic turbulence.
Moreover, going beyond the results presented in [31] we identify signs of pair forma-
tion in the final stage. The scaling caused by this goes beyond the predictions from
dynamical quantum field theory summarised in Section 2.3, and we interpret it as
a signature for the system leaving the fixed point again for final thermalisation.
5.2 Vortices, acoustic turbulence and the departure from the fixed point 59
1
102
104
106
108
0.03 0.1 0.3 1 3
O
cc
u
p
at
io
n
n
u
m
b
er
n
(k
)
Radial momentum k
kξ
n(k)
nq(k)
nc(k)
ni(k)
k−5
k−3
k−4
k−5.66
Figure 5.7: Occupation numbers as functions of the radial momentum k, as
defined in Sect. 2.2.2 (see caption of Fig. 5.6 for more information). Parameters
are the same as in Fig. 5.4 (lower left panel), for the run in d = 3 dimensions
at the time t = 1640. Note the double-logarithmic scale. A scaling with k−5.66
corresponds to a power-law exponent 5/3 for the kinetic energy in d = 3. Inset:
The black spots mark points around the vortex line cores where the density falls
below 5% of the mean density n.
5.2.1 Superfluid turbulence and statistics of vortices
To exhibit vortical flow, we make use of the hydrodynamic decomposition, see
Sect. 2.2.2. In Figs. 5.6 and 5.7, we depict the momentum distributions of the
occupation numbers ni(k), nc(k), and nq(k), together with the previously shown
total single-particle spectrum n(k), each at a late time when the system is close to
the fixed point, i.e., shows the predicted scaling both in the IR and the UV. Red
circles denote ni, filled blue squares nc, and open grey squares nq. Qualitatively,
the results are similar for d = 2 and d = 3.
In the range of large wave numbers, the spectrum is dominated by the compressible
and quantum-pressure components. The scaling of these excitations exhibits the
weak-wave-turbulence exponent ζUVP = d. For smaller wave numbers the scaling
changes to n(k) ∼ k−d−2. The decomposition into the various components now
shows that this switching to a different scaling in the IR is clearly due to the
take-over of a different character of the excitations with a modified flow pattern
accounted for by the incompressible (solenoidal) component of wv. The fact that
in this regime contributions from vortical flow ni dominate is in accordance with
our interpretation of the strong IR scaling by a model of an ensemble of vortical
excitations. As we have discussed in the previous section the analytically predicted
infrared power laws n(k) ∼ k−d−2 are consistent with a finite density of independent
vortices and antivortices (d = 2) or vortex lines (d = 3).
Moreover, we find that the compressible component in the IR represents the second
strongest contribution to the flow and develops a non-thermal scaling as ∼ k−d−1.
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Figure 5.8: Late-stage acoustic turbulence: Occupation numbers defined in
Sect. 2.2.2 are shown as functions of the radial momentum k, from an average
over ∼ 10 single runs in d = 2 dimensions (left panel) and d = 3 (right panel).
The times t = O(106) (d = 2) and t = O(104) (d = 3) where chosen right after
the decay of the last vortical excitation. See caption of Fig. 5.6 for more infor-
mation. Parameters are: d = 2: g = 3 × 10−5 , N = 4 × 108, Ns = 512; d = 3:
g = 4 × 10−4, N = 109, Ns = 128. Note the double-logarithmic scale. The fig-
ure shows that, shortly after the last vortex ring has disappeared (incompressible
component breaks down), compressible excitations exhibiting acoustic turbulence
scaling ∼ k−(d+1) remain present.
We will discuss this result in more detail in Sect. 5.2.2 below.
For momenta larger than about k ≃ 0.2 for d = 2 and k ≃ 0.4 for d = 3 the
compressible and quantum-pressure components dominate the momentum distri-
butions. In the regime of intermediate momenta, above the scale kl ∼ 2π/l with
l the mean inter-vortex spacing, where the incompressible flow and the rest are
of roughly equal strength one finds a scaling of approximately ni(k) ∼ k−d−1−5/3,
corresponding to Ei(k) ∼ k−5/3 for both the two- and the three-dimensional case.
Scaling with this exponent, which is the same as in classical Kolmogorov turbulence
in an incompressible fluid, has been found in simulations of superfluid turbulence
in d = 2, 3 before [18, 107, 108, 114–118, 324]. In some of these cases, turbulent
flow appeared in the time evolution of a system starting from a Taylor-Green con-
figuration of vortex line tangles. We emphasise that our configuration after the
creation of vortical excitations resembles more a state of the kind usually termed
chaotic (Vinen) turbulence. It is unclear whether chaotic turbulence can be related
to classical Kolmogorov turbulence as this does not bear near-classical bundles of
equal-orientation vortex lines. Nonetheless we observe such 5/3 scaling in the range
of intermediate momenta where the interplay between the incompressible and com-
pressible components is most pronounced.
5.2.2 Acoustic turbulence
The IR scaling ∼ k−d−1 of the compressible component (blue filled squares) in
Figs. 5.6, 5.7, and also Fig. 5.10 below suggests an interpretation in terms of acous-
tic turbulence [41, 45, 46, 50] and corroborates the numerical findings reported in
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Ref. [325].
In our numerical simulations the scaling is persistent until late times, see, e.g.,
Fig. 5.10, but decays after the vortices have disappeared. To check that the non-
thermal scaling of the incompressible component is not an artifact of the decompo-
sition of the vortical flow into compressible and incompressible parts, we show the
momentum spectrum for an average over selected runs in d = 3, see Fig. 5.8 (right
panel), where the snapshot is taken shortly after the last vortex ring has disap-
peared. One can observe that acoustic turbulence can survive for a limited period,
∆t = O(100), beyond the time when vortical excitations are negligible. In the case
of d = 2, the effect is weaker but still present, see Fig. 5.8 (left panel), where we
show the averaged spectrum shortly after the last vortex-antivortex annihilation.
Our interpretation of this finding is that acoustic turbulence coexists with the dom-
inant vortical flow. It is driven by vortex motion and especially vortex annihilation
processes, which are known to produce compressible excitations. In d = 2, sig-
natures of acoustic turbulence are less pronounced, which we attribute to reduced
vortex dynamics or, equivalently, weaker driving of compressible excitations.
We remark that scaling predictions for weak wave turbulence on top of a ho-
mogeneous condensate have been deduced in Ref. [326]. Decomposing the field
φ(x, t) = φ0 + δφ(x, t), the spectrum corresponding to energy transport could be
calculated from a 3-wave Boltzmann equation and yields n(k) ∼ k−d−d/2. In d = 2
dimensions the predictions agree with our findings and differ in d = 3 dimensions.
We remark that the weak-wave turbulence phenomenon consists of a direct energy
cascade. [326]. Since we expect decaying vortices to inject energy into compressible
excitations at a scale on the order of the healing length, we would rather assume
that the turbulence is driven by transport from small to large scales. During the
vortex bearing phase modifications due to vortex-sound interactions might also be
relevant.
5.2.3 Vortex velocities
We furthermore investigated the velocity-field probability distribution in the tur-
bulent regime to compare our data with the expectations summarised in Sect. 4.3.
In d = 3 dimensions, see Fig. 5.9 (left), the results corroborate theoretical and
experimental results reported in Refs. [312, 313,327,328]. The low-momentum dis-
tribution is characterised by Gaussian statistics, whereas the UV regime clearly
shows scaling P(vx) ∼ v−3x predicted by the model of randomly distributed, uncor-
related vortex lines, see Eq. (4.47). Note that even at late times, when vortex rings
shrink in size, no signs of vortex pairing, P(vx) ∼ v−2x , can be seen in the velocity
distribution. This is due to dominating Gaussian fluctuations in the low momentum
region. In d = 2 dimensions, see Fig. 5.9 (right), we compare the distribution of the
superfluid velocity field with the distribution of velocity of the individual vortices.
Similar to the three-dimensional case the IR part of the velocity-field distribution
is characterised by Gaussian statistics, whereas the UV regime shows single-vortex
scaling [312]. The vortex velocity distribution is obtained from the statistical analy-
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Figure 5.9: Velocity field probability distribution. Note the double-logarithmic
scale. Left: Parameters are the same as in Fig. 5.4, for the run in d = 3 dimensions,
at the time t = 1640. The black line is a Gaussian fit to the data which shows that
in the low-velocity regime, the distribution is dominated by Gaussian fluctuations.
A high-velocity scaling with v−3x reflects the presence of uncorrelated vortices,
cf. Eq. (4.47). Right: Comparison of the vortex velocity distribution with the
velocity-field probability distribution in d = 2 dimensions at t = 32768. At this
time an average of 86 vortices are present in the system. Parameters: g¯ = 3×10−5,
N = 16×108, Ns = 1024. A high-velocity scaling with v−3x reflects the presence of
uncorrelated vortices, cf. Eq. (4.47). Gaussian fluctuations are suppressed in the
distribution of velocities of the individual vortices, measured through the motion
tracking of the vortex cores.
sis of a vortex-tracking algorithm which is designed to detect regions of low density
accompanied by a winding number equal to one. The method is analogous to the
experimental set-up of Ref. [313], where particles are trapped inside vortex cores
to study vortex velocities in d = 3. In agreement with the experiment, Fig. 5.9
(right) shows that Gaussian random motion is suppressed for vortices, but ∼ v−3
scaling clearly persists. In this way, quantum turbulence can be distinguished from
classical turbulence, where a continuous distribution of vorticity favours a Gaussian
velocity distribution.
5.2.4 Pairing and departure from the fixed point
In Fig. 5.10 we show the decomposition of the single-particle spectrum into the pre-
viously defined incompressible, compressible, and quantum-pressure components,
see Sect. 2.2.2, for the 3-dimensional system at t¯ = 26214, as in the lower right
panel of Fig. 5.4. At this time, only a small density of vortex rings has survived,
which decays under the influence of the noise field, cf. also Refs. [83, 329]. During
the period when only a few small vortex rings remain one can observe a decrease
of the infrared scaling exponents of the occupation number and its incompress-
ible part to the value ζ = 3. Since vortical excitations are still dominating the
spectrum, we can interpret this observation in terms of the statistical point vortex
model introduced in Chap. 4, as vortex-antivortex pair correlations, see Sect. 4.2.
This is consistent with the snapshots of individual runs showing small vortex el-
lipses (see inset of Fig. 5.10). The scaling transition can be identified with the scale
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Figure 5.10: Pairing effects: Occupation numbers are shown as functions of
the radial momentum k. Parameters are the same as in Fig. 5.4, for the run in
d = 3 dimensions, at the time t = 26214 (lower right panel). Note the double-
logarithmic scale. The scaling ∼ k−3 in the far IR reflects pair correlations present
in far-separated small vortex loops. (See caption of Fig. 5.6 for more information).
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Figure 5.11: Pairing effects: Occupation numbers are shown as functions of the
radial momentum k in d = 2 dimensions, at the time t = 262144: Occupation
number obtained from averaging over all runs (black dots); Occupation number
obtained from averaging over selected runs featuring tightly bound vortex antivor-
tex pairs with maximum pair correlation length λ . 5 (red circles). Parameters:
g¯ = 3 × 10−5, N = 108, Ns = 256. Note the double-logarithmic scale. A scaling
with k−2 reflects the presence of correlated vortex-antivortex pairs in d = 2.
kb = 2π/2rb, with estimated minor radius rb ≃ 15.
Fig. 5.11 shows the average occupation number spectrum at t = 262144 in d = 2
dimensions, as in the lower right panel of Fig. 5.3. In the average over all generated
runs pairing effects can hardly be observed. However, for selected runs with small
maximum pair correlation length λ . 5, as introduced in Sect. 4.1.3, the pair scaling
appears. We find that in the selected runs (∼ 0.2% of total number of runs), at
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the chosen point of time one or at most a few vortex-antivortex pairs with pairing
length smaller than the distance between pairs are present. This constitutes the
final period of the evolution, shortly before the last pair has disappeared through
mutual annihilation and the system fully thermalises. The generic configuration in
d = 2 dimensions during the preceding time interval of critical slowing down close
to the non-thermal fixed point is characterised by randomly positioned vortices and
antivortices, with pairing correlations nevertheless present. We observe that, in
d = 2, scattering between the vortices of equal and opposite circulation can lead
to the increase of the pairing length between correlated vortices and antivortices.
A detailed analysis of this process will be given in Chap. 6. This is in contrast to
the situation for d = 3 where the scattering between vortex rings rarely leads to
an increase in the size of the rings. It is energetically advantageous for the rings to
shrink in size, and thus, at a particular late time of the evolution the presence of
separated small rings is generic and ”pairing” is seen in the spectrum.
5.3 Summary
We have studied the dynamics of superfluid turbulence in two- and three-dimensional
dilute Bose gases. A focus was set on the identification and characterisation of sta-
tionary scaling solutions, in particular for single-particle momentum distributions.
Here, we have shown that the stationary scaling is maintained by the presence of
particle (IR) and energy (UV) fluxes, originating at intermediate scales and directed
towards the low- and high-frequency limits, respectively. The respective fluxes were
found to be consistent with the particular scaling exponents of the momentum dis-
tribution in the respective regimes, as predicted within non-perturbative wave tur-
bulence theory. We could successfully employ statistical models of point vortices
in two dimensions and vortex rings in three dimensions to interpret the IR scaling
exponent of the spectra. Moreover, we observed in our simulations, during the final
thermalisation stage, decay of the turbulence scaling into a scaling derived from
the assumption of vortex-antivortex pairing. To characterise further the bimodal
power spectra developed close to the non-thermal fixed point we have analysed
the decomposition of the overall flow pattern into compressible and incompressible
components. We found that the IR power spectra of underlying compressible ex-
citations suggest an understanding in terms of acoustic turbulence on top of the
vorticity-bearing quasi-condensate. Finally, to compare with the results of recent
experiments and analytical predictions, the velocity-field probability distribution as
well as the velocity statistics of individual vortices has been studied. This observ-
able is of great interest, as it can be used to experimentally distinguish between
classical and quantum turbulence.
Our analysis gives a picture of the necessary conditions and the character of the
non-thermal fixed point. It also shows that pairing effects are a first signature for
the system leaving this fixed point again for the final move to thermal equilibrium.
6Critical dynamics near a non-thermal fixed point
In this chapter, we study the non-equilibrium dynamics of a two-dimensional Bose
gas evolving towards and away from a non-thermal fixed point, the (quasi-) station-
ary properties of which were discussed in Chaps. 3, 4 and 5 and Refs. [29, 31, 32].
Here, we focus on the dynamics of vortices which have been shown to play a cru-
cial role [33]. For example, we monitor the vortex density during equilibration of
the turbulent gas and reveal a bimodal scaling behaviour in time. By following
vortex-antivortex correlations, we show that this phenomenon is directly related to
a non-equilibrium vortex unbinding process. Ultimately, vortex excitations evolve
into an almost random distribution which constitutes the universal scaling at the
non-thermal fixed point. The main aim of this chapter is to locate the non-thermal
fixed point with respect to equilibrium configurations of vortex excitations in the
two-dimensional superfluid [126,127], see Fig. 1.2.
We present mainly numerical simulations of a two-dimensional dilute Bose gas evolv-
ing towards a non-thermal fixed point and away from it to thermal equilibrium. In
the spirit of Chap. 3, we choose initial states with a few macroscopically occupied
modes in momentum space, as illustrated in Fig. 6.1. Fluctuations around these
mean values are introduced by sampling the initial field modes according to Gaus-
sian Wigner distributions (see Sect. 2.2 and App. A). The type of initial conditions
shown in Fig. 6.1 induces transport of particles and energy, which leads to vortex
creation and turbulence. We point point out, that by varying the number and ge-
ometry of initially occupied modes, we probe the initial-state dependence of our
observables.
6.1 Creation of vortices and turbulence
In the presence of a non-vanishing coupling g the initial states depicted in Fig. 6.1
are far from thermal equilibrium. During the first stages of the evolution coherent
scattering into higher excited modes dominates. In Fig. 6.2 (left panel), we show
the time evolution of the ensemble-averaged single-particle momentum occupation
numbers n(k, t) = ⟨|φ(k, t)|2⟩ as a function of time, for several momenta k = (ki, 0)
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Figure 6.1: Panels A− E illustrate the initially occupied momentum modes kini
(shaded discs) with n(kini, t = 0) ≫ 1, for 5 different mean field configurations.
The areas of the discs are proportional to the mean number of particles. A sixth
initial condition A∗ is geometrically the same as A, but with initially occupied
momenta k∗ini = 4kini. If not stated otherwise, on average half of the total number
of particles occupies the zero mode.
along the kx-axis. One observes a power-law growth for momenta with kx ̸= 0 until
t ≃ 102. This process, exhibiting fast power-law growth ∼ t2n of occupations can
be understood from analytic mean-field calculations by approximating strong initial
occupations to be time-independent. This computation is carried out in Chap. 7.
It is present for all our initial conditions and independent of spatial dimension.
In Fig. 6.2 (right), we continue to follow the time evolution of the condensate
mode, n(0, t). The decay of the zero-mode occupation is part of a non-local energy
and particle transport to higher momenta. In coordinate space, this process leads
to the formation of shock waves, which decay into large numbers of vortices, see
Chap. 3 and Ref. [32] and videos of the evolution [311]. In addition, we study the
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Figure 6.2: Left panel: Single-particle occupation numbers n(k, t) = ⟨|φ(k, t)|2⟩
as a function of time t (in lattice units), for different discrete momentum modes
k = (kn, 0), kn = 2 sin(nπ/Ns) along the kx-axis. Results are computed on a grid
of size Ns = 512, from initial field configuration A. Note the double-logarithmic
scale. Lines show different power-law evolutions ∼ t2n. Right panel: Zero-mode
occupation number n((k0, 0), t) and coherent population NC =
∫
d2x |⟨φ(x, t)⟩|2
as a function of time t (double-log. scale), for an average over 100 runs, grid size
Ns = 512 and initial condition A. tV marks the time of vortex creation.
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Figure 6.3: Vortex density ρ as a function of time t (in lattice units). Note the
double logarithmic scale. (a) Evolution for various initial conditions as given in
Fig. 6.1, averaged over 20 runs on a grid of size Ns = 1024. Lines show different
power-law evolutions. Assuming the area of a vortex to be given by VV = (2ξ)
2π,
a maximally dense packing of vortices would correspond to the vortex density
ρmax = 1/VV = 1/(4πξ
2). (b) Evolution for different initial zero-mode populations
n(0)/N . Averages were taken over 20 runs on a lattice of size Ns = 1024, for
initial condition A. Fitted parameters are c1 = 0.0026 and c2 = 0.0012. The
closest approach to the non-thermal fixed point is reached at t ≃ (5 . . . 10)× 105.
coherent population NC =
∫
d2x |⟨φ(x, t)⟩|2 for an initially phase coherent ensemble
NC(t = 0) = N . The dynamics preserve coherence until vortices form around
time t = tV ≃ 103. This can be understood by considering that the local phase
angle ϕ(x, t) of the complex field φ = |φ|exp{iϕ} is determined by the positions
of the vortices. Since vortices strongly interact, their trajectories in position space
quickly randomise. Hence, in the ensemble average the coherent population decays.
Beyond this time, density fluctuations are significant only at momenta larger than
the inverse healing length, k > 1/ξ, whereas long-range fluctuations of the Bose
gas are dominated by vortical flow. For t & tV, the zero-mode population n(0, t)
starts to increase, signalling the onset of phase ordering associated with vortex
annihilations. This process will be studied in the following sections.
6.2 Vortex density decay
After the creation of vortices, the dynamical evolution exhibits a dual cascade in
momentum space, transporting particles from intermediate to small momenta and
energy from intermediate to large momenta [32]. The single-particle momentum
spectrum develops a quasi-stationary bimodal scaling, with characteristic expo-
nents corresponding to the respective cascade processes, see Chap. 5. The system
approaches a non-thermal fixed point [29, 32]. The low-momentum scaling of the
single-particle momentum distribution can be related to the presence of randomly
distributed vortices and antivortices [32]. In this chapter, the evolution towards
and away from the non-thermal fixed point is investigated. First, we will show that
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the approach to the non-thermal fixed point is accompanied by a change of the
characteristic scaling of the ensemble averaged vortex density ρ(t) with time.
Fig. 6.3a shows the time evolution of the vortex density
ρ(t) = ⟨NV(t) +NA(t)⟩/V (6.1)
with NV(A)(t) being the number of vortices (antivortices) in the volume V at time
t, found in simulations starting from the initial conditions defined in Fig. 6.1. Vor-
tices are counted by detecting their characteristic density and phase profiles, see
Sect. 2.2.1 and App. A. In all runs, vortex formation occurs around tV ≃ 103, ap-
parent from the steep increase of vortex density around this time. For t & tV, two
distinct stages in the vortex density decay are observed, a rapid early stage and a
slow late stage. Specifically, the vortex density follows power laws ρ(t) ∼ t−αi with
two different exponents αi, i = 1, 2. The exponent during the early stage depends
considerably on initial conditions 1 . α1 . 2, whereas the late stage features a
decay exponent in a narrow interval 0.3 . α2 . 0.4. From our analysis given in
Sect. 6.7 below, we estimate that the closest approach to the non-thermal fixed
point is reached at t ≃ (5 . . . 10)× 105.
We have repeated our simulations on various grid sizes, Ns ∈ {256, 512, 1024, 4096}.
Thereby, we found that decay exponents saturate for and above Ns = 512. We at-
tribute deviations on smaller grids to effects from regular (integrable) dynamics of
few-vortex systems [330]. We remark that the onset of the slow decay coincides with
the development of a particular scaling behaviour in the single-particle momentum
distribution n(k) ∼ k−4, which in Refs. [29,31,32] was shown to signal the approach
to the non-thermal fixed point and the formation of a set of randomly distributed
vortices. In this context, the reduction of the vortex density decay exponent, com-
pared to the early stage of rapid decay, is interpreted as a (critical) slowing down
of the nonlinear dynamics near the non-thermal fixed point.
As shown in Fig. 6.3b, the vortex density decay at late times is not always given by
a power law. By considerably increasing the initial population of the zero-mode,
e.g. n(0)/N ∈ {0.6, 0.8, 0.9}, we find that for some time the vortex density is
better described by an inverse ln-function ρ(t) ∼ 1/ln(t). However, at a late times
t & t∗, the decay seems to converge to a power law from the slow-decay regime.
By analyzing the dynamics of the single-particle momentum distribution, we could
identify the time t∗ to be the time when compressible excitations have thermalised
the high-momentum tail of the spectrum (for details see Fig. 10 in Ref. [32]). This
is consistent with the observation that the inverse-ln decay could not be observed
for initial conditions with small zero-mode occupation where the high-momentum
thermalisation happens faster.
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Figure 6.4: Normalised vortex-antivortex correlation functions gVA defined in
Eq. (6.2) as a function of radial coordinate r, for six different times ti (in lattice
units). (a) gVA(r) at times ti, i = 1, 2, 3 during the rapid-decay stage, averaged
over 174 runs on a grid of size Ns = 1024, using initial condition A. Inset: Vortex
density ρ as a function of time t, taken from the simulations for Fig. 6.3a. (b)
gVA(r) at times ti, i = 4, 5, 6 during the slow-decay stage, averaged over 174
runs on a grid of size Ns = 1024, using initial condition A. Inset: Mean vortex-
antivortex pair distance lD as a function of time, from the simulations for Fig. 6.3a.
Figure 6.5: Sketch of different scattering events between two vortex-antivortex
pairs in d = 2 dimensions. Left panel: Scattering of two vortex pairs resulting
in mutual annihilation of two vortices and the emission of density waves. Right
panel: Scattering of two vortex pairs, leading to a change in the vortex anti-vortex
distance lD and pair velocity v. We remark, that once lD ∼ ξ a vortex pair decays
rapidly under the emission of density waves.
6.3 Vortex correlations
In the following, the dynamical transition in the vortex annihilation dynamics is
discussed in terms of characteristic features of the vortex-antivortex correlation
function
gVA(x,x
′, t) =
⟨ρV(x, t)ρA(x′, t)⟩
⟨ρV(x, t)⟩⟨ρA(x′, t)⟩ , (6.2)
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where ρV(A)(x, t) =
∑
i δ(x − xi(t)) is the distribution of vortices (antivortices)
at time t in a single run. For sufficiently large ensembles, gVA is a function of
r = |x− x′| only.
In Fig. 6.4a, we show the evolution of gVA(r, t) as a function of r for different times
during the fast-decay stage. At early times, one finds a strong pairing peak near
r = 0. This peak gets quickly reduced and a hole is ‘burned’ into the correlation
function near the origin, see Fig. 6.4b. Following the time evolution of the spatial
vortex distribution we observe that this involves qualitatively different processes:
Mutual annihilations of closely positioned vortices and antivortices occur under the
emission of sound waves. Further separated vortices can approach each other in
different ways as illustrated in Fig. 6.5. The scattering of two pairs can directly
lead to the annihilation of one pair under the emission of sound waves. We consider
this to include events where the pair distance of one dipole reduces below a certain
threshold, so that it looks like a density dip rather than a vortex-pair. This density
dip can still interact with other vortices, but it will quickly vanish. Alternatively, the
scattering reduces the vortex-antivortex separation within one pair while it increases
it within the other, in accordance with the Onsager point-vortex model [73]. We
refer to this characteristic change in gVA(r) as a vortex unbinding process. The
scattering of a closely bound vortex off an isolated vortex is not shown, because it
is included as a collision between a closely and a loosely bound pair. At around
the time t3 . t . t4 the power-law exponent of the vortex density decay changes
to about a third of its previous value, see the inset of Fig. 6.4a. Next, we compute
the mean vortex-antivortex pair distance lD, by averaging over distances between
each vortex and its nearest antivortex. In accordance to the previous discussion, lD
grows continuously, exhibiting two characteristic stages, see inset of Fig. 6.4b. At
times t & 104, lD(t) approaches the power-law solution lD ∼ ρ−1/2, as expected for
uncorrelated vortices.
6.4 Energy equilibration
The main result of the previous section was the relation of different stages in the evo-
lution of the vortex density ρ(t) to characteristic features in the vortex-antivortex
correlation function gVA(r, t). The vortex density decay, was shown to be accompa-
nied by a dynamical vortex unbinding. This finding can be supplemented by con-
sidering the evolution of different energies contained in the gas. In Refs. [114, 115]
it was suggested to decompose the kinetic energy into an incompressible and a
compressible component, which, for conciseness, we give details of in Sect. 2.2.2.
In this way, contributions from vortical excitations can be separated from other
excitations such as sound waves. In Fig. 6.6, we show the time evolution of dif-
ferent energy components for initial condition A. One observes that the decay
of the incompressible energy during the early-time stage can be estimated to fol-
low a power-law ∼ t−1.25 and in the late-time stage ∼ t−0.2. This decay happens
considerably slower than the vortex density decay in the early- (late-)time stage
∼ t−1.7(∼ t−0.3), discussed in Sect. Sect. 6.2. As a result, the incompressible en-
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Figure 6.6: Contributions to the total energy as functions of time t (in lattice
units), averaged over 174 runs. We show the interaction energy Eint, compressible
energy Ec, incompressible energy Ei, and quantum pressure Eq, as defined in
Sect. 2.2.2, derived on a grid of size Ns = 1024 and for initial condition A defined
in Fig. 6.1. Note the double-logarithmic scale. See Sect. 6.4 for a discussion of the
power-law evolutions.
ergy per vortex grows as ∼ t0.45 at early times and as ∼ t0.1 at late times. Since
the energy of a vortex pair increases with distance, this is in agreement with the
phenomenon of increasing vortex-antivortex pair distance lD. At late times, com-
pressible and quantum-pressure energy components develop into an equi-partitioned
state, also observed in decaying superfluid turbulence starting from a Taylor-Green
vortex configuration [119].
6.5 Possible relation to classical turbulence
In the following, we discuss a similarity between our results and findings in classical
fluid turbulence. Great efforts have been made to investigate freely decaying turbu-
lence in two-dimensional classical fluids, see, e.g., Refs. [331–338]. In this context,
special focus was set on the decay of the enstrophy Ω(t), which is related to the
vorticity ω = ∇× v of the velocity field v(x, t) by
Ω(t) =
1
2
∫
d2x |ω(x, t)|2 . (6.3)
It was found by different methods that the long-time decay of the enstrophy is given
by a power-law Ω(t) ∼ t−γ , with γ ≃ 0.35− 0.4 [331–338].
In superfluids, vorticity is concentrated in the vortex cores. The vorticity of a
turbulent flow consisting of M vortices with circulations κi and positions xi, for
i < M , is given by ω(x, t) =
∑
i κiδ(x − xi(t)). Hence, in a flow consisting of
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Figure 6.7: Vortex and antivortex positions shortly after turbulence creation at
t ≃ tV, for two single runs of the simulations on a grid of size Ns = 1024. Left
panel: Initial condition A∗. Right panel: Initial condition A, as defined in Fig. 6.1.
vortices with circulations κi = ±~/m the enstrophy reads
Ω(t) =
~2
2m2
δ(0)M(t) , (6.4)
which is, with δ(0) ∼ 1/V , proportional to the vortex density, Ω(t) ∝ ρ(t). As
shown in Fig. 6.3a, in the late-time stage, our results are in accordance with the
results from classical turbulence. However, we point out that the mechanisms of
enstrophy decay in the two systems are fundamentally different. Whereas in su-
perfluids vortices annihilate, the main process of vorticity decay in classical two-
dimensional fluids is the merging into larger vortices.
We finally remark that in numerical simulations of freely decaying classical turbu-
lence a crossover between two stages of power-law decay similar to our findings has
been reported in Ref. [338].
6.6 Kinetic theory of vortex scattering
The decay of the vortex density has been investigated in two-dimensional clas-
sical fluids [331–338] and superfluids [106, 324, 339, 340], mainly in the presence
of driving or dissipation. Several authors have proposed kinetic theories building
upon assumptions about the decay process [331, 336, 337, 341]. The vortex decay
cannot be explained by a simple model of independent vortices and antivortices
moving towards each other to minimise the energy. Neglecting interactions with
sound vortex-antivortex pairs perform a collective motion perpendicular to their
relative distance vector without changing their distance. This motion quickly leads
to pair-pair collisions and establishes a kinetic-theory picture for vortex pairs. In
Fig. 6.5, we showed two examples of vortex-pair scattering processes altering the
vortex density ρ(t) and vortex correlation functions gVA(r, t).
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Assuming that the vortices are moving in pairs and that annihilations happen as
the result of collisions of vortex pairs, the decay rate for the number NV of vortices
follows from the number of dipoles ND ∼ NV and ∂tND(t) ∼ −ND(t)/τ , with mean
free collision time τ . The mean free collision time τ = lmfp/v¯ is given by the mean
velocity of the pairs v¯ and the mean free path lmfp = V/(σND) with cross section
σ. Both, mean velocity and cross section depend on the number of vortices via the
mean vortex-antivortex pair distance lD according to v¯ ∼ 1/lD and σ ∼ lD. These
considerations result in a rate equation
∂tNV(t) = −cN2V (6.5)
with dimensionfull constant c. Eq. (6.5) has the power-law solution NV(t) ∼ t−1.
This decay law can only be observed for specific initial conditions A∗ in the early-
time stage. We attribute deviations from t−1 scaling during this period to an
inhomogeneous distribution of vortices, encountered for certain initial conditions.
To give an example, we show the vortex distributions created from the two different
initial conditions A∗ and A in Fig. 6.7.
During the late-time stage, only a few vortices are bound in pairs, while most
vortices are loosely bound and interact equally with a larger number of vortices
around them. We heuristically take this into account by considering a modified
scattering cross section σ ∼ lDN2D. The resulting kinetic equation reads ∂tNV(t) ∼
−N4V, with solution NV(t) ∼ t−1/3, and hence yields the reduction of the decay
exponent observed at late times in our simulations.
6.7 Phase correlations
In the remainder of this chapter, we focus on the growth of long-range coherence at
late times, associated with the annihilation of topological defects [44–46,48–50,105,
106]. From this point of view freely decaying superfluid turbulence is a particular
example of phase-ordering dynamics after a quench into the ordered phase [342].
Whereas in three dimensions a second-order phase transition connects a normal-
fluid and a superfluid phase, a Bose gas in two dimensions experiences a Berezinskii-
Kosterlitz-Thouless transition [126, 127]. For the two-dimensional ultracold Bose
gas, experimental and theoretical results support the understanding of the phase
transition in terms of vortices undergoing an unbinding-binding transition [124,125,
138,242–245].
In this context, we are interested in a comparison between correlation properties
observed in the non-equilibrium dynamics near a non-thermal fixed point and those
known from equilibrium studies. We compute the dynamical trajectory of the vor-
tex gas in the space of inverse coherence length and inverse mean vortex-antivortex
pair distance. We compare our results to simulations of a thermal two-dimensional
Bose gas specifically for our system parameters. For this, we evolve field configura-
tions in time which are initially close to a thermal Rayleigh-Jeans distribution at
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Figure 6.8: Trajectories of multi-vortex states in the space of inverse coherence
length 1/lC and inverse mean vortex-antivortex distance 1/lD, starting from t =
tV. Arrows are added to guide the eye along the time direction. Dashed lines
mark the minimal values 2/L = 0.018ξ−1, available on a grid of size Ns = 512.
Our understanding of the non-thermal fixed point as a configuration with a few,
maximally separated pairs on an otherwise maximally coherent background implies
it to be located near the crossing of the dashed lines. Hence, the non-thermal fixed
point is approached most closely between t ≃ 5 × 105 and t ≃ 106 = t3. Closed
(red) circles mark an average over 174 runs, Ns = 1024, initial time tV = 2.3×103
and final time tf = 1.3 × 105; closed squares an average over 1223 runs, with
Ns = 512, tV = 1.7 × 103 and tf = 2.6 × 105; open squares an average over 16
runs, Ns = 512, ti = 2.6 × 105, and tf = 4.2 × 106. Note that the symbols are
equally spaced on a logarithmic time scale. We indicate the times t0 = 1.7× 103,
t1 = 1.6 × 104, t2 = 1.3 × 105, t3 = 1.0 × 106, t4 = 4.2 × 106. The average
number NV(t) of vortices left in the system is NV(t0) = 97.7, NV(t1) = 21.8,
NV(t2) = 11.7, NV(t3) = 5.8 and NV(t4) = 2.1.
a temperature T . After equilibration is reached, we compute the position of the
states in the above phase space for different T .
We define a coherence length lC in terms of the participation ratio [343] of the
angle-averaged first-order coherence function
g(1)(r) =
∫
dθ
⟨φ∗(x)φ(x+ r)⟩√⟨n(x)⟩⟨n(x+ r)⟩ ,
lC =
(
N
∫
dr [g(1)(r)]2
)−1
, (6.6)
with N = [∫ drg(1)(r)]−2. lC measures the spatial extension of the first order
coherence function. Contrary to rcoh =
∫
dr r2g(1)(r)/
∫
dr r g(1)(r), the quantity
lC does not sum up values of g
(1)(r) weighted by the distance, which would enlarge
insignificant contributions at large r. In addition, it gives meaningful results also
in the case of large coherence g(1)(r) ≃ 1, where for instance the FWHM-measure
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Figure 6.9: Multi-vortex states in the space of inverse coherence length
and inverse mean vortex-antivortex distance. (a) Thermal configurations
(l−1D (T ), l
−1
C (T )) for a range of temperatures T , increasing from bottom right to top
left. The solid line marks the point where the decay of the g(1)(r)-function changes
from algebraic to exponential, signalling the Berezinskii-Kosterlitz-Thouless tran-
sition. (b) Comparison of the thermal line (l−1D (T ), l
∗−1
C (T )) for the same range
of temperatures T with the corresponding dynamical evolution. (Same data as in
Fig. 6.8.) Dashed lines mark the minimal values 2/L = 0.018ξ−1, available on a
grid of size Ns = 512. Note that the (1/lD)-axis interval [0.25,0.55] has been cut
out.
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Figure 6.10: First order coherence function g(1) as a function of radial coordinate
r. We show one example for the system during the equilibration process at time
t = 1.05× 106, with lC = 41.6ξ, l∗C = 26.2ξ, and one for a thermal configuration,
giving lC = 51.3ξ, l
∗
C = 14.8ξ.
can not be applied any more. Note that in equilibrium this quantity smoothly
interpolates between the regime of exponential decay of g(1) above the Berezinskii-
Kosterlitz-Thouless transition, where the exponential coherence length ξC is defined
as g(1)(r) ∼ exp(−r/ξC), and its power-law decay in the superfluid regime.
In Fig. 6.8, we follow the time evolution of the gas for t > tV. One can observe, that
a state of low coherence and small mean vortex-antivortex pair distance evolves
76 6 Critical dynamics near a non-thermal fixed point
towards larger coherence and larger vortex-antivortex separation. As discussed
in Sects. 6.2 and 6.3, this is due to vortex annihilations and vortex-antivortex
unbinding. For times t > 104, the coherence length grows as lC ∼ ρ−1/2, in the same
way as lD shown in Fig. 6.4b. The evolution considerably slows down for 1/lC ∼
1/lD → 0. In this regime, the Bose gas shows characteristic scaling properties,
see Refs. [31, 32], which indicate the presence of the non-thermal fixed point [29].
After spending a long time near this point, the mean vortex-antivortex pair distance
declines. This is a sign that the last remaining vortex-antivortex pairs reduce their
size prior to their annihilation and the equilibration of the system. Around the same
time the power-law in the vortex density decay shown in Fig. 6.3 breaks down.
Our understanding of the non-thermal fixed point as a configuration with a few,
maximally separated pairs on an otherwise maximally coherent background implies
it to be located near the crossing of the dashed lines. Hence, the non-thermal fixed
point is approached most closely between t ≃ 5× 105 and t ≃ 106 = t3.
To set the above evolution in relation to equilibrium configurations, we show, in
Fig. 6.9a, the thermal line (l−1D (T ), l
−1
C (T )) for a range of temperatures T for which
the system shows a non-vanishing zero-mode population. Note that, in order to
define what counts as a bound vortex pair, we filter out field fluctuations on scales
smaller than 0.55ξ before detecting vortices and antivortices. Hence, the resulting
inverse of the mean vortex-antivortex distance represents a lower bound. By re-
ducing the size of the filter the curve shifts to the left and the separation of the
non-thermal fixed point from the thermal configurations becomes larger.
In view of the thermal results it is useful to consider an alternative definition for
the coherence length. The length l∗C =
∫
dr g(1)(r) shares the above mentioned
advantages of the participation ratio. In addition, it does not overestimate the
coherence of flat distributions. The thermal g(1)(r) functions show a fast decay at
short distances rs to a value g
(1)
c and are almost constant for r > rs. Fig. 6.10 shows
two typical g(1)-functions, one for the system during the equilibration process at
time t = 1.05×106, with lC = 41.6ξ, l∗C = 26.2ξ, and one for a thermal configuration,
giving lC = 51.3ξ, l
∗
C = 14.8ξ. Due to the small area under g
(1)(r) up to rs the
normalisation N in the definition of the participation ratio enlarges the integrand
of Eq. (6.6) close to unity. Hence, lC becomes large while l
∗
C is less affected by
this effect. In Fig. 6.9b we compare the thermal line (l−1D (T ), l
∗−1
C (T )) for the same
range of temperatures T with the corresponding dynamical evolution.
In Fig. 1.2, our findings are summarised qualitatively in a reduced phase space of the
vortex gas. In this way, the ‘Dynamical evolution’ of decaying superfluid turbulence
is compared to an estimate of the expected equilibrium configurations illustrated
by the dashed line marked ‘Thermal states’ along which the temperature T varies.
The most significant difference between these two lines is that the non-equilibrium
dynamics is characterised by an increase of the mean vortex-antivortex pair dis-
tance with increasing coherence, whereas equilibrium configurations are expected
to feature a decrease in pair distance with increasing coherence. A slow-down of
6.8 Summary 77
the dynamics together with characteristic scaling of the single-particle momentum
distribution, observed in the regime of large coherence and large vortex-antivortex
pair distance, marks the position of the non-thermal fixed point. Finally, when all
vortices have annihilated, the system reaches the ‘Thermal states’-line deep in the
superfluid regime.
6.8 Summary
We have studied the non-equilibrium dynamics of a two-dimensional dilute ultra-
cold Bose gas towards and away from a non-thermal fixed point. Following an
initial quench, evolution towards a fixed point appears to be a generic feature of
the (quasi-) condensation process and the build-up of coherence. In the course of
a critically slowed evolution, vortex excitations evolved into an almost random dis-
tribution reflected in the scaling of the single-particle spectra at the non-thermal
fixed point. We showed that the vortex-density decay is directly related to a non-
equilibrium vortex unbinding process [33].
Our results allow to draw a picture of the evolution path towards and away from
the fixed point, see Fig. 1.2. This picture allows to compare our results with
quasi-equilibrium studies of a two-dimensional vortex gas. The non-thermal fixed
point is characterised by a few - in the extreme case one - pairs of far separated
anti-circulating vortices and bears similarities with the equilibrium Berezinskii-
Kosterlitz-Thouless fixed point. However, while the phase transition also features
unbinding of vortices, finite temperature implies the simultaneous excitation of
many rotons, i.e. strongly bound vortex-antivortex pairs. The non-thermal fixed
point is clearly identified by strong wave turbulent scaling in the infrared limit [29],
n(k) ∼ k−4. At the same time, the high-energy modes can be populated in a
much weaker way, e.g., far below the Berezinskii-Kosterlitz-Thouless critical tem-
perature or remain out of equilibrium. The details of the UV mode populations are
determined by the way the non-thermal fixed point is being approached.
The way we force the system here as in the work reported in Chaps. 3 and 5 [31,32]
to approach the non-thermal fixed point generalises that of Kibble and Zurek. A
strong sudden quench replaces the adiabatic approach of the Berezinskii-Kosterlitz-
Thouless phase transition. To what extent the Berezinskii-Kosterlitz-Thouless
phase transition can be understood as happening within a class of thermal states
near the non-thermal fixed point studied here needs to be clarified by analysing full
out-of-equilibrium renormalisation-group equations in comparison with standard
descriptions in thermal equilibrium. As a first step, the dynamical evolution in the
vicinity of the Berezinskii-Kosterlitz-Thouless critical point [126, 127] was studied
in Refs. [344], in terms of a perturbative renormalisation group analysis. The route
to a non-perturbative analysis also for the strong-coupling regime is provided by
out-of-equilibrium functional techniques [259,260,345].
In a recent experiment, a strong reduction of the vortex decay rate at late times
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has been reported [90]. Quantitative experimental observation of the predictions
made here could give new insight into the character of the non-thermal fixed point
and its relation to quantum turbulence.
7A three-dimensional Bose gas near a non-thermal
fixed point
Triggered by the new IR-correspondence of topological defects and wave turbulence,
we have thoroughly investigated vortex dynamics in d = 2 dimensions in Chap. 6.
Here, we extend this study to three dimensions. We present analytic mean-field
calculations to describe the evolution prior to vortex formation. After vortices are
created, their influence becomes apparent through rapid isotropisation and mean
field decay. Our main goal is to clarify the dynamics of vortex density decay in
this system. We show numerically that the dynamical process involving the non-
thermal fixed point [29,31,32] features three stages in the vortex density decay. Each
stage will be discussed in detail. Beyond that, we show results on the evolution of
the condensate fraction and draw a connection between vortex decay and phase
ordering.
Turbulence is created by depleting an equilibrium Bose-Einstein condensate. Only a
few modes near k = 0 were chosen to be occupied at the initial time with n(k, 0)≫
1, see Fig. 7.1. We compare results from a quasi-two-dimensional initial condition
A3 to an almost isotropic case B3. As we will show in the following, the subsequent
dynamics leads to strong depletion of the condensate and the creation of superfluid
turbulence.
7.1 Mean field scattering dynamics
First, we discuss the initial scattering dynamics leading to the depletion of the
condensate. In Fig. 7.2 (left), we show the early time evolution of occupation
numbers for a few initially empty modes. Their dynamics is driven by the strongly
occupied low momentum modes. One observes a power law increase of occupation
numbers n(k, t) ∼ t2n, n ϵN, with n the order of the scattering process in the
cascade. To explain this feature, we study the classical field equation, Eq. (2.5), in
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Figure 7.1: Panels A3−C3 illustrate the initially occupied momentum modes kini
(shaded spheres) with n(kini, t = 0)≫ 1, for 3 different mean field configurations.
The volumes of the spheres are proportional to the mean number of particles. If
not stated otherwise, on average half of the total number of particles occupies the
zero mode.
momentum space
iφ˙k = ωkφk + g
∫
d3pd3qd3r δ(p+ r− q− k)φpφ∗qφr , (7.1)
with ωk = −k2/2m. Now, assume mode k to be weakly occupied, modes p,q, r
strongly occupied and momentum conservation fulfilled, p + q − r − k = 0. If we
neglect any feedback of the evolution of φk on the strongly occupied modes, the
equations of motion read
iφ˙k = ωkφk + gφpφ
∗
pφk + gφqφ
∗
qφk + gφrφ
∗
rφk + gφpφ
∗
qφr (7.2)
iφ˙p = ωpφp + gφpφ
∗
pφp + gφqφ
∗
qφp + gφrφ
∗
rφp,
iφ˙q = ωqφq + gφqφ
∗
qφq + gφpφ
∗
pφq + gφrφ
∗
rφq,
iφ˙r = ωrφr + gφrφ
∗
rφr + gφpφ
∗
pφr + gφqφ
∗
qφr,
The last term in the first equation is the only occupation number changing term.
Higher order scattering terms are suppressed, since they depend on higher orders
of empty field modes. It can be read off Eq. (7.2) that macroscopically occupied
fields φp, φq, φr will only evolve with a phase. If we set their initial occupation for
simplicity all equal to N , this phase is i(ωp,q,r+3gN)t. Then, the equation for the
empty mode φk(t) = η(t)e
i(ωk+3gN)t is given by
η˙ = −ig
√
N
3
eiδωt, (7.3)
where we want to allow for δω = ωk + ωp − ωq − ωr ̸= 0. Integration yields,
η(t) = g
√
N
3
(
1
δω
eiδωt − 1
δω
)
+ η(0). (7.4)
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Figure 7.2: Early-time dynamics shown for initial conditions A3. Parameters
are: g = 4 · 10−4 , N = 109, Ns = 128. Note the double-logarithmic scale. Left:
Single-particle mode occupation numbers as functions of time t. Right: Energies
as functions of time t for times until vortices are created. Shown are the interaction
energy Eint, compressible energy Ec, incompressible energy Ei, quantum pressure
Eq, as defined in section Sect. 2.2. Observations: 1. Coherent scattering leads to
an increase in compressible energy until t ∼ 5 · 10. 2. Vortex generation increases
the incompressible energy at t ∼ 102.
For times t < δω−1 the exponential can be expanded, yielding a power law growth of
the occupation number nk ≃ const.+ g2N3t2 until dephasing or out-scattering sets
in. The even stronger growth of the next higher empty mode k′ can be understood,
by reinserting φk(t) into a resonant combination where p + q − k − k′ = 0 and
φp,q =
√
Neiωp,qt. It follows, that nk′ = const. + g
4N5t4. In this way, a cascade
forms that transports particles to higher momenta.
The numerical simulations in Fig. 7.2 (left) confirm this analysis until the break
down of the cascade at times t ∼ 10, which is caused by a depletion of the condensate
mode and dephasing (e.g. δω ∼ 0.01).
Having discussed the initial non-equilibrium scattering dynamics, we will now follow
the system in time into the vortex dominated regime. The early time evolution of
the different energy components (see Sect. 2.2) is plotted in Fig. 7.2 (right). Note,
that initially over 95% of the energy is stored in the interactions. The scattering
processes described in Sect. 7.1 converts half of the interaction energy in compress-
ible energy. Incompressible energy is created on the expense of compressible energy
at t ∼ 102, signalling the appearance of vortical excitations.
7.2 Isotropisation and mean field decay
In the following, we want to discuss two striking dynamical features connected to the
appearance of vortices. The first interesting observation is that vortical excitations
strongly isotropise the system in momentum space. In Fig. 7.3 (left), we plot the
total number of excited particles in modes along the x, y, z-directions as a function
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Figure 7.3: Isotropisation and mean field decay for initial conditions A3. Pa-
rameters are: g = 4 · 10−4, N = 8 · 109. Note the double-logarithmic scale.
Left: Occupation numbers of excited states summed over three different direc-
tions kx, ky, kz, as defined in Eq. (7.5), as a function of time t for a single run.
Lattice size is Ns = 256. Isotropisation is observed to set in around the time when
vortices are created, t ∼ 3 · 102. Right: Time evolution of the coherent population
NC, as defined in Eq. (7.6), is shown for three different numbers of trajectories
used to evaluate the expectation value. The time tVortex is marked as the time
when vortices appear.
of time
Ni =
∑
ki ̸=0
n(ki) , i = x, y, z, (7.5)
for initial condition A3, see Fig. 7.1. Initially, Nx shows macroscopic occupations,
while Ny, Nz are only occupied by quantum noise. Around the time t ∼ 102,
Ny and Nz become rapidly populated. This coincides with the time tVortex when
vortex lines are created. At times t & 103 the observable indicates that the system
has isotropised in momentum space. A possible explanation of this might be the
influence of the crow-instability acting on parallel anti-circulating vortex lines [76].
A second interesting observation concerns the nonlinear dynamics of vortices. The
Gross-Pitaevskii-Equation without statistical averaging conserves the integrated
mean field, which we call the coherent population Nc,
Nc =
∫
ddx |⟨φ(x)⟩|2 . (7.6)
This description breaks down when non-linearities destroy the coherence between
different realisations and the mean field is depopulated. To demonstrate this, we
prepare a micro-canonical ensemble which is initially fully phase coherent. The time
evolution of the average field is shown in Fig. 7.3 (right). Until t¯ = 100 essentially
all particles populate the mean field. This regime can therefore be simulated with
a single run of the Gross-Pitaevskii equation. The breakdown of the mean field
description coincides with the formation of vortices at t = tVortex. In the following
phase, dominated by the motion of the vortices the mean field decays monotonously.
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Figure 7.4: Vortex density ρ(t) as a function of time t. Parameters are: g¯ =
4 · 10−4, N/N3s = 476. Note the double-logarithmic scale. Left: Averaged ρ(t) for
three different lattice sizes. Initial conditions are A3, but differ in energy. Right:
Averaged ρ(t) (10 runs) for three geometrically different initial conditions. Lattice
size Ns = 256.
Since the local phase ϕ(x, t) of the field is determined by the positions of the whole
set of vortices the decay of the mean field can be related to chaotic vortex motion
and understood as the onset of turbulence. The dependence of the average field on
the number of runs used in the averaging procedure is explicitly shown. By plotting
the contribution from the average zero-mode separately, one can see that at times
t & 2000 all excited modes have completely dephased.
7.3 Vortex density decay
In Chaps. 3, 4, and 5 [31, 32], the vortex bearing phase of the dynamical evolu-
tion in d = 3 dimensions was shown to exhibit non-thermal fixed point behaviour.
Specifically, the single-particle momentum spectrum was observed to develop a
quasi-stationary bimodal scaling, see Fig. 5.4, that was explained from an unstruc-
tured, dilute tangle of vortex loops. At late times, the scaling exponent decreased
due to the dominance of small vortex loops.
In Chap. 6, the approach of the non-thermal fixed point in two dimensions was
related to vortex-antivortex unbinding and characteristic behaviour of the vortex
density decay. In the following, we discuss the analogous dynamical transition in
the time evolution of the vortex density in three dimensions. To this end, we follow
the decay of the vortex density ρ(t) ∼ L/V for various initial conditions. The vortex
line length L is numerically determined by counting the number of lattice points
with n(x) < 0.02n. In our simulations of the three-dimensional gas, see Fig. 7.4,
three regimes are observed in the evolution of initial conditions A3 and B3 : a
rapid initial decay, a slow intermediate time decay and a fast late decay. Note that
the specified grid sizes correspond to different initial kinetic energies. For initial
condition C3, the decay happens much faster and only two stages can be identified.
In the analysis of the dynamics following initial conditions A3 and B3, we assume
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Figure 7.5: Snapshots of the vortex tangle for six different times of a single run in
d = 3 dimensions. Initial conditions are A3 with the same parameters as Fig. 7.4.
a) t = 410 and b) t = 819 are taken from the initial rapid decay regime. c)
t = 1640 and d) t = 3276 are taken from the intermediate regime. The tangle has
diluted and features large interacting rings with coherent transversal flow around
them. Here, the system is close to the non-thermal fixed point characterised by
n(k) ∼ k−5. e) t = 6554 and f) t = 13107 are taken from the late regime. The
system is populated by small rings that decay almost independently.
the vortex densities to follow power laws ρ(t) ∼ t−α with different exponents α. The
exponent of the initial decay regime is estimated by α ∼ 2 ± 0.2. At intermediate
times, a decay exponent of α ∼ 0.45 ± 0.05 is observed. The late time regime
approximately exhibits an exponent 1.5 < α < 2. In Fig. 7.5, we show snapshots of
the vortex tangle of a single run in order to give an interpretation of the three decay
regimes. The initial regime, depicted in snapshots a) and b) is characterised by a
dense packing of density depressions. Some of which build vortices, some of which
decay into other excitations. Snapshots c) and d) are taken from the intermediate
decay regime which features the smallest decay exponent α ∼ 0.45 ± 0.05. The
snapshot shows the presence of a tangle of large, well separated vortex loops. We
remark that during this period the single-particle momentum distribution shows a
well established k−5-scaling, originating from coherent transversal flow around the
vortices. Hence, we interpret the reduction of the decay exponent as a slowing-
down near the non-thermal fixed point [29]. Typical configurations from the late
time regime are presented in e) and f). Here, a dilute gas of small vortex ellipses
propagates through the gas. During this regime, the momentum distribution scales
like n(k) ∼ k−3 which was interpreted as the departure from the non-thermal fixed
point in Sect. 5.1.1.
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Figure 7.6: Snapshots of the vortex tangle for six different times of a single run in
d = 3 dimensions. Initial conditions are C3 with the same parameters as Fig. 7.4.
a) t = 410 and b) t = 819 are taken from the initial rapid decay regime. c)
t = 1640 and d) t = 3276 are taken from the intermediate regime. In contrast to
the evolution depicted in Fig. 7.5, we can not see the development of a dilute gas
of large interacting rings. The system features a large number of small rings. e)
t = 6554 and f) t = 13107 are taken from the late regime. The system is populated
by small rings that decay almost independently.
Now, we want to turn our attention to the vortex density decay following initial
condition C3, see Fig. 7.4 (right). In this scenario, the reduction of the decay
exponent from initial to intermediate times is less strong than for initial conditions
A3 and B3. Also a change of the behaviour from intermediate to late times is absent.
In Fig. 7.6, a sequence of snapshots of the vortex tangle is presented. From these
pictures we infer that the key difference between this dynamics (C3) and the one
discussed in Fig. 7.5 (A3) is the absence of a clear enlargement of vortex rings at
intermediate times. Interpreting these observations in the language of non-thermal
fixed points, we state that the dynamics following initial condition C3 does not get
as close to the non-thermal fixed point as for the A3-case, before the departure
towards equilibrium. This conclusion is supported by looking at the momentum
spectrum at intermediate times for the two runs shown in Fig. 7.7. One observes
a bimodal scaling in both cases. However, the IR-scaling n(k) ∼ k−5 associated
with the non-thermal fixed point is more pronounced at low momenta for initial
condition A3 than for C3.
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Figure 7.7: Single-particle mode occupation numbers as functions of the radial
momentum k at intermediate times of the evolution, t = 3276. Note the double-
logarithmic scale. Parameters are the same as Fig. 7.4. One observes a bimodal
scaling in both cases. However, the IR-scaling n(k) ∼ k−5 associated with the
non-thermal fixed point is more pronounced for initial condition A3 than for C3.
This is in accordance with snapshots of the respective vortex tangles in Fig. 7.5
and Fig. 7.6 and the slowing-down phenomenon discussed inFig. 7.4. See text for
more details.
7.4 Energy equilibration and condensation
The dynamical picture of vortex density decay close to the non-thermal fixed point
that we have gained so far has three stages: At first, the turbulence is accompanied
by strong density and phase fluctuations and experiences a rapid decay. At inter-
mediate times t & 103, the tangle reaches a quasi-stationary state characterised by
a dilute gas of vortex loops of large radius. The long-range interactions of these
loops slows down the decay considerably. At t & 104, when only very few small size
vortex rings are present in the gas, a third stage develops that features fast decay
of vortex density.
The turbulent dynamics in the intermediate to long time regime, can be further
visualised by plotting the different energy components, see Fig. 7.8 (left). Char-
acteristic exponent for the decaying incompressible energy is slightly smaller than
the exponent for decaying vortex density, see Fig. 7.4. We attribute the growth of
the incompressible energy per vortex to the increase of the mean vortex ring ra-
dius. Note that the effect is smaller than in the two-dimensional scenario, Sect. 6.4.
Simultaneously, compressible and quantum pressure energy components run into
an equi-partitioned state, also observed in decaying superfluid turbulence starting
from a Taylor-Green vortex [119]. The numerical simulations under consideration,
started out by depleting a Bose-Einstein condensate, leading to a turbulent state
of vortices featuring non-thermal fixed point behaviour. Although the initial per-
turbation drove the system far from thermal equilibrium, the total energy in the
gas merely changed. Hence, the gas develops phase coherence and eventually Bose-
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Figure 7.8: Energy equilibration and condensation. Parameters are: g¯ = 4 ·10−4,
N/N3s = 476. Left: Energies as functions of time t. Initial conditions are A3 and
lattice size is Ns = 128. Shown are the interaction energy Eint, compressible
energy Ec, incompressible energy Ei, quantum pressure Eq, as defined in section
Sect. 2.2. Right: Zero mode n(k = 0) as a function of time t. Lattice size is
Ns = 256.
Einstein condensation at late times. To make this explicit, we discuss the time
evolution of the condensate fraction n(0)/N in Fig. 7.8 (right). During the early-
time scattering dynamics the initial zero-mode population n(0, t = 0)/N = 0.5 gets
destroyed (not shown). We observe an increase of zero-mode population after the
time tVortex. All three initial condition feature approximately the same conden-
sate fraction at final time. From the collected statistics (5 runs for each initial
condition), we can not extract the functional form of the time evolution. At this
point, we are satisfied with the identification of condensate formation in decaying
three-dimensional superfluid turbulence. In the next chapter, Chap. 8, a thorough
statistical analysis will be performed for the process of condensate formation out of
a random phase initial condition.
7.5 Summary
In summary, we presented an analysis of the nonlinear dynamical evolution towards
and away from the non-thermal fixed point in three dimensions. The dynamics of
violent depletion of a Bose-Einstein condensate due to scattering was described by
analytic mean field calculations. Then, we discussed the creation of turbulence
from the transformation of compressible energy into incompressible energy. Subse-
quently, the nonlinear dynamics of vortices lead to isotropisation and a break down
of the mean field approach, which was quantified by the decay of the average field.
As reported in Chap. 6, see Refs. [33], the system undergoes a dynamical vortex
unbinding, leading to an almost random vortex distribution, which constitutes the
turbulent scaling at the non-thermal fixed point. We focused on the monitoring of
vortex density decay during equilibration of the turbulent gas. We observed three
scaling regimes in time. At intermediate times, the system gets close to the non-
thermal fixed point which is characterised by critical slowing down and power-law
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scaling of the momentum distribution at low momenta. We found that the depar-
ture from the non-thermal fixed point leads to the formation of a Bose-Einstein
condensate. To study the non-equilibrium condensation dynamics, we investigated
the time evolution of the condensate fraction. In the next chapter, the condensation
process is investigated in more detail in the experimentally relevant setting of rapid
evaporative cooling, see e.g. [137–139]. There, we will explain how the presence of
a non-thermal fixed point effects the equilibration dynamics and clarify the role of
superfluid turbulence in this process.
8Dynamics of Bose-Einstein condensation
In the preceding chapter, Chap. 7, the decay of superfluid turbulence was shown
to involve dynamical Bose-Einstein condensation. This observation brings up the
longstanding question on the role of vortices in the formation of a Bose-Einstein
condensate from a completely disordered initial state [45, 46, 48, 106, 130]. Note
that also turbulence in acoustic excitations has been discussed in this context [44,
46, 47, 49, 50]. Here, we study this phenomenon under the experimentally relevant
condition of rapid evaporative cooling, see Fig. 8.1 and Refs. [137–139,227].
Suppose we start with a dilute, incoherent homogeneous gas in three dimensions,
at a temperature close to and above the phase transition. Apply a cooling quench
by removing particles from the higher-energy modes as depicted in Fig. 8.1 (right).
After this, the system re-equilibrates to thermal equilibrium, with a temperature
given by the total energy of the system after the quench which we chose to be below
the critical temperature.
As a main result, we show that two different scenarios are possible: If a sufficiently
small amount of energy is removed, the induced scattering of particles into the low-
energy modes builds up a thermal Rayleigh-Jeans distribution in a quasi-adiabatic
way. The chemical potential increases, and a fraction of particles is deposited in
the lowest mode, forming a condensate. During this process, tangles of defect lines
can be found in the Bose field by filtering out short-wavelength fluctuations [48].
While the field has a phase winding around these defects, the flow pattern in their
vicinity is distorted by strong phase fluctuations.
In the second scenario, after a sufficiently strong cooling quench, the resulting super-
thermal population of the higher-energy modes results in a vigorous transport to-
wards lower energies that has the form of a strong-wave-turbulence inverse cascade.
This cascade induces a long-lived, power-law single-particle spectrum n(k) ∼ k−ζ ,
with an exponent ζ = 5 distinctly larger than the exponent ζ = 2 which charac-
terises a thermal Rayleigh-Jeans distribution. The emergence of the strong cascade
can be explained by the dominance of incompressible, transverse, vortical superfluid
flow over compressible, longitudinal sound excitations and density fluctuations in
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Figure 8.1: Left: Illustration of the evaporative cooling technique for magnet-
ically trapped ultracold quantum gases [347, 348]. In rf-evaporation, a near-
resonant radio-frequency field flips the atomic spin. As a result, the attractive
trapping force turns into a repulsive force and expels the atoms from the trap.
This scheme cools the gas, since it can be tuned such that the resonance condition
is only fulfilled at the wings of the trap. [294]. Right: Momentum distribution after
the initial evaporative cooling quench. The strength of the quench is parametrised
by the exponent α. Subsequent particle and energy flows are indicated.
the respective regime of wave lengths. The power law k−5 is traced back to the flow
pattern around the vortex lines [32] in the Vinen tangles [346] (see Sect. 2.3.2) which
become visible without filtering out short-wavelength fluctuations. The possibility
of a strong cascade was pointed out in Refs. [28,29,53], where this quasi-stationary
scaling solution was referred to as a non-thermal fixed point. The two possible
paths to BE condensation are shown schematically in Fig. 1.3. Whether the sys-
tem, during the condensation dynamics, can approach the NTFP where the process
critically slows down, or whether it moves in a direct way to thermal equilibrium
depends on the initial conditions, i.e., on the strength of the cooling quench.
To reveal this dynamics we study a dilute Bose gas, in the classical-wave limit, using
the Gross-Pitaevskii equation (see Eq. (2.5)). We consider a gas of N atoms in a
box of size L3, with periodic boundary conditions and mean density n = N/L3. In
the following, we measure length in units of the healing length ξ = (2mgn)−1/2 and
time in units of τ = mξ2. Simulations were done on a cubic grid with 2563 points.
The initial field in momentum space, φ(k, 0) =
√
n(k, 0)exp{iϕ(k, 0)}, is parametrised
in terms of a randomly chosen phase ϕ(k, 0) ∈ [0, 2π) and a density n(k, 0) =
f(k)νk, with νk ≥ 0 drawn from an exponential distribution P (νk) = exp(−νk) for
each k. We choose the structure function
f(k) =
fα
kα0 + k
α
, (8.1)
for different values of α, with cutoff (k0ξ)
α = 0.2/0.44α and normalisation fα =
400/0.44α. We compare results for a range of different cooling quenches defined
by the power-laws α = 2.5, . . . , 10.0, varying the total number between N = 109
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Figure 8.2: Build-up of the condensate fraction n(k = 0, t)/N on a double-
logarithmic scale, for different strengths of the initial cooling quench, parametrised
by the exponent α, cf. Eq. (8.1). Depending on α, a different power-law behaviour
is observed. Standard averaging errors are shown.
(α = 2.5) and N = 4.3× 108 (α = 10).
8.1 Evolution of the zero mode
The initial power-law fall-off of f(k) chosen above is close to or steeper than that
expected by a self-similar solution of the wave Boltzmann equation, α ≃ 2.4 [65],
corresponding to an inverse particle cascade in weak wave turbulence theory [45,
130]. α = 2 would correspond to a stable initial thermal distribution at finite
chemical potential, and thus any α > 2 is required to set off a re-equilibration to a
lower temperature. In Fig. 8.2 we show the ensuing time evolution of the condensate
occupation number n(0, t) for the different α. In each case, the evolution leads
to a BEC characterised by a non-vanishing ratio n(0, t)/N . As we keep fα and
kα0 constant n(0, t)/N grows with α. This is because larger α cut off more high-
momentum particles and leave less energy to be thermally redistributed. Power-law
growths n(0, t) ∼ t [130], ∼ t3 [105], and ∼ t2 are seen.
8.2 Momentum distribution
Beyond the zero mode, the occupation spectrum of the non-zero momentum modes
allows to follow the dynamical process of potentially turbulent particle transport
to lower energies. In Fig. 8.3 we show the time evolution of the single-particle
distribution n(k, t) over the radial momenta k = |k| at four different times and
for the different α. During the initial evolution (t . 102τ) the mode occupations
gradually spread to lower wave numbers, at the same time depositing energy into
the high-momentum tail. Our dynamic range does not allow to identify a weak-
turbulence inverse particle cascade with n(k) ∼ k−2.4 [65]. At late times, the spectra
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Figure 8.3: Particle momentum spectra at nine different times, on a double-
logarithmic scale as functions of the radial momentum k = |k| for different α = 2.5
(orange), 3.0 (blue), 4.0 (red), 6.0 (grey), 10 (black), from top to bottom at kξ = 1.
Averages over 3..7 runs. A steep infrared power-law n(k) ∼ k−5 appears for α > 3.
developing from the different initial α differ strongly. For α & 3, the distribution
develops a bimodal structure, with a power-law behaviour n(k) ∼ k−5 in the IR
and n(k) ∼ k−2 in the UV. At very long times, this bimodal structure decays
towards a global n(k) ∼ k−2 (not shown). For α . 3, the distribution directly
reaches a thermal Rayleigh-Jeans scaling n(k) ∼ T/k2. The transient non-thermal
k−5 power law is in agreement with the strong wave turbulence scenario discussed
in Sect. 2.3.3 [28, 29]. Its relation to a dilute gas of vortices has been laid out in
Chaps. 3 - 7 [31,32].
8.3 Hydrodynamic condensation
To interpret our results in the context of superfluid turbulence we analyse kinetic-
energy spectra as defined in Sect. 2.2.2. In Fig. 8.4a, we show the evolution of
the different components nδ(k), δ ∈ {i, c, q}, for the weak initial quench α =
2.5. At early times, t . 103τ , due to the absence of phase coherence [32] the
resulting spectra do not add up to the single-particle spectrum n(k) ̸= ni(k) +
nc(k) + nq(k). Compressible and incompressible components are roughly of equal
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Figure 8.4: Decomposition of particle spectra n(k) (black) into incompressible
(red), compressible (blue), and ‘quantum-pressure’ (grey) components, see text
for definitions, on a double-log scale, at four different times. (a) Weak cooling
quench, α = 2.5. Average of 3 runs (b) Strong quench, α = 10. Average of 7 runs
magnitude while the quantum pressure component is insignificant on all scales. n(k)
grows in the regime of low momenta while phase coherence is being established and
a condensate fraction appears (Fig. 8.2). For the case of the strongly non-thermal
initial distribution, α = 10, the evolution is shown in Fig. 8.4b. In contrast to
Fig. 8.4a, two macroscopic flows can be observed, one to the UV, and one to the IR.
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Figure 8.5: Evolution of the fraction ∆ of integrated compressible to incompress-
ible components below a momentum scale kλξ = 0.35, for different initial condi-
tions. Note the semi-log scale. For α . 4, ∆(t) stays approximately constant.
For α & 4, ∆(t) approaches zero at intermediate times, signalling the non-thermal
fixed point and a superfluid hydrodynamic condensation process. Averages over
1...7 runs. Inset: ∆(t = 606τ) as a function of α.
Conservation of particle and energy imply immediately that, when sent out from the
regime of intermediate frequencies, energy is deposited in the UV while particles are
predominantly transferred to the IR. This leads to an inverse particle cascade with
approximately k-independent radial particle flux Q(k) ≡ Q and a corresponding
direct energy cascade to the UV [32]. The inverse particle cascade reflects strong
wave turbulence, characterised by n(k) ∼ k−5 [29]. The decomposition in Fig. 8.4a
makes clear that this power-law is caused by incompressible excitations only [31,32],
establishing a dominantly ideal hydrodynamic Bose-Einstein condensation process.
In the UV, the excitations follow a thermal n(k) ∼ k−2 and are dominated by the
compressible and quantum-pressure components.
Our results show that during the hydrodynamic condensation process incompress-
ible flow temporally dominates at the expense of compressible excitations in the
IR regime. The opposite occurs for the compressible excitations in the UV. This
dynamical separation marks the approach to the non-thermal fixed point and disap-
pears when the system finally approaches thermal equilibrium. The evolution of the
integrated fraction ∆(t) = Nc(kλ, t)/Ni(kλ, t), with Nδ(kλ, t) =
∫
|k|<kλ dknδ(k, t),
of compressible to incompressible occupations below a momentum scale kλξ = 0.35
is shown in Fig. 8.5. Initially, ∆ ∼ 0.5. Starting from α ≤ 3, ∆ stays approximately
constant while for α > 3, ∆ decreases for t & 102τ towards zero before increasing
again when thermal equilibrium is approached. The inset shows ∆(t = 606) as a
function of α in which one identifies a transition to a separation of the components,
depending on the strength of the initial cooling quench.
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Figure 8.6: Vortex tangle structures emerging in the gas for the two different
extremes of initial conditions, α = 2.5, at time t = 2424τ (left) and α = 10, at
time t = 606τ (right).
8.4 Defect formation
In Fig. 8.6 we show the three dimensional distribution of points where the density
falls below 0.2% of the average density n, for the systems quenched with α = 2.5
and α = 10, at the times t = 2424τ and 606τ , respectively. We filtered out modes
with wave number larger than kξ = 0.45 but in the hydrodynamic case the high-
momentum fluctuations barely distort the figure. The vortex tangles corroborate
the findings of [48] for both cases of α. However, a remarkable difference exists in the
distribution of the phase angle ϕ(x) of the Bose field as can be inferred from Fig. 8.4.
While in the direct condensation case, the circular flow has strong longitudinal
(compressible) fluctuations, in the hydrodynamic condensation via the non-thermal
fixed point macroscopic quantised vortical flow and thus Vinen turbulence of the
superfluid are built up. Fig. 8.2 indicates a change in the power-law rise n(0, t) ∼ tν
from ν ∼ 3 to ν ∼ 2 to be associated with the approach of the non-thermal fixed
point. Similar features have been found to characterise the dynamics of a two-
dimensional superfluid near a non-thermal fixed point [33].
8.5 Summary
We find Bose-Einstein condensation in a dilute ultracold gas to occur in two different
forms. Hydrodynamic condensation involves a distinct dominance of incompress-
ible flow bearing chaotic (Vinen) turbulence, corresponding to an approach of a
non-thermal fixed point. In this regime, particles can not be deposited quickly
enough into the zero mode and form an excess population with a characteristic
power-law fall-off within the low-energy modes. In contrast, direct condensation
can exhibit the appearance of vortical motion but lacks its separation from com-
pressible sound-like excitations. The found characteristic power-law growth of the
condensate fraction allows to distinguish the regimes in experiment.

9Non-thermal fixed points and solitons
The preceding chapters were committed to the study of turbulence in two- and
three-dimensional uniform Bose gases. Now, we will turn our attention to one-
dimensional trapped Bose gases, whose non-equilibrium dynamics is under intense
investigation by the quantum gas community [2,7,149–154]. Specifically, we propose
and test the possibility of solitonic states in one-dimensional trapped systems to act
as a non-thermal fixed point. To this end, we analyse momentum spectra obtained
from a random soliton model and from the non-equilibrium time evolution after
a quench. A comparison of our findings to field theoretic predictions as well as
turbulence in higher dimensions is made [51].
9.1 Momentum spectra of soliton ensembles
In Chaps. 3, 4, and 5, it was discussed how turbulent features of the single-particle
spectrum can be understood from the statistics of vortices. Thereby, correlations
between vortices and antivortices played a crucial role. Numerical simulations re-
vealed, that due to vortex-vortex- as well as vortex-sound interactions, the system
naturally evolves into an random distribution. As outlined in Sect. 2.2.1, vortices
and solitons are both (quasi-) topological excitations of the classical field. They in-
teract with other defects and show quasi-particle behaviour concerning their move-
ment in a trap. Following this analogy, we propose that a random state of solitons
can be understood as a non-thermal fixed point in one-dimensional bosonic sys-
tems. Similar to vortices we expect solitons to be driven towards this fixed point
by soliton-soliton and soliton-sound interactions.
To begin with we develop a model of randomly positioned grey solitons, locally being
solutions of the Gross-Pitaevskii equation. Single-particle momentum spectra are
derived in a homogeneous system and under the constraint of a trapping potential.
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9.1.1 Random-soliton model: uniform gas
Here, we consider the case of a dilute ensemble of solitons with random velocities
and positions. The wave function of a single grey soliton in a homogeneous bulk
background condensate is given in Eq. (2.6). Using this we write down an expression
for a set of Ns uncorrelated solitons with density minima at {xi, i = 1, ..., Ns} and
(dimensionless) velocities νi, on a background of constant bulk density n:
φ(Ns)(x, t) =
√
n
Ns∏
i=1
[
n−1/2φνi(x− xi)
]
(9.1)
Note that due to the negligence of correlations this field does in general not rep-
resent a solution of the Gross-Pitaevskii equation in which the solitons remain
non-dispersive.
We make use of the assumption that the ensemble is dilute, i.e., that the distance
between each pair of neighbouring solitons is much larger than the healing length.
This assumption, for grey solitons, is not valid as soon as two oppositely moving
solitons encounter each other but for simplicity we will assume that these collisional
configurations can be neglected in view of a majority of well-separated solitons.
Since, for any i, φ′νi(x − xi) ≡ dφνi(x − xi)/dx ≃ 0 as |x − xi| ≫ 1 we can rewrite
the spatial derivative of the field Eq. (9.1) as
φ(Ns)
′
(x, t) =
Ns∑
i=1
φ′νi(x− xi, t)
∏
j ̸=i
[
n−1/2φνj (x− xj , t)
]
≃
Ns∑
i=1
δ(x− xi(t))∏
j ̸=i
eiβjθ(x−xj(t))
 ⋆ φ′νi(x, 0). (9.2)
Here xi(t) = xi(0)− νit, βj = 2arccos νj , ⋆ denotes the convolution over the spatial
dependence on x, θ(x) the Heaviside function, and we have neglected an irrelevant
overall phase. Note that the sign of βi indicates the direction of the propagation
of the i-th soliton. The term in square brackets in the second line of Eq. (9.2)
is proportional to the spatial derivative of the field describing an ensemble of Ns
infinitely thin solitons (ξ → 0), at the positions {xi},
φ(Ns)
′
(x, t) ≃
∑
i
iγi
2ns
√
n
φ
(Ns)′
ξ→0 (xi, t) δ(x− xi) ⋆ φ′νi(x, 0) (9.3)
where ns is the number of solitons per unit length and the pre-factor containing γi
takes into account that the phase jump by exp{iβiθ(x − xi)} is itself proportional
to a theta function γiθ(x − xi). Note that although the derivative φ(Ns)
′
ξ→0 (xi, t)
gives a sum of terms, each being proportional to a delta distribution, only one of
these remains when evaluated at xi, which gives the term in square brackets in
Eq. (9.2). We take the Fourier transform of ⟨φ(Ns)′(x)∗φ(Ns)′(y)⟩ with respect to
9.1 Momentum spectra of soliton ensembles 99
x− y, integrate over R = (x+ y)/2, and divide by k2,
n(k, t) =
n
4n2s
〈 Ns∑
i,j=1
γiγje
ik(xi−xj)φ∗νi(k)φνj (k)
× ∂xi∂xje−ns|xi−xj |{1−
∫
β P (β) exp[iβ sgn(xi−xj)]}
〉
. (9.4)
Here, P is the probability for finding a soliton with greyness ν = cos(β/2), and
averaging over the random positions of all solitons other than those at xi and xj
has been done in order to obtain the exponential decay of the coherence function.
Combining Eq. (9.4) with the Fourier transform of φν(x, 0),
φν(k, t) = i
√
2πn
L
[
2πν δ(k) +
√
2πξ
sinh
(
πγkξ/
√
2
)] , (9.5)
one derives the single-particle momentum distribution for a set ofNs solitons defined
by greyness and position, {νi, xi | i = 1, . . . , Ns}, as
n(k, t) ≃ n
4n2s
∫
dk′
2π
Ns∑
i,j=1
γiγje
i(k−k′)(xi−xj)
×
2πνiνj δ(k) + 2δ(0)π2ξ2
sinh
(
πγikξ/
√
2
)
sinh
(
πγjkξ/
√
2
)

× 4k
′2nsReα
4n2s(Reα)
2 + (k′ − 2nsImα)2 e
−ik′(νi−νj)t
(9.6)
Here, the inverse volume δ(0) = L−1 appears as we first choose the φ∗νi and φνj in
Eq. (9.4) different and take the identity limit only at the end. α is the average over
all αi = (1− exp{iβi})/2.
Assuming the dependence of γi/ sinh(πγjkξ/
√
2) on νi to be negligible we obtain
an approximate stationary distribution
n(k) ≃ 4nsnReα
4n2s(Reα)
2 + (k − 2nsImα)2
(πγkξ)2/2
sinh2
(
πγkξ√
2
) , (9.7)
with a yet to be determined parameter γ. For black solitons (νi ≡ 0) one obtains
the exact expression
n(k)|ν=0 =
4nsn
4n2s + k
2
(πkξ)2/2
sinh2
(
πkξ/
√
2
) . (9.8)
For an ensemble of grey solitons of identical |νi| ≡ ν, travelling with probabilities
100 9 Non-thermal fixed points and solitons
10−2
10−1
100
101
102
103
104
105
106
0.001 0.01 0.1 1
O
cc
u
p
at
io
n
n
u
m
b
er
n
(k
)
Momentum kξ
knsγ
−2 kξγ−1
k−2
Figure 9.1: Single-particle momentum spectrum as a function of k on a double-
logarithmic scale for an ensemble of 5× 103 configurations with Ns = 20 solitons
each distributed according to a flat distribution across phase-space defined by the
positions in the box and the maximum greyness |νmax| = 0.99. We chose ξ = 8as.
Solid (black) squares: numerical ensemble averages, solid (black) line: Eq. (9.7)
with α = 0.7, γ = 1.05, shown up to kξ ≃ 1.3 where a finite-size effect sets in
due to the random set of solitons not matching periodic boundary conditions.
For comparison, results for Ns = 20 purely black solitons (red squares and line)
are shown as well as for Ns = 20 solitons with fixed greyness |ν| = 0.707, i.e.,
γ = 1.4, (blue squares and line) choosing an equal number of right- and left-
movers, P = Q = 1/2. The comparison validates the approximate expressions
Eq. (9.7)–Eq. (9.9) which exhibit scaling behaviour in the regime of momenta
knsγ
−2 ≪ k ≪ kξγ−1.
P into the positive x-direction and Q = 1−P into the negative direction one finds
n(k) =
4nsn
4n2sγ
−4 + [k + 2(1− 2Q)nsνγ−1]2
(πkξ)2/2
sinh2
(
πγkξ/
√
2
) . (9.9)
Here, γ = (1 − ν2)−1/2. To demonstrate the applicability of the above analytic
expressions we construct ensembles of phase-space distributions of spatially well-
separated solitons in a box with periodic boundary conditions and compute the
ensemble averaged correlations. These simulations are done on a 1D grid of N = 214
sites, generating 5 × 103 configurations for taking ensemble averages. For this we
multiply Ns = 20 single-soliton solutions Eq. (2.6) with positions xi and greyness
νi chosen randomly according to a given phase-space distribution. To make sure
that their relative distance on the average is much larger than their widths we chose
the phase-space distribution to allow for a maximum greyness, |νi| < |νmax| < 1,
such that the diluteness criterion requires an approximate minimum box length of
L = 4(1− ν2max)−1/2Ns.
Fig. 9.1a shows the single-particle momentum spectrum n(k) on a double-logarithmic
scale for an ensemble of 5×103 configurations withNs = 20 solitons each distributed
according to a flat distribution across phase-space defined by the positions in the
box and the maximum greyness |νmax| = 0.99. Solid (black) squares represent the
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Figure 9.2: Single-particle momentum spectrum as a function of k on a double-
logarithmic scale for an ensemble of N = 5 × 103 configurations with Ns = 20
solitons each distributed according to a phase-space distribution with an unequal
weight for solitons with positive ν (right-movers) and negative ν (left-movers).
The greyness is uniformly distributed within 0 = νmin ≤ ν ≤ νmax = 0.99. All
other parameters are chosen as for Fig. 9.1. Red squares and black line show
the ensemble average and compare with Eq. (9.9) for Q = 0.2, γ = 1.179, and
ν = 0.412, shown up to kξ ≃ 1 where a finite-size effect sets in due to the random
set of solitons not matching periodic boundary conditions. For comparison, results
for Ns = 20 solitons with fixed greyness ν = 0.707, i.e., γ = 1.41, (blue squares
and line) are shown.
results of the numerical ensemble average while the solid line corresponds to the an-
alytical formula Eq. (9.7), with fitted parameters α = 0.7, γ = 1.05. Compare this
to the analytical average α = 2/3. For comparison, we give the results for the same
number of purely black solitons (red squares and line) as well as for a fixed greyness
|ν| = 0.707 (blue squares and line), choosing an equal number of right- and left-
movers. The comparison validates the approximate expressions Eq. (9.7)–Eq. (9.9)
which exhibit scaling behaviour in the regime of momenta knsγ
−2 ≪ k ≪ kξγ−1.
In Fig. 9.2 we show the single-particle momentum spectrum for an ensemble of
5× 103 configurations with Ns = 20 solitons each distributed according to a phase-
space distribution with an unequal weight for solitons with positive ν (right-movers)
and negative ν (left-movers). We specifically restricted the greyness to the interval
0 = νmin ≤ ν ≤ νmax = 0.99 and besides that chose the same parameters as for
Fig. 9.1. Black squares and line show the ensemble average and compare with
Eq. (9.9) for Q = 0.2, γ = 1.179, and ν = 0.412. For comparison, results for
Ns = 20 solitons with fixed greyness ν = 0.707, i.e., γ = 1.41, (blue squares and
line) are shown.
9.1.2 Relation to non-thermal fixed points and vortices
Universal scaling behaviour in a many-body system far from equilibrium points to
the appearance of turbulence phenomena. In the following, we discuss the power-
law spectra derived for soliton ensembles in this context.
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In Chaps. 3, 4 and 5 [31, 32], it was shown that a new class of non-thermal fixed
points can also be understood, in two and three dimensions, in terms of vortex
excitations of the superfluid. As a consequence, within a window in momentum
space, i.e. the inertial range, which is limited by the inverse mean distance between
different vortices and the inverse core size, the single-particle occupation number
spectrum shows the power law predicted in [29].
Before we discuss this in more detail let us first turn back to the soliton spectra
derived in the previous section. Assuming an equal number of solitons travelling
with positive and negative velocities, P = Q = 1/2, i.e., assuming Imα = 0, the
single-particle spectrum Eq. (9.9) is characterised by a maximum of two scales.
Consider the case ns ≪ γ/(
√
2πξ). For momenta greater than the reduced soliton
density but smaller than the reduced inverse healing length, knsγ
−2 ≪ k ≪ kξγ−1,
with kns = 2ns, and kξ =
√
2/(πξ), the momentum distribution exhibits a power-
law behaviour, n(k) ∼ k−2. This reflects, first, the random position of the kink-
like phase jump across the centre of the soliton, and second, that these momenta
cannot resolve the spatial width of the kink. In other words, looking within a
spatial window of size between γ2k−1ξ and γk
−1
ns , the appearance of a single sharp
solitonic phase jump inside the window is observed in a random manner. Hence,
for any of these window sizes, the system looks identical, it appears self-similar.
This self-similarity is at the base of the scaling momentum distribution. Already
for a single soliton, the momentum distribution does not know anything about the
position of the kink (this information appears as a phase in the momentum-space
Bose field which is irrelevant for n(k)), and thus the single-soliton distribution is
self-similar, too.
For black solitons, the self-similar scaling region is limited by the scales kns and
kξ. Below kns , the distribution is constant because too low wave numbers cannot
resolve the kink-structure. This corresponds to the first-order coherence function
decaying exponentially in space, with the decay scale set by the soliton distance
1/ns,
⟨φ∗(x)φ(y)⟩ ∼ exp{−2ns|x− y|}. (9.10)
Above kξ, the momentum spectrum resolves the finite width of the soliton density
dip which results in an exponential suppression of the mode occupations. We re-
call that also in equilibrium, at sufficiently high temperatures where quasi-particle
mode occupations are large, n(qp)(k) = kBT/(csk)≫ 1/2, the first-order coherence
function decays exponentially, g(1)(s) ∼ exp[−s/r0], where the scale is set by the
coherence length r0 = 2n/(mkBT ). Hence, the corresponding momentum spectrum
has the same shape
neq(k) ∼ 2r
−1
0
r−20 + k2
, (9.11)
as for a set of random thin solitons. We emphasise, however, that the transition
scale kns above which scaling ∼ k−2 sets in (see, e.g. Eq. (9.8)) can be made larger
than for a thermal ensemble by increasing the soliton density ns above the inverse
thermal coherence length 1/r0. Moreover, the thermal distribution Eq. (9.11) does
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not show an exponential decay above kξ. This allows to identify non-equilibrium
soliton vs. thermal scaling in experiment.
We finally compare the universal and non-universal aspects of the soliton momen-
tum spectra found here with the corresponding spectra in d = 2 and 3 dimensions.
As discussed in detail in the previous chapters [31, 32], the universal exponent
ζ = d+2, d = 2, 3, found for the particle spectra n(k) ∼ k−ζ during the dynamical
relaxation of an initially strongly quenched gas reflected the appearance of vortices
in two and vortex lines in three dimensions. In two dimensions, this can be seen in
an easy way looking at the flow velocity field v ∼ ∇ϕ = eθ/r at the distance r from
the core of a singly quantised vortex, where eθ is the local tangential unit vector and
ϕ the phase angle of the complex Bose field. The r-dependence implies a k−1 scal-
ing of |v(k)| and thus a k−2 scaling of the kinetic energy E(k) ∼ k2n(k) ∼ v(k)2,
i.e., n(k) ∼ k−4 [32, 115]. Similar arguments lead to n(k) ∼ k−5 for the radial
momentum distribution in the presence of a vortex line in three dimensions, see
Chap. 4 [32]. Extending these arguments, the scaling n(k) ∼ k−d−2 was shown
to appear for ensembles of randomly positioned vortices/vortex lines in a range of
momenta l−1v . k . ξ−1 between the inverse of the inter-vortex distance lv and the
inverse of the healing length ξ which is a measure for the core width.
As pointed out in Sect. 2.3, the power-law spectrum n(k) ∼ k−d−2, in turn, had
been predicted by use of non-perturbative field-theory methods in [28,29] where it
resulted for a strong-wave-turbulence cascade in the IR, characterising the scaling
behaviour at a non-thermal fixed point. This cascade was shown in [32] to be
caused by particles being transported towards the IR where they build up high mode
occupations and thus coherence in the sample, see also [44–46,48–50]. Note that in
the picture of the evolving Bose field this momentum-space transport corresponds
to the mutual annihilation of vortices and anti-vortices in the system which results
in an increase of the inter-vortex distance and thus of the range over which phase
coherence is established.
Having recalled all this, we note that solitonic states in one dimension resemble
the turbulent phenomena in d = 2, 3. Firstly, the presence of metastable solitons
induces a quasi-stationary power-law momentum distribution. Secondly, inverse
momentum-space transport corresponds to soliton decay, which increases the inter-
soliton distance and extends the self-similar regime towards smaller momenta. How-
ever, there is a discrepancy between the predicted scaling ∼ k−d−2, which was found
consistent with the vortex picture for d = 2 and 3, and the scaling ∼ k−2 obtained
here for the solitons in d = 1. To gain more insight into this issue we consider the
spatial decay of the phase coherence for a system in two dimensions over distances
considerably larger than the inter-vortex spacing. In analogy to the soliton ensem-
bles discussed in Sect. 9.1.1 and Sect. 9.1.3, we consider randomly positioned and
well-separated vortices. One finds that the decay of the phase coherence follows the
same exponential law,
⟨φ∗(x)φ(y)⟩ ∼ exp{−2nv,1|x− y|}, (9.12)
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where nv,1 is the one-dimensional uniform vortex density along the straight line
through x and y. Fourier transforming Eq. (9.12) with respect to x− y results in
a momentum spectrum nc(k) ∼ (4n2v,1 + k2)−3/2 which scales as k−3 for momenta
considerably larger than the inverse vortex distance1 nv,1 = 1/lv. Analogously, one
finds nc(k) ∼ k−4 for vortex line tangles in three dimensions. We use the subscript
‘c’ to distinguish these spectra from the n(k) discussed above.
The apparent contradiction between the respective scalings of n(k) and nc(k) whose
exponents differ by 1, is resolved by observing the following: While the exponential
decay Eq. (9.12) is valid over large distances |x − y| ≫ lv, it is the algebraic
dependence of the flow field v as a function of distance from the vortex core which
matters on length scales below the inter-vortex distance, causing the steeper power
law n(k) ∼ k−d−2 at momenta k ≫ 1/lv. Hence, we find an important qualitative
difference between the physical properties underlying the universal scaling n(k) ∼
k−2 in one dimension and the scalings n(k) ∼ k−d−2 in d = 2 and 3 dimensions:
While black solitons in one dimensions are at rest and no particle flow can occur,
in higher dimensions, transverse flow circling around the vortex cores gives rise
to an additional contribution to the kinetic energy. As far as this transverse flow
dominates over a possible additional longitudinal flow component for which v·∇v ̸=
0, see [32], this comparison also holds when allowing for grey solitons, which are
moving opposite to the (longitudinal) particle flow across the soliton dip.
9.1.3 Random-soliton model: trapped gas
In our dynamical simulations we will consider soliton formation in a harmonic
trapping potential rather than in a homogeneous system, see Sect. 9.2. We therefore
need to take into account, in the random-soliton model, the inhomogeneous bulk
distribution of the gas.
Assuming a sufficiently shallow harmonic potential, lho/ξ = (mωhoξ
2)−1/2 ≫ n−1s
we can describe the Bose field in local-density approximation with respect to a
bulk density distribution given in Thomas-Fermi approximation, nTF(x) ≃ n0[1 −
(x/R)2], with R =
√
2cs/(ωhoξ) = 2g1Dn/ωho being the Thomas-Fermi radius in
units of ξ. We take the maximum density n0 large enough to ensure kξ ≫ kns for
solitons not too close to the edge of the cloud. In such a bulk density distribu-
tion, single solitons oscillate harmonically between classical turning points where
the solitons “touch ground”, i.e., momentarily turn black [163]. Their oscillation
frequency is by a factor of ∼ 1/√2 smaller than the trap frequency, ωs ≃ ωho/
√
2.
In leading order in ϵ ∼ x¨s/x˙s, the field of a single soliton can locally be written in
the simple form given in Eq. (2.6), with ν, and thus γ replaced by local quantities,
ν → ν(xs) = νs,max
[
1−
(
xs
xs,max
)2]
, (9.13)
1This behaviour can indeed be observed for a short intermediate time of the evolution right after
vortex generation, see Fig. 5.3 (top right).
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Figure 9.3: Single-particle momentum spectrum n(k) on a double-logarithmic
scale for an ensemble of 5 × 103 configurations with Ns = 20 solitons each dis-
tributed according to a flat distribution in phase-space {x/R, ν}, circularly sym-
metric around (x = 0, ν = 0) with radius R¯s = 1. We chose ξ = 4as, N0. Solid
(red) squares: results of numerical ensemble average; solid line through these
points: analytical spectrum Eq. (9.17), with γ = 1.1. (Blue) squares and line:
Corresponding results for the same number of black solitons distributed randomly
across the trap.
γ → γ(xs) = [1 − ν(xs)2]−1/2, evaluated at the position xs = xs(t) of the soliton
[163]. νs,max is the maximum greyness the soliton acquired in the centre of the trap,
and xs,max = νs,maxR is the distance of the soliton’s turning point from the trap
centre. Only solitons whose velocity does not exceed the Landau critical velocity,
i.e., for which νs,max ≤ 1, can oscillate in the trap for more than a quarter of the
period Ts = 2π/ωs. This limits the maximum greyness at a distance x from the
trap centre to a range between 0 and νmax(x) = 1− (x/R)2.
At a given time t, we assume a particular set {xi(t)} of Ns well-separated solitons
across the trapped gas. The single-particle momentum spectrum corresponding
to an ensemble of such sets depends on the distribution of the solitons over the
greyness for each position in the trap. This distribution is best visualised in phase
space which is parametrised by the (x, v), or, equivalently and in dimensionless
form, by (x/R, ν), with both, x/R and ν ranging between −1 and 1. In this
space, the trajectory of a single soliton is a circle with radius νs,max which is traced
out with constant angular velocity ωs. Hence, a stationary distribution of the
Ns solitons is given by a circularly symmetric distribution in phase space, i.e., a
distribution over the different possible maximum greyness νs,max or turning points
xs,max. The simplest assumption would be that of a uniform distribution of the
solitons in phase space, which amounts to a uniform distribution over the different
possible ν at each distance x from the trap centre and an integrated soliton density
distribution ns(x) ∝ 1− (x/R)2.
Following the above considerations we can obtain approximate expressions for
the momentum spectrum. For instance, for a uniform density P [x¯, ν] ≡ ns,0/R¯s
of solitons within a radius R¯s = Rs/R in phase space, i.e., for all (x¯, ν) with
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√
x¯2 + ν2 ≤ R¯s ≤ 1, with ns,0 = Ns/(R¯sπ), the first-order coherence function for
thin solitons becomes
⟨φ(Ns)(x¯)∗φ(Ns)(y¯)⟩ξ→0 =
√
nTF(x¯)nTF(y¯) exp{−2ns,0
∫ x¯
y¯
dz¯ α(z¯)} (9.14)
with a local average dephasing of
α(x¯) =
1
2R¯s
∫ √R¯2s−x¯2
−
√
R¯2s−x¯2
dν
(
1− ν2 ± iν
√
1− ν2
)
=
√
1− x¯
2
R¯s
(
1− R¯
2
s − x¯2
3
)
. (9.15)
Using this, the integral over α to linear order in x¯ reads
∫ x¯
0 dz¯ α(z¯) = α
(1)x¯+O(x¯3),
α(1) = 1− R¯2s/3. This approximation is best for R¯s → 1, in which limit we obtain
⟨φ(Ns)(x¯)∗φ(Ns)(y¯)⟩ξ→0 ≃
√
nTF(x¯)nTF(y¯)e
−4Ns|x¯−y¯|/(3πR¯s). (9.16)
Analogously, one calculates the exponential dephasing factor for more complicated
soliton phase-space distributions. Taking the above results together one derives the
momentum distribution in local-density-approximation as the convolution of the
spectrum for a homogeneous distribution of thin solitons with the Fourier transform
of the bulk density, multiplied with the momentum spectrum of a single soliton:
n(k) ≃
(
nTF(k) ⋆
4ns,0α
(1)
4n2s,0α
(1)2 + k2
)
(πγkξ)2/2
sinh2
(
πγkξ/
√
2
) , (9.17)
where the parameter γ is to be determined and ⋆ denotes the convolution with
respect to k.
In the case that single soliton distributions contributing to the ensemble are not
uniform throughout phase space, the ensemble-averaged n(k) would rather be a
sum of (k → −k)-asymmetric distributions such that on the average the momentum
distribution can have local maxima at finite |k| > 0.
To study the quality of the above analytic expressions we construct ensembles of
phase-space distributions of spatially well-separated solitons inside a harmonic trap
and compute the ensemble averaged correlations. For this, we multiply Ns single-
soliton solutions Eq. (2.6) with positions xi and greyness νi chosen according to a
given phase-space probability distribution and ensure that their relative distance
on the average is much larger than their widths. Fig. 9.3 shows the single-particle
momentum spectrum n(k) on a double-logarithmic scale for an ensemble of 5× 103
configurations withNs = 20 solitons each distributed according to a flat distribution
in phase-space {x/R, ν}, circularly symmetric around (x = 0, ν = 0) with radius
R¯s = 1. Solid (red) squares represent the results of the numerical ensemble average
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Figure 9.4: Snapshots of a single run of the non-linear classical field equation,
showing solitons which oscillate inside a trapped one-dimensional ultracold Bose
gas. The gas is initially non-interacting and thermalised, with T = 360ωho, in a
trap with oscillator length lho = 8.5 (in grid units). At time t = 0 the interaction
is switched to g1D = 7.3× 10−3, and a cooling period using a high-energy knife is
applied, see Sect. 9.2 for details on grid units, the chosen parameters and protocol.
The panels show the one-dimensional colour-encoded density distribution as a
function of time. Top left panel: The initially imposed interaction quench causes
strong breathing-like oscillations and the creation of many solitons. Top right
panel: Breathing oscillations have damped out, leaving a dipolar oscillation of the
bulk distribution in the trap. Clearly distinct solitons have formed. Bottom left
panel: After the end of the cooling period (here at t = tc = 9.1 × 103) only a
few solitons are left oscillating within the oscillating bulk. Bottom right panel: A
single soliton is left at late times.
while the solid line corresponds to the analytical formula Eq. (9.17), with γ = 1.1.
For comparison, we give corresponding results for the same number of black solitons
distributed randomly across the trap (blue squares and line).
9.2 Soliton spectra in dynamical simulations
We study the formation and evolution of soliton excitations in trapped one-dimen-
sional Bose gases by means of the classical field equation Eq. (2.5), see also Sect. 2.2.
For the simulations, we map the system onto a grid of N = 1024 lattice sites with a
lattice constant as. If not stated otherwise, quantities are given in grid units based
on as, see Sect. 2.2 and App. A. The parameters are chosen as g1D = 7.3 × 10−3
for the coupling, tc = 9.1× 103 for the cooling time, and lho = 8.5 for the harmonic
oscillator length.
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Figure 9.5: Snapshots of a single run of the non-linear classical field equation,
showing solitons which oscillate inside the trap, thereby showing signs of mutual
scattering and passing through each other (examples marked by letters). Param-
eters are chosen as in Fig. 9.4.
9.2.1 Soliton formation and tracking in position space
At the initial time, we take the gas to be non-interacting and thermalised and im-
pose an interaction quench. To allow the emerging collective excitations to form
solitons at a desired density we furthermore apply evaporative cooling by open-
ing the trapping potential at the edges in a controlled fashion. During the first,
cooling period, t ≤ tc, the potential is given by the inverted Gaussian V (x, t) =
mω2hoU(t){1 − exp[−x2/2U(t)]} with its maximum being ramped down by sweep-
ing U(t) = U0 + (Uc − U0)t/tc linearly in time from U0 to Uc. At the same time,
highly energetic particles near the edge of the potential are removed by adding
a loss term iΓ(x, t)/2 = iΓ∞[V (x, t)/U(t)]r/2 to the trapping potential. There-
after, during the interval tc ≤ t ≤ tmax the loss is switched off and the po-
tential is ramped up again to harmonic shape across the extension of the gas,
U(t) = Uc + (Umax − Uc)(t − tc)/(tmax − tc). We choose r = 10, U0 = 2.75,
Γ∞ = 0.1U0, Uc = U0/3, and Umax = 10U0. The times tc and tmax vary and are
given in the following. This protocol corresponds to the one used in Ref. [349].
Different cooling schemes have been used in experiments, see, e.g., [350, 351], but
as we are primarily interested in the one-dimensional dynamics, we here restrict
ourselves to purely 1D calculations.
Three stages of the induced dynamical evolution can be observed, see Fig. 9.4:
Initial Oscillations. See the top left panel of Fig. 9.4. Following the interaction
quench potential energy is transferred to kinetic energy. One observes strong
breathing-like oscillations of the gas. These oscillations decay on a timescale of
t ≈ 2× 103, leaving a dipolar oscillation of the bulk in the harmonic trap. Solitons
are formed in the wake of the decaying breathing oscillations.
Solitonic Regime. See the top right panel of Fig. 9.4. The initial collective oscil-
lations have largely decayed except for an overall dipole mode, and many solitons
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Figure 9.6: Time evolution of the mean number Ns of solitons, for an ensem-
ble of 100 runs. Strong initial oscillations occur during the breathing like bulk
oscillations after the interaction quench, until t ≃ 103. The number of solitons
decreases while the gas is evaporatively cooled. After the end of the cooling, at
t = tc the decay is considerably slowed down and the number of solitons remains
largely stable. Three different cooling times and two ramp speeds are shown, with
tc = 3.9× 103 (red), tc = 4.55× 103 (blue), and tc = 9.1× 103 (black).
appear. The bottom left graph shows the evolution around t = tc = 9.1× 103 when
only very few solitons have survived. The solitons oscillate in the trap, being nearly
black at the edges and grey in the centre of the trap corresponding to a nonzero
velocity. Fig. 9.5 magnifies a short period of the evolution. On mutual encounters,
the solitons get phase-shifted, such that collisions show signs of scattering or pass-
ing through each other. Collisions with different such shifts are marked by letters
A and B in Fig. 9.5.
Final stage: At times t ≫ tc, a soliton is still visible, see the bottom right panel
of Fig. 9.4. Comparing runs we find different numbers of solitons remaining during
the late stage.
The shortest relevant time scale is the time of sound crossing the trap2 ts = lHO/c ≈
10, then comes the oscillation period in the trap Tho ≈ 230, which leads to an initial
collective oscillation with period Toscillation ≈ 300 (cf. Fig. 9.4). The collective
breathing motion dies out after τ ≈ 2000. The oscillation period of a soliton in
the Thomas Fermi bulk is Ts ≈
√
2Tho ≈ 320. The longest time scale in our
setup is the cooling time tc = 9100. Comparing these time scales to the total time
of the simulation t > 105, at the end of which solitons are still present, we see
that the solitons are quasi-stationary in the system. They emerge soon after the
initial quench and remain throughout the whole evolution while thermalisation of
the high-momentum modes is proceeding as we will see in the following.
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Figure 9.7: The number of solitons Ns(tc) at the end of the cooling period, t = tc,
as a function of tc, for ensembles of 200 runs each (black dots and error bars).
The function f0 exp{−γtc}, with f0 = 9.7 and γ = 9.77 · 10−5, was fitted with
χ2 = 0.006 (black line). The function g0t
−1
c , with g0 = 1.55 · 105, was fitted with
χ2 = 1.28 (red dashed line). Hence, other than for the Kibble-Zurek scheme of
Ref. [349], cooling after the initial quench results in an exponential dependence of
Ns(tc) on tc.
9.2.2 Number of solitons after cooling ends
In order to study the statistics of the solitons emerging during the evolution we have
set up an efficient tracking algorithm which identifies the trajectories of the solitons
oscillating in the gas, see App. A. Fig. 9.6 shows the evolution of the mean number
of solitons, for an ensemble of 200 runs. The three stages described above can be
identified. The strong initial oscillations give an oscillating number of solitons until
t ≃ 103. The number of solitons decreases while the gas is evaporatively cooled.
After the end of the cooling, at t = tc the decay is considerably slowed down and
the number of solitons remains largely stable. Three different cooling times and
two ramp speeds are shown, with tc = 3.9 × 103 (red), tc = 4.55 × 103 (blue), and
tc = 9.1× 103 (black), where the same speed is chosen to obtain the blue and black
data.
Kibble and Zurek have predicted that the number of defects created in the near-
adiabatic crossing of a phase transition scales with the crossing rate according to
a power law which depends on the universal properties of the transition [182, 353].
This was studied numerically in [349] using the cooling protocol described above.
While the interacting gas was chosen to be in thermal equilibrium initially, with a
temperature well above the critical point, we start our simulations, motivated by
earlier work on vortex dynamics [31, 32], with an interaction quench driving the
system strongly out of equilibrium. To compare the dynamics induced in this way
with the results of [349] we show, in Fig. 9.7, the dependence of the number of
solitons created on the cooling ramp time tc. We find that, within the error bars
2Taking lHO ≃ 10µm and c ≃ 104µm/s [352], a typical experimental value for would be ts = 10−3s
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Figure 9.8: Momentum spectrum n(k, t) at time t = 5 · 103 with statistical
errors (ensemble average over 100 runs). k and t are in grid units as defined in
Sect. 9.2.1 where also all other simulation parameters are given. Solitons have
formed at high density such that the scales kns and kξ are close together, as
indicated in the graph. Solid line: fit of the analytical model spectrum Eq. (9.17),
with ns,0 = 0.076, γ = 1, σ
−1 = 0.036 where Gaussian of width σ was used to
describe the bulk distribution in position space. A Rayleigh-Jeans tail is absent
as the cooling is still on. Due to the proximity of kns and kξ no k
−2 power law is
seen in between the low-energy plateau and the high-energy exponential fall-off.
which indicate the variance over 200 runs, the data is rather fitted by an exponential
dependence Ns(tc) = f0 exp{−γtc} than by a power law Ns(tc) = g0/tc as predicted
in Ref. [158]. We emphasise however that in our system, solitons mainly form during
the initial stage following the interaction quench.
9.2.3 Time evolution of single-particle spectra
We finally discuss the relaxation dynamics with respect to the evolution of the
respective single-particle momentum spectra. The initial state chosen in the sim-
ulations is given by a thermal canonical ensemble of distributions over the single-
particle eigenstates of the trap. In Fig. 9.8 we show the momentum spectrum at
time t = 5 · 103.
Solitons have formed at high density such that the scales kns ≃ 0.15 and kξ ≃ 0.2
are close together, as indicated in the graph. The solid line represents a fit of the
analytical model spectrum Eq. (9.9). A Rayleigh-Jeans tail is absent as the cooling
is still on. Due to the proximity of kns and kξ no k
−2 power law is seen in between
the low-energy plateau and the high-energy exponential fall-off.
In Fig. 9.9 we showed the spectrum for a wider trap with lho = 17 which allows the
solitons to be diluted more across the trap and results in kns ≃ 0.15 and kξ ≃ 0.65.
This allows for a k−2 scaling to appear clearly, indicating a self-similar random
distribution of the solitons. For t > tc, the gas enters the final stage: The number
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Figure 9.9: Momentum spectrum n(k, t) at different times t as indicated, with
statistical errors (ensemble averages over 1000 runs). Momentum scales defined
by the inverse healing length, kξ, as well as by the density of solitons, kns , are
marked by dashed lines. A power-law dependence ∼ k−2 is indicated by the black
solid line. Here, a larger trap oscillator length was chosen, lho = 17, such that
around the outer turning point of the breathing oscillation the solitons become
diluted and thus the scales kns and kξ sufficiently far away from each other to
allow for a k−2 power law to be seen in between (red points). Momentum k and
time t are measured is in grid units as defined in Sect. 9.2 where also all other
simulation parameters are given.
of particles and the energy are now conserved and the healing length is ‘frozen
out’. Fig. 9.10 shows the development of n(k, t) from t & tc to late times. Once the
cooling and thus the removal of particles with high energy is terminated, a transport
process from low to high momenta starts and thermalisation takes place. There are
still solitons in the gas for the times displayed in Fig. 9.10 which contribute with
their spectral profile to the total spectrum and broaden the plateau at low momenta
up to kξ ≃ 0.1.
9.3 Summary
We have studied the formation of dark solitary waves in one-dimensional Bose-
Einstein condensates as well as their relaxation dynamics towards equilibrium. The
corresponding single-particle momentum spectra were predicted in the framework
of a static model of well-separated grey solitons. For comparison with these pre-
dictions, semi-classical simulations of the relaxation dynamics of one-dimensional
Bose gases after an initial interaction quench and a cooling period were used to
determine the respective spectra numerically. The so found spectra compared well
with the analytical predictions, giving insight into the many-body dynamics from
the point of view of statistics of (quasi-) topological defects.
In Sect. 9.1, we have discussed the power-law behaviour of the momentum spectra,
which appears in a range between the inverse of the inter-soliton distance and
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Figure 9.10: The spectrum n(k) is shown for three different times from t ≈ tc =
9×103 to t = 106, for an ensemble of 5×103 (103 for t = 106) realisations. k and t
are in grid units as defined in Sect. 9.2.1 where also all other simulation parameters
are given. Momentum scales defined by the inverse Thomas-Fermi radius R as well
as by the healing length ξ are marked by dashed lines. A power-law dependence
∼ k−2 of the thermal tail is indicated by the black solid line.
the inverse healing length. Qualitatively, the result is the same as found for vortex
statistics in d = 2, 3 dimensions, see Chap. 4. However, with regard to the universal
scaling laws predicted in non-perturbative field-theory approaches to strong wave
turbulence, the observed power-law exponent ζ = 2 differs by 1 from the exponent
ζ = 3 predicted for an inverse particle cascade in d = 1 spatial dimensions. In
Sect. 9.1.2, we traced this discrepancy back to the different flow patterns possible
in d > 1 versus d = 1 dimensions. To recover this discrepancy within a field-theory
approach to strong wave turbulence is an important topic for future research.
We point out that the single-particle momentum spectra discussed here could be
used in experiment to study solitary-wave dynamics in one-dimensional Bose gases
without the necessity to detect solitons in-situ. Studying in this way universal
properties during the relaxation dynamics from a non-equilibrium initial state or
under a constant driving force opens a new access to strong wave turbulence and
non-thermal fixed points.

10
From cosmological inflation to table-top exper-
iments
The purpose of this chapter, is to highlight our recent studies on non-thermal
fixed points and superfluid turbulence in the context of reheating after cosmological
inflation and quenched two-component Bose gases. Finally, the chapter ends with
an overview of experimental prospects for experimental studies on non-thermal fixed
points with ultracold alkali atoms.
10.1 Charge separation in reheating after inflation
In cosmological models of the universe, reheating describes the epoch starting at the
end of inflation [354]. During this epoch the potential energy of the inflaton field is
redistributed into a homogeneous and isotropic hot plasma of particle excitations.
These become a substantial part of the further expanding universe. Simple models
describing reheating after inflation invoke self-interacting scalar fields. One of the
popular scenarios involves the parametrically resonant amplification of quantum
fluctuations of the macroscopically oscillating inflaton field. The amplified modes
represent the emerging matter content of the universe [355, 356]. Various theoreti-
cal approaches have been proposed to model reheating. As both, the inflaton and
the amplified modes are strongly populated, classical field simulations can be ap-
plied to describe their evolution [357–359]. Alternatively, Kadanoff-Baym dynamic
equations, as derived from 2PI effective actions in non-perturbative approximation,
can describe the resonant excitation and the ensuing thermalisation [250]. The
exponentially fast excitation process is followed by a slower equilibration, possi-
bly with transient turbulent behaviour transporting the energy deposited in the
low-momentum modes of the system to higher momenta. Previously, classical field
simulations and scaling solutions of kinetic equations were used to analyse possible
turbulent evolution during reheating and thermalisation [52,64].
As we have discussed in Sect. 2.3, recent analytical predictions of new non-thermal
fixed points of the field dynamics provided an extension of the above turbulence
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scenarios into the regime beyond perturbative quantum-Boltzmann approxima-
tions [29,53]. Their relevance for the non-equilibrium dynamics of ultracold matter
fields has been explored in detail in this thesis. For relativistic fields, the scal-
ing predictions [28] have been confirmed by numerical simulations [28, 30] for the
case of O(4)-symmetric scalar fields in d = 3, 4 dimensions. Here, we demonstrate
that, in some cases, these non-thermal fixed points are characterised by metastable
configurations of the underlying inflaton field with a soliton-like charge distribution.
We study parametric resonance in a globally O(2) or, equivalently, U(1) symmetric
relativistic scalar field theory in d = 2, 3 dimensions. Shortly after the resonant
excitations have set in we find spatial separation of charges. Both, charge and anti-
charge overdensities become uniformly distributed within slowly varying regions
which are separated by sharp boundary walls of grossly invariant thickness. These
walls have a character similar to topological defects and appear for generic initial
conditions. We observe that the presence of charge domains coincides with the
visibility of the non-thermal stationary scaling solutions. In this way a link is
established between wave turbulence phenomena as discussed, e.g., in [28–30, 52,
53,58,64] and long-lived quasi-topological structures in the inflaton field.
10.1.1 The model
The action of the model considered here is given by
S =
∫
ddx dt
{
1
2
[
(∂tϕ)
2 − (∂iϕ)2 −m2ϕ2
]− λ
4!N
(ϕ2)2
}
(10.1)
where ϕ2 ≡ ϕa(x)ϕa(x), (∂iϕ)2 ≡ ∂iϕa(x)∂iϕa(x), sums over i = 1, . . . , d and
a = 1, . . . , N , N = 2, implied. To describe the dynamics of the scalar field ϕ in the
rapidly expanding universe one works in conformal coordinates in which the metric
is defined through ds2 = a(t)2(dt2 − dx2), with a scale parameter a(t) depending
on the conformal time t. We choose the bare mass scale to vanish, m2 = 0, such
that the equation of motion for the rescaled field ϕ′ = aϕ reads (in d = 3):[
∂2t −∆+
λ
6N
ϕ′2 − a¨
a
]
ϕ′a = 0 (10.2)
During the parametric reheating epoch the universe is close to being radiation
dominated [357], such that the scale dependent term can be neglected, a¨ = 0.
Hence, the equation of motion for the rescaled field Φ = ϕ′/ϕ′0, with ϕ′0 = ϕ′(t = 0)
the initial value of the inflaton field, can be approximated as[
∂2t −∆+Φ2
]
Φa = 0 (10.3)
where the coupling has been absorbed by the rescaling
√
λ/6Nϕ′0x → x and√
λ/6Nϕ′0t→ t. Due to the global O(2) symmetry of the action the charge-current
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Figure 10.1: Occupation-number spectrum Eq. (10.5) of the system in d = 2 (left
panel) and d = 3 (right) spatial dimensions at different times t (in lattice units).
Averages were taken over 69 (84) runs on a 9602 (2563) grid. The double-log scale
exhibits the bimodal power-law n(k, t) ∼ k−κ. For d = 2 we find κ ≃ d + 1.5 in
the infrared, and thermal scaling, κ ≃ 1, for large k. For d = 3 we also observe,
at late times and intermediate momenta, the UV weak wave turbulence exponent
κ ≃ 1.5. Note that the physical particle number spectrum is 6Nn(k, t)/λ. See the
main text for further details.
density
jµ(x) = Φ1(x)∂µΦ2(x)− Φ2(x)∂µΦ1(x). (10.4)
is conserved, ∂µjµ = 0.
To induce parametrically resonant reheating, we start our simulation from a con-
figuration where only the zero mode of the inflaton field is populated. Fluctuating
non-zero momentum modes act as seeds for the ensuing instabilities. Choosing
m2 = 0 and λ > 0, which corresponds to an equilibrium configuration in the
symmetric phase, subsequent oscillation of the inflaton field induces parametrically
resonant exponential growth of certain modes. Scattering between these modes
causes the entire spectrum to fill up. Our simulations of Eq. (10.3) were performed
on a cubic space-time lattice of Ld gridpoints using periodical boundary conditions
in d = 2 and 3 spatial dimensions.
10.1.2 Scaling of the momentum distribution
The time evolution of the system after the instabilities have set in was found to be
best described by a turbulent stage followed by thermalisation on the largest time
scales. The turbulent phases feature universal scaling of the (solid-)angle-averaged
momentum-space occupation numbers
n(k, t) =
1
4Ld
∫
dd−1Ωk
√
⟨|∂tΦ(k, t)|2⟩⟨|Φ(k, t)|2⟩. (10.5)
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Figure 10.2: Charge separation at lattice time t = 9 × 103 in d = 2 dimensions
on a 9602 lattice. Left: Modulus |Φ(x, t)| = [Φ21(x, t)+Φ22(x, t)]1/2. “Defect” lines
with substantially reduced ρ = j0 (cf. Eq. (10.4)), contrast with a fairly constant
bulk ρbulk ≃ 0.7. Right: Charge density ρ(x, t) = j0(x, t) (cf. Eq. (10.4)). Note
the evenly distributed charge overdensities with opposite sign, separated by lines
which include the “defect” lines shown on the left.
By means of analytical studies based on quantum Boltzmann equations [41], one
expects to find weak wave turbulence during these phases. One finds the possible
exponents [28,29,41]
κP = d+
3
2
(z − 2), κQ = d+ z − 3. (10.6)
for constant radial flow of energy P (k) ≡ P , or constant radial flow of (quasi-
)particle number, Q(k) ≡ Q. Here, z is the homogeneity index of the dispersion
ω(sk) = szω(k) of mode k. Note that in thermal equilibrium one expects κth = z,
corresponding to the Rayleigh-Jeans law. In the non-perturbative IR-regime, new
scaling exponents similar to the ones found for non-relativistic scalars [29] have
been proposed [28]:
κIRP = d+ 2z, κ
IR
Q = d+ z (10.7)
As was first brought forward in [28] for the case of an O(4) model, numerical simu-
lations of parametric resonance confirm both, the IR and the UV scaling exponents.
Corresponding results for the model studied here are shown in Fig. 10.1 for d = 2
and d = 3 at different instances of time t.
As was shown in [41], for our model Eq. (10.1), in wave turbulence, either energy
flows with rate P towards larger k or quasi-particles flow with rate Q towards lower
k. In our simulations, the resonantly induced momentum distribution is observed to
act, during the further evolution, as a source at intermediate momenta, k ≃ 0.1..0.3,
see Fig. 10.1. Our model implies z = 1 such that we expect from Eq. (10.7), in
the infrared, the exponent κIRQ = d+ 1, assuming a constant quasi-particle number
flow towards the IR. We note that in contrast to cases with smaller 1/N discussed
in [28, 30] we find, in the IR, κ ≃ 3.5 (d = 2) and 4.5 (d = 3). In the UV,
assuming a constant flow P from intermediate to larger momenta one expects, from
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Figure 10.3: Histogram of the charge density distribution of the system in d = 2,
at points of time for which Fig. 10.1 shows the corresponding spectra. We find that
a clear charge separation goes together with the strong IR scaling with κ = 3.5.
Eq. (10.6), κUVP = d − 3/2. Numerically we find that in the UV the occupation
number distribution approaches, at large times, thermal scaling κth = 1. For d = 3
we also observe, at late times and intermediate momenta, the expected UV weak
wave turbulence exponent κ ≃ 1.5.
10.1.3 Charge separation
Having recovered scaling behaviour we present, in the following, our central result:
Looking at the real-space structure of the emerging critical configuration we find
patterns similar to topological defects giving rise to quasi-stationary charge sep-
aration. We find a correspondence between the appearance of the strong scaling
exponent and of the defect-separated charge patterns. In Fig. 10.2 (left) we depict,
for d = 2, a typical real-space configuration in the turbulent stage, plotting the
modulus of the O(2) scalar field, |Φ(x, t)| = [Φ21(x, t) + Φ22(x, t)]1/2. Localised re-
gions appear, specifically “defect” lines where the absolute value of the field is much
smaller than its average. Fig. 10.2 (right) shows the corresponding charge density
ρ(x, t) = j0(x, t), Eq. Eq. (10.4). Clearly, both uniform charge and anti-charge
overdensities appear within distinctly separated regions, showing only small fluctu-
ations as compared to their bulk values. This separation of charges is confirmed by
the histogram of local charge densities shown in Fig. 10.3.
Moreover, we see that the “defect” lines in Fig. 10.2 (left) are lying along the
boundary limits between the regions of opposite charge. Note that only part of the
boundaries is clearly visible as “defect” lines. Following the time evolution of the
defect lines [360] we find that they appear and disappear with a period of T/2 ≃ 6
determined by the effective mass meff = 2π/T of the mean field theory, at every
point along the boundaries between the oppositely charged domains.
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Figure 10.4: Charge density ρ(x, t) = j0(x, t) (cf. Eq. (10.4)) for the same run
as shown in Fig. 10.2 at the times t = 300 (upper left), t = 103 (upper right),
t = 104 (lower left), t = 6× 104 (lower right). The scale of the largest structures
is found not to depend on the total lattice size.
The explanation for the appearance of these lines is as follows: The charge density ρ
can be interpreted as field angular momentum in the N = 2 dimensional field space.
Hence, d-dimensional configuration space can be divided into regions according to
the sign of ρ. On the lines separating these regions the local field variable has neigh-
bours of opposite charge which therefore possess opposite “circular polarisation” in
field space. Thus, at a particular point on the boundary the rotations add to a
linear oscillation of the field through zero, giving rise to spatially and temporally
oscillating defect lines. While such an evolution could similarly occur in a free the-
ory (λ = 0) interactions are responsible for rendering the transition between the
opposite charges sharp as can be seen in Fig. 10.2 (left).
Following the evolution of the system starting from the homogeneous initial config-
uration we find the defect lines to appear once the instability has saturated. The
lines can reconnect with each other while they propagate slowly through configu-
ration space, such that the number of spatially connected charged regions changes
in time. On the average, the total length of the defect lines as well as the number
of connected regions is found to decrease with time, see Fig. 10.4. During the late
stage of the evolution the separation of opposite charges gradually disappears while
the system finally thermalises. This can also be seen in the histogram in Fig. 10.3
where the central well gradually disappears while the spectrum n(k, t) approaches
thermal equilibrium, see Fig. 10.1. We note that the sharp step between the oppo-
site charges remains (Fig. 10.4, bottom right panel). This, as well as the histogram
in Fig. 10.3 suggest that topological defects occur according to the homotopy group
of the charge density space C instead of the order parameter space. Although C, for
the O(2) model, equals the real numbers, our results show, that the system remains,
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Figure 10.5: Bubbles of approximately constant and opposite charge separated
by thin walls on a 643 lattice at t = 1500. Plotted are surface lines which are
fitted to lattice points having |Φ|2 < 0.05.
for a long time, in a subspace which is topologically equivalent to S0 = {−1, 1} ∈ C.
Hence, one expects defect lines (walls) to separate regions corresponding to the two
unconnected parts of C.
For d = 3, starting from an equivalent initial configuration, we find bubbles of
opposite charge separated by thin walls (Fig. 10.5) [360] as well as charge den-
sity histograms similar to the case d = 2. These bubbles are seen to appear in
coincidence with the strong IR scaling in the spectra (Fig. 10.1, right panel).
We emphasise that the structures found are distinctly different from the known
topological defects appearing in O(2) theories such as vortices in d = 2 and vortex
strings in d = 3 which one obtains in the case of equilibrium symmetry breaking,
i.e., m2 < 0 [359]. The bubble walls reported here form for vanishing or positive
mass squared.
To summarise, we have studied the non-equilibrium dynamics of an O(2)-symmetric
scalar field theory in two and three spatial dimensions. We have found structures
similar to (quasi-) topological defects to emerge on intermediate time scales, break-
ing charge symmetry locally while the classical action implies an equilibrium con-
figuration without symmetry breaking. These structures were found to appear in
direct correspondence with strong wave-turbulent scaling behaviour of occupation
numbers in the IR regime of low momenta. It is an interesting question for future
studies whether similar structures exist in more complicated theories, such as gauge
theories.
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Figure 10.6: The figure shows the time evolution of the spin density Sz(x) in
the immiscible regime. Numerical parameters are L = 1024, N1 = N2 = 3.2 · 109,
g = 3 ·10−5 and α = 2. The panels a) to d) correspond to snapshots of a single run
at different grid times t = 500, 5000, 10000, 100000. Quickly after the start of the
simulation domains of oppositely signed Sz emerge in a rather regular pattern. In
the following evolution towards the equilibrium state these domains merge until
the configuration of minimal energy in the spin system is reached, constrained by
strict particle conservation in each component and the system ends up in a state
with two large domains (see panel d).
10.2 Domain formation in a two-component Bose gas
In the last section we have presented evidence for a relation between turbulent scal-
ing and domain formation in a relativistic scalar field. In the following we illustrate
that similar phenomena occur in the non-relativistic regime. The results sketched in
this section are unpublished and are the subject of a forthcoming publication [167].
In ultracold two-component Bose gases the existence of domain structures has been
proposed [168, 169] and measured in experiments with different hyperfine species
of optically trapped ultracold 87Rb atoms [202, 361, 362]. Even control on the
number of domains is within reach via a Kibble-Zurek scheme [6,7,363]. In addition,
the two-component Bose gas can feature angular-momentum carrying vortices and
skyrmions [364].
We consider the dynamics of two complex scalar fields φ1(x, t) and φ2(x, t) describ-
ing the bosonic gas, with self interactions g1 = g2 ≡ g and inter-species coupling g12.
For the beginning it is instructive to concentrate on the degrees of freedom which
describe the relative evolution of the two components. Writing the fields in the
polar representation φi =
√
ρi exp (iϕi) these are given by the local phase difference
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θr = ϕ1−ϕ2 and by the local density difference ρ1−ρ2. With the Pauli matrices σa
a meaningful mapping from the original two-component complex field to the rela-
tive degrees of freedom can be defined by Sa = φjσ
a
ijφi (sum over repeated indices
implied) [364]. This results in a three-component vector of (pseudo-)spin densities
Sa for a ∈ {x, y, z}
Sx = 2
√
ρ1ρ2 cos (θr) , (10.8a)
Sy = −2√ρ1ρ2 sin (θr) , (10.8b)
Sz = ρ1 − ρ2 , (10.8c)
where the modulus corresponds to the total density |S| = ρ1 + ρ2 ≡ ρT . For
convenience, we apply the redefinition Sa → ρTSa such that |S| ≡ 1.
The two-component Bose gas is well known to posses two different ground states
depending on the choice for the parameter α = g/g12 [168–170]. For the case α > 1,
which is called the immiscible regime, the inter-species interaction energy overcomes
the intra-species interaction and thus for energetic reasons the preferable ground
state of the system has to minimise the spatial overlap of the components. Thus
configurations with Sz = ±1 are preferred which leads not only to spin polarised
ground states but also to the formation of domains with oppositely signed Sz due
to a discrete symmetry Sz → −Sz in the energy functional. In the miscible regime,
i.e. α ≤ 1, a spatial overlap of both densities is energetically favourable. Hence, in
the zero temperature ground state both densities are constant with their individual
mean particle density and Sz = 0. Note that in both regimes the dynamic evolution
is constrained by exact particle conservation in each component.
10.2.1 Dynamics in the immiscible regime
For the simulations in the immiscible regime we choose the parameter α = 2 and
initial configurations which are unpolarised Sz(x, t = 0) ≡ 0 up to quantum noise.
Initial configurations of such type are far from the zero temperature ground state
and therefore lead to instabilities that drive the system dynamically towards spa-
tial demixing [168–170]. We observe that the demixing process occurs on a very
fast timescale and the main part of the long-time evolution is dominated by merg-
ing of domains, see Fig. 10.6. During this process, we monitor the single-particle
momentum distribution. The results are presented in Fig. 10.7. Here, we observe
that already at an early stage of the evolution a scaling distribution in the IR has
developed. The scaling behaviour terminates in the IR at a scale π/LD given by the
mean domain size LD, while the cut-off in the UV at π/ξs is set by the width of the
domain walls, i.e. the spin healing length ξs = ξ(2/|1− α|) 12 . In between a scaling
region with an exponent of ζ ≃ 3.5 is visible. Consistent with domain growth the
IR cut-off of the scaling regime moves towards lower momenta with time whereas
in the UV thermalisation of the distribution sets in, signalled by the appearance
of a new scaling exponent ζ = 2. During the whole time evolution the IR scaling
exponent stays at ζ ≃ 3.5, in contrast to the prediction for a non-relativistic scalar
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Figure 10.7: The figure shows the single particle momentum distribution at
different grid times. Numerical parameters correspond to Fig. 10.6 and the spectra
are averaged over 100 runs. After the onset of domain formation a scaling region
n ∼ k−3.5 forms at intermediate momenta. At a time t = 5000 this region begins
to move towards the IR while a new scaling region with n ∼ k−2 develops in the
UV. The latter signals the onset of thermalisation of the UV modes. At late times
a stable bimodal power law behaviour has formed with a scaling exponent ζ = 2
in the UV and a IR scaling exponent ζ ≃ 3.5.
field theory in d = 2 dimensions ζIR = 4. This discrepancy can be resolved by
decomposing the momentum distribution into compressible-, incompressible- and
spin excitations. It turns out that the exponent ζ ≃ 3.5 is caused by a superposi-
tion of two scalings, an incompressible component with exponent ζ ≃ 4 originating
from vortex-like topological objects called skyrmions and anti-skyrmions [364] and
a spin-domain component with exponent ζ ≃ 3 [167]. This hints at the possibil-
ity that a similar effect accounts for the observed discrepancy in the relativistic
case between the numerically determined exponent 3.5, see Fig. 10.1, and the field
theoretic prediction, Eq. (10.7).
10.2.2 Outlook into the miscible regime
To gain a complete picture of possible non-thermal fixed points in a two-component
Bose gas in two dimensions, we have further carried out dynamical simulations in
the miscible regime (α ≤ 1). Here, the system is driven out of equilibrium by
making use of the counter-superflow instability [365, 366]. Deep in the miscible
regime (α < 1), we recover ζ ≃ 4 scaling behaviour at late times, which is caused
by vortices [167]. On the contrary, at the transition point α = 1, the life time of
domain like density fluctuations seems strongly enhanced. We expect this effect to
be connected to additional conservation laws arising from the spin symmetry [67].
The associated scaling exponent ζ ≃ d+1 = 3 can be dominant beyond experimental
time scales. Note that this state bears similarities with soliton turbulence in one
dimension, where ζ = d+ 1 = 2 is also observed, see Chap. 9.
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A similar phenomenon might also occur in the two-component Bose gas in one
dimension, where the counter-superflow instability was previously shown to produce
so called dark-bright solitons in the miscible regime [367]. A variety of (quasi-)
topological features is also known to exist in trapped spinor Bose gases [368–370],
allowing for turbulence in spin as well as fluid degrees of freedom [175,371,372].
10.3 Experimental prospects
The concept of a non-thermal fixed point has strong interdisciplinary aspects. Be-
sides ultracold atoms, it has for example been extensively studied in models for
reheating of the early-universe [28, 30, 52, 53, 55, 64] and heavy-ion collisions. In
the latter, the non-equilibrium regime of a quark-gluon plasma is predicted to de-
velop quasi-stationary scaling behaviour [56–59, 373]. However, the prospects for
a direct experimental observation of the non-thermal fixed point in these systems
are very limited. Therefore, experiments with trapped ultracold atoms are in a
unique position. Various groups across the world have the potential to create and
identify essential non-equilibrium dynamics. As examples, we briefly introduce
the setups by the groups in Vienna, Austria (1D) [150, 178, 179], Heidelberg, Ger-
many (1D) [7, 151, 374], Tucson, USA (2D) [89, 90, 138] and Sao Carlos, Brazil
(3D) [109,111].
Experiments at the Technische Universita¨t Wien take place on an atom chip with a
highly anisotropic trapping potential [178,179]. Non-equilibrium states can for ex-
ample be created by rapid evaporative cooling of the transversal degrees of freedom.
A typical set-up has trap frequencies ωT ≃ 3300Hz for the transversal confinement
and ωL ≃ 23Hz (lL ≃ 10µm) in the longitudinal direction. The initial sample
might contain N ≃ 105 87Rb atoms at temperature T ≃ 103nK which is above the
critical temperature of a quasi one-dimensional condensate. The healing length is
estimated as 0.3µm. The dynamics of the momentum distribution after the quench
can be investigated by time-of-flight imaging with an expansion time of τ ≃ 46ms
performed after different hold times τhold. On the other hand, the in-situ imaging
of the cloud is difficult due to the coarse resolution scale of ≃ 4µm.
This problem is less significant in the Heidelberg experiment, which has a spatial
resolution of ≃ 1µm [7, 151, 374]. Atoms are trapped in a one-dimensional wave
guide with ωT ≃ 103Hz generated by a red-detuned laser beam. The longitudi-
nal confinement is ωL ≃ 102Hz (lL ≃ 5µm). The set-up has been shown to reliably
create solitonic states from the interference of two 87Rb condensates [151,374]. Fur-
ther more, it offers the possibility to study dynamics across the miscible-immiscible
transition of a two-component Bose gas of N ≃ 104 atoms by addressing the hy-
perfine states |1⟩ = |F = 1,mF = 1⟩ and |2⟩ = |F = 2,mF = −1⟩. The inter- and
intraspecies scattering lengths are (a11, a22, a12) = (95.0, 100.4, 97.7) in units of the
Bohr radius. Using a Feshbach resonance can change a12 by ∼ 10% into both di-
rections. In principle, these techniques can readily be extended to two-dimensional
geometries. In this context it would be especially interesting to explore the possibil-
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ity of relative phase measurements between the two species in order to investigate
the dynamics and correlations of vortices.
An experiment that studies two-dimensional superfluid turbulence is currently op-
erating in Tucson [89, 90, 138]. N ∼ 106 atoms are confined in a harmonic trap
with ωT ≃ 500Hz and ωL ≃ 50Hz (lL ≃ 8µm). The turbulence is created by rapid
evaporative cooling [138], or circular stirring with a blue-detuned (repulsive) laser
that irradiates the clouds from above [90].
Similar stirring techniques are used by the group in Sa˜o Carlos to create turbulence
in three dimensions [109, 111]. Here, a cigar-shaped (ωT ≃ 103Hz, ωL ≃ 102Hz)
Bose-Einstein condensate of N ≃ 105 atoms is excited by rotating the confining
magnetic field coils, leading to a superposition of rotations around the longitudinal
and transversal axis.
We remark that the creation of non-equilibrium states is much easier than their ob-
servation and characterisation. For example, in three dimensions vortices can not be
easily observed since absorption-imaging does not allow to unambiguously identify
vortices which are not aligned along the imaging axis. Measuring the momentum
distribution by time-of-flight imaging is corrupted by interactions between atoms.
This effect becomes less dramatic in lower dimensions where the rapid transversal
expansion quickly dilutes the gas and reduces interactions. It becomes clear that
the development of new imaging techniques of non-equilibrium states is essential
for the prospects of future experimental studies with cold atoms.
Finally, we would like to remark that the phenomena discussed in this thesis might
also be present in experiments with superfluid helium [76,82,103,104,375]. Super-
fluid helium which is created in macroscopic containers (length L ∼ 1cm) can be
stirred and develops large numbers of interacting vortices. However, an accurate
theoretical description of helium is beyond the scope of this thesis. More suitable
might be the application of our analysis to bosonic excitations in solid-state devices,
for example in magnon- or polariton condensates [141,142,145,146].
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Summary and outlook
In this thesis, we studied the non-equilibrium dynamics of ultracold quantum gases
numerically and analytically in one, two, and three spatial dimensions. We focused
on the regime of high occupation numbers, where the system can be described by an
ensemble of non-linear waves. A goal of this work was to investigate the existence
of non-thermal fixed points in the dynamics of ultracold Bose gases.
It was shown in Chaps. 3, 4, and 5 that a two- or three-dimensional Bose gas fea-
tures a non-thermal fixed point which is characterised by a state of a dilute random
distribution of vortices or vortex lines. This state is accompanied by particle and
energy fluxes and decays via the formation of vortex-antivortex correlations. The
evolution from a non-equilibrium initial state towards a non-thermal fixed point
was first presented in Chap. 3. In Chap. 4 quasi-stationary scaling properties of
the momentum distribution were explained from a model of uncorrelated point/line
vortices. We derived further scaling exponents by taking vortex-antivortex corre-
lations into account and discussed Onsager’s picture of equilibrium configurations.
In Chap. 5, a detailed analysis of the momentum distribution and flux spectra was
given. We investigated signatures of vortex correlations in the momentum distri-
bution. We also paid attention to non-thermal scaling in the compressible energy
which was shown to survive beyond the lifetime of the vortex bearing phase. Fi-
nally, we discussed the power-law tail in the velocity probability distribution of a
vortex-dominated flow.
We gave a detailed analysis of the vortex dynamics near the non-thermal fixed point
in Chap. 6. According to our analysis the approach of the non-thermal fixed point
is related to characteristic behaviour in the vortex density decay. The observations
were compared to results from a kinetic theory of vortex scattering. Moreover,
we showed that the inverse particle cascade is associated with a decay of vortex
density and an increase of mean vortex-antivortex distance. This was followed
by a comparison between the non-equilibrium trajectory and equilibrium states of
the ultracold Bose gas in two dimensions. In Chap. 7, we reported on analogous
studies for the case of an ultracold Bose gas in three dimensions. A similar picture
compared to d = 2 arose, evident in a slowing-down of vortex density decay and
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increase of mean vortex ring radius near the non-thermal fixed point.
Furthermore, we focused on the relevance of the non-thermal fixed point for the
dynamics of phase ordering, discussed in Chaps. 6, 7 and 8. The main finding
of Chap. 8 concerns the role of superfluid turbulence during Bose-Einstein conden-
sation starting from an initial state above the critical temperature. For a strong
cooling quench, random phase fluctuations evolve into coherent vortical flow observ-
able in characteristic power-law dependence of the momentum distribution and as-
sociated to the non-thermal fixed point. This stage is transient and decays towards
a homogeneous Bose-Einstein condensate. We found a characteristic power-law
growth of the condensate fraction during this process.
Then, we investigated the possibility of a non-thermal fixed point in a one-dimensional
ultracold Bose gas realised by a dilute gas of solitons, see Chap. 9. A model of ran-
dom solitons was applied to a homogeneous as well as a trapped Bose gas and
compared with numerical simulations for a quenched system subject to a cooling
mechanism.
We also discussed the presence of a non-thermal fixed point in a relativistic scalar
field theory in the form of transient charge separation in Chap. 10. This led to the
investigation of the non-equilibrium dynamics of an ultracold two-component Bose
gas in the miscible and immiscible regime. We presented evidence for the dynamical
approach of various non-thermal scaling solutions and pointed out their microscopic
origin. Finally, we briefly discussed different experimental set-ups to study non-
equilibrium quantum gases and motivated that a verification of our results is readily
feasible.
In order to emphasise the importance of our results, we would like to point out
the possibility of a universal duality between decaying topological defects and a
non-perturbative wave-turbulence inverse cascade. This requires the generation
of (quasi-) topological configurations far from thermal equilibrium and their slow
decay for an increase of coherence and defect separation. Under these conditions,
we expect power-law scaling in between scales 1/ξ, with ξ the microscopic extend
of the defect core, and 1/lCOH, with lCOH being the coherence length approximated
by the mean distance between defects. In this setting, an inverse particle cascade is
generated by defect dilution and the associated power-laws can be found from the
scaling properties of the respective single defect. We have shown this mechanism to
exist in soliton- and vortex dominated single-component Bose gases [31,32,51,140],
decaying domain walls and vortices in two-component Bose gases [167] as well as
transient charge domains in complex relativistic scalar theory [55]. We want to
emphasise that the stability of these defects does not need to be topological, as our
examples of solitons, see Chap. 9, and charge domains, see Chap. 10, indicate. See
e.g. Ref. [67] for a review of non-topological solitons.
A variety of (quasi-) topological excitations are known to exist in superconduc-
tors, magnets, and cosmic fields [67–70]. Specific examples are monopoles in gauge
fields [376,377] and exotic magnets [378] as well as skyrmions in Bose-Einstein con-
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(Quasi-) topological defect Field d Momentum scaling
Soliton/Domain φ ∈ C, Sz ∈ R 1 ⟨|φ(k)|2⟩ , ⟨|Sz(k)|2⟩ ∼ k−2
Soliton line/Domain φ ∈ C, Sz ∈ R 2 ⟨|φ(k)|2⟩ , ⟨|Sz(k)|2⟩ ∼ k−3
Soliton surface/Domain φ ∈ C, Sz ∈ R 3 ⟨|φ(k)|2⟩ , ⟨|Sz(k)|2⟩ ∼ k−4
Vortex φ ∈ C 2 ⟨|φ(k)|2⟩ ∼ k−4
Vortex line φ ∈ C 3 ⟨|φ(k)|2⟩ ∼ k−5
Skyrmion S ∈ R3 2 ⟨|Sx(y)(k)|2⟩ ∼ k−2
Skyrmion line S ∈ R3 3 ⟨|Sx(y)(k)|2⟩ ∼ k−3
Monopole B ∈ R2 2 ⟨|B(k)|2⟩ ∼ k−2
Monopole B ∈ R3 3 ⟨|B(k)|2⟩ ∼ k−2
Table 11.1: Angle-averaged field as a function of radial momentum k in d spatial
dimensions. The scaling behaviour is calculated from the Fourier transform of a
single defect configuration and valid for k < 1/ξ, with ξ describing the size of the
defect core.
densates [364,379] and liquid crystals [380]. A list of expected scaling properties is
given in Table 11.1.
We expect that the phase ordering process can be formulated and understood from
the analysis of non-perturbative dynamic equations for correlation functions. This
includes scaling of momentum spectra, fluxes, and higher order correlation func-
tions. To describe the defect-induced scaling solutions as renormalisation group
fixed points and, thereby, to establish a new notion of criticality out-of-equilibrium,
is an exciting topic for future work.
The study of multi-component fields is certainly among the most interesting new
directions of research. We have taken a first step in this direction by investigat-
ing the two-component Bose gas [167]. The possibility of different non-thermal
fixed points depending on inter- and intraspecies couplings opens a path towards
out-of-equilibrium control [7, 168–170]. Relating (quasi-) topological field configu-
rations known from ground state analysis of spinor Bose gases [370] to transient
scaling phenomena observed in correlation functions provides a great challenge
for experiments and theory. Fortunately, experimental studies of ultracold spin-
1 and spin-2 Bose gases, including the detection of spin domains, are highly de-
veloped [133, 171, 172, 174, 175, 177] and supported by theoretical work [173, 176].
Multi-component fields are important far beyond ultracold atomic physics. For ex-
ample, multi-component inflatons and their associated topological defects are dis-
cussed in early-universe expansion scenarios [249, 354, 381]. Especially exciting are
recent developments in the field of heavy-ion collisions, where the non-equilibrium
regime of a quark-gluon plasma can be investigated by multi-component gauge field
simulations [56–61]. The possibility for defect-induced non-thermal fixed points in
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this system has yet to be explored. The rapid expansion of the quark-gluon plasma
adds a completely new aspect to the dynamical description. Similar processes can
be studied by releasing ultracold gases from their trapping potential. Specifically,
we are interested in the behaviour of expanding turbulent clouds [109,111,382,383].
Ultimately, non-thermal fixed points have to be included into a global picture of
non-equilibrium dynamics of interacting many-body systems [1, 2]. The concept
points out a way towards universal phenomena far away from equilibrium. To un-
derstand its relations to non-thermal equilibrium states [13–17], generalised Gibbs
states [13–15], or prethermalised states [19–23] are essential steps towards a unifying
framework of complex dynamical many-body systems.


ANumerical techniques
A large part of this thesis consists of the analysis of results from numerical sim-
ulations in the framework of the classical field method introduced in 2.2. In the
following, we give information on some of the numerical techniques.
A.1 Dimensionless quantities
Our numerical simulations are performed on space-time lattices with spatial side
lengths L = Nsas, with lattice spacing as and in total N
d
s gridpoints in position
space. We use periodic boundary conditions and Ns ∈ {1024} for d = 1, Ns ∈
{256, 512, 1024} for d = 2 and Ns ∈ {128, 256, 512} for d = 3. Eq. (2.5) is written
in terms of the dimensionless variables g = 2mga2−ds , t = t/(2ma2s) and φn(t) =
φn
√
adsexp(2it). Where not otherwise stated, all quantities in the figures are either
dimensionless or shown in lattice units, with the length unit given by as. In some
places the length unit as has been converted into healing length ξ = (2mng)
−1/2,
which is the natural length scale in experiments. The lattice momenta (units of a−1s )
are k = [
∑d
i=1 4sin
2(ki/2)]
1/2,k = 2πn/Ns, n = (n1, ..., nd), nj = −Ns/2, ..., Ns/2.
This is derived from the discrete Fourier transform of the kinetic term on the lattice∑
i
∂2xiφ(x) ≡
∑
i
φ(xn+∆i) + φ(xn−∆i)− 2φ(xn) , with∆i,l = δil . (A.1)
In order to relate our simulations to a typical situation in experiment, we give pa-
rameters for 78Rb. We estimate the total energy of the gas in equilibrium to be
given by the interaction energy which, by equipartition is related to the temper-
ature, 2Eint = L
dgn2 = Nds a
d
sgn
2 = Nds T . At the transition to degeneracy the
thermal de Broglie wave length λdB =
√
2π~2/mT is of the order of the inter-
particle spacing and hence Tdeg ∼ 2πn2/d/m. Inserting this into the expression for
the interaction energy allows to express the lattice spacing in terms of the density
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and the scattering length as
as =
1
2n
√
ln 4− ln(µma2D) (d = 2),
as = (n
4/3a)−1/3 (d = 3). (A.2)
Inserting parameters for a typical Rb-87 experiment in d = 3, viz., a = 5nm,
m = 1.4 × 10−25kg, n = 1020m−3 we obtain as = 1µm. Hence, the time scale is
t/t = 2ma2s = 3 × 10−3 s. Our lattice time typically runs until t ≃ 1000, which
represents a realistic observation timescale in experiments.
A.2 Sampling the initial state
As described in Sect. 2.2, initial state configurations {φ(xn)|n = (n1, ..., nd), nj =
−Ns/2, ..., Ns/2} are sampled from the Wigner function corresponding to certain
quantum states. They are determined by expanding φ(x) in a series of mode func-
tions {Mn(x)|n = (n1, ..., nd), nj = −Ns/2, ..., Ns/2},
φ(xm) =
∑
n
αnMn(xm) , (A.3)
with coefficients {αn|n = (n1, ..., nd), nj = −Ns/2, ..., Ns/2}, which are taken to be
given by uncorrelated Gaussian distributions
W ({αn, α∗n}) =
∏
n
Wn(αn, α
∗
n) (A.4)
Wn(αn, α
∗
n) =
1
2πσ2n
exp
(
−|αn|
2
2σ2n
)
=
1
2πσ2n
exp
(
−R(αn)
2 + I(αn)2
2σ2n
)
.(A.5)
For the case of a non-interacting thermal gas, the occupation number |αn|2 of mode
n is given by the Bose-Einstein distribution for mode energy En and chemical
potential µ. In the Wigner distribution half a quantum of noise is added to each
mode [121], which determines the variance σn to be
2σ2n =
1
expEn−µkBT − 1
+
1
2
=
(
2tanh
En − µ
kBT
)−1
. (A.6)
The chemical potential µ = µ(T, V,N) is determined implicitly by the condition
of fixed particle number N + Nds /2. Numerically, it is determined iteratively un-
til ⟨Nˆ⟩ = N . To reduce particle number fluctuations, pre-selection of ensemble
members with particle number close to N can be implemented. For T < Tc it is
sufficient to use µ = E0. In most of our simulations, we assume distributions at
T = 0. Note, that in a harmonic trap, mode functions are not given by plain waves,
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but harmonic oscillator eigenstates
αn(x) =
d∏
i=1
1√√
πlT
Hni(xi/lT)exp
(
− x
2
i
2lT
)
. (A.7)
A.3 Split-step method
After sampling initial mode occupation numbers αn, we can construct our initial
field distribution φ(x) from Eq. (A.3). The time evolution of φ is determined by
the Gross-Pitaevskii equation, Eq. (2.5), which is formally solved by
φ(x, t− t0) = φ(x, t0) T exp
(
−i
∫ t
t0
dt′ h(φ(x, t′), ∂x,x, t′)
)
, (A.8)
for h(φ(x, t), ∂x,x, t) = h0(∂x)+h1(φ(x, t),x, t) = −∇2/2m+V (x)+ |φ(x, t)|2 and
T the time ordering operator. For an infinitesimal time step δt this simplifies to
φ(x, t0 + δt) = φ(x, t0) exp (−ih(φ(x, t0), ∂x,x, t0)δt) . (A.9)
However, the time evolution is still non-trivial, since the arguments of the exponen-
tial function are operators. An efficient way of simulating such a time step is called
the split-step method [384]. It uses the Baker-Campbell-Hausdorff formula to write
the exponential of a sum of operators in terms of a product of exponentials. One
obtains
e−ih(φ(x,t0),∂x,x,t0)δt+O(δt
3) = e−ih0(∂x)/2δte−ih1(φ(x,t0),x,t0)δte−ih0(∂x)/2δt . (A.10)
Splitting the time-evolution operator enables us to calculate the three terms in
position or momentum space separately. We choose to evaluate the terms including
h0 in momentum space, since the derivative operator becomes diagonal ∂x → ik.
The h1-term is conveniently calculated in position space. Hence, each time step
consists of multiple Fourier transformations bringing the field from position into
momentum space and back.
Fourier Transforms can be efficiently carried out by using the FFTW-package1,
which also includes useful parallelisation options. Additionally, we use make use of
OpenMP2 and CUDA3 parallelisation algorithms.
A.4 Detection of vortices and solitons
The study of non-equilibrium states requires reliable algorithms for the detection
of (quasi-) topological defects. Here, we outline our strategy to identify solitons,
1http://www.fftw.org
2www.openmp.org/
3www.nvidia.com/object/cuda home new.html
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vortices and vortex lines in the complex field φ(x).
In one-dimensional systems, solitons are found by checking for their characteristic
features, see Sect. 2.2.1, a density minimum and a phase jump of ≈ π. In an
evaporatively cooled cloud, see Chap. 9, the total number of particles changes with
time. Therefore, we have to determine the characteristic length scale for the soliton
density dip ξ = ξ(t) =
√
2mn(t)g dynamically. Spatial variations of ξ are neglected.
However, spatial variations have to be taken into account in the section of the
algorithm which detects the presence of a density dip. This is accomplished by
defining a new density profile n˜(x, t) as the envelope of the fluctuating density
n(x). Then, we check for density dips by scanning the lattice and comparing n(x)
with n˜(x). Once a point xs with n(x)≪ n˜(x) is found, we check the local minimum
condition φ(xs+1) > φ(xs). If this is fulfilled, a region of size ξ around xs is analysed
for phase jumps of about π magnitude. If the algorithm concludes that there is a
phase jump, xs is characterised as hosting a soliton. Note, that optimal threshold
values for density dips and phase jumps are difficult to estimate at high soliton
densities, since overlap effects become relevant especially for grey solitons.
In two-dimensional systems, vortices are identified by a density minimum and a
characteristic phase change of 2π, see Sect. 2.2.1. First, density minima are de-
tected, where the density falls below 5% of the average density. Then, the algorithm
performs the path integral of the phase gradient for a circle of radius ξ around the
density minimum. If this give 0, no vortex has been found, for 2πκ, a vortex of circu-
lation κ has been found. This method can only resolve structures of order ξ, which
means that closely bound vortex-antivortex pairs might be artificially removed.
Vortex lines in three dimensions are found by checking for points where the den-
sity falls below 5% of the average density. A determination of the circulation of
superfluid flow around the vortex line is considerably more difficult than in two
dimensions, due to the lack of an efficient algorithm for the determination of the
vortex line orientation.
A.5 Helmholtz decomposition
To visualise vortical flow we use the Helmholtz decomposition of the generalised
velocity
w = wi +wc , (A.11)
as described in Sect. 2.2.2. The incompressible wi and compressible wc parts can
be determined in the following way. Since wc is rotationless, ∇×wc = 0 it can be
written as a scalar potential wc = ∇Θ. By applying a divergence onto Eq. (A.11),
it transforms into a Poisson equation
∇×w = △Θ . (A.12)
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In Fourier space ∇ → ik and △→ −k2, this equation can be solved and yields the
compressible (longitudinal) field
wc(k) = kΘ(k) = k · k ·w(k)
k2
. (A.13)
Finally, the incompressible (transversal) part is calculated from wi(k) = w(k) −
wc(k).

BCondensation
In Sect. 2.2, we have described the classical nature of the macroscopically occupied
region of the ultracold Bose gas. We recall that this is an effective theory which
is not valid for arbitrarily high momenta. Here, we briefly discuss equilibrium
Bose-Einstein condensation in d = 3 dimensions in the effective classical theory. A
detailed discussion also including particle interactions can be found in Refs. [136,
272–274]. In the following, we chose kB = ~ = 2m = 1.
B.1 Critical temperature
In classical bosonic field theory the equilibrium distribution of free particles over
radial momenta k = |k| ∈ [0, kc]
n(k) =
T
k2 − µ , (B.1)
has to be regularised by a momentum cut-off kc. Otherwise, one encounters the
Rayleigh-Jeans catastrophe of diverging total energy E and total particle number
N . In our lattice simulations, see App. A, this cut-off is given by the inverse lattice
spacing as. The real uniform Bose-gas does not suffer from this divergence, because
of the exponential tail of the Bose-Einstein distribution, Eq. (2.2).
At the phase transition, the chemical potential µ(Tc) = 0 and the zero-mode pop-
ulation N0(Tc) = 0. Hence, we can compute
N =
V
(2π)3
∫ kc
0
d3k
T
k2
=
V
(2π)3
4πkcTc , (B.2)
which yields the critical temperature
Tc =
N
V
2π2
kc
. (B.3)
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This can be compared to the critical temperature in a real uniform Bose gas
Tc = 4π(
N
2.612V
)2/3 . (B.4)
B.2 Condensate fraction
Below Tc, the condensate fraction N0(T )/N becomes non-vanishing. We compute
its behaviour by
N = N0 +
V
(2π)3
∫ kc
0
d3k
T
k2
= N0 +
V
(2π)3
4πkcT , (B.5)
which leads to
N0/N = 1− T/Tc . (B.6)
Again, this can be compared to the condensate growth in a real uniform Bose gas
N0/N = 1− (T/Tc)3/2 . (B.7)
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