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1 Introduction
There has been a long history in industry of using deterministic optimization models to
make decisions that are then implemented in a stochastic setting. Energy companies use
deterministic forecasts of wind, solar and loads to plan energy generation (Wallace and Fleten
(2003)); airlines use deterministic estimates of flight times to schedule aircraft and crews
(Lan et al. (2006)); and retailers use deterministic estimates of demands and travel times
to plan inventories (Harrison and Van Mieghem (1999)). These models have been widely
criticized in the research community for not accounting for uncertainty, which often motivates
the use of large-scale stochastic programming models which explicitly model uncertainty in
future outcomes (Mulvey et al. (1995) and Birge and Louveaux (2011)). These large-scale
stochastic programs, which use scenario trees to approximate future events, have been applied
to unit commitment (Jin et al. (2011)), hydroelectric planning (Carpentier et al. (2015)),
and transportation (Lium et al. (2009)). These models are computationally very demanding,
yet still require a number of approximations and, as a result do not produce optimal policies.
We make the case that these previous approaches ignore the true problem that is being
solved, which is always stochastic. The so-called “deterministic models” used in industry
are almost always parametrically modified deterministic approximations, where the mod-
ifications are designed to handle uncertainty. Both the “deterministic models” and the
“stochastic models” (formulated using the framework of stochastic programming) are exam-
ples of lookahead policies to solve a stochastic optimization problem with the goal of finding
the best policy which is typically tested using a simulator, but which may be field tested in
an online environment (the real world).
In this paper, we characterize these modified deterministic models as parametric cost
function approximations (CFAs) which puts them into the same category as other parame-
terized policies that are well known in the research community working on policy search (Ng
and Jordan (2000), Peshkin et al. (2000), Hu et al. (2007), Deisenroth et al. (2013), and Man-
nor et al. (2003)). A parallel community has evolved under the name simulation-optimization
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(see the recent edited volume Fu (2015)), where powerful tools have been developed based
on the idea of taking derivatives of simulations (see the extensive literature on derivatives of
simulations covered in Glasserman (1991), Ho (1992), Kushner and Yin (2003), Cao (2008));
a nice tutorial is given in Chau et al. (2014). Much of this literature focuses on derivatives
of discrete event simulations with respect to static parameters such as a buffer stock. Our
problem also exhibits static parameters, but in the form of parameterized modifications of
constraints in a policy that involves solving a linear program.
Our use of modified linear programs is new to the policy search literature, where “policies”
are typically parametric models such as linear models (“affine policies”), structured nonlinear
models (such as (s,S) policies for inventories) or neural networks (Han and E (2016)). There
are two dimensions to our approach: the design of the parameterized lookahead model, and
the optimization of the parameters so that a particular parameterization performs as well
as it can. The process of designing the modifications (in this paper, these modifications
always appear in the constraints) requires the same art as the design of any statistical
model or parametric policy, a process that requires exploiting the structure of the problem.
This paper addresses the second dimension, which is the design of gradient-based search
algorithms which are nontrivial in this setting.
This paper formalizes the idea, used for years in industry, that an effective way to solve
complex stochastic optimization problems is to shift the modeling of uncertainty from a
lookahead approximation, where even deterministic lookahead models can be hard to solve,
to the stochastic base model, typically implemented as a simulator but which might also
be the real world. Tuning a model in a stochastic simulator makes it possible to handle
arbitrarily complex dynamics, avoiding the many approximations (such as two-stage models,
scenario trees, exogenous information that is independent of decisions) that are standard in
stochastic programming. In the process, we are expanding the range of problems considered
by the simulation-optimization community to the entire class of vector-valued multistage
stochastic optimization problems considered in the stochastic programming literature.
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The CFAs make it possible to exploit structural properties. For example, it may be
obvious that the way to handle uncertainty when planning energy generators in a unit
commitment problem is to require extra reserves at all times of the day. A stochastic
programming model encourages this behavior, but the requirement for a manageable number
of scenarios will produce the required reserve only when one of the scenarios requires it. In
addition, the almost universal use of two-stage approximations (where the future is modeled
as a single stage, which means that decisions in the future are allowed to see into the future)
underestimates the effect of uncertainty in the future. Imposing a reserve constraint (which is
a kind of cost function approximation) allows us to impose the aforementioned requirement
at all times of the day, and to tune it under very realistic conditions without any of the
approximations required by stochastic programs.
Designing a parametric CFA closely parallels the design of any parametric statistical
model, which is part art (creating the model) and part science (fitting the model). In fact,
the design of the parameterization and the tuning of the parameters each represent important
areas of research. Most important, the parametric CFA opens up a fundamentally new
approach for providing practical tools for solving high-dimensional, stochastic programming
problems. It provides an alternative to classical stochastic programming with its focus on
optimizing a stochastic lookahead model which requires a variety of approximations to make
it computationally tractable (and even then, it is typically computationally very demanding).
The parametric CFA makes it possible to incorporate problem structure for handling
uncertainty. Some examples include: supply chains handle uncertainty by introducing buffer
stocks; hospitals can handle uncertainty in blood donations and the demand for blood by
maintaining supplies of O-minus blood, which can be used by anyone; and grid operators
handle uncertainty in generator failures, as well as uncertainty in energy from wind and
solar, by requiring generating reserves. Central to our approach is the ability to manage
uncertainty by recognizing effective strategies for responding to unexpected events. We
would argue that this structure is apparent in many settings, especially in complex resource
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allocation problems. At a minimum, we offer that our approach represents an interesting,
and very practical, alternative to stochastic programming.
This paper makes the following contributions. First, we introduce and develop the idea of
parameterized cost function approximation as a tool for solving important classes of multi-
stage stochastic programming problems, shifting the focus from solving complex, stochastic
lookahead models to optimizing a stochastic base model. This approach is computationally
comparable to solving deterministic approximations, with the exception that the parametric
modifications have to be optimized, typically in a simulator that avoids the many approxi-
mations made in stochastic lookahead models. To the best of our knowledge, this is the first
fundamentally new approach for solving the aforementioned class of stochastic optimization
problems which is as easy to compute as a deterministic lookahead.
Second, we provide some theoretical results about the structure of the objective function
and the optimal policy of our optimization problem in the CFA approach. In particular, we
show that while the objective function is generally nonconvex, it admits special structure
under different types of parameterization policies.
Third, we propose a simulation-based optimization algorithm and establish its finite-time
rate of covergence for performing the policy search in our nonconvex stochastic optimization
problem. Since this algorithm only uses noisy objective values, it gives us more flexibility in
choosing the parametric model for the CFA approach.
Finally, we specialize our CFA approach for a complex, nonstationary energy storage
problem in the presence of rolling forecasts. Our numerical experiments demonstrate that
while our optimization problem is nonconvex, our proposed algorithm, regardless of the qual-
ity of the starting point, can find a parameterization policy whose performance is significantly
better than a base policy using unmodified rolling forecasts.
Our presentation is organized as follows. The modeling framework and an overview of the
different classes of policies are given in Section 2. We then formally introduce the parametric
CFA approach in Section 3. Algorithms for optimizing policy parameters together with
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their convergence properties and some theoretical results about structure of the optimization
problem in the CFA approach are presented in Section 4. We then specialize the parametric
CFA approach for an energy storage application and present some numerical experiments
for solving this problem in Section 5. Finally, we conclude the paper in Section 6.
2 Canonical Model and Solution Strategies
Our main problem of interest in this paper is to find a policy pi that solves
min
pi∈Π
Epi
[ T∑
t=0
Ct(St, X
pi
t (St))
∣∣∣∣ S0], (1)
where St+1 = S
M(St, X
pi
t (St),Wt+1). Here, Π denotes the set of all possible policies, St repre-
sents the sate variable, and Xpit (St) denotes the decision function (policy) which determines
decision variable xt ∈ Xt ⊆ Rn. Furthermore, Wt+1 denotes exogenous information which
describes the information that first becomes known at time t+ 1 which may depend on the
state St and/or the action xt, and S
M(·) denotes the transition function which explicitly
describes the relationship between the state of the model at time t and t+ 1. We state this
canonical model because it sets up our modeling framework, which is fundamentally different
than the standard paradigm of stochastic programming (for multistage problems). However,
it sets the foundation for searching over policies which is fundamental to our approach. We
refer interested readers to Powell (2011) for more detailed explanation of these elements of
sequential stochastic decision problems.
In the rest of this section, we describe the major classes of policies that we can draw
from to solve problem (1). There are two fundamental strategies for designing policies. The
first is policy search, where we search over different classes of functions f ∈ F and different
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parameters θf ∈ Θf in each class. Policy search is written as
min
pi=(f,θf )∈(F ,Θf )
E
{
T∑
t=0
Ct(St, X
pi
t (St|θf ))
∣∣S0} .
Policies that can be identified using policy search come in two classes. The first one is policy
function approximations (PFAs) including linear or nonlinear models, neural networks, and
locally parametric functions. PFAs (using any of a wide range of approximation strategies)
have been widely studied in the computer science literature under the umbrella of policy
search (see e.g., Sutton et al. (1999), Bertsimas and Goyal (2012), Hadjiyiannis et al. (2011),
Bertsimas et al. (2011), Lillicrap et al. (2015), Levine and Abbeel (2014). The second one
is cost function approximations (CFAs). In this approach, we use parametrically modified
costs and constraints that are then minimized. These are written as
XCFA(St|θ) = argminxt∈Xpi(θ)C¯pi(St, xt|θ),
where C¯pi(St, xt|θ) and X pi(θ) are parametrically modified cost function and set of constraints.
CFAs are widely used in industry for complex problems such as scheduling energy generation
or planning supply chains, but they have not been studied formally in the research literature.
The second strategy is to construct policies based on lookahead models, where we capture
the value of the downstream impact of a decision xt made while in state St. An optimal
policy can be written
X∗t (St) = argminxt∈Xt
(
Ct(St, xt) + E
{
min
pi∈Π
E
{
T∑
t′=t+1
Ct′(St′ , X
pi
t′(St′))
∣∣St+1}∣∣St, xt}) . (2)
Equation (2) is basically Bellman’s equation, but it is computable only for very special
instances. Two core strategies for approximating the lookahead portion in (2) include value
function approximations (see e.g., Powell (2011), Bertsekas (2011), Sutton and Barto (2018),
Powell et al. (2004)) and direct lookahead approximations (see e.g., (Sethi and Sorger 1991,
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Camacho and Alba 2013, Birge and Louveaux 2011, Donohue and Birge 2006)). In the
former, we approximate the lookahead portion using a value function. When the lookahead
problem cannot be reasonably approximated by a value function, the latter can be used to
replace the model with an approximation for the purpose of approximating the future.
Policy search, whether we are using PFAs or CFAs, requires tuning parameters in our
base objective function (1). By contrast, policies based on lookahead approximations depend
on developing the best approximation of the future that can be handled computationally,
although these still need to be evaluated using (1).
An often overlooked challenge is the presence of forecasts. These inherently require some
form of lookahead, but are universally ignored when using value function approximations (the
forecast would be part of the state variable). However, stochastic lookahead approximations
are typically computationally very demanding. In this paper, we are going to propose a
hybrid comprised of a deterministic lookahead which is modified with parameters that have
to be tuned using policy search. This idea has been widely used in industry in an ad-hoc
fashion without formal tuning of the parameters. We develop this idea in the context of a
multistage linear program using the context of a complex, time-dependent energy storage
problem with time-varying forecasts.
3 The Parametric Cost Function Approximations
We extend the concept of policy search to include parameterized optimization problems.
The CFA draws on the structural simplicity of deterministic lookahead models and myopic
policies, but allows more flexibility by adding tunable parameters. This puts this method-
ology in the same class as parametric policy function approximations widely used in the
policy search literature, with the only difference that our parameterized functions are inside
an optimization problem, making them more useful for high dimensional problems.
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3.1 Basic Idea
Since the idea of a parametric CFA is new, we begin by outlining the general strategy and
then demonstrate how to apply it for our energy storage problem in Section 5. For our work,
we only consider parameterizing the constraints which can be written as
Xpit (St|θ) = argminxt∈Xt Ct(St, xt), s.t. Atxt ≤ bt +Dθb, (3)
where θb is the vector of constraint parameters and D is a scaling matrix. While the para-
metric terms can also be added to the cost function, we only consider parameterization of
the constraints for our energy storage application in Section 5.
Whether the parameterizations are in the objective function, or in the constraints, the
specification of a parametric CFA parallels the specification of any statistical model (or
policy). The structure of the model is the “art” that draws on the knowledge and insights
of the modeler. Finding the best CFA, which involves finding the best θ, is the science
which draws on the power of classical search algorithms. This paper focuses on designing
algorithms for finding θ for a given parameterization.
3.2 A hybrid Lookahead-CFA policy
There are many problems that naturally lend themselves to a lookahead policy (for example,
to incorporate a forecast or to produce a plan over time), but where there is interest in
making the policy more robust than a pure deterministic lookahead using point forecasts.
For this important class, we can create a hybrid policy where a deterministic lookahead has
parametric modifications that have to be tuned using policy search. When parameters are
applied to the constraints it is possible to incorporate easily recognizable problem structure.
For example, a supply chain management problem can handle uncertainty through buffer
stocks, while an airline scheduling model might handle stochastic delays using schedule slack.
A grid operator planning energy generation in the future might schedule reserve capacity
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to account for uncertainty in forecasts of demand, as well as energy from wind and solar.
As with all policy search procedures, there is no guarantee that the resulting policy will be
optimal unless the parameterized space of policies includes the optimal policy. However, we
can find the optimal policy within the parameterized class, which may reflect operational
limitations. We note that while parametric CFAs are widely used in industry, optimizing
within the parametric class is not done.
3.3 Structure of the cost function approximation
Assume that a lookahead policy is given as
XD-LAt (St) = argminxt,(x˜t,t′ ,t′=t+1,...,T¯ )
(
ctxt +
T¯∑
t′=t+1
c˜t,t′x˜t,t′
)
, (4)
where T¯ = min(t+H,T ), S˜t,t′+1 = S˜
M(S˜t,t′ , x˜t,t′ , W˜t,t′+1), and H is the size of the lookahead
horizon. If the cost function, transition function, and constraints of Xpi(·) are all linear, this
policy can be expressed as the following linear program
XD-LAt (St) = argminxt,x˜t,t′ ,t′=t+1,T¯
{
ctxt + c˜tx˜t : Atxt ≤ bt, A˜tx˜t ≤ b˜t, xt, x˜t ≥ 0
}
,
where a˜t = {a˜t,t′ : t′ = t + 1, ..., T¯} for any vector/matrix a˜t,t′ . Parametric terms can be
appended to the cost function and existing constraints, and new ones can also be added to
the existing model. Often the problem setting will influence how the policy should be param-
eterized. In particular, there are different ways to parameterize the above-mentioned policy
including parameterizing the cost vector, the A-matrix, and the right hand side vector. In
particular, assuming that all the uncertainty is restricted to the right hand side constraints,
we can parameterize the vector bt such that the parameterized policy becomes
XLA-CFAt (St|θ) = argminxt,x˜t,t′ ,t′=t+1,T¯
{
ctxt + c˜tx˜t : Atxt ≤ bt(θ), A˜tx˜t ≤ b˜t(θ), xt, x˜t ≥ 0
}
,
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where θ is a vector of tunable parameters. Parametric modifications can be designed specif-
ically to capture the structure of a particular policy. For storage problems, the idea of using
buffers and inventory constraints to manage storage is intuitive and easily incorporated into
a deterministic lookahead. In particular, a lower buffer guarantees the decision maker will
always have access to some stored quantities. Conversely, an upper threshold will make
sure some storage space remains available for unexpected orders. Hence, representing the
approximated future storage level at time t′ given the information available at time t by
Rt,t′ , we can have θ
L ≤ Rt,t′ ≤ θU for t′ > t. Although it can greatly increase the parameter
space, the upper and lower bounds can also depend on t′ − t, as in
θLt′−t ≤ Rt,t′ ≤ θUt′−t for t′ > t. (5)
The resulting modified deterministic problem is no harder to solve than the original deter-
ministic problem (where θL = 0 and θU = Rmax). We now have to use stochastic search
techniques to solve the policy search problem to optimize θ.
There are also different policies for parameterizing the right hand side adjustment. A
simple form is a lookup table indexed by t′−t as in equation (5). Although it may be simple,
a lookup table model for θ means that the dimensionality increases with the horizon which
can complicate the policy search process. This type of parameterization is not limited to
just modifying the point estimate of exogenous information. If the modeler has sufficient
information such as the cumulative distribution function, one can even exchange the point
estimate with the quantile function. The lookup table in time parameterization is best if the
relationship between parameters in different periods is unknown.
Instead of having an adjustment θτ = θt′−t for each time t+ τ in the future, one can use
instead a parametric function of τ , which reduces the number of parameters that we have to
estimate. For example, we might use the parametric adjustment given by
θL1 · eτθ
L
2 ≤ Rt,t′ ≤ θU1 · eτθ
U
2 for t′ > t.
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These parametric functions of time can also be used to directly modify the approximated
future in the lookahead model.
We should point out that the parameterization scheme can be more general to better
capture the underlying uncertainty in the model. In particular, one can also use the pa-
rameterized forms of b(θ(σ)), c(θ(σ)), A(θ(σ)), where σ represents an estimated variance of
noise corresponding to the all sources of uncertainty. We let σ = 0 correspond to the case of
having perfect information about the future over the horizon, which is the same as assuming
that the base model is deterministic. In this case, the parameterized model should satisfy
bt(θ(0)) = bt, ct(θ(0)) = ct, At(θ(0)) = At. An important example of parameterization would
be affine with the general form of bt(θ) = θ
b
0+θ
b
1bt (with similar modifications for the elements
of the matrix A and the cost vector c). If σ = 0, we would use θb0 = 0 and θ
b
1 = 1. Finding
the proper choice of parameterization is an art of modeling the problem which represents its
own research challenges within the CFA approach and is beyond the scope of this paper.
4 Optimizing the parameters of the CFA model
To tune our parameterized policy in the CFA model, we need to solve
min
θ∈Θ
{
F (θ) := Eω
[
F¯ (θ, ω)
]
= E
[
T∑
t=0
Ct
(
St(ω), X
pi
t (St(ω), θ)
)∣∣∣∣S0
]}
, (6)
where St+1(ω) = S
M(St(ω), X
pi
t (St(ω), θ),Wt+1(ω)) for every ω ∈ Ω. If F (θ) is well-defined,
finite-valued, convex, and continuous at every θ in the nonempty, closed, and convex set
Θ ⊂ Rn, then an optimal θ∗ ∈ Θ exists and can be found by stochastic approximation (SA)
algorithms. However, when F (θ) is possibly nonconvex, SA-type methods can be modified
to find stationary points of the above problem. In Subsection 4.1, we propose the classical
SA algorithm and discuss its convergence properties when a noisy gradient of the objective
function in (6) is available. We then provide a randomized SA algorithm in Subsection 4.1
which only requires noisy observations of the objective function.
12
4.1 Stochastic Gradient method for optimizing the CFA model
Our goal in this subsection is to solve problem (6) under specific assumptions on F (θ).
Stochastic approximation algorithms require computing stochastic (sub)gradients of the ob-
jective function iteratively. Due to the special structure of F (θ), its (sub)gradient can be
computed recursively under certain conditions as shown in the next result.
Proposition 4.1 Assume F¯ (·, ω) is convex/concave for every ω ∈ Ω, θ is an interior point
of Θ, and F (·) is finite valued in the neighborhood of θ. If distribution of ω is independent
of θ, we have
∇θF (θ) = E[∇θF¯ (θ, ω)],
where
∇θF¯ (θ) =
(
∂C0
∂Xpi0
· ∂X
pi
0
∂θ
)
+
T∑
t=1
[(
∂Ct
∂St
· ∂St
∂θ
)
+
(
∂Ct
∂Xpit
·
(
∂Xpit
∂St
· ∂St
∂θ
+
∂Xpit
∂θ
))]
, (7)
and
∂St
∂θ
=
∂St
∂St−1
· ∂St−1
∂θ
+
∂St
∂Xpit−1
·
[
∂Xpit−1
∂St−1
· ∂St−1
∂θ
+
∂Xpit−1
∂θ
]
,
in which the ω is dropped for simplicity.
Proof. If F¯ (·, ω) is convex or concave for every ω ∈ Ω, θ is an interior point of Θ, and F (·)
is finite valued in the neighborhood of θ, then we have ∇θ
(
E
[
F¯ (θ, ω)
])
= E
[∇θF¯ (θ, ω)] by
Strassen (1965). Applying the chain rule, we find
∇θF¯ (θ) = d
dθ
[
C0(S0, X
pi
0 ) +
T∑
t=1
C(St, X
pi
t )
]
=
(
∂C0
dXpi0
· dX
pi
0
∂θ
)
+
[ T∑
t=1
d
dθ
C(St, X
pi
t )
]
=
(
∂C0
dXpi0
· dX
pi
0
∂θ
)
+
T∑
t=1
[(
∂Ct
∂St
· ∂St
∂θ
)
+
(
∂Ct
∂Xpit
· dX
pi
t
dθ
)]
=
(
∂C0
dXpi0
· dX
pi
0
∂θ
)
+
T∑
t=1
[(
∂Ct
∂St
· ∂St
∂θ
)
+
(
∂Ct
∂Xpit
·
(
∂Xpit
∂St
· ∂St
∂θ
+
∂Xpit
∂θ
))]
,
where ∂St
∂θ
= ∂St
∂St−1
· ∂St−1
∂θ
+ ∂St
∂Xpit−1
[∂Xpit−1
∂St−1
· ∂St−1
∂θ
+
∂Xpit−1
∂θ
]
.
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Note that if F¯ (θ) is not differentiable, then its subgradient can be still computed using
(7). However, when F¯ (θ) is not convex (concave), its subgradient may not exist and the
concept of generalized subgradient should be employed.
If ∇θF¯ (θ, ω) exists for every ω ∈ Ω, the ability to calculate its unbiased estimator allows
us to use stochastic approximation techniques to determine the optimal parameters, θ∗, of
the CFA policy model. Below is an iterative SA algorithm for optimizing the CFA model.
Algorithm 1 The stochastic gradient method for the CFA model (SG-CFA)
1: Input: θ0, N .
For n = 1, 2, . . . , N :
2: Generate a trajectory ωn where
Snt+1(ω
n) = SM(Snt (ω
n), Xpit (S
n
t (ω
n), θn−1),Wt+1(ωn)) t = 0, 1, . . . , T − 1,
3: Compute the gradient estimator using equation (7).
4: Update policy parameters as
θn = θn−1 − αn−1∇θF¯ (θn−1, ωn)|θ=θn−1 (8)
End For
For the convergence of the above algorithm, we need to assume the following conditions
(Robbins and Monro (1951)):
a) The stochastic subgradient gn computed at the n-th iteration satisfies
E
[
gn+1(θn − θ∗)
∣∣∣∣Fn] ≤ 0, and ‖gn‖ ≤ Bg a.s.,
b) For any θ where |θ − θ∗| > δ > 0, there exists  > 0 such that ‖E[gn+1|Fn]‖ > .
Furthermore, we need to assume that stepsizes αn satisfy
αn > 0 a.s.,
∞∑
n=0
αn =∞ a.s., E
[ ∞∑
n=0
α2n
]
<∞. (9)
If the above conditions hold, F (·) is continuous and finite valued in the neighborhood
of every θ, in the nonempty, closed, bounded, and convex set Θ ⊂ Rd such that F¯ (·, ω)
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is convex for every ω ∈ Ω where θ is an interior point of Θ, then limn→∞ θn −→ θ∗ a.s.
Although any stepsize rule that satisfies the previous conditions will guarantee asymptotic
convergence, we prefer parameterized rules that can be tuned for quicker convergence rates.
Therefore, we limit our evaluation of the algorithm to how well it does within N iterations.
The CFA Algorithm can be described as a policy, θpi(Sn), with a state variable, Sn = θn plus
any parameters needed to compute the stepsize policy, and where pi describes the structure
of the stepsize rule. If θpi,n is the estimate of θ using stepsize rule pi after n iterations, then
our goal is to find the rule that produces the best performance (in expectation) after we
have exhausted our budget of N iterations. Thus, we wish to solve minpi E
[
F¯ (θpi,N , ω)
]
i.e.,
finding the best stepsize rule that minimizes the terminal cost within N iterations. For
our numerical experiments, we use two well-known stepsize policies, namely, the adaptive
gradient algorithm (AdaGrad) Duchi et al. (2011) and the Root Mean Square Propagation
(RMSProp) Tieleman and Hinton (2012), shown to perform well in practice. In particular,
the AdaGrad modifies the individual stepsize for each coordinate of the updated parameter,
θ, based on previously observed stochastic gradients using
αn,j =
η√
Gn(j, j) + 
, j = 1, . . . , d,
where η > 0 is a scalar learning rate, Gn ∈ Rd×d is a diagonal matrix where each diagonal
element is the sum of the squares of the stochastic gradients with respect to θ up to the
current iteration n, and  > 0 avoids division by zero. On the other hand, the RMSProp
uses a scaler stepsize based on a running average of previously observed stochastic gradients
to scale the current stepsize as
αn =
η√
g¯n
, g¯n = βg¯
n−1 + (1− β)‖gn‖2,
where η is the learning rate and β ∈ (0, 1) is the running weight.
Note that F (θ) can be generally nonsmooth and nonconvex and hence, its subgradient
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does not exist everywhere. While one can define generalized subgradients for this function,
one can also define a smooth approximation of F (θ) and then try to apply a stochastic ap-
proximation algorithm to minimize this function. We pursue this idea in the next subsection.
4.2 Stochastic Gradient-free method for optimizing the CFAmodel
As mentioned in the previous subsection, the gradient of F (θ) in (7) is only computable under
restricted conditions. However, noisy values of F (θ) can be obtained through simulation.
This motivates using techniques from simulation-based optimization where even the shape
of the function may not be known (see e.g., Fu (2015) and the references therein). In this
subsection, we provide a zeroth-order SA algorithm and establish its finite-time convergence
analysis to solve problem (6). For simplicity, we allow θ to take arbitrary values i.e, Θ = Rd
throughout this subsection.
A smooth approximation of the function F (θ) can be defined as the following convolution
Fη(θ) =
1
(2pi)
d
2
∫
F (θ + ηv)e−
1
2
‖v‖2 dv = Ev[F (θ + ηv)]. (10)
where η > 0 is the smoothing parameter and v ∈ Rd is a Gaussian random vector whose
mean is zero and covariance is the identity matrix. Nesterov and Spokoiny (2017) provide
the following result about the properties of Fη(·).
Lemma 4.1 The following hold for any Lipschitz continuous function F with constant L0.
a) The function Fη is differentiable and its gradient is given by
∇Fη(θ) = 1
(2pi)
d
2
∫
F (θ+ηv)−F (θ)
η
ve−
1
2
‖v‖2 dv, (11)
b) The gradient of Fη is Lipschitz continuous with constant Lη =
√
d
η
L0, and for any
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θ ∈ Rd, we have
|Fη(θ)− F (θ)| ≤ ηL0
√
d, (12)
Ev[‖[F (θ + ηv)− F (θ)]v‖2] ≤ η2L20(d+ 4)2. (13)
We now present an SA-type algorithm only using noisy values of F to solve problem (6).
Algorithm 2 The stochastic gradient-free method for the CFA model (SGF-CFA)
1: Input: θ0 ∈ Rd, an iteration limit N , a positive sequence convergent to zero {ηk}k≥1,
and a probability mass function (PMF) PR(·) supported on {1, . . . , N} given by
PR(R = k) =
αk∑N
k′=1 αk′
k = 1, . . . , N. (14)
For k = 1, . . . , N :
2: Generate a trajectory ωk where Skt+1(ω
k) = SM(Skt (ω
k), Xpit (S
k
t (ω
k)|θk−1),Wt+1(ωk)),
and a random Gaussian vector vk to compute the gradient estimator as
Gηk(θ
k−1, ωk) = F¯ (θ
k−1+ηkvk,ωk)−F¯ (θk−1,ωk)
ηk
vk (15)
3: Update policy parameters
θk = θk−1 − αkGηk(θk−1, ωk). (16)
End For
4: Generate a random index R according to PR and output θ
R.
Note that the quantity defined in (15) using only noisy evaluations of the original function
F (θ) is an unbiased estimator for the gradient of the smooth approximation function Fη i.e.,
Ev,ω[Gη(θ, ω)] = Ev[F (θ+ηv)−F (θ)η v] = ∇Fη(θ) (17)
due to (11) and the fact that v and ω are independent. Therefore, one can use this quantity
and deliberately apply SA algorithms to the function Fη(θ) and use Lemma 4.1 to establish
rate of convergence of these algorithms for the original function F (θ). This is the basic
idea of proposing Algorithm 2 for solving problem (6). It should be mentioned that the
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framework of this algorithm has been first proposed in Nesterov and Spokoiny (2017) and
then widely used in the literature of stochastic optimization using zeroth-order information
(see e.g., Ghadimi and Lan (2013)). However, our choice of stepsize policy and using adaptive
smoothing parameter makes Algorithm 2 different from its existing variants.
The algorithm uses an idea first proposed by Ghadimi and Lan (2013) of randomly choos-
ing from the generated trajectory {θ1, . . . , θk, . . . , θN}, instead of using the last iterate θN .
This step is essential to establish convergence results like (21) for SA-type algorithms when
applied to nonconvex stochastic optimization problems. This kind of randomization scheme
seems to be the only way for this purpose since mink=1,2,... ‖∇F (θk)‖2 is not computable
for this class of problems. Note that the PMF of the random index of the output solution
depends on the choice of stepsize policy which will be discussed later in this subsection.
Since Algorithm 2 uses an adaptive smoothing parameter ηk, its convergence analysis
is slightly different than the one presented in Nesterov and Spokoiny (2017) when F is
nonsmooth and nonconvex. Hence, we now provide its main convergence property.
Theorem 4.1 Let {θk} be generated by Algorithm 2 and F¯ (θ) be Lipschitz continuous with
constant L0. If F (θ) is bounded above by F
∗, we have
E[‖∇FηR(θR)‖2] ≤
F ∗ − F (θ0) + L0
√
d
(
η1 + ηN +
∑N−1
k=1 |ηk − ηk+1|+ L20(d+ 4)2
∑N
k=1
α2k
2ηk
)
∑N
k=1 αk
,
(18)
where the expectation is taken w.r.t the randomness arising from the nature of the problem
ω, and the ones imposed by the algorithm, namely, Gaussian random vector v and random
integer number R whose probability distribution is given by (14).
Proof. First note that F (θ) is Lipschitz continuous with constant L due to the same
assumption on F¯ (θ). Hence, the gradient of Fη(θ) is Lipschitz continuous with constant Lη
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due to Lemma 4.1.b which together with (16) imply that
Fηk(θ
k) ≥ Fηk(θk−1) + 〈∇Fηk(θk), θk − θk−1〉 −
Lηk
2
‖θk − θk−1‖2
= Fηk(θ
k−1) + αk〈∇Fηk(θk), Gηk(θk−1, ωk)〉 −
Lηkα
2
k
2
‖Gηk(θk−1, ωk)‖2.
Taking expectations of both sides, noting (13), (15), and (17), we obtain
E[Fηk(θ
k)] ≥ Fηk(θk−1) + αk‖∇Fηk(θk)‖2 −
L30
√
d(d+ 4)2α2k
2ηk
.
Summing up both sides of the above inequality and re-arranging the terms, we have
N∑
k=1
αkE[‖∇Fηk(θk)‖2] ≤ ∆N + L30
√
d(d+ 4)2
N∑
k=1
α2k
2ηk
, (19)
where ∆N = FηN (θ
N) − Fη1(θ0) +
∑N−1
k=1 [Fηk(θ
k) − Fηk+1(θk)]. Noting (12), the fact that
F (θ) ≤ F ∗ for any θ ∈ Rd, (10), and Lipschitz continuity of F , we have
FηN (θ
N)− Fη1(θ0) ≤ F ∗ − F (θ0) + (η1 + ηN)L0
√
d,
Fηk(θ
k)− Fηk+1(θk) = Ev[F (θk + ηkv)− F (θk + ηk+1v)]
≤ L0|ηk − ηk+1|Ev[‖v‖] ≤ L0
√
d|ηk − ηk+1|.
Combining (19) with the above two relations, (18) follows by noting that in the view of (14),
we have E[‖∇FηR(θR)‖2] =
∑N
k=1 αkE[‖∇Fηk (θk)‖2]∑N
k=1 αk
.
Corollary 4.1 Let the smoothing parameters and stepsizes of Algorithm 1 be given by
ηk =
L0(d+ 4)
kβ
, αk =
1√
k
k = 1, . . . , N, (20)
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for any β ∈ (0, 1
2
). Then we have
E[‖∇FηR(θR)‖2] ≤
1
2
√
N
[
F ∗ − F (θ0) + L20
√
d(d+ 4)
(
2 +
(N + 1)β
β
)]
, (21)
where the probability distribution of R is given in (14).
Proof. Note that by (20), we have
N−1∑
k=1
|ηk − ηk+1| =
N−1∑
k=1
(ηk − ηk+1) = η1 − ηN ,
N∑
k=1
αk ≥ 2
√
N,
N∑
k=1
α2k
ηk
=
1
L0(d+ 4)
N∑
k=1
kβ−1 ≤ (N + 1)
β
βL0(d+ 4)
,
which, with (18), clearly imply (21).
It should be mentioned that if a fixed smoothing parameter ηk = η and a fixed stepsize
αk = α are properly employed, then the upper bound would be on the order of 1/
√
N .
This rate has been obtained in Nesterov and Spokoiny (2017) for the weighted average of
E[‖∇Fη(θk)‖2] without introducing the random index R. However, to ensure convergence to
the stationary point of the original problem, one should allow the smoothing parameter ηk
and stepsize αk converge to 0. Therefore, choosing these two quantities adaptively converging
to 0 would be more desirable in practice than setting them to fixed small numbers.
4.3 The linear CFA model
Our goal in this subsection is to specialize some results from the previous subsection and
provide more properties for the linear CFA model. In particular, if the objective function
in (6) is a linear function of the decisions, xt, the parametric CFA policy, X
pi
t (St|θ), which
determines the decision, xt, can be written as the following linear program
Xpit (St|θ) = x∗t , x˜∗t = [x∗t , ..., x˜∗t,T¯ ] = argminxt,(x˜t,t′ ),t′=t+1,...,T¯ ctxt +
T¯∑
t′=t+1
c˜t,t′x˜t,t′ , (22)
20
where T¯ = min(t + H,T ), A˜tx˜t ≤ b˜t(θ) for given A˜t and b˜t. The state variable, St, includes
the point estimates, (W˜t,t′)t′=t+1,...,T¯ , that are used to approximate exogenous information. If
this policy is written as a linear program where the state and approximated exogenous infor-
mation is only in the right hand side constraints, b˜t(θ), then Proposition 4.1 for computing
a stochastic subgradient of F (θ) can be simplified as follows.
Proposition 4.2 Let F¯ (θ, ω) be convex in θ for every ω ∈ Ω, θ be an interior point of
Θ, and the contribution cost function be a linear function of x, and the transition function
St = S
M(St−1, xt−1,Wt) be linear in St−1 and xt−1. Moreover, assume that F (θ) is finite
valued in the neighborhood of θ, and the policy, Xpit (St|θ) is given by (22) in which Bt is the
basis matrix corresponding to the basic variables for the optimal solution. Then
∇θF¯ (θ, ω) =
T∑
t=1
(
∇θb˜t(θ) +∇St b˜t(θ)∇θSt
)T(
B−1t
)T
ct, (23)
where ∇θSt = ∇St−1SM(St−1, xt−1,Wt)∇θSt−1 +∇xt−1SM(St−1, xt−1,Wt)∇θxt−1.
Proof. Proof follows from the proof of Proposition 4.1 and the basic properties of the
linear program. Hence, we skip the details.
For the linear CFA model, we can also provide some properties of the objective function.
Lemma 4.2 Assume that problem (6) belongs to a class of linear programs such that
Ct
(
St(ω, θ), X
pi
t (St, θ)
)
= ct(ω)X
pi
t (St, θ), (24)
where Xpit (St, θ) is set to (22). Further assume that the transition function St = S
M(St−1, xt−1,Wt)
is linear in St−1 and xt−1, and b˜t is also linear in θ and St. Moreover, let Θt(ω) be the largest
convex subset of Θt−1(ω) such that the optimal basis corresponding to x˜∗t remains the same
for any θ belonging to this subset with the definition of Θ−1(ω) := Rd. Then F (θ), defined
in (6), is linear in θ over Θ¯ :=
⋂
ω∈Ω ΘT (ω).
Proof. First note that by the definition of Θt(ω), for a fixed ω ∈ Ω we have ΘT ⊆
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ΘT−1 ⊆ · · ·Θ0 ⊆ Rd. Noting that S0 does not depend on θ and b˜0(θ, S0) is linear in θ, we
conclude that x∗0 is linear in θ for any θ ∈ Θ0(ω). This also implies that S1 is linear in
θ. Hence, b˜1(θ, S1) is also linear in θ for any θ ∈ Θ0(ω) implying that x∗0 is linear in θ for
any
⋂
t=0,1 Θt(ω) = Θ1(ω). The same argument holds for any t ≥ 2. Therefore, taking the
intersection of
⋂
t=0,...,T Θt(ω) = ΘT (ω) over all ω ∈ Ω, we conclude that F (θ) is linear for
all θ belonging to this intersection set.
A more general form of the above Lemma can be stated as follows.
Lemma 4.3 Consider problem (6) together with (24) and (22) such that only one of the right
hand side constraints (other than inventory ones), say the i-th constraint, is parameterized
with a θ for all periods. Further assume that the transition function St = S
M(St−1, xt−1, ωt)
is linear in St−1 and xt−1, and b˜it is also linear in θ and St. Assuming that an interval
[al, au] ⊂ R is given for the range of θ, one can partition [al, au] into subintervals such that
F (θ) is a piecewise linear convex function of θ on each of these subintervals.
Proof. Assume that the linear programs in (22) are solved for all t = 0, 1, . . . , T with the
choice of θ = au. Moreover, assume that [al,10 , a
u] be the subinterval that the optimal basis
for the linear program in (22) corresponding to t = 0 does not change for any θ belonging
to this subinterval. Hence, Xpi0 (S0, θ) is a linear function of θ on this subinterval. This
also implies that the inventory constraints for the linear program of t = 1 are also linear
functions of θ on the aforementioned subinterval. Hence, there exists al,11 ≥ al,10 such that
the optimal basis for the linear program in (22) corresponding to t = 1 does not change for
any θ ∈ [al,11 , au]. Moving forward with this argument we obtain the non-decreasing sequence
{al,1t }t=0,1,...,T−1 such that the solution of the t-th linear program is a linear function of θ
on the subinterval [al,1t , a
u]. Consequently, the right hand side of the T -th linear program
including the inventory constraint and the i-th constraint will be a linear function for all
θ ∈ [al,1T−1, au]. Hence, the optimal solution of this linear program is a piecewise linear convex
function for any θ ∈ [al,1T−1, au] and so is F (θ). Repeating the above argument for the interval
[al,10 , a
l,1
T−1], we obtain a new subinterval over which F (θ) is a piecewise linear convex function
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of θ. This process can be continued until the whole interval [al, au] is covered.
Note that the above result can be extended when more than one constraint is linearly pa-
rameterized by θ. In this case, instead of subintervals, we have subsets of the parameter
space over which F (θ) is a piecewise linear convex function of θ. The next result provides
the optimal policy for the special case of having perfect information about the future.
Lemma 4.4 Assume that H = T − 1 and we are given perfect information for all sources
of uncertainty. Then the optimal policy is not to parameterize the model i.e., θ∗ = θ(0).
Proof. Given perfect forecasts for the case H = T −1 means that the forecast is no longer
rolling over the horizon and is fixed. Hence the optimal solution of the linear program solved
at t = 0 is also optimal for all linear programs solved over the horizon.
4.4 The Static CFA model
In this subsection, we propose an alternative approach for solving the base model. In par-
ticular, we consider a static variant of problem (6) given by
minθ∈Θ
{
F S(θ) := E
[
F¯ S(θ) =
T∑
t=0
Ct(X
pi
t (θ))
]}
, (25)
where [Xpi0 (θ), X
pi
1 (θ), . . . , X
pi
T (θ)]
> = argminx0,x1,...,xT
T∑
t=0
ctxt,
subject to Atxt ≤ bt(θ) t = 0, 1, . . . , T. (26)
Indeed, to evaluate the objective function of the model for a given θ, we only solve one
linear program at time t = 0. In this case to better capture forecast changes for all periods,
we allow bt to be any convex function of θ. We also allow each period to have its own
parameterization independent of other periods. The next result provides conditions where
problem (25) is a convex programming problem.
Lemma 4.5 Let F S(θ) and Xpi be defined in (25) and (26), respectively. Also assume
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that inventory constraints are not parameterized by θ and bt(θ) is convex in θ for any t ∈
{0, 1, . . . , T}. Then F S(θ) is convex in θ.
Proof. Note that if inventory constraints are not parameterized by θ and bt(θ) is convex
in θ for any t ∈ {0, 1, . . . , T}, the feasible set of problem (26) is clearly convex in (x, θ).
Hence, since the objective function is only linear (convex) in x, the optimal value of (26),
which is indeed F S(θ¯, ω), is also convex in θ. Therefore, F S(θ) = E[F S(θ¯, ω)] is convex.
Note that in the above lemma, we only need the parameterization of constraints (except the
inventory ones) to be convex. In this case, subgradients of F S(θ) are available everywhere
and one can use the standard stochastic approximation algorithms for convex programming
such as Algorithm 1 to solve problem (25) with convergence guarantees. We should also point
out that to easily compute subgradients of F¯ S(θ), we also assume that bt(θ) is differentiable
in θ. Moreover, under the aforementioned static setting, we can significantly simplify the
subgradient computations since the right-hand-side of the constraints do not depend on the
state variables. In particular, (23) is reduced to
∇θF¯ S(θ, ω) =
T∑
t=0
∇θbt(θ)>
(
B−1t
)>
ct.
5 An Energy Storage Application
In this section, we use the setting of an energy storage application to show how we can use
a parametric CFA to produce robust policies using rolling forecasts of varying quality.
5.1 Problem description
A smart grid manager must satisfy a recurring power demand with a stochastic supply of
renewable energy, unlimited supply of energy from the main power grid at a stochastic price,
and access to local rechargeable storage devices. This system is illustrated in Figure 1.
At the beginning of every period t the manager must combine energy from different
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Figure 1: Energy system schematics
sources to satisfy the demand, Dt: energy currently in storage (represented by a decision
xrdt ); newly available wind energy (represented by a decision x
wd
t ); energy from the grid
(represented by a decision xgdt ). Additionally, the manager must decide how much renewable
energy to store, xwrt , how much energy, x
rg
t , to sell to the grid at price Pt, and how much
energy to buy from the grid and store, xgrt . Hence, the manager’s decision variable at t is
defined as the vector xt = (x
wd
t , x
gd
t , x
rd, xwrt , x
gr
t , x
rg
t )
T ≥ 0, which should satisfy the following
constraints:
xwdt + β
dxrdt + x
gd
t ≤ Dt, xwrt + xwdt ≤ Et, xrdt + xrgt ≤ Rt, (27)
xwrt + x
gr
t − xrdt − xrgt ≤ Rmax −Rt, xwrt + xgrt ≤ γc, xrdt + xrgt ≤ γd, (28)
where γc and γd are the maximum amount of energy that can be charged or discharged from
the storage device. Typically, γc and γd are the same.
The state variable at time t, St, includes the level of energy in storage, Rt ∈ [0, Rmax]
(Rmax > 0 represents the storage capacity), the amount of energy available from wind and
its forecast, {fEt,t′}t′≥t(Et = fEt,t), the spot price of electricity from the grid and its forecast,
{fP gt,t′ }t′≥t(P gt = fP gt,t ), the market price of electricity P dt , the demand Dt and its forecast
{fDt,t′}t′≥t(Dt = fDt,t), and the energy available from the grid Gt at time t. Hence the state of
the system can be represented by the vector St = (Rt, Gt, f
E
t,t′ , P
m
t , f
P g
t,t′ , f
D
t,t′) ∀t′ ≥ t. In the
Appendix, we describe how these forecasts can be generated.
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The transition function, SM(·) also explicitly describes the relationship between the
state of the model at time t and t + 1 such that St+1 = S
M(St, xt,Wt+1), where Wt+1 =
(Et+1, Pt+1, Dt+1) is the exogenous information revealed at t + 1. In our numerical experi-
ments, we assumed that Wt+1 is independent of St, but the CFA algorithm can work with
any sample path provided by an exogenous source, which means it can handle an exogenous
information process where Wt+1 may depend on St and/or xt. Indeed, the CFA method be-
longs to the class of data driven algorithms, where we do not need a model of the exogenous
process. The relationship of storage levels between periods is defined as:
Rt+1 = Rt − xrdt + βcxwrt + βcxgrt − xrgt , (29)
where βc ∈ (0, 1) and βd ∈ (0, 1), are the charge and discharge efficiencies. Denoting the
penalty of not satisfying the demand by CP , for given state St and decision xt, the profit
realized at t is given by
Ct(St, xt) = C
P (Dt−xwdt −βdxrdt −xgdt )−Pmt (xwdt +βdxrdt +xgdt )−P gt (βdxrgt −xgrt −xgdt ). (30)
5.2 Policy Parameterizations
For our deterministic lookahead, by noting (30), we solve subproblem (4) subject to con-
straints (27) - (29) for t′ ∈ [t + 1, t + H]. We call this deterministic lookahead policy the
benchmark policy, and use it to estimate the degree to which the parameterized policies
are able to improve the results in the presence of uncertainty. There are different ways of
parameterizing the policy in this lookahead model. A few examples are as follows.
• Constant forecast parameterization - This parameterization uses a single scalar
to modify the forecast amount of renewable energy for the entire horizon. Hence, the
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second constraint in (27) is changed to
xwrt,t′ + x
wd
t,t′ ≤ θ · fEt,t′ . (31)
• Lookup table forecast parameterization - Overestimating or underestimating fore-
casts of renewable energy influences how aggressively a policy will store energy. We
modify the forecast of renewable energy for each period of the lookahead model with a
unique parameter θτ . This parameterization is a lookup table representation because
there is a different θ for each lookahead period, τ = 0, 1, 2, .... This changes (31) to
xwrt,t′ + x
wd
t,t′ ≤ θt′−t · fEt,t′ . (32)
where t′ ∈ [t + 1, t + H] and τ = t′ − t. If θτ < 1 the policy will be more conservative
and decrease the risk of running out of energy. Conversely, if θτ > 1 the policy will be
more aggressive and less adamant about maintaining large energy reserves.
5.3 Numerical Experiments
In this subsection, we test the aforementioned parameterizations of the deterministic looka-
head policy defined on variations of the energy storage problem by providing the same
forecasts of exogenous information for the benchmark and parameterized policies. We say
the parameterization θ outperforms the nonparametric benchmark policy if it has positive
policy improvement ∆F pi(θ), given by
∆F pi(θ) =
F pi(θ)− FD-LA
|FD-LA| , (33)
where F pi(θ) is the average profit (negative cost defined in (30)) generated by θ and FD-LA is
the average profit generated by the unparameterized deterministic lookahead policy described
by equation (4). In all of our experiments, we compute these averaged profits over a testing
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Figure 2: Averaged performance of lookup parameterization policy under perfect forecasts
(right) and noisy one (σ2E = 40). Each curves represents performance of the lookup policy
over changing one θi while θj = 1 ∀j 6= i.
data set including 1000 random samples.
In our first set of experiments, we examine the performance of the lookup table param-
eterization policy with H = 23 under perfect forecasts (σE = 0) and noisy one (σ
2
E = 40).
In particular, we first set all values of θ to 1 and then do a one-dimensional search over
each coordinate of θ. As it can be seen from Figure 2, under perfect forecasts, the optimal
value for each coordinate of θ is 1 while the others are set to 1 as suggested by Lemma 4.4.
However, when noisy forecasts are used, the optimal values for θ may be different than 1.
In the second set of experiments, we evaluate the performance of policies produced by our
proposed stochastic approximation algorithms. In Algorithm 1, since the stochastic gradient
given in (23) is not computable, we use numerical derivatives. Specifically, for each coordinate
of the stochastic gradient, we use the finite-difference formula to estimate the corresponding
partial derivatives by estimating the objective function at a given θ and its perturbations
for each coordinate. We call this variant of Algorithm 1, the Stochastic Numerical Gradient
method for the CFA model (SNG-CFA). Since our optimization problem is nonconvex, we
implement our algorithms for several different starting points using N = 800 iterations. We
then evaluate the performance of the policy that is produced by averaging over a thousand
simulations. We compare the performance of the optimized policies against the base policy
using θ = 1 in Figures 3. We found that the RMSProp stepsize rule consistently outperformed
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Figure 3: Left: Averaged performance of the output policy of the SNF-CFA method (left)
and the SGF-CFA method with batch size of 12 (right), using RMSProp stepsize for σ2E = 40
over 1000 simulations with different starting points.
AdaGrad, so RMSProp is used throughout. For the SGF-CFA method, we use a mini-batch
of sample paths to compute stochastic gradients according to (15) and then use their average
as an estimation for the gradient. To have a fair comparison, we use a mini-batch of size
12 at each iteration of this algorithm so that its computational cost is similar to that of
the SNG-CFA method. While the latter does not have theoretical finite-time convergence
guarantees, we found that both algorithms have comparable practical performance.
In the next set of experiments, we explored the structure of the response surface in our
optimization problem by doing a two-dimensional grid search for different pairs of coordinates
of θ in the lookup table representation form, while keeping the other coordinates unchanged.
We show the improvement in the objective function over the benchmark policy (θ = 1) in
Figure 4 (more are shown in Appendix II). All graphs contain ridges on which changing the
coordinates does not improve the policy. While the shape of the ridges can be quite different
from one pair of coordinates to another one, most of them share some kind of unimodularity.
6 Conclusion
This work builds upon a long history of using deterministic optimization models to solve
sequential stochastic problems. Unlike other deterministic methods, our class of methods,
CFAs, parametrically modify deterministic approximations to account for problem uncer-
29
Figure 4: Averaged performance of lookup policies under noisy forecast. Each graph repre-
sents improvements over a two-dimensional grid surface of pairs of coordinates of θ.
tainty. Our particular use of modified linear programs within the framework of the CFA
represents a fundamentally new approach for solving multistage stochastic programming
problems. Our method allows us to exploit the structural properties of the problem while
capturing the complex dynamics of the full base model, rather than accepting the approxi-
mations required in a stochastic lookahead model.
The parametric CFA approach indeed represents an alternative to stochastic lookahead
models that represent the foundation of stochastic programming. It requires some intuition
into how uncertainty might affect the optimal solution. We would argue that this requirement
parallels the design of any parametric statistical model, and hence enjoys a long history. We
believe there are many problems where practitioners have a good sense of how uncertainty
affects the solution. This approach opens up entirely new lines of research.
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Appendix I
1. Renewable energy and demand model
Our model is designed in part to create complex nonstationary behaviors to test the ability
of our policy to exploit forecasts while managing uncertainty. We use a series of recursive
equations to create a realistic model of the stochastic process describing the generation of
renewable energy. In particular, letting fEt,t′ be the forecast of the renewable energy at time
t for time t′ and assuming that {fE0,t′}t′=0,...,min(H,T ) is given, we define
fEt+1,t′ = f
E
t,t′ + t+1,t′ t = 0, . . . , T − 1, t′ = t+ 1, . . . ,min(t+H,T ) (34)
where t+1,t′ represents the level of noise whose distribution depends on f
E
t,t′ . To create such
noise, we first construct a symmetric matrix Σ ∈ RH×H such that Σ(i, j) = σ2Ee−α|i−j| ∀i, j,
where σE, α > 0 are constant numbers. Indeed, we can manipulate the quality of the forecast
by changing σE. By construction, Σ acts as a covariance matrix representing less correlation
between the i-th and j-th elements when they are far from each other. We then define a
normal noise vector as
¯t = L · Zt,
where L is the lower triangular Cholesky decomposition of Σ and Zt ∼ N (0, IH×H). Hence,
each element of ¯t has a normal distribution with zero mean and variance σ
2
E due to the fact
that Σ = L ·L> and Σ(i, i) = 1. However, these elements are correlated by construction. To
avoid nonnegativity of the forecast, we set
[t+1,t+1, . . . , t+1,min(t+H,T )]
> = F−1EM(φ(trc
t
H(¯t))),
where the operator trctH(y) truncates the first min(H,T − t) elements of vector y, φ(·) is
standard normal density function, and FEM is an empirical cumulative distribution function
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obtained from historical data. The choice of FEM depends on f
E
t,t′ for t
′ = t+1, . . . ,min(t+
H,T ). Figure 5 shows five examples of empirical cumulative distribution functions for the
change in wind speed, used in our experiments. It should be mentioned that if fEt,t′ becomes
negative (by low chance), we just map it to 0. Finally, after generating all forecasts, we force
the observed value of the renewable energy at time t to be fEt,t.
Figure 5: Empirical cumulative distribution functions from a real data set for the renewable
energy.
A generated sample of observed renewable energy and its prospective forecast can be
viewed in Figure 6. This is an example of a complex stochastic process that causes problems
for stochastic lookahead models. For example, it is very common when using the stochastic
dual dynamic programming (SDDP) to assume interstage independence, which means that
Wt and Wt+1 are independent, which is simply not the case in practice (Shapiro et al.
(2013) and Dupacˇova´ and Sladky` (2002)). However, capturing this dynamic in a stochastic
lookahead model is quite difficult. Our CFA methodology, however, can easily handle these
more complex stochastic models since we only need to be able to simulate the process in the
base model.
We use the above approach in a backward format to generate demand forecasts. More
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Figure 6: Generated sample of renewable energy (Et)
specifically, assuming that {fDt,t}t=0,...,T is given, we define
fDt−1,t′ = f
D
t,t′ + trc
t−1
H (¯t−1,t′) t = T, . . . , 1, t
′ = t, . . . ,min(t+H,T ). (35)
Note that since the observed demands are set in advance, we can avoid the nonnegativity
issue without using the aforementioned inverse CDF of a (uniform) random variable. Indeed,
since the observed demands are usually cyclic, their values are specified with a sinusoidal
stochastic function:
fDt,t = Dt = dmax{0, D − Dˆ sin
(
D¯pit
T
)
+ et}e t = 0, 1, . . . , T, (36)
where {et}t≥0 are correlated standard normal random variables and D > Dˆ, D¯ are positive
constants. A generated sample of observed demand and its prospective forecast can be
viewed in Figure 7.
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Figure 7: Generated sample of demand (Dt)
2. Spot price model
We assume that spot price of electricity from the grid has a positive correlation with the
demand. In particular, we set
fPt,t′ = a+ bf
D
t,t′ t = 0, 1, . . . , T, t
′ = t, t+ 1, . . . , T,
where b > 0 and a ∼ N (µp, σp) for some µp, σp ≥ 0. Moreover, the observed and forecasted
market prices are fixed and set to the average of all forecasted grid prices assuming a long-
term contract with the customer.
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Appendix II
Extended Numerical Experiments
In this Section, we provide more numerical experiments about the energy storage problem
described in Section 5. In the first one, we evaluate the performance of the constant forecast
parameterization for different levels of uncertainty in forecasting the supply from renewable
energy. In this case, the optimization problem is one dimensional and hence, we use a
grid search to find the optimal policy. As shown in Figure 8, performance of the constant
parameterization policy is improved by increasing the value of θ to one point and then
decreased. It is also worth noting that under perfect forecasts, θ = 1 is the optimal value as
mentioned before.
Figure 8: Averaged performance of constant parameterization policy over 1000 simulation.
In the next set of experiments, we provide more graphs in Figure 4 about the behaviour
of the objective function in terms of improvement over the benchmark policy for different
pairs of coordinates of θ in the lookup up table representation form.
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Figure 9: Averaged performance of lookup policies under noisy forecast. Each graph repre-
sents improvements over a two-dimensional grid surface of pairs of coordinates of θ.
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