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ABSTRACT: Cycloparaphenylenes, the simplest structural
unit of armchair carbon nanotubes, have unique optoelectronic
properties counterintuitive in the class of conjugated organic
materials. Our time-dependent density functional theory study
and excited state dynamics simulations of cycloparaphenylene
chromophores provide a simple and conceptually appealing
physical picture explaining experimentally observed trends in
optical properties in this family of molecules. Fully delocalized
degenerate second and third excitonic states define linear
absorption spectra. Self-trapping of the lowest excitonic state due to electron−phonon coupling leads to the formation of spatially
localized excitation in large cycloparaphenylenes within 100 fs. This invalidates the commonly used Condon approximation and
breaks optical selection rules, making these materials superior fluorophores. This process does not occur in the small molecules,
which remain inefficient emitters. A complex interplay of symmetry, π-conjugation, conformational distortion and bending strain
controls all photophysics of cycloparaphenylenes.
KEYWORDS: Time-dependent density functional theory, nonadiabatic excited state molecular dynamics, exciton-vibrational coupling,
photoluminescence spectra
In recent years we have witnessed rapid development ofnanotechnologies spanning multiple classes of materials such
as organic and metal−organic structures, semiconductor
nanocrystals, and metal clusters. These systems have unique
properties not easily found in other materials due to
competition of various degrees of freedom (e.g., electronic,
vibrational, spin, and so forth), which are frequently controlled
by quantum confinement mechanisms. Understanding and
interpretation of these new functionalities are not readily
attainable using approaches developed for molecules or for
extended solids. One example of such systems is cyclo-
paraphelynenes ([n]CPP),1 which consist of n phenyl units
connected in a conjugated periodic chain (see inset in Figure
1). Owing to their geometry, CPPs have unique physicochem-
ical and electronic properties valuable for multifarious
applications in materials science and technology such as
photovoltaic, photoelectronic and light-emission technologies.
The first successful attempt of synthesis of cycloparapheny-
lene dates back to 1993 targeting [6]−[10]CPPs.2 In 2008,
several CPPs were synthesized and characterized by Jasti et al.3
Since then, cycloparaphelynenes have been attracting a great
amount of interest in the fields of synthetic chemistry,3−15
computational materials science,3,5,16−19 and fundamental
physics.1,11,14 [n]CPPs of sizes 5 through 16 and 18 were
synthesized with certain ring sizes produced on a gram scale.
Success with cycloparaphenylenes motivated scientists to grow
cyclic molecules with other building blocks,20−22 combine
different building blocks in one molecule,10,13 synthesize
covalently linked dimers,23,24 and tune the atomic structure of
these molecules with substitutional impurities.20 One exciting
application of cyclic molecules is using them as seeds for
growing carbon nanotubes.25 Cycloparaphenylene is the
shortest segment of an armchair nanotube. The other seeds
explored by chemists are cyclacene (the shortest segment of
zigzag nanotubes22,25) and modified CPP (a seed for chiral
nanotubes21,26). Thus, this constitutes a promising avenue for
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synthesizing well-defined nanotube segments spanning a
transition between the molecular regime and the more
condensed matter behavior of the extended nanotube
structures.
The structural and photophysical properties of [n]CPPs have
been intensely studied both experimentally5,6,12,13,15 and
theoretically.5,17−19 Cycloparaphenylenes have been optically
characterized both in solution and in the solid state (van der
Waals crystal and films). These molecules have high optical
absorbance in a blue spectral region that increases with the ring
size, however, the absorption maxima (at ∼340 nm) are
independent of the ring size. In contrast, the fluorescence
Figure 1. Variation of dihedral angles (degrees) along the chain of [n]CPP molecules in the ground state (blue) and excited state (red). Yellow bar
marks the length of the molecule. The inset shows chemical structure of the [n]CPP hoop. Notably, [8]CPP has two excited state geometries with
near-degenerate total energy minima (denoted as uniform and deformed structures).
Table 1. Calculated Wavelengths λ and Oscillator Strength f for S1, S2, S3, and S1′ Transitions Compared to Experimentally
Measured Absorption and Emission Spectral Maxima and Fluorescence Quantum Yield ΦF for [n]CPP moleculesa
S1 S2, S3 absorption (exp.) S1′ Emission (exp.) τ, ns
n λabs, nm f λabs, nm f λabs, nm λem, nm f λem, nm ΦF this work exp.c
6 381 0.00 297 1.16 679 0.00 0.0e
7 374 0.03 300 1.56 340h 563 0.002 588h 0.007e, 0.006h 1587
8 346 0.00 300 1.88 338c, 340d 484 0.44 533c, 531d 0.084c, 0.1e 5.63 17.6
9 344 0.07 301 2.22 339b, 340c,f,i, 341d 464 0.89 494b,c,i, 499d, 500f 0.73b, 0.30c, 0.38e 2.53 10.6
10 331 0.00 301 2.57 340c, 341d 452 1.20 470c, 474d 0.46c, 0.65e 1.79 6.6
11 331 0.10 302 2.90 339c, 340d 445 1.45 458c, 460d 0.52c, 0.73e 1.44 3.8
12 324 0.00 303 3.26 338b,c, 339d,f, 340i 440 1.67 450b,c,d,i, 452f, 464g 0.89b, 0.66c, 0.81e 1.22 2.7
16 318 0.00 304 4.64 339b,f, 338d 423 2.31 438b,f 0.88b 0.83
aCalculated radiative lifetimes τ are also shown in comparison with experimental data. States S2 and S3 are degenerate for even n and approximately
degenerate for odd n (Δλ < 5 nm, Δf < 0.01); this table lists numbers corresponding to S3. bReference 5. cReference 13. dReference 15. eReference 6.
fReference 12. gReference 21. hReference 10. iReference 3.
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maxima become strongly red shifted with decrease of molecular
size. Moreover, larger hoops are shown to be excellent emitters,
whereas small CPPs have very poor/vanishing fluorescence
quantum yield. Table 1 summarizes the reported experimental
photophysical properties of [n]CPPs. Furthermore, Figure 2
provides detailed experimental information on absorption and
emission in several hoops at room and low (77 K) temperatures
in the form of two-dimensional plots (see slices of these plots
on the same wavelength scale in Supporting Information Figure
2S,). Interestingly, these cyclic molecules may also host few
electrons, for example, [8]CPP is able to accept four electrons
without breaking the hoop.14 Such broad size-tunability of the
optoelectronic properties of [n]CPPs make them attractive for
many applications based on organic semiconductor carbon
materials.
Despite the large body of previous work, however, a detailed
understanding of the relationships between the underlying
structures (e.g., backbone strain, steric interactions, symmetry,
and aromatic conjugation) and molecular optical properties is
still missing. Reported results for most previous computational
efforts (e.g., refs 5 and 17−19) have shown strong dependence
on the methodology (e.g., DFT model) used. While probably
most accurate, GW simulations of excited state properties of
CPPs3 did not provide analysis of electronic wave functions at
absorption and emission points. Subsequently, experimental
size-dependent trends in excited state energies (particularly
emission wavelengths) and optical selection rules were poorly
reproduced and explained. Herein, we present a time-
dependent density functional theory (TD-DFT) study and
excited state molecular dynamics simulations that capture
essential features of the experimental absorption and emission
spectra and suggest physically simple rationale for the observed
trends in connection to molecular geometry. Our results
suggest that the photophysics of [n]CPPs is dictated by a
complex dynamics of excitons (a bound state of electron−hole
pair) on a circle strongly coupled to vibrational degrees of
freedom, which may lead to exciton localization (self-trapping)
on a length scale of about five rings in large molecules but is not
attainable in small systems.
Ground State Geometry. We start our discussion with the
geometry of [n]CPP molecule being a result of a complex
interplay between steric interactions (which tend to increase
dihedral angles between neighboring phenyls), π-conjugation
(which tends to planarize the chain) and backbone strain
(which frustrates the above interactions and mixes σ- and π-
bonds between neighboring rings). In agreement with previous
studies of the ground state geometry of [n]CPP mole-
cules,3,16,17 our results show the optimal dihedral angle between
neighboring phenyls to be about 30o. Thereby, molecules with
an even number of phenyl units are able to achieve this optimal
configuration by alternating the dihedral along the chain as
shown in Figure 1 (blue bars) and Figure 3a ([6]CPP and
[12]CPP). An increase of the backbone strain5 that is
pronounced in smaller hoops tends to decrease dihedrals,
thus increasing π-conjugation. For example, [16]CPP and,
[6]CPP have dihedral angles of ±36° and ±28°, respectively. In
contrast, the odd-numbered [n]CPPs cannot adopt such high
symmetry configuration. These molecules are examples of
frustrated structures containing a defect, that is, one of the rings
is connected to its neighbors by dihedral angles of about 15−
20°. Notably, our calculations show that a defect localized on
three rings is energetically preferable compared to the other
possible geometries. This is visualized in Figure 1 (blue bars)
and Figure 3a ([9]CPP).
Absorption Spectra. To discuss the CPPs’ linear
absorption properties, we first recall that electronic excitations
in conjugated oligomers and polymers have an excitonic nature
with strong binding energy between photoexcited electron and
hole.27−29 The lowest excitonic (band gap) state S1 (see
Methods) typically “collects” nearly all oscillator strength from
its parent band, making these materials excellent light absorbers
and emitters. To rationalize the above in linear chains, we
invoke simple physical considerations from the exciton
scattering model.29 Namely, let an exciton be a “quasiparticle”
placed in a box (limited by molecular ends or chain defects).
The resulting excitonic envelope wave functions forming a band
are then standing waves with an increasing number of nodes
and an increase of energy, which correspond to states with
different momenta in the infinite chain limit.29 The transition
Figure 2. PLE spectra of [8]−[12]CPP molecules at room temperature (top row) and at 77 K (low T, bottom row). Photoluminescence intensity is
shown as a function of excitation and emission wavelengths. Low-temperature spectra allow resolution of vibronic features for larger rings.
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dipole moment (and respective oscillator strength) of each
discrete state can be roughly represented as a vector
superposition of effective dipoles of each repeat unit, where
the sign of the wave function lobe defines the elementary dipole
directions.30 Subsequently, in a linear chain the nodeless S1
state attains the largest dipole (all constructive superposition),
the one-mode state S2 is optically forbidden (the destructive
superposition between the right and left lobes), and so on.29
The same framework can be applied to the CPPs but it needs
to account for closed boundary conditions and circular
geometry. Similar to the linear chain, the lowest S1 state is
node-less and delocalized across the entire molecule as shown
by examining the transition density plots for several hoops in
Figure 3b. The transition density characterizes changes in the
ground state electronic density across the molecule upon
excitation from the ground to a specific excited state, and,
therefore, directly defines the value of the transition dipole
moment. Subsequently, in contrast to the linear chain S1 is
optically forbidden in circular geometries as pictorially shown in
Figure 3c. Indeed, our direct calculations result in a vanishing
(very weak) S1 oscillator strength in even- (odd-) numbered
[n]CPPs (see Table 1). Of course, imperfect geometry of CPPs
with odd rings leads to small perturbations in the electronic
wave function which results in small but nonzero oscillator
strength. While S1 is forbidden in the linear response, it can be
probed by nonlinear spectroscopies such as two-photon
absorption, where the selection rule restrictions are lifted.
This was recently experimentally achieved by Itami and co-
workers.12
Energies of the next electronic states S2 and S3 are degenerate
(quasi-degenerate) in even- (odd-) numbered [n]CPPs due to
symmetry reasons. Their wave functions (Figure 3b) have 2
nodes on opposite sides of the ring. Circular geometry ensures
constructive superposition of elementary dipoles as illustrated
in Figure 3c. Subsequently, S2 and S3 states are strongly
optically allowed with perpendicular polarization emerging
from the orthogonal transition dipole moments, making the
CPPs good absorbers. As expected for conjugated molecules,
their net oscillator strength (and optical absorption) quickly
grows with increasing n in agreement with numerous
experiments (Table 1). Our calculations also find that transition
energies of S2 and S3 states do not depend on the molecular
size, thus reproducing experimental data (Table 1). This is a
consequence of several factors: (i) transition energies exhibit
red shifts with an increase of ring size commensurating with a
behavior of S1 state in linear conjugated oligomers of increasing
lengths;18,29 (ii) the splitting between S1 and S2/S3 states
decreases with an increase of n (i.e., both (i) and (ii) being
“larger box size” effects); and (iii) smaller CPPs have better π-
conjugation on/between neighboring phenyl rings due to
reduced dihedrals, backbone strain, and through-space
interactions (the latter effects on the frontier molecular orbital
energies have been investigated in detail in ref 16).
Subsequently, nearly exact cancelation of (i)/(ii) (red shifts
with an increase of n) and (iii) (blue shifts with an increase of
n) makes absorption maxima (i.e., positions of S1 and S2/S3
states) to be virtually independent of the CPP hoop size.
Energy of S1 transition weakly red shifts for smaller hoops,
where effect (iii) is getting stronger. As it is a frequent case of
use of range-corrected DFT models,27,28 calculated values of all
state transition energies are uniformly blue-shifted by about 40
nm compared to the respective experimental numbers (Table
1). The natural defect in odd-numbered CPPs results in a small
asymmetry between S2 and S3 states: difference in wavelength,
corresponding to these excited states, is less than 5 nm.
Notably, the experimental absorption profiles of all [8]−
[12]CPP rings (Figure 2) remain centered at about 340 nm at
both room and low temperatures. Particularly, in contrast to
Figure 3. (a) Structure of [6]-, [9]-, and [12]CPP molecules demonstrating conformational differences in the ground and excited states. (b) Orbital
distribution of transition density for S1−3 and S1′ transitions in [6]-, [9]-, and [12]CPPs. The corresponding frequencies and oscillator strengths are
listed in Table 1. (c) Schematic of transition dipole shown for S1−3 and S1′ transitions in [12]CPP molecule. Red and blue color corresponds to
negative and positive values of the transition density, respectively.
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many other conjugated systems, it is remarkable that none of
these excitation spectra at low temperature exhibit vibrational
features: all spectra are broad and single-peaked with a width of
about 60 nm (small hoops) to 80 nm (large hoops) similar to
their counterparts at room temperature. This suggests
inhomogeneous broadening due to conformational structural
variations (aggregation effects were excluded for our exper-
imental conditions). Indeed, a previous DFT study16 suggested
the existence of multiple ground state conformers in CPP
systems due to irregular variations of the dihedral angles
(regular alternating geometry being the lowest energy
structure). These conformers differ in the ground state energy
by 1−3 kcal/mol, have transition barriers of less than 4 kcal/
mol,16 and affect transition energies to S2 and S3 states by up to
30−40 nm as verified by our selective TD-DFT simulations.
Subsequently, it is likely that static torsional disorder provides a
major contribution to the width of absorption spectra across
the broad temperature range. Frequently, circular molecular
aggregates have similar optical selection rules for excitonic
manifold. Absorption and fluorescence properties of such
analogous systems in the presence of weak perturbations have
been previously extensively explored using Frenkel-exciton
tight-binding models.31,32
Excited State Geometry. Photoexcitation of an electron−
hole pair results in a decreased dimerization (i.e., difference
between effective single C−C and double CC bonds) of π-
electronic density in conjugated systems. This frequently leads
to a self-trapped localized excitonic state characterized by
reduced bond-length alternation and more planar conforma-
tions, which appears in emission.33 These effects have been
previously explored both experimentally and theoretically in the
case of poly(phenylene-vinylene)s and polyfluorenes.33−36 A
similar phenomenon is observed in the CPP case as well. As
one may see in Figure 1 (red bars), CPPs with n > 8 indeed
develop a local planarization in the S1′ state (prime stands for
excited state calculated in the optimal excited state geometry,
see Methods) on the length of about 5 rings, while preserving
the ground state geometry on the rest of the rings, which
indirectly indicates a placement and self-trapping of the
excitonic wave function on the distorted portion of the hoop.
In contrast, the S1′ geometry in[6]CPP and[7]CPP hoops has
uniformly vanishing dihedrals due to small molecular size and
effects of strong backbone strain favoring planar configuration.
[8]CPP is an intermediate case showing both geometry minima
(see Figure 1, top row) having only 0.027 eV absolute energy
difference. [9]CPP and larger hoops show localization in the
excited state. We further note that B3LYP functional and lack
of solvent model mostly used in the previous TD-DFT
calculations of CPPs5,13,17 proved to be deficient to model
experimentally observed excitation localization phenomena in
conjugated polymers and was unable to reproduce deformed
structures27,28 appearing due to exciton self-trapping.33−36
Subsequently, previously reported results for excited state
geometries are qualitatively different from ours (e.g., see
Supporting Information Table S1 and Figure S1).
Fluorescence Properties. According to the celebrated
Kasha’s rule,37 molecular fluorescence generally occurs from the
lowest singlet excited state S1′. By examining experimental
emission profiles in [8]−[12]CPP rings (Figure 2), we notice a
lack of vibrational progression in all plots taken at the room
temperature. At low temperature, vibrational features (sepa-
rated 0−0 and 0−1 lines) are clearly appearing only for the
largest [11]CPP and [12]CPP hoops and are completely absent
in the smallest [8]CPP and [9]CPP rings. The separations in
vibronic progression of about 1300 cm−1 seem to correlate with
C−C stretching vibrational modes probed by Raman spectros-
copy in detail.11 Our calculations estimate the Huang−Rhys
factor for this vibrational mode to be about one, whereas the
integrated Huang−Rhys factor across the entire vibrational
manifold is about 2−3 depending on the molecule. Such
vibrational couplings are typical for conjugated chromo-
phores.33−35 Bending in smaller hoops seems to enhance
effective vibrational coupling (thus reducing intensity of the 0−
0 transition) and couple more vibrational modes including out
of plane phenyl ring stretching and bending, which contribute
to the line broadening. Apart from vibronic features, we do not
observe significant shifts for emission maxima when comparing
room- and low-temperature data for any given CPP molecule.
This contradicts previously predicted large temperature effects
for emission in the computational study19 attributing efficient
fluorescence of CPP to Jahn−Teller distortion effects. Our
computational results reproduce very well experimental red
shifts of emission wavelength with decreasing molecular size.
This is attributed to increased π-conjugation (more planar and
bent structures) and developing “though-space” orbital
interactions observed in small CPP hoops. Thus, both
experimental and theoretical modeling suggest significant
Franck−Condon activity in all CPPs due to slow (torsional)
and fast (C−C stretching and bending) modes as is the case for
many other conjugated systems.27,33−35
Most notably, our calculated excited state geometry
distortion signifies exciton self-trapping in large CPPs due to
vibronic coupling (see S1′ plots for [9]CPP and [12]CPP in
Figure 3b). Such localization leads to an appearance of a
significant transition dipole moment (and oscillator strength,
see Table 1) during excited state equilibration (S1 → S1′). This
strongly violates the commonly used Condon approximation38
stating that the dipole should be independent of the vibrational
coordinates. Such excited state vibronic processes thus make
large CPPs to be excellent fluorescent chromophores with
quantum yields well exceeding 50% as observed in many
experiments (Table 1). The small [6]CPP and [7]CPP hoops,
which do not develop such self-trapping, have vanishing
transition dipole moment for the S1′ state (see [6]CPP plot
in Figure 3b). This agrees well with very weak fluorescence
efficiency in experimental samples (Table 1). [8]CPP is a
borderline due to its quasi-degenerate excited state minima
(Table 1). Indeed, the experimental fluorescence quantum yield
of [8]CPP is about 10%, being significantly smaller than that of
larger hoops. Experimentally measured radiative lifetimes13
(summarized in Table 1) can be directly compared to
calculations. Transition energies E and respective oscillator
strengths f allow evaluating radiative lifetimes τ as τ = (ℏ4c3/
2nE2f), where n is the refractive index of the solvent (1.42 for
dichloromethane), ℏ is the Planck’s constant, and c is the speed
of light. As established by previous studies,39 calculations
underestimate experimental lifetimes by a factor 2−3. This is
attributed to overestimated calculated values of both transition
energies and transition dipole moments as well as vibrational
progression distributing dipolar strength over multiple electron-
vibrational transitions (which was not accounted for in our
simple theoretical estimates). Nevertheless, calculated radiative
lifetimes reproduce the experimental trends very well.
Excited State Dynamics. Our conclusions attributing
efficient fluorescence in large CPP hoops to a broken Condon
approximation due to exciton self-trapping is based on the
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“static” DFT/TD-DFT calculations addressing just the minima
of ground and excited state potential energy surfaces. This
scenario is different from a variety of other hypotheses
proposed in the literature explaining emission from the
forbidden S1 state to phonon-assisted transitions,
12 vibrational
intensity borrowing from the higher states,18 and Jahn−Teller
distortion effects due to coupling to circle-to-oval vibrational
modes breaking the selection rules.19 To verify our DFT
results, we have conducted nonadiabatic excited state dynamics
(NA-ESMD) simulations of internal conversion to S1 (emission
point) after photoexcitation to S2/S3 states (absorption point)
in several [n]CPPs at room temperature by propagating 500
trajectories to achieve statistical sampling (see Methods).
Figure 4a shows that internal conversion completes within 200
fs in all systems, being slightly faster in the larger hoops due to
smaller S2/S1 gaps. Transition density plots for all trajectories
(representative examples are shown as insets in Figure 4a) at
the beginning and end of the dynamics have exactly the same
structures as those calculated with TD-DFT for S2/S3
(delocalized exciton) and S1′ (self-trapped exciton) states in
Figure 3, respectively. A quantitative measure of excitonic
delocalization is provided by participation ratio Pring showing on
average over how many phenyl rings the excitonic wave
function is delocalized. Even in the ideal uniform geometry, the
wavefuction is distributed nonuniformly over carbon atoms of
the phenyl ring, so that Pring is always smaller than the number
of phenyls in the CPP hoop (e.g., in [14]CPPs Pring
S1 = 7.8, Pring
S2
= Pring
S3 = 8.4 at the ground state geometry). Room-temperature
thermal fluctuations effectively reduce Pring even further. Figure
4b shows the calculated time-evolution of this quantity for the
NA-ESMD ensemble in different [n]CPPs. This plot
exemplifies that within 50 fs excitation becomes localized
from about 7 to 5 rings in all large hoops, which fully agrees
with our static TD-DFT simulations. In contrast, this
localization is much less pronounced in smaller systems. Such
ultrafast localization is attributed to nonadiabatic transitions
between excited states. More detailed nonadiabatic dynamics
simulations36 along with time-resolved spectroscopic probes of
CPP materials studying photoinduced pathways and time scales
of these dynamics, will be reported elsewhere.
Conclusions. Our quantum-chemical DFT/TD-DFT sim-
ulations, nonadiabatic excited state dynamics modeling and
experimental temperature-resolved absorption/emission data
bring a new level of understanding to the electronic structure
and photophysical properties in conjugated cycloparapheny-
lenes. An efficient fluorescence in large [n]CPP hoops is
assigned to a spatial localization of exciton (self-trapping) due
to strong vibronic coupling, which breaks the Condon
approximation and overrides the optical selection rules. This
process is not feasible in the small [n]CPP systems where the
wave function remains always delocalized because of bending
and strain. Our excited state dynamics simulations fully confirm
this scenario and estimate a time scale of excitonic localization
to be about 50 fs. These computational results establish a firm
connection of photophysical properties with the complex
localization and delocalization dynamics of excitonic states
controlled by conformational structure and strong electron−
phonon coupling present in these chromophores. This provides
valuable insights into photophysics and guidelines for future
synthetic efforts in circular nanostructure systems aiming to
control light-induced dynamics and energy/charge transfers.
Methods. Quantum Chemistry Calculations. All electronic
structure calculations were performed using Gaussian 09 suite40
with 6-31G* basis set and the Coulomb-attenuated hybrid
B3LYP (CAM-B3LYP) functional.41 The effect of solvent was
included in a flavor of the conductor-like polarizable continuum
model (CPCM) using experimentally relevant dichloromethane
solvent (CH2Cl2, ε = 9.02) as implemented in Gaussian09
package.40 Such choice of the model chemistry has been argued
by previous TD-DFT studies of conventional conjugated
polymers.27,28,42,43 It was found that experimentally observed
localized excitonic and charged (polaronic) states with
concomitant structural distortion can be modeled only with
the use of range-corrected hybrid DFT models including long-
range electronic exchange interactions (e.g., CAM-B3LYP, LC-
wPBE, etc.). In contrast, pure (e.g., LDA), semilocal GGA (e.g.,
PBE), and hybrid DFT models with small amount of orbital
exchange (e.g., B3LYP (20%) or PBE0(25%)) result in spatially
delocalized excited states. Moreover, inclusion of polarization
properties of the surrounding media (i.e., solvent model) is
found to be critical as well.28 Specifically, as used in the current
study, the CAM-B3LYP model is found to adequately describe
excitonic and charged states as well as electron−phonon
coupling in the similar families of conjugated polymers and
oligomers providing result similar to other range-separated
models.27,28,44
The calculations of [n]CPPs (n = 6, 7, 8, 9, 10, 11, 12, and
16) were done in three steps. First, the ground singlet state (S0)
geometries of CPPs were optimized with DFT. Next, several
singlet excited states were calculated for each molecule using
TD-DFT framework applied to ground-state geometries.
Relevant are the first three lowest excited states labeled as S1,
Figure 4. Nonadiabatic dynamics simulations of internal conversion at
room temperature T = 300 K in [9]-, [12]-, [14]-, [15]-, and [16]CPP
molecules after an excitation to S2 and S3 states. (a) Percentage of
population in S1 state calculated from the number of trajectories in it at
a given time showing rapid relaxation within 200 fs in all CPP
molecules; (b) time-dependence of the average participation number
of phenyl ring demonstrating ultrafast spatial localization of photo-
excitation within 50 fs.
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S2, and S3. Their transition energies and respective oscillator
strength characterize the optical absorption spectra. In a third
step, to obtain fluorescent properties the optimal lowest excited
state geometry (hereafter denoted as S1′) of each CPP was
calculated with TD-DFT. Its transition energy and oscillator
strength define the vertical emission wavelength and efficiency,
respectively. Calculated quantities along with respective
experimental data are summarized in Table 1. All optimized
geometries of ground and excited state are verified global
minima (e.g., for the ground state structures are similar to those
reported in ref 16). Finally, to analyze the spatial extent of
photoexcited wave functions of S1, S2, S3, and S1′ states, the
respective transition densities have been visualized in real space
using Avogadro software.45 The orbital projection of the
transition density matrix was calculated by extracting the
diagonal of the transition density matrix for particular excited
state and plotting this vector in a basis of local combination of
atomic orbitals. These orbital plots in Figure 3b are shown in
perspective view. The spatial distribution of the complete
transition density matrices in CPP systems has been first
analyzed in ref 18.
Nonadiabatic Excited State Molecular Dynamics (NA-
ESMD) Simulations. The NA-ESMD approach combines
molecular dynamics with quantum transitions with “on the
fly” analytical calculations of excited state energies, gradients,
and nonadiabatic coupling terms. The method has been
specifically developed to simulate photoinduced dynamics in
large organic conjugated molecules involving multiple coupled
electronic excited states.36,46,47 In brief, the DFT geometries of
[n]CPPs (n = 9, 12, 14, 15, and 16) were employed as our
initial guess for a molecular dynamics simulation in the
electronic ground state. First, for every molecule 1 ns of ground
state molecular dynamics simulations at 300 K has been
performed using a Langevin friction coefficient of 20.0 ps−1.
This value was chosen to mimic the solvent (CH2Cl2) used in
the experiments. Snapshots of 500 nuclei positions and
momenta (configurational space) have been collected from
the last 0.6 ns and used as initial conditions for the subsequent
NA-ESMD simulations. The NA-ESMD trajectories have been
started from these initial configurations by instantaneously
promoting the system from the ground state to S2 or S3 initial
excited state. The NA-ESMD trajectories of 500 fs duration are
propagated at 300 K in order to obtain a reasonable statistics.
At the end of the simulations (500 fs) all trajectories have
ended up in the S1 state corresponding to the emission point.
Classical time steps of 0.5 and 0.1 fs have been used for nuclei
propagation in the ground and excited state dynamics,
respectively. Besides, a quantum time step of 0.025 fs has
been used to propagate the electronic degrees of freedom
during the NA-ESMD simulations. More details concerning the
NA-ESMD implementation, limitations, advantages, and
parameters can be found elsewhere.36,46,47 Average relaxation
dynamics of an ensemble of the trajectories defines growth of
populations at the S1 state (i.e., internal conversion process),
which is shown in Figure 4a. Finally, at each time step and for
every trajectory we have calculated the participation number
using the spatial distribution of the excited state transition
density.47 This quantity averaged across the ensemble quantifies
an effective number of phenyl rings across which the excited
state wave function is delocalized (Figure 4b).
Experimental Methods. Photoluminescence excitation
(PLE) spectra were obtained on a JY-Horriba Fluorolog system
from samples dissolved in CH2Cl2. The average CPP
concentration was 2.2 μM. Low-temperature (77 K) spectra
were obtained from samples immersed in liquid nitrogen.
Emission spectra were obtained in 2 nm steps, while excitation
spectra used 5 nm steps with 0.5 nm bandpass in both cases.
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