Recent studies have proposed deep learning techniques, namely recurrent neural networks, to improve biomedical text mining tasks. However, these techniques rarely take advantage of existing domain-specific resources, such as ontologies. In Life and Health Sciences there is a vast and valuable set of such resources publicly available, which are continuously being updated. Biomedical ontologies are nowadays a mainstream approach to formalize existing knowledge about entities, such as genes, chemicals, phenotypes, and disorders. These resources contain supplementary information that may not be yet encoded in training data, particularly in domains with limited labeled data.
Introduction

1
Traditional relation extraction methods employ machine learning algorithms, often 2 using kernel functions in conjunction with Support Vector Machines [1, 2] or based on 3 features extracted from the text [3] . In recent years, deep learning techniques have 4 obtained promising results in various Natural Language Processing (NLP) tasks [4] , 5 including relation extraction. These techniques have the advantage of being easily 6 adaptable to multiple domains, using models pre-trained on unlabeled documents [5] . 7 The success of deep learning for text mining is in part due to the high quantity of raw 8 data available and the development of word vector models such as Word2vec [6] and 9 GloVe [7] . These models can use unlabeled data to predict the most probable word 10 according to the context words (or vice-versa), leading to meaningful vector 11 representations of the words in a corpus, known as word embeddings.
12
A high volume of biomedical information relevant to the detection of Adverse Drug 13 Reactions (ADRs), such as Drug-Drug Interactions (DDI), is mainly available in articles 14 and patents [8] A recent review of studies about the causes of hospitalization in adult 15 patients has found that ADRs were the most common cause, accounting for 7% of 16 hospitalizations [9] . Another systematic review focused on the European population, 17 identified that 3.5% of hospital admissions were due to ADRs, while 10.1% of the 18 patients experienced ADRs during hospitalization [10] . 19 The knowledge encoded in the ChEBI (Chemical Entities of Biological Interest) 20 ontology is highly valuable to detect and classify DDIs, since we not only get access to 21 important characteristics of each individual compound but more importantly we gain brain and body, can be characterized as being a catecholamine (CHEBI:33567), an 25 aralkylamino compound (CHEBI:64365) and an organic aromatic compound 26 (CHEBI:33659) (Fig 1) . When predicting if a certain drug interacts with dopamine, its 27 ancestors will provide additional information that is not usually directly expressed in 28 the text. While the reader can consult additional materials to better understand a 29 biomedical document, traditional relation extraction models are trained solely on 30 features extracted from the training corpus. Thus, ontologies are an advantage to 31 relation extraction models due to the semantics encoded in them regarding a particular 32 domain. Since ontologies are described in a common machine-readable format, methods 33 based on ontologies can be applied to different domains and incorporated with other 34 sources of knowledge, bridging the semantic gap between relation extraction models, 35 data sources, and results [11] . layers, where each layer attempts to learn a different kind of representation of the input 41 data. This way, different types of tasks can be trained using the same input data. 42 Furthermore, there is no need to manually craft features for a specific task. [14] . In this case, at 56 each time step, there are two LSTM layers, one that reads the sentence from left to 57 right, and another that reads from right to left. The output of both layers is combined 58 to produce a final score.
59
The model proposed by Xu et al. [15] int, when none of the others were applicable.
144
In the context of the competition, the corpus was separated into training and testing 145 sets, containing both DrugBank and MedLine documents. After shuffling we used 80% 146 of the training set to train the model and 20% as a validation set. This way, the 147 validation set contained both DrugBank and MedLine documents, and overfitting to a 148 specific document type is avoided. It has been shown that the DDIs of the MedLine 149 documents are more difficult to detect and classify, with the best systems having almost 150 a 30 point F1-score difference to the DrugBank documents [29] .
151
We implemented the BO-LSTM model in Keras, a Python-based deep learning 152 library, using the Tensorflow backend. The overall architecture of the BO-LSTM model 153 is presented in Fig 2. More details about each layer can be found in the Methods section. 154 We focused on the effect of using different sources of information to train the model. As 155 such, we tuned the hyperparameters to obtain reasonable results, using as reference the 156 values provided by other authors that have applied LSTMs to this gold standard [30, 31] . 157 We first trained the model using only the word embeddings of the SDP of each 158 candidate pair (Fig 2A) . Then we tested the effect of adding the Wordnet classes as a 159 separate embedding and LSTM layer (Fig 2B) Finally, we tested two variations of the
160
ChEBI channel: first using the concatenation of the sequence of ancestors of each entity 161 (Fig 2C) , and second using the sequence of common ancestors of both entities (Fig 2D) . 162 Table 1 shows the DDI detection results obtained with each configuration using the 163 evaluation tool provided by the SemEval 2013: Task 9 organizers on the gold standard, 164 while Table 2 shows the DDI classification results, using the same evaluation tool and 165 gold standard. The difference between these two tasks is that while detection ignores 166 the type of interactions, the classification task requires identifying the positive pairs and 167 also their correct interaction type. We compare the performance on the whole gold Regarding the classification task (Table 2) , the F1-score was improved on each 183 dataset by the usage of the ontology channel. Considering only the common ancestors 184 led to an improvement of the F1-score in the DrugBank dataset and on the full corpus, 185 while the concatenation improved the MedLine F1-score, similarly to the detection 186 results.
187
To better understand the contribution of each channel, we studied the relations 188 detected by each configuration by one or more channels, and which of those were also 189 present in the gold standard. Fig 3 and Fig 4 is due 196 to the system being executed once for each dataset. Overall 369 relations in the full test 197 set were not detected by any configuration of our system, out of a total of 979 relations 198 in the gold standard. We can observe that 60 relations were detected only when adding 199 the ontology channels. In the MedLine test set, the ontology channel identified 7 relations that were not 201 identified by any other configuration (Fig 4B) . One of these relations was the effect of 202 quinpirole treatment on amphetamine sensitization. Quinpirole has 27 ancestors in the 203 ChEBI ontology, while amphetamine has 17, and they share 10 of these ancestors, with 204 the most informative being "organonitrogen compound". While this information is not 205 described in the original text, but only encoded in the ontology, it is relevant to 206 understand if the two entities can participate in a relation. However, this comes at the 207 cost of precision, since 10 incorrect DDIs were classified by this configuration.
208
Discussion
209
Comparing the results across the two types of documents, we can observe that our described much more sparsely than in the DrugBank set. This demonstrates that our 217 model is able to obtain useful knowledge that is not described in the text.
218
One disadvantage of incorporating domain information in a machine learning 219 approach is that it reduces its applicability to other domains. However, biomedical 220 ontologies have become ubiquitous in biomedical research. One of the most successful 221 cases of a biomedical ontology is the Gene Ontology, maintained by the Gene Ontology 222 Consortium [32] . The Gene Ontology defines over 40,000 concepts used to describe the 223 properties of genes. This project is constantly updated, with new concepts and relations 224 being added every day. However, there are ontologies for more specific subjects, such as 225 microRNAs [33] , radiology terms [34] and rare diseases [35] . BioPortal is a repository of 226 biomedical ontology, currently hosting 685 ontologies. Furthermore, while manually 227 labeled corpora are created specifically to train and evaluate text mining applications, 228 ontologies have diverse applications, i.e., they are not developed for this specific purpose. 229 We evaluate the proposed model on the DDI corpus because it is associated with a 230 SemEval task, and for this reason, it has been the subject of many studies since its 231 release. However, while applying our model to a single domain, we designed its 232 architecture so it can fit any other domain-specific ontology. In fact, the methodology 233 proposed can be easily followed to apply to any other biomedical ontology that describes 234 the concepts of a particular domain. For example, the Disease Ontology [36] , that 235 describes relations between human diseases, could be used with the BO-LSTM model on 236 a disease relation extraction task, as long as there is an annotated training corpus.
237
While we studied the potential of domain-specific ontologies based only on the with highest information content, since those would be the most helpful to characterize 241 an entity. The information content can be estimated either by the probability of a given 242 term in the ontology or in an external dataset. Alternatively, a semantic similarity 243 measure that accounts for non-transitive relations could be used to find similar concepts 244 to the entities of the relation [37] , or one that considers only the most relevant 245 ancestors [38] .
Methods
247
In this section, we describe the proposed BO-lSTM model in detail, as shown in Fig 2, 248 with a focus on the aspects that refer to the use of biomedical ontologies.
249
Data preparation
250
The objective of our work is to identify and classify relations between biomedical 251 entities found in natural language text. We assume that the relevant entities are already 252 recognized. Therefore, we process the input data in order to generate instances to be 253 classified by the model. Considering the set of entities E mentioned in a sentence, we 254 generate E 2 instances of that sentence. We refer to each instance as a candidate pair, 255 identified by the two entities that constitute that pair, regardless of the order. A 256 relation extraction model will assign a class to each candidate pair. In some cases, it is 257 enough to simply classify the candidate pairs as negative or positive, while in other 258 cases different types of positive relations are considered.
259
An instance should contain the information necessary to classify a candidate pair. the SDP, we obtain the WordNet hypernym class using the tool developed by Ciaramita 270 and Altun [39] .
271
To focus our attention on the effect of the ontology information, we use pre-trained 272 word embedding vectors. Pyysalo et al. [40] released a set of vectors trained on PubMed 273 abstracts (nearly 23 million) and PubMed Central full documents (nearly 700k), trained 274 with the word2vec algorithm [6] . Since these vectors were trained on a large biomedical 275 corpus, it is likely that its vocabulary will contain more words relevant to the 276 biomedical domain than the vocabulary of a generic corpus.
277
We match each entity to an ontology concept so that we can then obtain its 278 ancestors. Ontology concepts contain an ID, a preferred label, and, in most cases, 279 synonyms. While preprocessing the data, we match each entity to the ontology using 280 fuzzy matching. The adopted implementation uses the Levenshtein distance to assign a 281 score to each match.
282
Our pipeline first attempts to match the entity string to a concept label. If the 283 match has a score equal to or higher than 0.7 (determined empirically), we accept that 284 match and assign the concept ID to that entity. Otherwise, we match to a list of 285 synonyms of ontology concepts. If that match has a score higher than the original score, 286 we assign the ID of the matched synonym to the entity, otherwise, we revert to the 287 original match. It is preferable to match to a concept label since these are more specific 288 and should reflect the most common nomenclature of the concepts.
289
The DDI corpus has a high imbalance of positive and negative relations, which negative relations through simple rules [41, 42] . We excluded from training and 294 automatically classify as negative the pairs that fit the following rules:
295
• entities have the same text (regardless of case): in nearly every case a drug does 296 not interact with itself;
297
• the only text between the candidate pair is punctuation: consecutive entities, in 298 the form of lists and enumerations, are not interacting, as well instances were the 299 abbreviation of an entity is introduced;
300
• both entities have anti-positive governors: we follow the methodology proposed 301
by [41] , where the head words of entities that do not interact are used to filter less 302 informative instances.
303
BO-LSTM model
304
The main contribution of this work is the integration of ontology information with a 305 neural network classification model. A domain-specific ontology is a formal definition of 306 the concepts related to a specific subject. We can define an ontology as a tuple 
where T is the transitive closure of R on the set E, i.e., the smallest relation set on E
313
that contains R and is transitive. Using this definition, we can define the common 314 ancestors of concepts c 1 and c 2 as
and the concatenation of the ancestors of concepts c 1 and c 2 as
We consider two types of representations of a candidate pair based on the ancestry of its 317 elements: the first consisting of the concatenation of the sequence of ancestors of each 318 entity; and second, consisting of the common ancestors between both entities. Each set 319 of ancestors is sorted by its position in the ontology so that more general concepts are 320 in the first positions and the final position is the concept itself. Common ancestors are 321 also used in some semantic similarity measures [43] [44] [45] , since they normally represent 322 the common information between two concepts. Due to the fact that in some cases 323 there can be almost no overlap between the ancestors of two concepts, the 324 concatenation provides an alternative representation. In our experiments, we set the dimensionality of the ontology embedding layer as 50,
332
and initialized its values randomly. Then, these values were tuned during training 333 through back-propagation.
334
The sequence of vectors representing the ancestors of the terms is then fed into the 335 LSTM layer. RNNs model the probability of each element, taking into account all 336 previous elements of the sequence. This makes sense for our objective since we want to 337 model the semantics of each concept according to its ancestors. RNNs contain hidden 338 units, also known as neurons, which perform linear operations on the input followed by 339 a non-linear operation, such as sigmoid or tanh. The state of the t-th hidden unit is 340 given by
where f is a non-linear function, c t is the element at position t, U is the weight matrix 342 for the previous element and W the weight matrix for the current element. Since the Circle refers to sigmoid function and rectangle to tanh, while "x" and "+" refer to element-wise multiplication and addition. h: hidden unit;m: candidate memory cell; m: memory cell; i input gate; f forget gate; o: output gate;
Each configuration of our model was trained through mini-batch gradient descent 365 with the Adam algorithm [46] and with cross-entropy as the loss function. We used the 366 dropout strategy [47] to reduce overfitting on the trained embeddings and weights. We 367 tuned the hyperparameters common to all configurations using only the word 368 embeddings channel on the validation set. Each model was trained until the validation 369 loss stopped decreasing. The experiments were performed on an Intel Xeon CPU
370
(X3470 @ 2.93 GHz) with 16 GB of RAM.
371
The ChEBI and WordNet embedding layers were trained along with the other layers 372 of the network. The DDI corpus contains 1757 of the 109k concepts of the ChEBI 373 ontology. Since this is a relatively small vocabulary, we believe that this approach is 374 robust enough to tune the weights. For the size of the Wordnet embedding layer, we 375 used 50 as suggested by Xu et al. [15] , while for the ChEBI embedding layer, we tested 376 50, 100 and 150, obtaining the best performance with 50. 
