Acoustic wavefield reconstruction inversion (WRI) replaces the nonlinear full waveform inversion problem with two linear subproblems corresponding to reconstruction of the wavefield and model parameters (squared slowness), relaying on the bilinearity property of the wave equation. This allows sophisticated regularizations to be included in the linear inversion stage for generating high quality images. Viscoacoustic WRI is proposed to further estimate the attenuation factor through inversion. Viscoacoustic wave equation can be approximated, with a high degree of accuracy, as a multilinear equation in the wavefield, squared slowness, and attenuation factor. This allows replacing the nonlinear viscoacoustic wavefield inversion with three linear subproblems corresponding to the reconstruction of the three classes of variable. These subproblems are solved efficiently in the framework of alternating direction method of multipliers (ADMM) and iterativelyrefined WRI (IR-WRI), allowing flexibilities for separate regularization of the parameters and inverting large data sets. Using different numerical examples, we show the effectiveness of the proposed viscoacoustic IR-WRI for simultaneous reconstruction of velocity and attenuation factor. arXiv:1909.05170v1 [math.OC] 
INTRODUCTION
Full waveform inversion (FWI) is a high-resolution nonlinear imaging technology which can provide accurate subsurface model parameters by matching observed and calculated waveforms (Virieux and Operto, 2010) . Wavefield reconstruction inversion (WRI) (van Leeuwen and Herrmann, 2013) extends the parameter search space of 0 1 University of Tehran, Institute of Geophysics, Tehran, Iran, email: h.aghamiry@ut.ac.ir, agholami@ut.ac.ir 2 University Cote d'Azur -CNRS -IRD -OCA, Geoazur, Valbonne, France, email: aghamiry@geoazur.unice.fr, operto@geoazur.unice.fr frequency-domain FWI by relaxing the wave equation for the benefit of fitting the data through the reconstruction of data-assimilated wavefields. The algorithm then updates the model parameters so that these assimilated wavefields explain both the wave equation and the data as well as possible. In other words, the parameters are simply updated by minimizing in a least-squares sense the source residuals corresponding to the assimilated wavefields. This two-step cycle is iterated until both the data and the wave equation are explained with prescribed errors. Based on the bilinearity of the acoustic wave equation in wavefield and squared slowness, the two subproblems arising in acoustic WRI are linear which allows treating the original nonlinear wavefield inversion as a biconvex optimization problem. Aghamiry et al. (2019d) solved this biconvex problem using the alternating direction method of multipliers (ADMM) (Boyd et al., 2010) , leading to the so-called iteratively-refined WRI (IR-WRI). ADMM is an augmented Lagrangian method which makes use of operator splitting and alternating directions to solve convex separable multi-variate constrained optimization problems. The augmented Lagrangian function combines a penalty function and a Lagrangian function (Nocedal and Wright, 2006, Chapter 17) . The penalty function allows for constraint relaxation during early iterations as in the original WRI, while the Lagrangian function allows one to satisfy the constraint at the convergence point via the dual ascent update of the Lagrange multiplier without tedious dynamic adaptation of the penalty parameter as shown by Aghamiry et al. (2019d) in the framework of IR-WRI. Aghamiry et al. (2019c) further improved the results of imaging large-contrast media using bounding constraints and total variation (TV) regularization, which however generates undesirable staircase imprints in smooth regions. To overcome this issue, a combination of different regularizations using infimal convolution in the framework of IR-WRI was proposed (Aghamiry et al., , 2019b . Furthermore, Aghamiry et al. (2019a) extended the method to multiparameter inversion in VTI media. WRI has been also implemented in the time do-Aghamiry et al.
main in the framework of extended-source waveform inversion (Wang et al., 2016; Huang et al., 2018; Rizzuti et al., 2019) .
In this paper, we extend frequency-domain IR-WRI to viscoacoustic media in order to exploit the full potential of wavefield inversion. Viscoacoustic effects are easily included in the time-harmonic wave equation with frequencydependent complex-valued velocities as function of phase velocity and attenuation factor (the inverse of quality factor) which are both real-valued parameters (Toksöz and Johnston, 1981; Ribodetti et al., 2000; Operto et al., 2007; Mulder and Hak, 2009 ). Here, we consider the Kolsky-Futterman model for complex-valued velocity (Kolsky, 1956; Futterman, 1962) in the viscoacoustic wave equation to perform forward modeling, while the inversion is parametrized by squared slowness and attenuation factor. Accordingly, in the extended viscoacoustic wavefield inversion, the objective function requires to be minimized over a set of triple parameters (wavefield, squared slowness, attenuation factor). As above-mentioned, the wave equation is linear in the wavefield and squared slowness separately. However, it is nonlinear in the attenuation factor. To overcome this issue, a key contribution of this paper is a first-order approximation of the complex-valued viscoacoustic function (gathering the effect of frequency and attenuation in the complex-valued velocity), which allows us to form an accurate trilinear viscoacoustic wave equation. Efficient alternating minimization is then performed on the multivariate objective function following a block relaxation strategy in the framework of ADMM. ADMM also compensates for the errors due to the various approximations, thanks to the error forgetting property provided by the dual ascent update of the Lagrange multipliers (Yin and Osher, 2013; Gholami et al., 2018) . Accordingly, the viscoacoustic formulation cycles over three linear subproblems corresponding to the data-assimilated viscoacoustic wavefield reconstruction followed by alternated estimation of squared slowness and attenuation factor.
We assess our method against a set of simple synthetic examples and a more realistic one representative of the North Sea. We also highlight the role of separate TV regularization + ADMM to mitigate the ill-posedness of simultaneous velocity-attenuation reconstruction.
THEORY
In this section, we first review the viscoacoustic wave equation in the frequency-space domain. Then, we used this wave equation to formulate the iteratively-refined wavefield reconstruction inversion (IR-WRI) for velocity and attenuation.
Forward modeling
The time-harmonic viscoacoustic wave equation in the frequency-space domain is given by
where ∆ is the Laplacian operator, ω is the angular frequency, x = (x, z) denotes the position in the subsurface model and b(x, ω) and u(x, ω) are respectively the source term and the wavefield for frequency ω. Viscoacoustic (attenuative) media can be considered by utilizing a complexvalued velocity model c(x). The Kolsky-Futterman model for complex-valued velocity is given by (Kolsky, 1956; Futterman, 1962) 1
with phase velocity v(x) and frequency-independent quality factor Q(x), both real-valued. The logarithmic term with reference frequency ω r = 2πf r implies causality (Aki and Richards, 2002; Hak and Mulder, 2011) . In this study, f r is chosen to be 50 Hz (Toverud and Ursin, 2005) .
Inverse modeling
We consider a grid of points x m,n = (x m , z n ), where x m = x 0 + (m − 1)∆x and z n = z 0 + (n − 1)∆z with grid size ∆x and ∆z and m, n = 1, 2, ... to discretize the partial-differential equation (PDE) in equation 1, leading to N grid points. We parametrize the inversion by squared slowness σ = 1/v 2 and attenuation factor η = 1/Q. Accordingly, equation 2 in discrete form reads as
where 
where u ∈ C N ×1 is the wavefield, b ∈ C N ×1 is the source term, and A(σ, η) ∈ C N ×N is the matrix representation of the discretized Helmholtz PDE, equation 1. The observation operator P ∈ R M ×N samples the reconstructed wavefields at the receiver positions for comparison with the recorded wavefield (data) d ∈ C M ×1 . C and E are appropriate regularization functions and a, b > 0 controls how much weight the regularization of σ and η should be given. C and E are appropriate (convex) sets coming from our prior knowledge about σ and η. For example, if we know the lower and upper bounds on σ and η then
and
The PDE constraint A(σ, η)u = b in equation 5 is nonlinear and very ill-conditioned. The data constraint Pu = d is linear but the operator P is rank-deficient with a huge null space because, in practice, M N . Therefore, determination of the optimum triple solution (u * , σ * , η * ) which satisfies the two constraints simultaneously, is extremely difficult and needs sophisticated regularizations. In this paper, we use the first order total variation (TV) regularization for both σ and η. However, other regularizations such as compound regularizations can be used in a similar way (see Aghamiry et al., 2019b) . The TV of an image z ∈ R N is defined as (Rudin et al., 1992) 
where ∇ x and ∇ z are respectively first-order difference operators in the horizontal and vertical directions with appropriate boundary conditions. Beginning with an initial velocity model v 0 = 1/ √ σ 0 and η 0 = 0, b 0 = 0, d 0 = 0, ADMM solves iteratively the multi-variate optimization problem, equation 5, with alternating directions as (see Boyd et al., 2010; Benning et al., 2015; Aghamiry et al., 2019d ,c, for more details)
is the augmented Lagrangian function written in scaled form (Boyd et al., 2010 , Section 3.1.1), λ, γ > 0 are the penalty parameters and b k , d k are the scaled Lagrange multipliers, which are updated through a dual ascent scheme by the running sum of the constraint violations (source and data residuals) as shown by equations 9d-9e. The penalty parameters λ, γ > 0 can be tuned such that a dominant weight is given to the observation equation at the expense of the wave equation during the early iterations to guarantee the data fit, while the iterative update of the Lagrange multipliers progressively correct the errors introduced by these penalizations such that both the observation and the wave equations are satisfied at the convergence point with acceptable accuracies. In the next three subsections, we show how to solve each optimization in subproblems 9a-9c.
Solving subproblem 9a
It is seen that the objective function Ψ is quadratic in u and its minimization gives
where A ≡ A(σ k , η k ) and A T denotes the Hermitian transpose of A.
Solving subproblem 9b
The discretized PDE operator is (Aghamiry et al., 2019d ,c)
in which ∆ is a discretized Laplace operator, C introduces boundary conditions such as perfectly-matched layers (Bérenger, 1994) , B is the mass matrix (Marfurt, 1984) , and diag denotes a diagonal matrix. From equation 12 we get that
where A(0, η) ≡ ∆. Therefore, subproblem 9b can be written as
where
and 
Solving subproblem 9c
Subproblem 9c is nonlinear due to the nonlinearity of the PDE with respect to η. Fortunately, each ADMM iteration only needs an approximate solution of each subproblem. First-order approximation of ρ, equation 4, results to
which is accurate for η 1 (Hak and Mulder, 2011) , and gives
Therefore, subproblem 9c can be written as
For E(η) = η TV , equation 19 is also a box constrained TV regularization and thus can be solved efficiently by variable splitting schemes and Bregman iteration or ADMM (Goldstein and Osher, 2009; Gholami and Naeini, 2019; Aghamiry et al., 2019c , section 2.2.2).
Practical implementation
The split Bregman iteration to solve equations 14 and 19 is fully analyzed in Goldstein and Osher (2009); Aghamiry et al. (2019c) . Therefore, we do not provide the algorithm here again. A key property of ADMM algorithm, equation 9, is that we don't need to solve the optimization subproblems exactly thanks to the error correction performed by the Lagrange multiplier updating. Numerical experiments have shown that only one (inner) ADMM/Bregman iteration generates solutions which are accurate enough to guarantee the fastest convergence of the overall ADMM optimization (the outer iterative process) (Goldstein and Osher, 2009; Boyd et al., 2010; Aghamiry et al., 2019c; Gholami et al., 2018; Aghamiry et al., 2019a) . We follows the guideline presented in (Aghamiry et al., 2019d,c) for tuning the penalty parameters λ and γ. In this study, we use a=0.6 and b=0.4 to tune the relative weight of the regularizations of the wavespeed and attenuation, equation 5.
NUMERICAL EXAMPLES

Simple inclusions test
First we consider a simple 2D example to validate viscoacoustic IR-WRI without and with TV regularization. The true velocity model is a homogeneous background model with a wavespeed of 1.5 km/s, which contains two inclusions: a 250-m-diameter circular inclusion at position (1.6 km,1 km) with a wavespeed of 1.8 km/s and a 0.2 × 0.8 km rectangular inclusion at the center of the model with a wavespeed of 1.3 km/s (Figure 1a) . Also, the true η model is a homogeneous background model with η=0.01 (Q = 100), which contains two inclusions, both of them with η = 0.1 (Q = 10). The first is a 250-m-diameter circular inclusion at position (0.4 km,1 km) and a the second is a 0.2 × 0.8 km rectangle inclusion at the center of the model (Figure 1b) . The wavespeed and η rectangular inclusions have the same size and position, while the wavespeed and η circular inclusions are in different positions in order to test different parameter trade-off scenarios. A vertical and horizontal log which cross the center of v and η models are plotted in the left and bottom side of the models, respectively, for all the figures of this test. An ideal acquisition is used with 8 sources and 200 receivers along the four edges of the model and three frequency components (2.5, 5, 7 Hz) are jointly inverted when the stopping criteria is set to 30 iterations. We performed viscoacoustic IR-WRI without and with TV regularization starting from homogeneous v and η models with v = 1.5 km/s and η = 0, respectively. The final (v, η) models estimated by IR-WRI without and with TV regularization are shown in Figures 1c-d and 1e-f, respectively. The IR-WRI results without TV regularization show acceptable velocity model and quite noisy attenuation reconstruction (Figure 1c-d) . The velocity reconstruction is however hampered by significant limited bandwidth effects. We also show underestimated wavespeeds in the rectangular inclusion along the horizontal log. These underestimated wavespeeds are clearly correlated with underestimated η values (overestimated Q), hence highlighting some tradeoff between v and η. Other moderate trade-off artifacts are shown in the vertical log of the η model, which shows undesired high-frequency perturbations at the position of the circular velocity inclusion.
The TV regularization removes very efficiently all of these pathologies: it extends the wavenumber bandwidth of the models and removes to a large extent the parameter cross-talk as the subsurface medium perfectly matches the piecewise-constant prior associated with TV regularization (Figure 1e-f ). Note however that η remains slightly underestimated in the circular inclusion (Figure 1f ). This correlates with a barely-visible velocity underestimation at this location in Figure 1e . The relative magnitude of these errors gives some insight on the relative weight of sigma and eta in the inversion.
North Sea case study
Experimental setup
We consider a more realistic 16 km × 5.2 km shallowwater model representative of the North Sea (Munns, 1985) . The true models for v and η are shown in Figures 2a and  2b, respectively. The velocity model is formed by soft sediments in the upper part, a pile of low-velocity gas layers above a chalk reservoir, the top of which is indicated by a sharp positive velocity contrast at around 2.5 km depth, and a flat reflector at 5 km depth (Figure 2a ). The η model has two highly attenuative zones in the upper soft sediments and gas layers, and the η value is relatively low elsewhere (Figure 2b) . The fixed-spread surface acquisition consists of 320 explosive sources spaced 50 m apart at 25 m depth and 80 hydrophone receivers spaced 200 m apart on the sea floor at 75 m depth. For sake of computational efficiency, we use the spatial reciprocity of Green's functions to process sources as receivers and vice versa. A free-surface boundary condition is used on top of the grid and the source signature is a Ricker wavelet with a 10 Hz dominant frequency. A nine-point stencil finite-difference method implemented with anti-lumped mass and PML absorbing boundary conditions, where the stencil coefficients are optimized to the frequency (Chen et al., 2013) , is used for forward modeling.
The initial model for v is a highly Gaussian filtered version of the true model (Figure 3) , while the starting η model is homogeneous with η = 0. The common-shot gathers for a shot located at 16.0 km computed in the true and initial models are shown in Figure 4 . The first and third panels of this figure are the true seismograms, while the middle one shows the folded seismograms computed in the initial model. These latter mainly show the direct wave and the diving waves, which are highly cycle skipped relative to those computed in the true model.
We perform the inversion with small batches of three frequencies with one frequency overlap between two consecutive batches, moving from the low frequencies to the higher ones according to a classical frequency continuation strategy. The starting and final frequencies are 3 Hz and 15 Hz and the sampling interval in each batch is 0.5 Hz. We perform three paths through the frequency batches to improve the results, using the final model of one path as the initial model of the next one (these paths can be viewed as outer iterations of the algorithm). The starting and finishing frequencies of the paths are [3, 6] , [4, 10] , [6, 15] Hz respectively, where the first and second elements of each pair show the starting and finishing frequencies, respectively. Also, we used batches of four fre- quencies with two frequencies overlap during the second path and five frequencies with three frequencies overlap during the third path. The motivation behind this frequency management is to keep the bandwidth of each patch narrow during the first path in order to mitigate nonlinearities through a progressive frequency continuation, before broadening this bandwidth during the second and third paths to strengthen the imprint of dispersion in the inversion and decouple velocity and attenuation more efficiently.
Comparison of Objective Functions
Before showing the inversion results, it is worth illustrating how WRI extends the search space of FWI for this North Sea case study. For this purpose, we compare the shape of the FWI misfit function with that of the parameter-estimation WRI subproblem for the 3 Hz frequency and for a series of v and η models that are generated according to
where −1 ≤ α, β ≤ 1. In this case, (v α , η β ) lies on the line-segment joining the initial point (v init , η init ) and final point (v true , η true ). We set v true and η true as those shown in Figures 2a and b , v init as initial v model shown in Figure 3 , and η init as a homogeneous model equal to 0.004 (Q = 250). The misfit functions of the classical reduced-approach FWI as well as that of WRI are shown in Figures 5a and 5b , respectively. The FWI objective function exhibits spurious local minima with respect to both velocity and attenuation (α and β dimensions) while only one minimum point is obviously seen in the WRI objective. Furthermore, the sensitivity of both objective functions to v is much higher than that of η for the considered range of models. The weaker sensitivity of the objective function to η makes the joint update of v and η challenging. Viscoacoustic FWI using reduced approach First, we perform viscoacoustic FWI for noiseless data using a classical reduced-space approach (Kamei and Pratt, 2013; Operto and Miniussi, 2018) . We used squared-slowness and attenuation as optimization parameters and update them simultaneously with the L-BFGS quasi-Newton optimization and a line search procedure for step length estimation (that satisfies the Wolfe conditions). The esti- Figure 4 ), the reduced-space FWI remains stuck in a local minimum during the first frequency batch inversion, which prompts us to stop the inversion at this stage.
Viscoacoustic FWI using IR-WRI
We perform viscoacoustic IR-WRI to update v and η according to the ADMM optimization described by equation 9. We compare the results obtained by IR-WRI without regularization and with bound constraints and TV regularization (BTV regularization). In each case, the stopping criterion for each batch is given to be either reaching a maximum iteration 10 or
where the sums run over the frequencies of the current batch, b =1e-3 and d =1e-5.
We start with inversion of noiseless data. The final v and η models estimated by IR-WRI without regularization (Figure 7a-7b ) and with BTV regularization (Figure  7c-7d ) are shown in Figure 7 . A direct comparisons between the logs extracted from the true models, the initial model and the IR-WRI velocity models at x = 3.5 km, x = 8.0 km and x = 12.0 km are shown in Figure 8 . Although a crude initial v was used, the shallow sedimentary cover and the gas layers are fairly well reconstructed in both cases. The main differences are shown at the reservoir level and below. Without regularization, the reconstruction at the reservoir level is mispositioned and the inversion fails to reconstruct the smoothly-decreasing velocity below the reservoir due to the lack of diving wave illumination at these depths. This in turn prevents the focusing of the deep reflector at 5 km depth by migration of the associated short-spread reflections. When BTV regularization is used, viscoacoustic IR-WRI provides a more accurate and cleaner images of the reservoir and better reconstructs the sharp contrast on top of it. As expected, the TV regularization replaces the smoothly-varying velocities below the reservoir (between 3 to 5 km depth) by a piecewise-constant layer due to the lack of wave illumination in this part of the model.
A direct comparisons between the logs extracted from the true models and the IR-WRI η models at x = 3.5 km, x = 8.0 km and x = 12.0 km are shown in Figure 9 when BTV regularization is used or not. The reconstruction of η without regularization is quite unstable, with an oscillating trend and highly overestimated values of η ( Figures  7b and 9a) . In contrast, the η model reconstructed with regularization captures the main attenuation trend in the shallow sedimentary cover and in the gas layers ( Figures  7d and 9b) .
We also compute a common-shot gather for a shot located at 16.0 km in the IR-WRI models obtained without (Figures 7a-7b ) and with BTV (Figures 7c-7d ) regularization ( Figure 10 ). As in Figure 4 , the first and third panels are the true seismograms, while the middle one shows the folded seismograms computed in the IR-WRI models obtained without regularization ( Figure 10a ) and with BTV regularization (Figure 10b ). The time-domain seismograms computed in the IR-WRI models obtained without regularization show underestimated amplitudes and do not match late dispersive arrivals due to the overestimated and oscillating values of η (Figure 7b and 9a) . In contrast, we show a high-quality match in terms of amplitude and dispersion between the true seismograms and those computed in the IR-WRI models obtained with regularization ( Figure 10b ). This confirms that the reconstruction of η shown in Figures 7d and 9b has been accurate enough to match the data considering the more limited sensitivity of the data to this parameter class (Figure 5) .
CONCLUSIONS
We developed an accurate multilinear viscoacoustic wave equation in the wavefield (u), squared slowness (σ), and attenuation factor (η) and extended the recently proposed iteratively-refined wavefield reconstruction inversion (IR-WRI) for attenuation imaging by inversion of viscoacoustic wavefields. The proposed viscoacoustic IR-WRI treats the nonlinear viscoacoustic waveform inversion as a multiconvex optimization problem by replacing the original nonlinear problem with recursive solution of three linear subproblems corresponding to reconstruction of u, σ, and η. This new formulation has the flexibility to separate regularization of σ and η and is amenable to the inversion of large data sets. Separate total-variation regularizations applied on σ and η reduce parameter cross-talks and balances the sensitivity of the problem to these parameters. Different numerical examples confirmed the effectiveness of the proposed viscoacoustic IR-WRI for reconstruction of velocity and attenuation model compared to the traditional viscoacoustic reduced-space FWI. 
