Discriminative dialog state tracking has become a hot topic in dialog research community recently. Compared to generative approach, it has the advantage of being able to handle arbitrary dependent features, which is very appealing. In this paper, we present our approach to the DSTC2 challenge. We propose to use discriminative Markovian models as a natural enhancement to the stationary discriminative models. The Markovian structure allows the incorporation of 'transitional' features, which can lead to more efficiency and flexibility in tracking user goal changes. Results on the DSTC2 dataset show considerable improvements over the baseline, and the effects of the Markovian dependency is tested empirically.
Introduction
Spoken dialog systems (SDS) have become much more popular these days, but still far from wide adoption. One of the most outstanding problems that affect user experience in an SDS is due to automatic speech recognition (ASR) and spoken language understanding (SLU) errors. While the advancement of ASR technology has a positive effect on SDS, it is possible to improve the SDS user experience by designing a module which explicitly handles ASR and SLU errors. With accurately estimated dialog state, the dialog manager could select more effective and flexible dialog actions, resulting in shorter dialogs and higher dialog success rate. Dialog state tracking is the task of identifying the correct dialog state (user action, user goal, etc.) from ASR and SLU outputs in the presence of errors. Commercial dialog systems these days usually use simple dialog state tracking strategies that only consider the most probable SLU output. Previous research shows that several errors in dialog state tracking can be rectified by considering the full N-best results from the ASR and SLU components (Williams, 2012) . Thus it is very important to develop robust and practical dialog state tracking models.
In statistical dialog state tracking, models can be roughly divided into two major classes, i.e. generative and discriminative. Generative (Bayesian) dialog tracking models are prevalent in early studies due to its close relationship with the POMDP dialog management model . Generative models generally use Dynamic Bayesian Networks to model the observation probability P (O t |S t ) and transition probability P (S t |S t−1 ), where O t and S t are observations and dialog state at turn t. In a discriminative model, the conditional probability P (S t |O t 1 ) is modeled directly, where O t 1 is all the observations from turn 1 to t. One problem with the generative models is that the independent assumptions are always not realistic. For example, N-best hypotheses are often assumed independent of each other, which is flawed in realistic scenarios (Williams, 2012) . Furthermore, it is intrinsically difficult for generative models to handle overlapping features, which prevents model designers from incorporating arbitrarily large feature set. Discriminative model does not suffer from the above problems as there is no need to make any assumptions about the probabilistic dependencies of the features. As a result. it is potentially able to handle much larger feature sets and to make more accurate predictions (Bohus and Rudnicky, 2006) . Discriminative models also tend to be more data-driven, unlike generative models in which many sub-models parameters are heuristically tuned.
DSTC1 revisited
The first Dialog State Tracking Challenge (DSTC1) for the first time provided a common test bed for various state tracking methods, and several participants employed various discriminative models in the challenge. DSTC1 provided real user dialog corpora in the domain of bus route service to evaluate performance of various state tracking methods. In DSTC1 there are 9 teams with 27 submissions, where discriminative, generative and rule-based models are used in the challenge. Maximum entropy models (Lee and Eskenazi, 2013) , conditional random fields (Lee, 2013) and neural networks (Henderson et al., 2013) are the most frequently used discriminative models, which gave competitive results on several metrics. It has been empirically analyzed that discriminative methods are especially advantageous when the ASR/SLU confidence scores are poorly estimated .
Discriminative modeling in dialog state tracking
In the design of a slot-filling or task-oriented dialog systems, dialog state tracking can be considered as a classification problem, i.e. assigning predefined values to a fixed number of slots. One major problem in the formulation is that in complex dialog scenarios the number of classes tends to be very big, resulting in extremely sparse training instances for each class. This sparsity affects the classification performance. A large prediction domain also leads to computation inefficiency which makes the model less practical. Usually we could focus only on the on-list hypotheses, which are the hypotheses appeared in the SLU results, and all the other values in the slot value set are grouped into a meta category Other. It is similar to the partition concept in HIS (Young et al., 2010) , and by doing this we could reduce the number of classes to a reasonable size. We use Y t to denote the prediction domain at turn t. Although the number of classes is reduced by focusing on the dynamically generated Y t , some classes will still suffer from the lack of training instances, and what is even worse is that a large portion of the classes will not have any training data, since in practical SDS deployment it is hard to collect a large dialog corpus. To handle the data sparseness problem, parameters are often shared across different slots, or even data sets, and by doing this the model complexity could be effectively controlled and the overfitting problem would be alleviated. mance (Williams, 2013) , which could be taken as another way of parameter sharing.
Markovian discriminative model
A dialog can be naturally seen as a temporal sequence involving a user and an agent, where strong dependencies exist between adjacent turns. In typical task-oriented dialogs, users often change their goals when their original object cannot be satisfied. Even when the true user goal stays constant in a dialog session, the agent's perception of it will tend to evolve and be more accurate as the conversation proceeds, and thus the dialog state will often change. The states at adjacent turns are statistically correlated, and therefore it is important to leverage this natural temporal relationship in tracking dialog state. We enhance the stationary discriminative model in a similar way as described in (McCallum et al., 2000) , by assuming Markovian dependency between adjacent turns.
Thus, the original probability P (S t |O t 1 ) can be factored into the following form:
(1)
The graphical model is shown is figure 1.
Unlike stationary discriminative models, we model the conditional transition probability P (S t |O t 1 , S t−1 ) instead of P (S t |O t 1 ) and the dialog state is updated according to equation 1 at each turn. The feature functions in the structured model can depend on the state of the previous turn, which we call transitional features.
It is worth noting that stationary discriminative model can include features built from dialog history (Metallinou et al., 2013) . The major difference in utilizing this information from our approach is that by explicitly assuming the Markovian dependency, the structured model is able to exploit the whole probabilistic dialog state distribution of the previous turn. The previous dialog state S t−1 is inferred from previous dialog history O t−1 1 , which contains higher level hypotheses than the raw history features. Apart from that, the structured model can also use any stationary features built from O t 1 , which makes the stationary model a special case of the structured one.
Neural network classifier
We use the family of multi-layer neural networks to model the transition probability P (S t |O t−1 1 , S t−1 ). To allow for the use of the dynamic prediction domain, we utilize a forward network structure similar to (Henderson et al., 2013) . Feature vectors for each class in Y t are fed into the model and forwarded through several hidden layers for non-linear transformation in the hope that deeper layers may form higher abstraction of the raw inputs. The parameter vectors for each class are shared. For each feature vector the model generates a real score. The scores for all the classes in Y t are then normalized using a softmax function resulting in valid probabilities.
where g 1 to g l−1 are sigmoid functions, W i is the weight matrix for linear transformation at layer i and X i = f (O t 1 , y i ) is the feature vector for class i. We also test maximum entropy models, which can be seen as a simple neural network without hidden layers:
4 DSTC2 challenge DSTC2 is the second round of Dialog State Tracking Challenge, and it provides dialog corpora collected from real human-machine dialogs in a restaurant domain. The corpora are split into labeled training and development sets and unlabeled test set. Test sets are collected from a SDS different from the training and development set to reflect the mismatch in real deployment. Unlike DSTC1, the user goal often changes in DSTC2 when the condition specified by the user cannot be met. For evaluation DSTC2 defined a number of metrics among which several featured metrics are selected. Besides tracking user goals (the values of each slot), two additional states method and requested slots are also defined, which track the method to query and the slots requested by users respectively. Further details about DSTC2 could be found in (Henderson et al., 2014) .
Feature set
We briefly describe the feature set used in our system. We only use the live SLU information provided by the organizers, and no extra external data is used. The features used can be divided into two classes.
stationary features which only depend on the observations and the class (slot value) predicted at current turn in the form of f (y t , O t ).
transitional features that can also depends on the predicted class at the previous turn in the form of f (y t , y t−1 , O t ).
Stationary features include:
• SLU Scores: confidence scores of the current prediction binned into boolean values, raw scores are also added as real features.
• SLU Status: whether the prediction is denied, informed and confirmed in the current turn.
• Dialog history: whether the prediction has been denied, informed and confirmed in all the dialog turns until the current one.
• User/system action: The most probable user action and the machine action in the current turn.
The transitional features are as follows:
• Transition1: whether the predictions in the previous and the current turn are the same. Table 1 : Configurations of models. The model MLP uses the same structure as Entry3, but without the transitional features described in section 5. Number in brackets denotes the number of units used in each hidden layers.
• Transition2: joint feature of Transition1 in conjunction with the machine action in current turn, i.e. for each machine cation, Transision1 is replicated and only the one corresponding to the machine action at current turn is activated.
Transitional features are specific to Markovian models while stationary features can be used in any discriminative models.
Model training
Markovian models in various forms are tested to find the most appropriate structure for the task. Models for 'method' and 'state' are built separately using similar structured models.
When using the maximum entropy model to build the conditional probability, the Markovian model is equivalent to the maximum-entropy Markov model (MEMM) model introduced in (McCallum et al., 2000) . More sophisticated neural networks with different configurations are used to fit the model to more complex patterns in the input features. In tracking the state 'goal', the joint distribution of slots is built assuming different slots are independent of each other. From the perspective of practical implementation, one advantage of the simpler MEMM model is that the training objective is convex. Thus the optimization routine is guaranteed to find the global optimum, while neural networks with hidden layers always have many local optima which require careful initialization of the parameters. LBFGS (Liu and Nocedal, 1989 ) is used in optimizing the batch log-likelihood objective and L1 and L2 regularizers are used to penalize the model from overfitting. We train the model on the training set, the development set is used for model selection and models produced at each training iteration are evaluated. Table 2 : Evaluation results on the DSTC2 test set. ACC stands for accuracy, L2 measures the Euclidean distance between the predicted distribution and the ground truth vector with only the correct hypothesis set to 1. CA05 is the correct acceptance rate when false acceptance rate is 5%. Details of the metrics can be found in (Henderson et al., 2014) . Except L2, the larger the scores, the better the performance.
In DSTC2 we submitted 3 trackers, an additional tracker without the transitional features is trained afterwards for comparison. Configurations of the models are described in table 1.
Experiments and part of the results
Featured metrics on the test set are shown in table 2. By most metrics our models are superior to the simple baseline. Especially in tracking user goals which is the most important state to track in DSTC2, the discriminative trackers show considerable performance gain. Judging from the performance of Entry1 to Entry3, we can conclude that the more complex 2-layer neural networks have better performance. Markovian neural networks can fit to the training instances with much more flexibility than the simple MEMM model. We have also trained a standard multi-layer neural network (MLP) model by disabling all the transitional features. By comparing the model 'Entry 3' and 'MLP', which share the same network structure, we explicitly test the effect of the Markovian structure. On the state 'goal' and 'requested', the Markovian model shows better tracking accu-racies, which means that the Markovian structure has a positive effect on fitting the target. But in tracking the state 'method', the MLP model has the best performance among all the models compared. Thus although the log-likelihood increases considerably on the training set by adding the transitional features, the overfiting to the training set is more serious in tracking 'method'.
Conclusion
We described the models used in the DSTC2 challenge. We proposed a novel approach to enhancing the model capability of stationary discriminative models in dialog state tracking by assuming Markovian dependencies between adjacent turns. The results showed better performance than the simple baseline which uses the most probable hypothesis, and we empirically compared the models with and without the Markovian dependency. In future work, more discriminative models in different forms could be compared to evaluate their capability, and the effects of the Markovian structure and transitional features needs to be further studied.
