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Resumen: La variacio´n morfolo´gica entre un lenguaje fuente y el lenguaje destino
genera dificultades a los algoritmos esta´ndares de traduccio´n como el estad´ıstico
basado en segmentos. En este trabajo planteamos dividir la tarea de traduccio´n en
dos partes: primero, simplificamos el lenguaje destino en te´rminos morfolo´gicos y
construimos el sistema de traduccio´n con esta modificacio´n; y despue´s utilizamos
un algoritmo de clasificacio´n para generar la morfolog´ıa final. Este trabajo presenta
una arquitectura de aprendizaje profundo que permite an˜adir de manera efectiva
la informacio´n morfolo´gica a la traduccio´n simplificada generada por un traductor
estad´ıstico basado en segmentos. Demostramos que la arquitectura disen˜ada presenta
resultados superiores a los algoritmos estado-del-arte en te´rminos de precisio´n y que
la calidad de la traduccio´n mejora en te´rminos de METEOR.
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Abstract: The morphological variation between a source language and the target
language generates difficulties for standard machine translation algorithms such as
statistical phrase-based. In this paper, we propose dividing the task of translation in
two steps: first, simplify the target language in morphological terms and build the
translation system; in a second step, we use a classification algorithm to generate
morphology. This paper presents a novel deep learning architecture that allows the
effective retrieval of the morphological information to the simplified translation ge-
nerated by the translation system. We show that the designed architecture improves
results compared to state-of-the-art algorithms in terms of accuracy and that the
quality of the translation improves in terms of METEOR.
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1 Introduccio´n
La tarea de la traduccio´n automa´tica es-
tad´ıstica consiste en obtener la frase destino
ma´s probable dada una frase fuente. Para
conseguir este objetivo un me´todo popular
es el basado en segmentos (Koehn, Och, y
Marcu, 2003) que utiliza un corpus parale-
lo a nivel de oracio´n para aprender mode-
los estad´ısticos. Estos modelos estad´ısticos se
combinan en un decodificador que explora un
espacio de bu´squeda y obtiene la traduccio´n
ma´s probable. Estos me´todos basados en seg-
mentos han demostrado conseguir resultados
estado del arte, pero dada la complejidad de
la tarea de traduccio´n todav´ıa quedan mu-
chos retos para resolver. Uno de ellos es el ca-
so de la morfolog´ıa. Por ejemplo, en pares de
lenguas con morfolog´ıas muy diferentes (e.g.
Chino-Espan˜ol) donde el lenguaje fuente es
poco inflexionado y el lenguaje destino pre-
senta muchas flexiones morfolo´gicas, el sis-
tema basado en segmentos tiene dificultades
para generar la forma morfolo´gica adecuada.
Principalmente, se debe a que la informacio´n
morfo´logica se debe extraer del contexto y el
sistema basado en segmentos usa contextos
relativamente limitados.
En este art´ıculo presentamos una aproxi-
macio´n para mejorar resultados de traduc-
cio´n usando una arquitectura de traduccio´n
de dos pasos: primero hacemos una traduc-
cio´n a un lenguaje destino simplificado en
te´rminos morfolo´gicos y despue´s utilizamos
un sistema de clasificacio´n para generar la
morfolog´ıa.
Existe una variedad de trabajos relaciona-
dos que simplifican la morfolog´ıa del lenguaje
destino en el sistema de traduccio´n y despue´s
generan la morfolog´ıa. Acontinuacio´n sen˜ala-
mos los que son ma´s similares a nuestra pro-
puesta: (Toutanova, Suzuki, y Ruopp, 2008)
utiliza modelos de ma´xima entrop´ıa para pre-
decir la inflexio´n; (Clifton y Sarkar, 2011)
y (Kholy y Habash, 2012) usan te´cnicas de
campos aleatorios condicionales (CRF) para
predecir caracter´ısticas morfo´logicas y (For-
miga et al., 2013) utiliza ma´quinas de vecto-
res de soporte (SVMs). Subrayar que la prin-
cipal aportacio´n de nuestro trabajo, respecto
a estos anteriores, es la nueva arquitectura
basada en aprendizaje profundo para gene-
rar la morfolog´ıa y su aplicacio´n a un par
de lenguas muy distantes, Chino-Espan˜ol, en
te´rminos de morfolog´ıa.
Queremos mantener un compromiso en-
tre la simplificacio´n en morfolog´ıa y la com-
plejidad de la generacio´n morfolo´gica. As´ı
pues, basa´ndonos en investigaciones anterio-
res (Costa-jussa`, 2015), donde se muestra que
la simplificacio´n en ge´nero y nu´mero consigue
ora´culos cercanos a la simplificacio´n en lem-
mas (para el caso Chino-Espan˜ol), vamos a
enfocarnos en esta simplificacio´n en concreto.
Para el mo´dulo de clasificacio´n o generacio´n
mofolo´gica proponemos te´cnicas de aprendi-
zaje profundo que nos permiten conseguir re-
sultados de clasificacio´n que mejoran otras
te´cnicas esta´ndar de aprendizaje automa´tico.
Precisamente, esta tarea de obtener la infor-
macio´n morfolo´gica de una palabra sin que
esta tenga informacio´n de la misma (no tenga
la flexio´n) resulta un buen reto en si mismo.
Por ello, el mejorar el estado del arte en esta
tarea ya supone una contribucio´n relevante
para la comunidad cient´ıfica. Adema´s, pre-
sentamos resultados en traduccio´n que me-
joran el sistema de referencia en te´rminos de
la medida esta´ndard de evaluacio´n METEOR
(Denkowski y Lavie, 2014).
2 Sistema de traduccio´n
En una primera fase, entrenamos un modelo
de traduccio´n que nos sirva como base so-
bre la que aplicar la clasificacio´n y de refe-
rencia para medir la mejora de la traduccio´n
tras aplicar nuestro sistema. Para ello utili-
zaremos Moses (Koehn et al., 2007) como
herramienta, que nos permite entrenar y op-
timizar un modelo de traduccio´n a partir de
un corpus de texto paralelo.
Utilizando el analizador de lenguaje Free-
ling (Padro´ y Stanilovsky, 2012) realizamos
diferentes representaciones del texto destino
(ver ejemplo en la Tabla 1). Y para cada re-
presentacio´n del texto destino, construimos
un sistema de traduccio´n basado en Moses.
Las diferentes representaciones son:
Texto original: Es el texto sin mo-
dificaciones, en el que cada palabra en
chino se corresponde con su correspon-
diente traduccio´n en castellano. El mo-
delo creado con esta representacio´n nos
servira´ como referencia para medir los
resultados generados.
Texto simplificado: En esta represen-
tacio´n eliminamos de las etiquetas toda
la informacio´n referente a la morfolog´ıa
de la palabra, en te´rminos de ge´nero y
nu´mero. El modelo obtenido nos permi-
tira´ acotar la mejora ma´xima que pue-
de proporcionar nuestro sistema, ya que
al eliminar esta informacio´n no estamos
creando errores a causa de ellas y ser´ıa
equivalente a predecirla correctamente
en todos los casos
Ge´nero simplificado: En esta repre-
sentacio´n eliminamos la informacio´n so-
bre ge´nero del texto en castellano. Uti-
lizaremos este modelo como cota de la
mejora posible de nuestro sistema apli-
cado u´nicamente al ge´nero.
Nu´mero simplificado: De forma
ana´loga al ge´nero simplificado, este
modelo nos permite conocer la mejora
ma´xima que podemos obtener utilizan-
do nuestro sistema u´nicamente sobre
nu´mero.
3 Seleccio´n de caracter´ısticas
Hemos de decidir como representaremos el
texto anterior y que´ informacio´n pasaremos
al clasificador morfolo´gico con tal que reci-
ba informacio´n relevante para la tarea. He-
mos experimentado con diversas estrategias
entre las que podemos diferenciar aquellas en
las que utiliza´bamos informacio´n bilingu¨e (in-
corporando informacio´n del lenguaje fuente
y destino) y aquellas basadas en so´lo uno de
ellos.
A continuacio´n, en la subseccio´n 3.1, pre-
sentamos las caracter´ısticas definitivas que
fueron las ventanas de palabras. Y en la si-
guiente subseccio´n 3.2, comentamos con que´
Modelo Texto
Original La casa de la playa
Texto etiquetado DA0FS0[el] NCFS000[casa] SPS00[de] DA0FS00[el] NCFS000[playa]
Simplificado DA00[el] NC000[casa] SPS00[de] DA00[el] NC000[playa]
Simplificado ge´nero DA0S0[el] NCS000[casa] SPS00[de] DA0S0[el] NCS000[playa]
Simplificado nu´mero DA0F0[el] NCF000[casa] SPS00[de] DA0FS[el] NCF000[playa]
Tabla 1: Ejemplo de representaciones de texto utilizadas
otras caracter´ısticas experimentamos (sin ob-
tener mejoras significativas).
3.1 Ventanas de palabras
Las ventanas de palabras del lenguaje des-
tino simplicado fueron las caracter´ısticas que
utilizamos como entrada al clasificador.
Definimos ventana como una lista de pala-
bras de taman˜o n en el cual el elemento cen-
tral es aquel que queremos clasificar. El resto
de la ventana contiene las palabras que pre-
ceden y siguen a la palabra en la frase man-
teniendo su orden.
An˜adimos los caracteres especiales “<
s >” y “< e >” para marcar el inicio y el
final de la frase respectivamente, para asegu-
rar que todas las ventanas tengan el mismo
taman˜o. En la figura 1 podemos ver un ejem-
plo de ventanas aplicadas a una oracio´n:
Figura 1: Ejemplo de representacio´n en ven-
tanas
El objetivo de este me´todo es que los cla-
sificadores utilicen u´nicamente el contexto de
la palabra en la oracio´n para predecir los re-
sultados.
Esta representacio´n nos presenta diversas
ventajas sobre otras alternativas:
Al utilizar u´nicamente caracter´ısticas del
castellano evitamos errores producidos
por el alineamiento automa´tico.
Nos proporciona un para´metro adicional
que podemos ajustar en nuestros mode-
los. Distintos atributos a clasificar pue-
den beneficiarse de tener informacio´n de
un contexto amplio de la palabra mien-
tras que para otros puede generar ruido
que empeore los resultados.
El chino es un idioma en el que la infor-
macio´n morfolo´gica no esta´ representada
por lo que es complicado ajustar los mo-
delos ya que para dos entradas ide´nticas
podemos tener dos resultados distintos.
Una vez separado el texto en ventanas
hemos de representarlas de forma nume´rica
para utilizarlas posteriormente. Para ello or-
denamos las palabras de nuestro corpus por
nu´mero de apariciones y seleccionamos las m
primeras palabras como nuestro vocabulario.
Donde m es un para´metro y tiene un impac-
to notable sobre la clasificacio´n. Finalmente
a cada palabra la representamos con su ı´ndice
en el vocabulario.
Este me´todo nos permite entrenar el mo-
delo con valores desconocidos, tal y como
los encontrar´ıa al clasificar un texto diferen-
te, manteniendo aquellas ma´s comunes y con
ma´s impacto en los resultados.
3.2 Estudio de caracter´ısticas
Dedicamos esta subseccio´n a explicar que´
otras caracter´ısticas o informacio´n de entrada
al clasificador estudiamos como alternativas
a las ventanas de palabras.
Para poder emplear algoritmos de apren-
dizaje automa´tico sobre un conjunto de da-
tos, e´ste ha de estar representado nume´rica-
mente. En la tarea que nos ocupa, en la que
nos basamos en texto, no es trivial encontrar
una representacio´n que preserve la informa-
cio´n relevante de la entrada para conseguir
un buen resultado de clasificacio´n.
Inicialmente nos planteamos utilizar la in-
formacio´n procedente de las palabras del tex-
to original en chino como entrada para los al-
goritmos. La motivacio´n detra´s de esta idea
era el hecho de que el texto en chino no tie-
ne ningu´n tipo de procesado, a diferencia del
texto en castellano al que se le ha quitado la
informacio´n morfolo´gica.
Realizamos distintos experimentos utili-
zando esta informacio´n. En primer lugar se
probo´ utilizar un vocabulario bilingu¨e en el
que cada entrada representa una palabra del
texto en castellano con su correspondiente
traduccio´n al idioma chino.
Un factor a favor de esta estrategia es que
permit´ıa obtener informacio´n cuando la pala-
bra en chino era diferente, pero el texto el cas-
tellano era igual por estar simplificado. Por
ejemplo, para la palabra NC000[doctor] po-
demos encontrar en el texto en chino las pa-
labras Yı¨she¨ng (doctor) y Nu y¨ıshe¨ng (doc-
tora), en pinyin simplificado.
Otra estrategia empleada fue en lugar de
crear ventanas de taman˜o fijo, utilizar una
herramienta externa que nos permita sepa-
rar los sintagmas de las oraciones en chino.
Para ello escogimos la herramienta Stanford
parser (Chen y Manning, 2014), ya que es
ampliamente utilizada y nos resultaba muy
conveniente por incluir modelos ya entrena-
dos.
Paralelamente experimentamos con estra-
tegias h´ıbridas entre la presentada en la ar-
quitectura definitiva y las basadas u´nicamen-
te en informacio´n en chino. Realizamos ex-
perimentos combinando las ventanas creadas
con el texto en chino y el texto en castellano.
Tambie´n se probo´ a an˜adir a las ventanas
del texto en castellano informacio´n de su co-
rrespondiente par en el texto en chino. An˜adi-
mos la informacio´n sobre pronombres presen-
tes en la oracio´n y la longitud de la palabra
en chino. Podemos ver en el ejemplo ante-
rior para la palabra doctor que la flexio´n de
ge´nero de la palabra se realiza an˜adie´ndole
un cara´cter.
Todas estas implementaciones fueron fi-
nalmente descartadas debido a que dependen
de la calidad del fichero de alineamiento gene-
rado por la traduccio´n realizada con Moses.
Analizando este fichero vemos que existen di-
ferencias entre las traducciones correctas y
los pares de palabras chino-castellano gene-
rados. Esta situacio´n causaba que que las en-
tradas del vocabulario no fueran correctas y
que no representara la frecuencia real de apa-
ricio´n en el texto.
4 Clasificacio´n
En esta seccio´n explicamos los diferentes al-
goritmos de clasificacio´n que testeamos en el
contexto de nuestra experimentacio´n y deta-
llamos la arquitectura final de clasificacio´n.
4.1 Alternativas
Utilizamos distintos algoritmos lineales co-
mo referencia de las modificaciones que
realiza´bamos con las caracter´ısticas de entra-
da explicadas en la seccio´n anterior. El clasi-
ficador bayesiano ingenuo resultaba muy con-
veniente como medida de la mejora que su-
pon´ıan los cambios introducidos por necesi-
tar poco tiempo de entrenamiento y no tener
para´metros que ajustar.
A la vez utilizamos SVMs con una funcio´n
de nu´cleo (o kernel) lineal para tener una me-
dida de los resultados del momento usando
un algoritmo ma´s sofisticado.
Con un proceso ma´s definido y pro´ximo
al finalmente empleado comenzamos a reali-
zar experimentos con algoritmos no lineales.
Estos algoritmos son los ma´s utilizados en ta-
reas de etiquetado gramatical en los u´ltimos
an˜os. Y con ellos ya pretend´ıamos obtener re-
sultados que se aproximaran a los resultados
el estado del arte.
Decidimos utilizar las dos familias ma´s
utilizadas para esta tarea, SVMs con funcio-
nes de nu´cleo no lineales y redes neuronales.
Finalmente intentamos abordar la tarea
desde un enfoque distinto. Hab´ıamos probado
meto´dos lineales pero en los que generabamos
un u´nico modelo. Motivados por probar otra
familia de algoritmos muy utilizada en tareas
de clasificacio´n, los me´todos de ensemblaje.
Y entre ellos el ma´s comu´nmente utilizado,
Selvas Aleatorias (o Random Forest).
4.2 Arquitectura propuesta
A continuacio´n, describimos la arquitectura
basada en aprendizaje profundo que propo-
nemos en este trabajo. La arquitectura desa-
rrollada es una combinacio´n de las arquitec-
turas propuestas en diversos art´ıculos. La es-
tructura de la red esta´ fundamentada en la
propuesta (Collobert et al., 2011) en el cual
se muestran dos arquitecturas distintas. En
la primera se utilizan ventanas de texto y en
la segunda se utilizan sintagmas y se an˜ade
el uso de una red convolucional. La red que
presentamos a continuacio´n combina ambas
aproximaciones.
A su vez, al utilizar palabras simplifica-
das la red ha de obtener gran parte de la in-
formacio´n a partir del orden de la secuencia
de palabras que recibe. Teniendo en cuenta
este aspecto y basa´ndonos en los resultados
obtenidos en generacio´n de texto utilizando
redes recurrentes (Sutskever, Martens, y Hin-
ton, 2011; Graves, 2013) decidimos utilizarlas
en nuestra arquitectura. Tal y como se mues-
tra en la Figura 2, la arquitectura concatena
las siguientes capas: embedding, convolucio-
nal, recurrente, sigmoide y softmax.
Figura 2: Arquitectura de la red
En primer lugar tenemos la capa de em-
bedding, la cual nos permite a partir de la
representacio´n discreta de nuestras palabras
crear una representacio´n de las mismas en un
espacio continuo de mayor dimensionalidad.
Pese a que los datos tras esta capa nos fa-
cilitan ma´s informacio´n que las ventanas ori-
ginales podemos mejorar su representacio´n.
Para ello utilizamos la capa convolucional. Su
cometido es a partir de la salida de la capa
anterior reducir el taman˜o de los datos mos-
trando las similitudes entre las palabras de la
ventana.
Tras estos primeros pasos ya disponemos
de los datos preparados para realizar la cla-
sificacio´n. Nuestra clasificacio´n se basa en el
contexto de la palabra dentro de la oracio´n,
por lo que decidimos utilizar una red recu-
rrente que nos permita tratar las ventanas
como secuencias en el tiempo.
Es decir, en que´ orden aparecen las pala-
bras en nuestra ventana marca el efecto que
tienen sobre las otras. Podemos ver un ejem-
plo de ello en la frase La gata del vecino, su-
poniendo que todas las palabras pertenezcan
a la misma ventana de texto, tratarlo como
una secuencia nos permite representar que el
impacto de gata sobre la sea mayor que el de
vecino, minimizando el impacto del ruido en
los datos.
Pero tratar los datos como secuencia no
nos asegura un buen resultado por si mis-
mo, ya que encontramos situaciones en las no
deseamos que palabras encontradas anterior-
mente afecten a las siguientes. Un ejemplo de
ello son los signos de puntacio´n, los cuales
marcan un cambio en aquello de lo que esta-
mos hablando como puede ser en el caso de
un punto, o elementos sin relacio´n morfolo´gi-
ca entre ellos como podemos encontrar entre
comas en una enumeracio´n.
Por ello utilizamos en esta tarea una ca-
pa long short-term memory (LSTM) que nos
proporciona adema´s de poder utilizar infor-
macio´n de la secuencia de palabras, la capa-
cidad de entrenar cuando se deben olvidar la
informacio´n de las anteriores.
Tras ella tenemos una capa con activa-
cio´n Sigmoide con tantas unidades como cla-
ses pretendemos clasificar y acabar de ajustar
los resultados proporcionados por la capa re-
currente.
Y finalmente, al ser el objetivo de nuestra
red proporcionar la probabilidad de nuestras
palabras de pertenecer a cada una de las cla-
ses, una capa con Softmax como activacio´n
que nos normaliza la salida de forma que la
suma de todas las salidas sea 1.
5 Postprocesado
Con las probabilidades obtenidas por los mo-
delos podemos generar el texto incluyendo la
informacio´n morfolo´gica.
Para ello por cada palabra del texto ge-
neramos sus etiquetas ordenadas de mayor a
menor probabilidad segu´n los resultados ob-
tenidos. El motivo de generar todas sus eti-
quetas es reducir el impacto en el texto gene-
rado de las palabras que los modelos no han
clasificado correctamente y que la opcio´n ma´s
probable no existe en el idioma.
Un ejemplo de ello son palabras invarian-
tes que el modelo clasifica como masculinas
o femeninas y que de solo generar esa opcio´n
so´lo obtendr´ıamos el lema como resultado.
Para realizar este proceso utilizamos los
diccionarios proporcionados por Freeling, as´ı
como sus reglas de afijos para obtener a par-
tir de la etiqueta generada y su lema la for-
ma final que necesitamos. Con este proceso
hemos an˜adido el conocimiento morfolo´gico
a nuestro modelo pero en orden de obtener
mejores resultados diversas reglas han de ser
an˜adidas:
Las conjunciones y y o antes de vo-
cal. Debemos controlar una vez tenemos
nuestro texto generado que si encontra-
mos una conjuncio´n y antes de i o hi
debemos substituirla por e. De la misma
forma la conjuncio´n o antes de o u ho
debe ser substituida por u.
Los verbos que tengan un pronombre co-
mo sufijo. Cuando la forma conjugada de
un verbo es llana y le an˜adimos un su-
fijo, pasa a ser esdru´jula y por lo tanto
debemos acentuarla siempre, pese a que
originalmente no.
6 Experimentacio´n
En esta seccio´n comentamos los datos y los
para´metros que usamos en el contexto expe-
rimental.
6.1 Datos
El corpus utilizado consiste en fragmentos ex-
tra´ıdos de discursos de la ONU(Rafalovitch,
Dale, y others, 2009). Para cada uno de los
fragmentos disponemos de sus correspondien-
tes traducciones en chino y castellano. Las





Tabla 2: Taman˜o de los conjuntos del corpus
6.2 Optimizacio´n
Los algoritmos de aprendizaje automa´tico
generalmente presentan distintos para´metros
que es necesario ajustar a nuestros datos pa-
ra conseguir un resultado o´ptimo. La Tabla
3 muestra los valores ma´s relevantes de la
arquitectura de clasificacio´n. Estos para´me-
tros han demostrado ser los o´ptimos despue´s
de una experimentacio´n que se puede ver en
nuestro estudio previo de la arquitectura (Es-
colano y Costa-jussa`, 2017).
Nu´mero Ge´nero
Taman˜o de ventana 9 7
Taman˜o de vocabulario 9000 7000
Taman˜o de los filtros 5 5
Taman˜o del embedding 128 128
Unidades de la capa recurrente 70 70
Tabla 3: Valores escogidos para los para´me-
tros de la red.
7 Evaluacio´n
En esta seccio´n presentamos los resultados
obtenidos en clasificacio´n y tambie´n las mejo-
ras obtenidas en el sistema final de traduccio´n
automa´tica.
7.1 Resultados de Clasificacio´n
La Tabla 4 muestra los resultados de clasifica-
cio´n para los distintos algoritmos testeados.
En el caso de SVMs y Selvas Aleatorias se
utilizo´ 10K de crosvalidacio´n. Respecto a la
representacio´n de los datos todos los sistemas
fueron entrenados con el mismo tratamiento
de los datos, ventanas de palabras de 7 pala-
bras y vocabulario de 7000 palabras .
Algoritmo % Ge´nero % Nu´mero
Bayesiano ingenuo 53,5 61,3
SVM lineal 71,7 68,1
SVM cuadra´tico 81,3 77,8
SVM sigmoid 87,4 83,1
Selvas Aleatorias 91,8 81,6
convNet+LSTM 98,4 93,7
convNet-GRU 95,1 91,4
Tabla 4: Resultados obtenidos por los dife-
rentes algoritmos de clasificacio´n. Los mejo-
res resultados aparecen en negrita.
Los datos de la tabla fueron obtenidos uti-
lizando el preproceso explicado en apartados
anteriores salvo en el caso de Selvas Aleato-
rias con one hot encoding donde en lugar de
realizar el embedding de los datos se entreno´
el sistema con la representacio´n one hot en-
coding.
Respecto a los resultados obtenidos por un
clasificador bayesiano ingenuo hemos de acla-
rar que son muy bajos debido a que al ana-
lizar su prediccio´n, su salida para toda en-
trada era la clase mayoritaria en el conjunto
de entrenamiento ( invariable para ge´nero y
singular para nu´mero).
Vemos como los resultados obtenidos por
los clasificadores basados en redes neuronales
superan a los obtenidos por el resto por lo que
son los escogidos para la arquitectura final del
sistema. Observamos tambie´n que dentro de
ellos, los resultados de la red LSTM son lige-
ramente mejores que los obtenidos utilizando
GRU.
7.2 Resultados de Traduccio´n
Usando Moses concatenado con nuestro clasi-
ficador y el postprocesado, podemos generar
el texto traducido completo y compararlo con
el sistema de referencia.
Para comparar nuestros resultados utili-
zaremos METEOR. La Tabla 5 muestra los
ora´culos y los resultados de traduccio´n. Ve-
mos que tanto la simplificacio´n en ge´nero co-
mo en nu´mero por separado aportan mejo-
ras en traduccio´n. La combinacio´n de ambas
simplificaciones y su recuperacio´n consiguen
mejorar el METEOR en casi 0,2 % absoluto.
Modelo Ora´culo Meteor
Sistema de referencia - 55,29
Simplificado Nu´mero 55,60 55,35
Simplificado Ge´nero 55,45 55,39
Simplificado 56,81 55,48
Tabla 5: Resultados en traduccio´n en te´rmi-
nos de METEOR. El mejor resultado aparece
en negrita.
8 Conclusiones
La principal contribucio´n de este art´ıculo ha
sido el desarrollo de un arquitectura espec´ıfi-
ca basada en aprendizaje profundo para la
generacio´n de conocimiento morfolo´gico que
presenta una mejora cuando se integra en un
sistema de traduccio´n basado en segmentos.
Los resultados en te´rminos de METEOR me-
joran el sistema de referencia.
Asimismo, otra contribucio´n relevante de
este art´ıculo es el desarrollo de un clasificador
que mejora los resultados del estado del arte
en tareas de etiquetado morfolo´gico.
La dificultad de esta tarea de etiquetacio´n
morfolo´gica respecto a tareas similares, como
el etiquetado gramatical, radica en que las
palabras que usamos no tienen ninguna in-
formacio´n sobre la flexio´n que queremos ge-
nerar. As´ı pues, en nuestro caso, tenemos que
aprender a partir del contexto.
Como trabajo futuro, queremos precisa-
mente aplicar nuestra arquitectura a la ta-
rea de etiquetado gramatical. De esta mane-
ra, podremos simplificar las palabras al nivel
de lemas y despue´s generar la traduccio´n final
con nuestro etiquetador gramatical.
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