Interest in time-resolved connectivity in fMRI has grown rapidly in recent years. The most widely used technique for studying connectivity changes over time utilizes a sliding windows approach. There has been some debate about the utility of shorter versus longer windows, the use of fixed versus adaptive windows, as well as whether observed resting state dynamics during wakefulness may be predominantly due to changes in sleep state and subject head motion. In this work we use an independent component analysis (ICA)-based pipeline applied to concurrent EEG/fMRI data collected during wakefulness and various sleep stages and show: 1) connectivity states obtained from clustering sliding windowed correlations of resting state functional network time courses well classify the sleep states obtained from EEG data, 2) using shorter sliding windows instead of longer non-overlapping windows improves the ability to capture transition dynamics even at windows as short as 30 seconds, 3) motion appears to be mostly associated with one of the states rather than spread across all of them 4) a fixed tapered sliding window approach outperforms an adaptive dynamic conditional correlation approach, and 5) consistent with prior EEG/fMRI work, we identify evidence of multiple states within the wakeful condition which are able to be classified with high accuracy. Classification of wakeful only states suggest the presence of time-varying changes in connectivity in fMRI data beyond sleep state or motion. Results also inform about advantageous technical choices, and the identification of different clusters within wakefulness that are separable suggest further studies in this direction.
in high dimensional space to low dimensions (van der Maaten et al., 2008) . We also sought to 126 characterize the temporal properties of state vectors obtained from each modality by computing state 127 transition probabilities from these vectors and then compare the similarities between the two vectors. In our earlier work (Allen et al., 2017), we aligned FNC state vectors to EEG using the time that maximally separates each pair of classes (W-N1,W-N2,W-N3,N1-N2,N1-N3,N2-N3). Then each test case/window is assigned to the class that gets most votes. Both training and test balanced (averaged per class) accuracies were computed. The two awake dFNC states were collapsed into one 143 for this analysis. 144 To identify optimal window size among the tested window sizes, we performed another linear 145 SVM separately for dFNC windows obtained with each choice of window length. Similar cross-146 validation analysis as mentioned above was used. Finally, we also tested the performance of the 
Results

171
The sixty-two ICNs selected for subsequent analysis are depicted in Figure 2 . These components 172 are grouped into subcortical (5), auditory (2), sensorimotor (10), visual (11), a set of higher order 173 associative areas involved in attentional and executive control as well as cognitive control (19), default-174 mode regions (10) and cerebellar (5) components based on anatomical proximity and functional 175 connectivity as in our earlier studies (Allen et al., 2012a (Allen et al., , 2011 . The selected 62 ICN labels are 176 summarized in Table 1 . 
Do clustered connectivity states correspond to sleep states?
188
The subject-state vectors are sorted by sleep state (W, N1, N2 and N3) and frequency counts by 193 We tested the correspondence between subject state vectors obtained through clustering dFNC 194 matrices and subject hypnograms obtained by computing the cross-correlation between the two vectors.
195 Figure 5 shows examples of subjects with the two best and the two worst correlations between the 196 two. As seen in the figure, the best subject showed a correlation of 0.89 between his/her hypnogram 197 and state vector. The subjects that showed the poorest correlation between the two primarily tended 198 to stay awake throughout the scan session, and the dFNC state vector showed transitions between 199 awake related states 1 and 2.
200
The results assessing the correspondence between subject dFNC state vector and his/her hypnogram Figure 5: Comparison of subject state vectors obtained from k-means clustering of dFNC windows and EEG derived hypnograms for the two subjects with the highest correlation (A and B) and the two subjects with the lowest correlation (C and D). The overall distribution of the correlation between the two state vectors for all 55 subjects is presented in E. As seen, the subjects with low correlation tend to be awake throughout the scan session and the corresponding dFNC state vector transitions within the states 1 and 2 that are prevalent during wakefulness.
aligned to corresponding EEG hypnogram vector results in similar classification performance. However 228 in-between shifts resulted in poor classification accuracy. Figure 6 : 2D Visualization of dFNC data: We selected 2000 random dFNC windows (400 per dFNC state) and projected the multidimensional (1891) data into 2 dimensions using the t-SNE algorithm. The resulting mapping was subsequently color coded by k-means clustering assignment into 5 states (A) and by the subject EEG hypnogram state of that point (B). The data dimension was reduced to 30 principal components and a perplexity value of 35 was used for this projection.
How well can we predict sleep stages from dFNC data? 230
The SVM classification accuracies comparing the prediction of subject hypnogram with dFNC 231 estimates obtained using different window lengths is presented in Figure 9 . As seen in the figure, the and dFNC state vectors (F) inform about the probability of transitioning from a given state i at time t-1 to state j at time t. The probabilities are converted to -log(10) scale, so higher (yellow to white) intensity values mean lower probability to transition. For both modalities, these matrices demonstrate tendency to remain in a given state (diagonal values are lower). The transitions to neighboring states are more likely in both the hypnogram and the dFNC state vectors. While there is chance of transitioning from deep sleep N3 to any other state (W, N1 or N2), the probability of transitioning from wakefulness at time t-1 immediately to deeper sleep stages (N2, N3) at time t is very low suggesting gradual transition from W to N3 stage. Note that dFNC states 1 and 2 are combined for this analysis. AwState 3 1.9 5.5 89.7 2.7
AwState 4 0.9 2.8 3.8 92.4 Table 2 : Awake state SVM classification confusion matrix. The percent classification accuracy from linear SVM model for each of the four awake only K-means states. The high accuracy strongly suggests that these clusters are unlikely to be noise.
Friedman, J., Hastie, T., Tibshirani, R., 2008. Sparse Inverse Covariance Estimation With the Figure S1 : A) Count of number of DVARS of raw data exceeding 2.5 times its standard deviation by K-means state assignment. One-way ANOVA on mean differences in counts is significant with F=8.9 and p < 1e-05. A similar result is observed using subject FD values. B) Example subject state vector plotted along with his/her hynogram and head movement summaries (DVARS and FD). As seen, State 2 FC estimates seems to be contaminated by bigger jerky movements from subjects. . 
