Abstract. We study sample path deviations of the Wiener process from three different representations of its bridge: anticipative version, integral representation and space-time transform. Although these representations of the Wiener bridge are equal in law, their sample path behavior is quite different. Our results nicely demonstrate this fact. We calculate and compare the expected absolute, quadratic and conditional quadratic path deviations of the different representations of the Wiener bridge from the original Wiener process. It is further shown that the presented qualitative behavior of sample path deviations is not restricted only to the Wiener process and its bridges. Sample path deviations of the Ornstein-Uhlenbeck process from its bridge versions are also considered and we give some quantitative answers also in this case.
Introduction
Let (W t ) t≥0 be a standard one-dimensional Wiener process on a filtered probability space (Ω, F, (F t ) t≥0 , P ), where the filtration (F t ) t≥0 is the usual augmentation of the natural filtration of the Wiener process W (see, e.g., Karatzas and Shreve [18, Section
5.2.A])
. We consider the following versions of the Wiener bridge from a to b over the time-interval [0, T ], where a, b ∈ R (see, e.g., Karatzas and Shreve [18, Section 5.6 .B]): 1. Anticipative version We note that the finite dimensional distributions of the above Wiener bridge versions coincide with the conditional finite dimensional distributions of the Wiener process (a + W t ) t∈[0,T ] starting in a and conditioned on {W T = b}; see, e.g., Problem 5.6.13 in Karatzas and Shreve [18] or Chapter IV.4 in Borodin and Salminen [7] .
Bridges of Gaussian processes have been generally defined by Gasbarra et al. [14] , while from the Markovian point of view the reader may consult Fitzsimmons et al. [13] , Barczy and Pap [4] , Chaumont and Uribe Bravo [9] , and the more recent Bryc and Wesołowski [8] which deals with the inhomogeneous case.
Moreover, it follows from the definitions that all bridge versions have almost sure continuous sample paths. The (left) continuity of the trajectories at t = T is not obvious in case of the integral representation and space-time transform. Corollary 5.6.10 in Karatzas and Shreve [18] yields the desired continuity for the integral representation, whereas the strong law of large numbers for a standard Wiener process (see, e.g., Problem 2.9.3 in Karatzas and Shreve [18] ) for the space-time transform. Hence the anticipative version W av , the integral representation W ir and the space-time Furthermore, according to Section 5.6.B in Karatzas and Shreve [18] or Example 8.5 in Chapter IV in Ikeda and Watanabe [16] , the above versions of the Wiener bridge are solutions to the linear stochastic differential equation (SDE) By Theorem 5.2.1 in Øksendal [19] or Theorem 2.32 in Chapter III in Jacod and Shiryaev [22] , strong uniqueness holds for the SDE (1.2), and (W ir t ) t∈[0,T ) is the unique strong solution of this SDE being adapted to the filtration (F t ) t∈[0,T ) . Whereas According to simulation studies, for a typical sample path of the Wiener process the deviations from its anticipative bridge version and its space-time transform are larger than from its integral representation of the bridge; see Figure 1 . Note that in general 
Note that the dependence of the path deviations in (1.3) upon the starting and endpoint of the bridge (a and b) is only via their difference a − b. Hence without loss of generality we can and will assume a = 0 in the sequel. Simulation studies also show that the above typical behavior is reversed in case the endpoint W T of the Wiener sample path is close to the prescribed endpoint b of its bridge, namely, for such a sample path of the Wiener process the deviation from its anticipative bridge version is smaller than from its integral representation of the bridge or from its space-time bridge version; see Figure 2 . We aim to give quantitative answers to this effect and thus in Section 2 we will particularly compare the so-called expected p-th order sample path deviations
for p = 1, 2 and in case of p = 2 we will explicitly calculate the conditional analogue We will further show in Section 3 that the above mentioned qualitative behavior of sample path deviations is not restricted only to the Wiener process and its bridge versions: sample path deviations of the Ornstein-Uhlenbeck process from its bridge versions are also considered. Here we give some quantitative answers, too, see Theorem 3.7.
In the Appendix we present an auxiliary result which is used for proving almost sure continuity of the integral representation of the Ornstein-Uhlenbeck bridge at the endpoint of the bridge.
Our results are to be seen as paradigmatic examples that give rise for future work concerning more broad questions of how certain pathwise constructions of Gaussian or Markovian bridges can differ, although they obey the same law. The reason for concentrating on the Wiener and on the Ornstein-Uhlenbeck process here is the possibility of giving explicit expressions for some quantities (such as second moment) related to the path deviations of different bridge versions to the original process through which they are constructed. In particular, the case of an Ornstein-Uhlenbeck process shows that explicit expressions for path deviations can soon become unwieldily. As a future task, one may also address the question of existence of a bridge version that minimizes the distance to the unconditioned stochastic process in a certain sense.
Moreover, one may present other indicators for different sample path behavior of the Wiener and Ornstein-Uhlenbeck bridge versions, such as Hellinger distance, and address the question for more general process bridges.
To further motivate our study, we point out that similar problems were considered by DasGupta [12] , Bharath and Dey [2] and Balabdaoui and Pitman [1] . Namely, DasGupta [12, Theorem 1] gave an infinite series representation of the expectations [12] . Balabdaoui and Pitman [1] gave a representation of the maximal difference between a Wiener bridge and its (least) concave majorant on the unit interval. As an application, expressions for the distribution, density function and moments of this difference were derived.
The presented results might also be applied to the study of animal movements.
Horne et al. [15] use a two-dimensional Wiener bridge to model the unknown movement of an animal between two consecutively observed positions of the animal. The model is used to investigate questions on the mean occupation frequency
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Proof. By (1.1), we get for every
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and
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is strictly decreasing. For the anticipative version and space-time transform, it is an immediate consequence of (2.1). For the integral representation, it is enough to check that ∂ ∂t
for all t ∈ (0, T ), which is equivalent to show that
Using that log(
and W t , t ∈ (0, T ), are positively correlated for all bridge versions. Moreover,
for all t ∈ (0, T ), which follows by
Hence the integral representation is more positively correlated to the original process than the anticipative version and the space-time transform. 2 2.2. Gauss and conditional Gauss distribution of path deviations. First we study the distribution of the path deviation 
Proof. With a = 0, by (1.3), for every 0 ≤ t < T the path deviation
and with variance
By Proposition 2.3, for every 0 < t < T , the variance of the path deviation of the integral representation from the original Wiener process is smaller than those of the anticipative version or the space-time transform, since we have σ
) and thus
for all t ∈ (0, T ), which holds, since
Next we examine the conditional distribution of the path deviation W t − W 
Proof. For all 0 ≤ t < T , the joint distribution (W t − W br t , W T ) of the path deviation and the endpoint is a two-dimensional normal distribution and, by Theorem 2 and Problem 5 in Chapter II, §13 of Shiryaev [22] , it is known that the conditional
and with variance (2.11)
Here we have
and thus (2.10), (2.11) and Proposition 2.3 yield that
We note that the above formulae follow immediately, since in case of W T = d, we
. Further, we have
This implies (2.5) and (2.8). Finally, we have
and thus (2.10), (2.11) and Proposition 2.3 yield (2.6) and (2.9).
2.3.
Comparison of tail functions. The tail of a normally distributed random variable Y µ,σ 2 with mean µ ∈ R and with variance σ 2 > 0 has the form
where Φ denotes the standard normal distribution function. Since, by Proposition
, if we want to use the monotonicity in (2.3)
to show different behavior of the tails of the deviations W t − W br t , then this tail function should be an increasing function in σ > 0 for every fixed x > 0 and fixed
In case 0 < x < |µ|, µ = 0, we have In special situations such as b = 0 = µ it is evident that (0, ∞) σ → T 0,σ 2 (x) is strictly increasing for every x > 0. In this special case it follows immediately from
and (2.3) that for every p ≥ 1 and 0 < t < T we have
As a further consequence we get for every p ≥ 1
We will now show for p = 1 and p = 2 that these relations are also true in the general case with b = 0, see Subsection 2.4. In addition, we will get explicit expressions for the expected (conditional) path deviations in the case p = 2. The reason for not considering a general p ∈ N is that we just want to demonstrate the phenomenon that the bridge versions have different sample path behavior. We also note that the calculations for a general p ∈ N would be more complicated.
2.4. Expected absolute, quadratic and conditional quadratic path deviations. First we study the
Proof. For a normally distributed random variable Y µ,σ 2 with mean µ and with variance σ 2 > 0 we have
By change of variables y =
Differentiation with respect to σ > 0, using
Hence E(|Y µ,σ 2 |) is a strictly increasing function in σ > 0 from which, by Subsection 2.2 together with (2.3), we get for all 0 < t < T ,
concluding the proof.
Next we compare expected absolute path deviations E T 0
Using that integration over the time-interval [0, T ] and taking expectation can be interchanged (as it is explained in the introduction), by Lemma 2.5, we also get
Using (2.12) and Proposition 2.4, it might also be possible to calculate and to compare expected conditional absolute path deviations given W T = d. This task is more complicated, since now the mean is different for different versions of the bridge, see Proposition 2.4. Instead we will now consider expected (conditional) quadratic path deviations which have much nicer forms.
Next we calculate the second moments E (W t
where σ 2 (t) is defined in Proposition 2.3. Moreover, the expected quadratic path deviations take the following forms:
Proof. For a normally distributed random variable Y µ,σ 2 with mean µ and with variance σ 2 ≥ 0 we clearly have
Hence, by Proposition 2.3, we get (2.13) and (2.14). Then, we have
and, by a change of variables s = (T − t)/T and partial integration, we get
Note that, by Theorem 2.6 and (2.3), for all t ∈ (0, T ),
Further, in case b = 0 this shows that the expected quadratic path deviation of the integral representation is half of those of the anticipative version and the space-time transform of the bridge. This is in accordance with the typical observations from simulation studies as in Figure 1 . Next we study expected conditional quadratic path deviations. 
,T ) (t) (2.18)
Moreover, the expected conditional quadratic path deviations take the following forms:
Proof. By (2.4), (2.7) and (2.15), for 0 < t < T we get (2.16). Using that integration over the time-interval [0, T ] and taking conditional expectation can be interchanged (as explained in the Introduction), we get (2.16) yields (2.19). By (2.5), (2.8) and (2.15), we have (2.17), and hence, by a change of variables s = (T − t)/T and partial integration, we get
which yields (2.20). Finally, by (2.6), (2.9) and (2.15), we have (2.18), and hence, by a change of variables s = 2t − T , we get
which yields (2.21).
In what follows we give a complete comparison of the quantities (2.19), (2.20) and
Using the notation
by Theorem 2.7, we have
Hence we easily calculate e av > e ir ⇐⇒ 11 54
The corresponding regions are graphically illustrated in Figure 3 . e ir < e av < e st , C: e ir < e st < e av , and D: e av < e st < e ir .
Finally, we remark that Theorem 2.7 justifies our simulation results in the case of the endpoint W T of the Wiener sample path is close to the prescribed endpoint b of its bridge. Indeed, in case of d = b, by Theorem 2.7, we get
which shows that the expected conditional quadratic path deviation of the Wiener process from the anticipative version of its bridge is 0 being smaller than from the integral representation of the bridge or from the space-time bridge version.
3. Path deviation of the Ornstein-Uhlenbeck process from its bridges 3.1. Ornstein-Uhlenbeck bridge versions. Let (U a t ) t≥0 be a one-dimensional Ornstein-Uhlenbeck process starting in a ∈ R, i.e., it is the unique strong solution of the SDE dU a t = q U a t dt + σ dW t with initial condition U a 0 = a for some q = 0 and σ > 0, where (W t ) t≥0 is a standard Wiener process. It is wellknown that the Ornstein-Uhlenbeck process has the integral representation
which is a Gauss process with mean function E(U 1. Anticipative version
Up to our knowledge this anticipative version of the Ornstein-Uhlenbeck bridge first appears on page 378 of Donati-Martin [11] for a = b = 0 and in Lemma 1 of Papież and Sandison [20] for special values of q and σ. It is also an easy consequence of Theorem 2 in Delyon and Hu [10] and of Proposition 4 in Gasbarra, Sottinen and Valkeila [14] .
Integral representation
This integral representation of the Ornstein-Uhlenbeck bridge is the unique strong solution of the below given SDE (3.2), see, e.g., Barczy and Kern [3, Remark 3.9].
Space-time transform
with the strictly increasing time-change
2q . 
Further,
where the convergence follows by Lebesgue's dominated convergence theorem. In all what follows we will use the notation (U , t ∈ R, we get κ * T is strictly increasing and κ * T (t) ≥ t for all t ∈ [0, T ).
is strictly increasing and R t → κ(t) =
is strictly increasing for every q = 0, we get that
=: κ * T (t) is strictly increasing. Further, easy calculations show that
with κ (t) = e −2qt and hence (κ * T ) (0) = 1. (3) For the second derivative we get
Since κ (t)(κ(T ) − κ(t)) + 2(κ ) 2 (t) = e −4qt + e −2q(T +t) > 0 we have (κ * T ) is strictly increasing. 
Altogether this shows that
and with covariance function
Hence all the bridge versions above have the same finite-dimensional distributions.
Proof. For 0 ≤ s ≤ t < T , we have the covariance function
By Lemma 3.2, for 0 ≤ s ≤ t < T we get In what follows we study the continuity of the sample paths of the bridge versions.
It follows from the definitions that all bridge versions have almost sure continuous sample paths on [0, T ). The (left) continuity of the trajectories at t = T is also obvious in case of the anticipative version, but not in case of the integral representation and the space-time transform. The strong law of large numbers for a standard
Wiener process (see, e.g., Problem 2.9.3 in Karatzas and Shreve [18] ) yields the desired continuity for the space-time transform. The above mentioned continuity for the integral representation follows from Lemma 4.5 in Barczy and Kern [3] . For the sake of completeness and easier lucidity, in the Appendix we formulate and prove this lemma in the present setting (without reference to the notations in Barczy and Kern [3] ).
Hence the anticipative version U av , the integral representation U ir and the space- 
,
Proof. For the anticipative version we have
Using Lemma 3.2 we get for the space-time transform
Finally, we get for the integral representation
concluding the proof. Our aim is again to give quantitative answers to this qualitative behavior observed from simulation studies by studying the path deviations on [0, T ):
.
Note that all path deviations depend only on the transformed difference (a e qT − b) of starting and endpoint of the bridge. Hence in the sequel without loss of generality we can and will assume that a = 0. For simplicity we will concentrate on calculating the Gauss distributions of path deviations and to compare the expected quadratic path deviations only. 
Proof. With a = 0, by (3.3), for every 0 ≤ t < T the path deviation U and with variance
, which yields (3.5). Using Lemma 3.2 we get
1 − e −2qT (e qt − 1) , which yields (3.6).
Note that in the proof of Proposition 3.6 below we will give different representations of the variances Var(U Then for all t ∈ (0, T ), we have 
The advantage of this new representation is that now the variances include the term
for all versions of path deviations.
For the comparison E(U
Clearly, h q (t) = 0 if and only if t ∈ {0, T } and further for all 0 < t < T we have h q (t) < 0 if q > 0 and h q (t) > 0 if q < 0. In view of (2.15) we get
For the other comparisons, we show that
Using that sinh(q(T − t)) sinh(qT )
by log(1 + x) ≤ x, |x| < 1, we have for all 0 < t < T ,
For q < 0 it is enough to show that g q (t) > 0 for all 0 < t < T . Now
which is obviously positive for q < 0 and 0 < t < T . For q > 0 we have to show that g q (t) < 2 − e qt − e −qt for all 0 < t < T . Now 2 − e qt − e −qt − g q (t) = 1 − e qt + e −2q(T −t) − e −2qT +qt + qt e qt 1 − e −2qT =:g q (t)
for whichg q (0) = 0 holds and we havẽ g q (t) = −q e qt + 2q e −2q(T −t) − q e −2qT +qt
= 2q e −2qT +qt e qt − 1 + q 2 t e qt 1 − e −2qT > 0 for q > 0 and 0 < t < T , which completes the proof. Hence, by (2.15), (3.4), (3.8), (3.9) and (3.10), we get (3.7).
Moreover, by (3.7), the expected quadratic path deviations satisfy the following inequalities:
In the next theorem we get more explicit representations of the expected quadratic path deviations. 
Proof. For the anticipative version, by Proposition 3.5, we get
For the integral representation, by Proposition 3.5 and the previous calculations for the anticipative version, we get We note that the formulas E [22] , and to calculate corresponding formulas for conditional quadratic path deviations. But even if these formulas are present, the conditional quadratic path deviations will be hard to compare, since they will depend on the four parameters q, b, d, T and possibly also on σ. We renounce to give these explicit and likewise very long calculations.
Appendix
The following lemma yields almost sure (left) continuity at t = T of the integral representation of an Ornstein-Uhlenbeck bridge.
Lemma 4.1. Let T ∈ (0, ∞) be fixed and let (B s ) s≥0 be a one-dimensional standard Wiener process on a filtered probability space (Ω, A, (A t ) t≥0 , P), where the filtration Then we have Y t = sinh(q(T − t))M t = sinh(q(T − t)) M t M t M t , t ∈ (0, T ).
Here lim t↑T sinh(q(T − t)) M t = lim t↑T 1 q (cosh(q(T − t)) − sinh(q(T − t)) coth(qT )) = 1 q .
Hence we conclude P(lim t↑T Y t = 0) = 1.
