Abstract. We prove the following localized version of a classical ellipsoid characterization: Let B ⊂ R 3 be convex body with a smooth strictly convex boundary and 0 in the interior, and suppose that there is an open set of planes through 0 such that all sections of B by these planes are linearly equivalent. Then all these sections are ellipses and the corresponding part of B is a part of an ellipsoid.
Introduction
Although this paper is motivated by Finsler geometry, one of the main results is the following theorem about convex sets. Theorem 1. Let B ⊂ R n , n ≥ 3, be a convex body with a smooth strictly convex boundary and 0 in the interior. Let H ⊂ R n be a two-dimensional plane through 0 and suppose that there is a neighborhood of H in the Grassmannian Gr 2 (R n ) such that for every plane H ′ from this neighborhood the cross-section H ′ ∩ B is linearly equivalent to H ∩ B.
Then H ∩ B is an ellipse centered at 0 and furthermore B coincides with an ellipsoid in a neighborhood of H.
Here by linear equivalence of two cross-sections we mean the existence of a linear bijection between their planes sending one cross-section to the other. The word "smooth" in this paper always means C ∞ , and strict convexity means quadratic strict convexity, i.e. positivity of appropriate second derivatives. By Gr k (V ) we denote the Grassmannian of k-dimensional linear subspaces of a vector space V .
Theorem 1 is a "local version" of the following classical ellipsoid characterization due to Auerbach, Mazur and Ulam [1] : If all planar cross-sections through 0 of a convex body are linearly equivalent, then the body is a centered ellipsoid. (Note that in this contexts local statements are stronger than global ones.) Remark 1.1. The following more general question goes back to Banach [2] and remains only partially solved: For given k and n (k < n), are Euclidean spaces the only n-dimensional Banach spaces with the property that all k-dimensional linear subspaces are isometric? The above mentioned Auerbach-Mazur-Ulam's theorem answers this question for k = 2. Gromov [8] proved that the answer is affirmative if k is even or n ≥ k + 2. The case when k is odd and n = k + 1 remains open. See also [7, Note 7.2] for discussion and related results.
The proofs in [1] and [8] are based on global obstructions arising from algebraic topology of Grassmannians. These methods do not work in the local version of the problem.
Remark 1.2. It is plausible that the smoothness assumption in Theorem 1 can be relaxed. However (some form of) strict convexity is necessary. Indeed, pick any convex body B 0 ⊂ R 2 and let B ⊂ R 2 × R be a convex body which coincides with B 0 × R in a neighborhood of the plane H = R 2 × {0}. Then all cross-sections of B by planes sufficiently close to H are linearly equivalent to B 0 but B 0 is not necessarily an ellipse.
Every convex body with 0 in the interior is the unit ball of a norm. We use the word "norm" in a slightly generalized meaning, namely a norm is not required to be symmetric. Smooth strictly convex bodies correspond to especially nice norms called Banach-Minkowski ones. By definition, a Banach-Minkowski norm on a vector space V is a (possibly non-symmetric) norm Φ : V → R + which is smooth outside 0 and such that the function Φ 2 is (quadratically) strictly convex. A Banach-Minkowski space is a finite-dimensional vector space equipped with a Banach-Minkowski norm. These spaces are often referred to as Minkowski spaces but we use the longer term to avoid confusion with special relativity.
A norm is called Euclidean if it is associated with an inner product. The following is a slightly more detailed reformulation of Theorem 1 in terms of norms.
Theorem 1'. Let V = (V n , Φ) be a Banach-Minkowski space, n ≥ 3, and assume that U ⊂ Gr 2 (V ) is a connected open set such that for all H, H ′ ∈ U the normed planes (H, Φ| H ) and (H ′ , Φ| H ′ ) are isometric. Then Φ| H is a Euclidean norm for every H ∈ U. Moreover there exists a Euclidean norm on V whose restriction to every plane from U coincides with the restriction of Φ. Remark 1.3. The assumption that U is connected is not necessary if n = 3. In higher dimensions one can construct examples where Φ coincides with one Euclidean norm near one plane and with another Euclidean norm near some other plane. The details of this construction are left to the reader.
If B is the unit ball of a norm Φ and two planar cross-sections H ∩ B and H ′ ∩ B are linearly equivalent, then the normed planes (H, Φ| H ) and (H ′ , Φ| H ′ ) are isometric (and vice versa). Thus Theorem 1' implies Theorem 1.
Theorem 1' easily follows from its 3-dimensional case (see Section 4). Finslerian results discussed below work only in 3-dimensional spaces. For these reasons in what follows we mainly restrict our attention to dimension 3.
Finsler surfaces. For a smooth surface M 2 ⊂ R 3 and a point p ∈ M , the celebrated Gauss' Theorema Egregium implies that local intrinsic geometry of M near p determines the type of the second-order extrinsic geometry at p. Namely the sign of the Riemannian curvature of M at p determines whether the second fundamental form of M at p is definite, semi-definite, or degenerate. (We call a quadratic form definite if it either positive definite or negative definite.)
The distinction between the three types of the second fundamental form is affine invariant. Hence one may ask whether there are similar relations between intrinsic and extrinsic geometry for Finsler surfaces in normed 3-spaces. More precisely, we have the following question. Question 1.4 (cf. [5, Remark 1.6] ). Let M be a two-dimensional Finsler manifold and f i : M → V i , i = 1, 2, smooth isometric embeddings to 3-dimensional BanachMinkowski spaces. For p ∈ M , is it always true that the second fundamental forms of f i at p are of the same type: definite, semi-definite, or degenerate? Remark 1.5. If the dimension of the ambient space V is greater than 3, then the answer to any sensible variant of Question 1.4 is negative. Indeed, as shown in [5] , locally any 2-dimensional Finsler manifold is isometric to a strictly saddle surface in R 4 equipped with some Banach-Minkowski norm. In contrast, in the Euclidean case this is possible only for negatively curved metrics.
In this paper we show that at least for some Finsler metrics the answer to Question 1.4 is affirmative. Namely this is the case if the metric is second-order flat at the point in question or monochromatic (see below for definitions). In both cases the second fundamental form is necessarily degenerate, unless in the monochromatic case the metric is actually Riemannian.
Recall that a Finsler manifold is a smooth manifold M equipped with a Finsler metric, that is a continuous function ϕ : T M → R + such that ϕ is smooth on T M \0 and ϕ| TxM is a Banach-Minkowski norm for every x ∈ M . Every Banach-Minkowski space is naturally a Finsler manifold. An isometric immersion is a norm-preserving immersion from one Finsler manifold to another. Since our set-up is local, we consider isometric embeddings rather than immersions.
The standard definition of the second fundamental form requires an inner product, which we do not have in our set-up. We use the following affine invariant version of the definition. Let M be a smooth manifold, V a vector space, and f : M → V a smooth immersion. Then the second fundamental form of f at p ∈ M is a symmetric bilinear form on T p M with values in the quotient vector space In a sense, Theorem 2 is a reformulation of Theorem 1, see Remark 3.7.
The property that the second fundamental form is degenerate at every point is a strong restriction. We use implications of this property and Theorem 2 to construct examples of Finsler metrics in R 2 that do not admit local isometric embeddings to 3-dimensional Banach-Minkowski spaces. See Example 5.1 and Proposition 5.2.
As already mentioned in Remark 1.5, all Finsler surfaces admits local isometric embeddings to dimension 4. Thus n = 4 is the minimal n such that all Finsler surfaces admit local isometric embeddings to dimension n. Note that there is no such universal dimension for global isometric embeddings and moreover noncompact Finsler manifolds generally do not admit isometric embeddings to BanachMinkowski spaces, see [4] and [13] . Definition 1.6. Recall that a Finsler metric is called flat if it is locally isometric to a Banach-Minkowski space.
Let M = (M, ϕ) be a Finsler manifold. We say that the metric ϕ is secondorder flat at a point p ∈ M if there exists a flat Finsler metric ϕ 0 defined in a neighborhood of p such that for x ∈ M near p and v ∈ T x M \ {0} one has
where |x − p| is the distance from x to p in an arbitrary local coordinate system.
If ϕ is Riemannian, i.e. ϕ = √ g where g is a Riemannian metric tensor, then (1.1) is equivalent to the existence of local coordinates in which the second derivatives of g vanish at p. In dimension 2 this is equivalent to K(p) = 0 where K is the curvature of the metric. By Gauss' Theorem this implies that every smooth isometric embedding of M to R 3 has a degenerate second fundamental form at p. In the next theorem we generalize this implication to Finsler surfaces. The rest of the paper is organized as follows. We begin with the proof of Theorem 3 in Section 2. Subsequent arguments do not depend on Theorem 3 directly but they use similar ideas. In Section 3 we prove the first part of Theorem 1' (see Proposition 3.1) and deduce Theorem 2. In Section 4 we finish the proof of Theorem 1' and obtain some corollaries. Finally in Section 5 we construct examples of metrics that are not locally embeddable to dimension 3.
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Proof of Theorem 3
Let (M, ϕ) and p be as in Theorem 3 and ϕ 0 as in Definition 1.6. Since the statement of the theorem is local, we may restrict ourselves to a small coordinate neighborhood U of p. Thus we may assume that M = U ⊂ R 2 and use the standard identification T U = U ×R 2 . Then ϕ is a function of two variables x ∈ U and v ∈ R 2 . We further assume that our local coordinates are chosen so that ϕ 0 is the restriction of a Banach-Minkowski norm. In other words, Let V = (V, Φ) be a 3-dimensional Banach-Minkowski space and f : (U, ϕ) → V a smooth isometric embedding. Then
for all x ∈ U and v ∈ R 2 . Define H = Im d p f , that is H is the tangent plane to f (U ) at f (p), regarded as a linear subspace of V . The map d p f is a linear isometry between (R 2 , ϕ 0 ) and (H, Φ| H ). Fix an isomorphism between V /H and R and denote by S the second fundamental form of f at p composed with this isomorphism. That is, S is a symmetric real-valued bilinear form on R 2 given by
Our goal is to prove that S is degenerate. We say that vectors v,
3) with respect to x at x = p in the direction w ∈ R 2 and taking into account (2.1) yields
Here dṽΦ denotes the differential of Φ atṽ, this differential is a linear map from V to R, and d and taking into account (2.2) yields
We fix the notationṽ = d p f (v) for the rest of the proof.
Let Σ, γ andγ denote the unit spheres of Φ, ϕ 0 and Φ| H , respectively. That is,
Note that γ andγ are smooth strictly convex curves enclosing the origin in their respective planes. For v ∈ γ, we denote by ℓ v ⊂ R 2 the tangent direction of γ at v (that is the one-dimensional linear subspace of R 2 parallel to the tangent to γ at v)
Proof. Let v, w ∈ γ be linearly independent S-orthogonal vectors. We are going to show that d
Since S(v, w) = 0, we have ξ ∈ H by the definition of the second fundamental form. By (2.4) we have dṽΦ(ξ) = 0 whereṽ = d p f (v). This means that ξ is a tangent vector to Σ atṽ. Since ξ ∈ H, it follows that ξ ∈l v . Interchanging v and w yields that ξ ∈l w , hence ξ ∈l v ∩l w . Sincel v =l w , it follows that ξ = 0 as claimed. Now consider the case ℓ v = ℓ w . In this case one can apply the above argument to the opposite unit vector
2 that are linearly independent and S-orthogonal. To finish the proof we need the following fact, which is left as an exercise to the reader.
Fact. Let S and S 1 be symmetric bilinear forms on R 2 such that S 1 (v, w) = 0 for all pairs of linearly independent S-orthogonal vectors v, w ∈ R 2 . Then S 1 = λS for some λ ∈ R.
Pick a basis e 1 , e 2 , e 3 of V such that e 1 , e 2 ∈ H and e 3 is mapped to 1 ∈ R by the quotient map π : V → V /H ∼ = R (recall that we have fixed an isomorphism between V /H and R). Decompose d 2 p f into coordinate components with respect to this basis:
Applying the above fact to S 1 and S 2 yields that S 1 = λ 1 S and S 2 = λ 2 S 2 for some λ 1 , λ 2 ∈ R. And S 3 = S by the choice of e 3 . Thus (2.6) holds for τ = λ 1 e 1 + λ 2 e 2 + e 3 .
From now on we assume that S = 0 (otherwise the statement of Theorem 3 is trivial). Let τ be the vector from Lemma 2.1 and P : V → H the projector such that P (τ ) = 0. Substituting (2.6) into (2.4) yields
for almost allṽ ∈γ and hence for allṽ ∈γ.
This map is symmetric and linear in each argument. Due to (2.7), the first term in (2.5) equals
by (2.6) and the definition of κ(v). These identities and (2.6) imply that
Lemma 2.2. If v, w ∈ γ are linearly independent and S-orthogonal, then
Proof. Similarly to the proof of Lemma 2.1 we may assume that ℓ v = ℓ w , otherwise replace v by
. Since S(v, w) = 0, the second term in (2.8) vanishes, hence dṽΦ(T (v, w, w 1 )) = 0. Since T (v, w, w 1 ) ∈ H, it follows that T (v, w, w 1 ) ∈l v .
Interchanging v and w yields that T (v, w, w 1 ) = T (w, v, w 1 ) ∈l w . Sincel v =l w , it follows that T (v, w, w 1 ) ∈l v ∩l w = {0}.
Fix
v and w as in Lemma 2.2 and let w 1 range over R 2 . By Lemma 2.2 the first term in (2.8) vanishes. Since κ(v) = 0, it follows that S(v, w 1 )S(w, w 1 ) = 0 for all w 1 ∈ R 2 . This implies that one of the linear functions S(v, ·) and S(w, ·) vanishes everywhere on R 2 . Equivalently, either v or w belong to the kernel of S. Therefore S is degenerate. This finishes the proof of Theorem 3.
Linearly equivalent sections
In this section we consider 3-dimensional Banach-Minkowski spaces with many linearly equivalent cross-sections. Our main goal is to prove the first claim of Theorem 1' in dimension 3. We restate it as the following proposition. Let (V, Φ) and U be as in Proposition 3.1. Fix H ∈ U and a vector ν ∈ V \ H. First we define a convenient local parametrization of Gr 2 (V ). Namely a neighborhood of H in Gr 2 (V ) is parametrized by a neighborhood of 0 in the dual space H * as follows. For α ∈ H * let π α : V → R be the unique linear function such that π α | H = α and π α (ν) = 1, and let H α = ker π α . Then H 0 = H and the map α → H α is a diffeomorphism from H * onto the set of all planes from Gr 2 (V ) that do not contain ν. We restrict this diffeomorphism to a neighborhood U of 0 in H * such that H α ∈ U for all α ∈ U . Throughout the proof we keep replacing this neighborhood by smaller ones but use the same notation U for all these neighborhoods. Remark 3.2. Let x, y, z be coordinates in V associated to a basis e 1 , e 2 , e 3 where e 1 , e 2 ∈ H and e 3 = ν. Then the map α → H α can be described as follows: H α is the plane defined by the equation ax + by + z = 0 where (a, b) are the coordinates of α ∈ H * with respect to the dual basis.
The map α → π α is affine. Its linear component is the map I : H * → V * defined by the relations I(α)| H = α and I(α)(ν) = 0 for all α ∈ H * . We will need the following calculation: If t → α(t) is a smooth path in H * with α(0) = 0 anḋ α(0) = h, and t → v(t) is a smooth path in V with v(0) = v 0 ∈ H, then (3.1)
Let ϕ α denote the restriction of Φ to H α . Similarly to the previous section we denote by Σ the unit sphere of Φ, by γ the unit circle of (H, ϕ 0 ), and by ℓ v the tangent direction to γ at v ∈ γ. We extend the notation ℓ v to all v ∈ H \ {0} by homogeneity: ℓ λv = ℓ v for all λ > 0. For vector spaces X and Y we denote by Lin(X, Y ) the space of all linear maps from X to Y . Our assumptions imply that (H α , ϕ α ) is isometric to (H, ϕ 0 ) for all α ∈ U . Arguing by contradiction, suppose that the norm ϕ 0 is not Euclidean. We need the following technical lemma. Lemma 3.3. If U is sufficiently small then there exists a smooth family {L α } α∈U of linear maps from H to V such that L 0 = id H , L α (H) = H α , and L α is an isometry from (H, ϕ 0 ) to (H α , ϕ α ) for each α ∈ U .
Proof. Since ϕ 0 is not Euclidean, the group of self-isometries of (H, ϕ 0 ) is discrete. It follows that (possibly for a smaller neighborhood U ) there is a unique continuous family
We have to prove that this family is smooth.
It suffices to show that the set {L α } is a 2-dimensional smooth submanifold of Lin(H, V ) and this submanifold is transverse to Lin(H, H). Let us show that the maps L α are solutions of four equations {f i = 0} 4 i=1 where the functions f i : Lin(H, V ) → R are smooth in a neighborhood of L 0 and satisfy
The desired fact follows from the existence of such f i 's and the implicit function theorem.
We define the functions f i by Let {L α } be the family from Lemma 3.3. Let R denote the differential of this family at 0, that is R :
Differentiating this identity with respect to α at α = 0 in the direction h and taking into account (3.1) we obtain
Since L α is an isometry, we have Φ(L α (v)) = ϕ 0 (v). Differentiating this identity with respect to α at α = 0 in the direction h yields
Proof. If v ∈ ker h then the second term in (3.4) vanishes and therefore
This and (3.5) imply that (3.6) R(h)(v) ∈ ℓ v for all h ∈ H * and v ∈ ker h \ {0}.
Pick a linear isomorphism J : H → H * such that v ∈ ker J(v) for all v ∈ H. (An example of such J is given by J(x, y) = (−y, x) in coordinates from Remark 3.2.) Define
is an H-valued quadratic form on H. We regard Q as a vector field on H. By (3.6), Q is tangent to level sets of ϕ 0 .
We are to show that Q = 0. First observe that Q vanishes at some point v 0 ∈ γ (and hence on the entire line generated by v 0 ). Indeed, if this is not the case then Q has a constant orientation along γ (i.e., it is directed either "clockwise" or "counter-clockwise" everywhere). On the other hand, for opposite points v ∈ γ and
ϕ0(−v) the vectors Q(v) and Q(v ′ ) are positively proportional due to quadratic homogeneity of Q, hence they have opposite orientations on γ, a contradiction.
Since Q is quadratic and has a line of zeroes, it can be decomposed into a product
where f : H → R is a linear function and W is a linear vector field. The trajectories of W are contained in level sets of ϕ 0 and hence bounded. Since W is linear, it follows that either W = 0 or these trajectories are ellipses centered at 0. The latter contradicts our standing assumption that ϕ 0 is not a Euclidean norm. Thus W = 0 and hence Q = 0. Thus R(J(v))(v) = 0 for all v ∈ H. To finish the proof of the lemma, observe that if h ∈ H * and v ∈ ker h \ {0} then h is a scalar multiple of J(v).
Lemma 3.4 implies the following strong property of Φ (compare with (2.7)).
Lemma 3.5. There exists a vector τ ∈ V \ {0} which is tangent to Σ at every point of γ = H ∩ Σ.
Proof. Pick a basis e 1 , e 2 , e 3 of V and decompose R into coordinate components: R = R 1 e 1 + R 2 e 2 + R 3 e 3 where R i ∈ Lin(H * , H * ) for i = 1, 2, 3. By Lemma 3.4 we have ker R i (h) ⊃ ker h and hence R i (h) is a scalar multiple of h for every h ∈ H * . Therefore R i = λ i id H * for some λ i ∈ R. Equivalently,
for all h ∈ H * and v ∈ H. Define τ = λ 1 e 1 + λ 2 e 2 + λ 3 e 3 . By (3.7) we have
for all h ∈ H * and v ∈ H. Let v ∈ γ and pick h ∈ H * such that h(v) = 0. Substituting (3.8) into (3.4) and dividing by h(v) yields that π 0 (τ ) + 1 = 0, therefore τ = 0. Substituting (3.8) into (3.5) and dividing by h(v) yields d v Φ(τ ) = 0, hence τ is tangent to Σ at v.
The statement of Lemma 3.5 is equivalent to the property that there exists a norm non-increasing linear projector from V to H. If this property held for all planes H ⊂ V , then the Blaschke-Kakutani characterization of ellipsoids ( [10] , see also [12, §3.4] or [9, §12.3] ) would imply that Φ is a Euclidean norm. The next proposition generalizes the Blaschke-Kakutani characterization to our localized setting. It is independent of the previous arguments. Proposition 3.6. Let (V 3 , Φ) be a Banach-Minkowski space and Σ its unit sphere. Suppose that U ⊂ Gr 2 (V ) is an open set such that for every H ∈ U there exists a vector τ = τ H ∈ V \ {0} which is tangent to Σ at every point of H ∩ Σ. Then Φ| H is a Euclidean norm for every H ∈ U. Proof. Let v ∈ H ∩ Σ for some H ∈ U and let v ′ = −v/Φ(−v) be the opposite Φ-unit vector. Since U is open, there exists H 1 ∈ U such that v ∈ H 1 and H 1 = H. The strict convexity of Φ implies that τ H and τ H1 are linearly independent vectors. Both tangent planes to Σ at v and v ′ contain these two vectors, hence these two tangent planes are parallel.
Let
is an open subset of Gr 1 (V ). Define a map f : U 1 → Gr 2 (V ) as follows. For a line ℓ ∈ U let f (ℓ) be the direction of the tangent plane to Σ at a point v ∈ ℓ ∩ Σ. By the above argument, this direction is the same for v and the opposite vector v ′ , thus f is well-defined. The strict convexity of Φ implies that f is a diffeomorphism from U 1 onto an open subset of Gr 2 (V ).
We regard the Grassmannians Gr 1 (V ) and Gr 2 (V ) as projective planes. Namely Gr 1 (V ) is the projectivization of V and Gr 2 (V ) is naturally identified with the projectivization of V * : to each linear function from V * \ {0} one associates its kernel. Each plane H ∈ U represents a line in Gr 1 (V ), and its f -image is a line in Gr 2 (V ) consisting of all planes that contain τ H .
Thus f is a diffeomorphism between subsets of projective planes, it is defined on the union of an open set of lines, and it maps each of these lines to a line. By the local variant of the fundamental theorem of projective geometry, these properties imply that f is a restriction of a projective map. (In fact, it suffices to assume that there are 4 independent families of lines that are mapped to lines, see [11] .) Thus there exists a linear map F : V → V * such that f is a restriction of the projectivization of F .
Fix H ∈ U and let γ = H ∩ Σ. Let F H : H → H * be the map given by F H (v) = F (v)| H for all v ∈ H. By construction of F for every v ∈ γ the line ker F H (v) is parallel to the tangent line to γ at v. Let J : H * → H be a linear isomorphism which sends every α ∈ H * to a vector from its kernel (cf. the proof of Lemma 3.4). Then the map W = J • F H : H → H defines a nontrivial linear vector field on H and γ is tangent to this vector field. As in the proof of Lemma 3.4, it follows that γ is an ellipse centered at 0 and hence Φ| H is a Euclidean norm. Now we finish the proof of Proposition 3.1 and deduce Theorem 2.
Proof of Proposition 3.1. Let U ⊂ Gr 2 (V ) be as in Proposition 3.1. In the set-up preceding Lemma 3.5, H was an arbitrary plane from U, hence Lemma 3.5 applies to all planes H ∈ U. Thus the assumptions of Proposition 3.6 are satisfied and it implies that Φ| H is a Euclidean norm for every H ∈ U.
Proof of Theorem 2. Let M = (M 2 , ϕ) be a monochromatic Finsler manifold, V = (V 3 , Φ) a Banach-Minkowski space, and f : M → V an isometric embedding. Let G : M → Gr 2 (V ) be the Gauss map of f defined by G(x) = Im d x f for x ∈ M . If the second fundamental form of f is non-degenerate at p ∈ M , then the derivative of G at p is non-degenerate and hence the image of G contains a neighborhood of G(p) in Gr 2 (V ). Since ϕ is monochromatic, this implies that that the restrictions of Φ to all planes from this neighborhood are isometric. By Proposition 3.1 this implies that the norm ϕ| TpM is Euclidean and hence M is Riemannian.
Remark 3.7. Conversely, Theorem 2 easily implies Proposition 3.1. Indeed, if (V, Φ) and U are as in Proposition 3.1 then for any surface M ⊂ V whose tangent planes all belong to U, the induced Finsler metric on M is monochromatic. Suppose that Proposition 3.1 fails and let x, y, z be coordinates in V such that U contains the plane {z = 0}. Then a small neighborhood of 0 in the surface {z = x 2 + y 2 } is a counter-example to Theorem 2.
Norms with many Euclidean sections
In this section we finish the proof of Theorem 1' and consider isometric embeddings of Riemannian 2-manifolds into 3-dimensional Banach-Minkowski spaces. It turns out that they are essentially no different from isometric embeddings into Euclidean spaces, see Proposition 4.3. Both results are based on the following lemma which localizes the well-known fact that a normed space is Euclidean if all its 2-dimensional subspaces are.
Lemma 4.1. Let V = (V 3 , Φ) be a Banach-Minkwoski space and Γ ⊂ Gr 2 (V ) be a set of planes such that the set Γ := H∈Γ H ⊂ V has a nonempty interior. Suppose that for every H ∈ Γ the norm Φ| H is Euclidean. Then there exists a Euclidean norm on V whose restriction to every plane from Γ coincides with the restriction of Φ.
Remark 4.2. Without the assumption that Γ has a nonempty interior a weaker conclusion holds: There exists a quadratic form Q on V (not necessarily positive definite) such that Q| H = Φ 2 | H for every plane H ∈ Γ. This can be seen from the proof of Lemma 4.1.
Proof of Lemma 4.1. Consider two cases.
Case 1: There is a line ℓ ∈ Gr 1 (V ) contained in at least 3 planes from Γ. Fix such a line ℓ and divide Γ into subsets Γ 0 and Γ 1 where the planes from Γ 0 contain ℓ and those from Γ 1 do not. Pick a vector v ∈ ℓ \ {0} and define a quadratic form
for all x ∈ V . Since Φ 2 is strictly convex, Q is positive definite and hence it is a square of some Euclidean norm. If Φ itself is Euclidean then Q = Φ 2 . This observation applied to the restriction of Φ to a plane H ∈ Γ 0 implies that Q| H = Φ 2 | H for every such plane. Now consider a plane H ∈ Γ 1 . The restriction of Φ 2 to H is a quadratic form which equals Q on at least 3 lines through the origin (these lines are the intersections of H with the planes from Γ 0 ). Since a quadratic form on the plane is uniquely determined by its values at three pairwise linearly independent vectors, it follows that Φ 2 | H = Q| H . This proves the lemma under the assumption of Case 1. 
The restriction of F to any line from Λ is the difference of two quadratic polynomials and hence a polynomial of degree at most 2. In fact, its degree is no greater than 1. Indeed, the triangle inequality for Φ implies that for every v ∈ H 1 ,
and therefore
This implies that |F | has at most linear growth at infinity, hence its restriction to a line cannot be a degree 2 polynomial. Thus the restriction of F to any line from Λ is an affine function. Pick two lines ℓ 1 , ℓ 2 ∈ Λ. Since they are not parallel, there exist an affine functionF :
points. An affine function on ℓ is uniquely determined by its values at these two points, henceF | ℓ = F | ℓ . Since Φ 2 | H0 is a quadratic form andF is affine, there is a quadratic form Q :
By homogeneity it follows that Q = Φ 2 on Γ. It remains to prove that Q is positive definite. Suppose the contrary and choose v, w ∈ V \ {0} such that v is an interior point of Γ and Q(w) ≤ 0. Then If n > 3, one can apply this to any 3-dimensional subspace of V containing at least one plane from U. This implies that Φ| H is a Euclidean norm for every H ∈ U. It remains to prove that there is a Euclidean norm on V extending all these two-dimensional norms. Fix v ∈ U \ {0} and apply the 3-dimensional case to all 3-dimensional subspaces containing v and a fixed plane H ∈ U containing v. This yields a Euclidean norm on each of these subspaces. Similarly to the proof of Lemma 4.1, the squares of these norms are restrictions of the quadratic form
A quadratic form Q v with this property obviously cannot change if v varies continuously. Since U is connected, it follows that Q v is the same quadratic form for all v ∈ U \{0}. The square root of this quadratic form is the desired Euclidean norm on V . Now we return to isometric embeddings. Proposition 4.3. Let M be a connected Riemannian 2-manifold, V = (V 3 , Φ) a Banach-Minkowski space, and f : M → V an isometric immersion. Then there exists a Euclidean norm on V such that f is isometric with respect to this norm.
Proof. Define Γ ⊂ Gr 2 (V ) by Γ = {Im d p f : p ∈ M }. For every plane H ∈ Γ the restriction Φ| H is a Euclidean norm, and we need to prove that there is a Euclidean norm on V extending all these two-dimensional norms.
If the second fundamental form of f vanishes everywhere, then Γ consists of one plane and the result is trivial. If the second fundamental form at some point p ∈ M and some vector v ∈ T p M is nonzero, then d p f (v) is an interior point of Γ. In this case the result follows from Lemma 4.1.
The next corollary asserts that the answer to Question 1.4 is affirmative for all monochromatic metrics. Proof. If the metric of M is not Riemannian then by Theorem 2 both second fundamental forms are degenerate. If the metric is Riemannian then by Proposition 4.3 the norms of V 1 and V 2 can be replaced by Euclidean ones. Then by Gauss' theorem the type of the second fundamental form is determined by the sign of the Riemannian curvature at p.
A non-embeddable example
The following example describes a class of Finsler metrics on R 2 that do not admit local isometric embeddings to 3-dimensional Banach-Minkowski spaces. The proof of non-embeddability is given in Proposition 5.2. For θ ∈ R, let R θ denote the rotation of R 2 by angle θ: R θ (ξ, η) = (cos θ · ξ − sin θ · η, sin θ · ξ + cos θ · η).
Define a Finsler metric ϕ on R 2 by ϕ(x, y, ξ, η) = ϕ 0 (R y (ξ, η))
where (x, y) and (ξ, η) are coordinates of a point in R 2 and a tangent vector in T (x,y) R 2 ∼ = R 2 , resp.
Obviously norms ϕ 0 satisfying the above requirements do exist. For an explicit example, one can take ϕ 0 (ξ, η) = ξ 2 + η 2 + ξ 2 + 2η 2 (or, in fact, any analytic formula that defines a non-Euclidean norm). Proof. Arguing by contradiction, let U ⊂ R
2 be an open set, Φ is a BanachMinkowski norm in R 3 and assume that f : (U, ϕ) → (R 3 , Φ) is a smooth isometric embedding. Define M = f (U ).
By construction ϕ is monochromatic. Hence by Theorem 2 the second fundamental form of f is degenerate everywhere. Therefore f , regarded as a surface in the Euclidean R 3 , is a developable surface. It is well-known that every developable surface in R 3 is a ruled surface, i.e., it is the union of straight line segments, see e.g. [6, §5-8] . Furthermore the tangent planes to the surface are constant along every such segment.
