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Abstract 
Depression is a major issue worldwide and is seen as a significant health problem. 
Detection of depression from brain structural magnetic resonance imaging (sMRI) 
scans is relatively new in mental health diagnosis and hence remains a challenge. 
The brain volumetric changes at a structural level appear to have the utmost 
importance in depression biomarker studies. However, the significance of various 
brain sMRI volumetric features in the detection of depression at an individual level is 
yet to be investigated. Thus, the establishment of a brain sMRI-based depression 
detection system that can detect depression-related brain abnormalities would assist 
medical experts in their decision-making process. In this thesis, we investigate the 
feasibility of depression detection at an individual level using the brain volumetric 
features. An automated sMRI-based depression detection system is proposed whose 
components include acquisition and preprocessing, feature extraction, feature 
selection, and classification. The core focus of this thesis is on the establishment of a 
new feature selection algorithm that quantifies the most relevant brain volumetric 
feature for depression detection at an individual level. In addition, we also 
investigate and propose the best techniques for use in each of the other components. 
Finally, optimization of the employed algorithms is performed to ensure that the 
performance of the proposed system is enhanced.   
This thesis first reviews the existing methods for the automated detection of 
depression from brain sMRI data, and introduces a generic structure for representing 
and describing the methods developed for the detection of depression. The image 
acquisition, pre-processing and segmentation procedures for the system are next 
described for the extraction of sMRI brain regions of interest. Finally, the volumetric 
features are calculated using a volume calculation method. In this thesis, we 
employed a dataset consisting of 115 brain sMRI images belonging to 88 healthy 
controls and 27 depressed subjects with 44 sMRI volumetric features. The features 
include the volume calculated from the whole brain (WB), white matter (WM), gray 
matter (GM), and the hippocampus etc. 
Limitation of the available works on feature selection in the field of depression 
motivated us to focus on this area. Our initial investigation on the existing feature 
selection algorithms assisted us to develop a robust feature selection algorithm. 
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Using an ensemble-based approach, this algorithm is called ಫdegree of contributionಬ 
(DoC). A key aspect of this algorithm is the calculation of the degree of contribution 
of brain sMRI volumetric features for detection of depression. The DoC is the score 
of features importance and serves as feature ranking. The algorithm involves four 
stages: feature ranking, subset generation, subset evaluation, and DoC analysis. From 
the designed experiments, the proposed DoC algorithm demonstrates great potential 
for application in the feature selection of sMRI volumetric features. DoC 
outperformed four well-known existing feature selection algorithms (IG, OneR, 
SVM and ReliefF) in terms of the average classification accuracy. DoC also 
outperformed OneR, SVM and ReliefF and was comparable to IG in terms of its 
stability measure. From the DoC score, it was determined that the most discriminant 
volumetric features of depression were those from the left-brain region. 
Different classifiers were also investigated for the classification component. We 
presented a comparison of the classification performances through a number of 
factors. The proposed DoC algorithm achieved its best performance when paired 
with the K-Nearest Neighborhood classifier. This combination generated reduced-
size subsets of features and could yield the high classification accuracy. The highest 
average classification accuracy was 91.67% and was achieved using a combination 
of DoC-KNN. This result outperformed that of the existing works in depression 
detection. The performance result highlighted the potential of depression detection 
from sMRI volumetric attributes, and validated the developed sMRI-based 
depression system. This thesis also demonstrated the importance of accurate feature 
selection and the associated impact on the final classification results. 
The thesis is concluded with a brief discussion on the developed system and its 
various system components. Future recommendations on how to further improve the 
work, especially the proposed system, are also included.  
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C H A P T E R  O N E  
1 
C H A P T E R  O N E  
Introduction 
Depression is the most common mental disorder worldwide and currently the fourth 
largest contributor to the burden of disease, as reported by the World Health 
Organization [1]. By 2020, it is estimated that depression will remain a leading cause 
of disability, second only to cardiovascular disease [1].   Depression is a complex 
phenomenon with many sub-types and more than one etiology. It is a long-term 
recurrent disease in most people, with significant morbidity, mortality, and 
psychosocial impairment. Depression is associated with widely varying 
psychological and physiological features, and this heterogeneity is acknowledged 
within depression classification systems [2]. 
A recent epidemiological study by Bromet et al. [3] indicated that approximately 121 
million people worldwide have been affected by depression. Suicide is the worst 
consequence of depression, with up to 850,000 deaths reported every year [3]. 
Suicide rates have been shown to increase with age for both males and females: from 
1 death per 100,000 young people aged 12 to 14 years, to 5 deaths per 100,000 
people aged 15 to 17 years and 13 deaths per 100,000 people aged 18 to 24 years [3]. 
Despite efforts devoted to the recognition and treatment of depression, new data 
suggests that the prevalence of depression may be on the rise, particularly in younger 
people [4]. 
Current clinical diagnosis of depression is based on one’s judgement as to whether or 
not set symptomatic criteria are being met. Thus, the diagnosis procedure depends on 
the patient’s understanding and cooperation, as well as the investigator’s skill in 
obtaining information [5]. Some widely used screening tests for the evaluation of 
depression include the Hamilton Rating Scale for Depression [6], the Diagnostic 
Interview Schedule [7], and the Hospital Anxiety and Depression Scale [8]. 
Furthermore, a mental status examination is routinely conducted to assess the 
patients' level of cognitive ability, their appearance, emotional mood, speech and 
thought patterns at the time of evaluation [9]. Finally, following a positive screen for 
depression, tests such as the Montgomery-Asberg Depression Rating Scale [10], the 
Inventory of Depressive Symptomatology [11, 12], and the Quick Inventory of 
Depressive Symptomatology [13] may be used to assess the severity of depression. 
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Early detection is key to better prognosis and appropriate treatment. There are still 
concerns that depression is poorly detected and that reliable severity measures are 
needed [14, 15]. Despite several biomarkers associated with depression, there are no 
specific medical tests to objectively diagnose depression. In current practices, further 
tests are only requested to rule out the possibility that the symptoms of depression 
are not being caused by other medical illnesses [16, 17]. Stigma and patient denial, 
clinical experience, time limitations, and reliability of psychometrics are barriers to 
the clinical diagnoses of depression. The efficiency of antidepressants is largely 
based on trial, and individuals can take weeks to respond, if at all. Previous research 
has shown that approximately 33–41% of those who committed suicide had 
contacted mental health services in the year prior to their death and 20% within the 
month prior to their death [18].  Thus, more effective ways of detecting depression 
would reduce time to intervention and suicidal behavior. The establishment of an 
automated system to detect depression-related abnormalities would assist medical 
experts in their decision-making process.  
A structural magnetic resonance imaging (sMRI) is a widely used neuroimaging 
technique in research as well as in clinical practice. An sMRI offers anatomical detail 
and high sensitivity to pathological changes [19]. It can demonstrate certain patterns 
of change in the brain that may be present at a structural level. The acceptance of 
sMRI in clinical research and practice demonstrates its potential and usability in 
clinical diagnostics. However, the use of sMRI in depression diagnosis is in its 
infancy. Available studies that reported the detection of depression at an individual 
level include: Costafreda et al. [20], Nouretdinov et al. [21], Gong et al. [22], 
Mwangi et al. [23, 24], and Bao et al. [25]. Existing sMRI neuroimaging studies of 
patients with depression at a group level analysis reported certain patterns of brain 
changes that may be present at structural levels [26-34]. sMRI volumetric features of 
various brain regions that have drawn a lot of attention include volume changes in 
the hippocampus, amygdala, anterior cingulate cortex (ACC), orbitofrontal cortex 
(OFC), dorsolateral prefrontal cortex (DPFC), subgenual prefrontal cortex (SGPFC), 
putamen, caudate and also in the volume of cerebrospinal fluid (CSF) [19]. 
Volumetric analysis refers to the measurement of the volume of selected brain 
regions. It is conducted by summing all voxels within the traced regions of interest 
(ROIs). The volume measure is calculated after manual or semi-automated 
segmentation. For example, the hippocampus volume in the scanning space is 
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measured by multiplying the number of voxels of the hippocampal mask by the 
voxel size of the image. 
1.1 Research Problems and Significance  
While the biomarkers for depression from brain sMRI volumetric changes have been 
identified, the influence of this discovery for depression diagnosis on clinical 
practice is very limited. There has been little efforts to formulate a detection system 
that could automatically diagnose depression for clinical applications. Thus, a system 
needs to be architecturally developed, and relevant techniques for the system 
components must be identified and evaluated. To be diagnostically effective, an 
sMRI-based depression detection system must be able to reliably distinguish a 
depressed person from a healthy one at an individual level [35]. Such detection 
requires processes including image acquisition and pre-processing, feature extraction 
and selection, and classification. 
One of the components of the detection system is feature selection. Feature selection 
identifies the most useful features, and reduces the features dimensionality whilst 
preserving the most significant aspects of the data [36]. Although feature selection 
has considerable impact on the success or failure of the classification process, it is 
clear that there is still a need to investigate the best feature selection algorithms for 
individual depression detection. Thus, an investigation is required to evaluate the 
existing feature selection algorithms for depression detection. Reported studies on 
the investigation of feature selection from sMRI depression data have used statistical 
analysis (analysis of variance (ANOVA) [4] and a significant t-test [5]). Using sMRI 
data, Costafreda et al. [20] used analysis of variance (ANOVA) to filter the whole-
brain voxels to select the areas of maximum group difference between patients and 
controls. Mwangi et al. [23] implemented a t-test to filter voxel-based morphometry 
(VBM) for identification of the voxels that differed most in major depressive 
disorder (MDD) patients versus healthy controls. They also investigated a wrapper 
feature selection method called Recursive Feature Elimination (RFE). Currently, 
there is no feature selection algorithm specifically developed for depression 
detection.   
To the best of our knowledge, no systematic study has been carried out to explore the 
relationship between the features extracted from brain sMRI data of depressed 
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subjects (particularly brain sMRI volumetric features) and the feature selection 
methods. The available individual depression detection studies based on sMRI [20, 
23-25] have utilized some brain sMRI non-volumetric features, for example, voxel 
intensities, brain shape, and voxel morphometry. The brain sMRI volumetric features 
have yet to be explored for individual depression detection. To use brain sMRI 
volumetric features for individual depression detection, there is a need to identify the 
applicability of these features for depression detection, and then identify the most 
relevant and discriminant features that contribute towards accurate depression 
detection.  
Another important component in a depression detection system is the classification 
model. Thus far, very limited works have been reported on identifying a suitable 
classification algorithm for the detection of depression. The Support Vector Machine 
(SVM) classifier was employed by Costafreda et al. [20], Gong et al. [22], and Bao 
et al. [25]. In addition to the SVM classifier, Bao et al. [25] also investigated the K-
Nearest Neighbor classifier for predicting treatment remission in major depression. 
Nouretdinov et al. [21] proposed a general probabilistic classification method for 
structural and functional MRIs to investigate diagnostic and prognostic prediction in 
depression. The proposed classification method is known as transductive conformal 
predictors (TCP). Mwangi et al. [24] used regression analysis based on relevance 
vector regression (RVR) which is a sparse Bayesian leaning method to predict brain 
disease. In another published study, Mwangi et al. [23] investigated both the 
relevance vector machine (RVM) and the SVM machine learning for diagnostic 
purposes. The stated studies only evaluated the performance of a single classifier for 
the detection of depression. Therefore, it is necessary to investigate the performance 
of various classification algorithms in detecting depression and identifying reliable 
classifiers for the depression domain. Upon establishment of various system 
components, the final stage is optimization of the classification model to guarantee 
that the system will detect depression efficiently.  
1.2 Research Objectives  
The objectives of the research presented in this thesis are as follows:  
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1. To propose a generic architecture for an automated sMRI-based depression 
detection system that contributes to the formulation of the system 
components, techniques, requirements, issues and challenges. 
2. To investigate the feasibility of using brain sMRI volumetric features for 
detecting individual levels of depression. 
3. To investigate feature selection algorithms for an automated sMRI-based 
depression detection system. 
4. To evaluate and compare the performances of the classification algorithms 
and identify a suitable algorithm for application in the sMRI-based 
depression detection system. 
5. To develop a stable and reliable feature selection algorithm for the 
weighting, ranking and subset selection of brain sMRI volumetric features 
dedicated to the depression detection problem. 
6. To develop a classification  model to implement the new feature selection 
algorithm in order to achieve the maximum accuracy rate. 
1.3 Research Contributions  
The thesis contributions are as follows:  
1. Architecture of brain sMRI based depression detection system. This thesis 
presents the architecture of an sMRI based depression detection system. It 
investigates related concepts, and identifies the required system components. 
The presented architecture is mapped into a generic architecture of a 
diagnosis system to demonstrate its applicability. Also, the mapping assists to 
perform a gap analysis in this research field. 
2. Brain sMRI volumetric features. The thesis introduces potential features, one 
of which being the brain sMRI volumetric features, for utilization in the 
detection of depression at an individual level. We identify the weight, 
ranking, and selection of discriminant features of the brain sMRI volumetric 
features that assist in accurately classifying depression.  
3. Feature selection algorithms. The thesis investigates feature selection 
algorithms to select features in brain sMRI data. First, an empirical 
comparison of the existing/baseline feature selection algorithms is performed 
to identify the performances and characteristics of different feature selection 
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algorithms when implemented on brain sMRI volumetric features.  
Subsequently, a new feature selection algorithm is devised. The proposed 
algorithm incorporates an ensemble-based approach to the existing/baseline 
feature selection algorithms. The new feature selection algorithm is compared 
with other existing algorithms to demonstrate that its performance is superior 
to others. In the thesis, we investigate the use of feature selection with regard 
to stability and classification performance.  
4. Classification algorithms. The thesis presents an investigation to help 
determine the best classifier to use in the sMRI based depression detection 
system. An experimental procedure is devised and an empirical comparison is 
conducted for the identification of the classifier. Identification of the best 
classifier for the sMRI-based depression detection system is extremely 
important. This will ensure the validity and robustness of the system to 
accurately classify those who do or do not have depression.  
5. Optimization of the classification model. The thesis also presents the 
proposed classification component for implementing the new feature 
selection algorithm. After establishing the system components, optimization 
of the classification model is carried out at the final stage. This stage is 
important in order to guarantee that the overall system can efficiently detect 
depression. At this stage, we can define the best classifier and an optimum 
feature subset that can be implemented to accurately classify our subjects into 
their diagnostic categories.  
1.4 Thesis Organization 
This thesis has been formulated according to the development steps of the sMRI-
based depression detection system. The chapters of this thesis are derived from 
various papers published during the PhD candidature. This chapter (Chapter 1) is the 
Introduction chapter. The remainder of the thesis is organized as follows: 
Chapter 2: Literature Review. This chapter provides an overview on depression and 
an in-depth review of existing depression detection research specifically in brain 
sMRI. This chapter is derived from the following publication: 
o K. Kipli, A. Kouzani, and L. Williams, "Towards automated detection of 
depression from brain structural magnetic resonance images," 
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Neuroradiology, pp. 1-18, 2013/01/01 2013. 
This chapter also surveys one of the main components in developing a depression 
detection system, which is feature selection. A feature selection algorithm will be the 
core contribution of this thesis. Four broad categories of the feature selection 
methods are described and the main components of feature selection are presented 
and discussed. Advantages and disadvantages of the methods are also explored along 
with current issues and challenges in feature selection. 
Chapter 3: Proposed Brain sMRI-based Depression Detection System. Chapter 3 
presents the proposed architecture of the sMRI based depression detection 
formulated from a survey of the literature. The chapter describes the different 
components involved in depression detection, and discusses the most common 
algorithms used to tackle these problems.  This chapter is based on the following 
publications:  
o K. Kipli, A. Kouzani, and L. Williams, "Towards automated detection of 
depression from brain structural magnetic resonance images," 
Neuroradiology, pp. 1-18, 2013/01/01 2013. 
o K. Kipli, A. Z. Kouzani, and M. Joordens., "Computer-aided detection of 
depression from magnetic resonance images," in International Conference on 
Complex Medical Engineering (CME), 2012 ICME, 2012, pp. 500-505. 
 
Chapter 4: Image Acquisition, Pre-processing and Feature extraction.  This chapter 
presents specific methods that are employed to implement the first three components 
of the proposed sMRI-based depression detection system, including image 
acquisition, pre-processing and feature extraction.  
Chapter 5: Feature Selection. This chapter introduces the feature selection 
techniques and discusses the different aspects of feature selection for depression 
detection. We discuss the motivations to perform feature selection, and describe 
various approaches to accomplish this. We also introduce the feature selection 
techniques that will be used in our experiments. For each of the feature selection 
techniques, we perform a comparative evaluation of feature selection techniques, 
assess accuracy of classification and investigate whether techniques are suitable for 
the depression domain. Building on the outcome of our evaluation of the feature 
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selection algorithms, a new feature selection algorithm for the weighting, ranking 
and selection of sMRI volumetric features is presented for depression detection. 
Detailed design of the proposed degree of contribution (DoC) feature selection 
algorithm with an emphasis on its multi-stage components is presented. The practical 
application of the DoC feature selection algorithm is validated with results obtained 
from the depression detection task. A comparative evaluation assessing the stability 
(robustness) and classification performance of the DoC against that of the existing 
feature selection algorithms is also presented. The chapter is derived from the 
following publications: 
o K. Kipli and A. Z. Kouzani. (2014), “Degree of Contribution (DoC) Feature 
Selection Algorithm for Structural Brain MRI Volumetric Features in 
Depression Detection”. International Journal of Computer Assisted 
Radiology and Surgery (IJCARS),Springer, In Press.  DOI: 
10.1007/s11548-014-1130-9.  
o K. Kipli, A. Z. Kouzani, and M. Joordens, "Evaluation of Feature Selection 
Algorithms for Detection of Depression from Brain sMRI Scans," in IEEE 
International Conference on Complex Medical Engineering (CME 2013), 
Beijing, China, 2013. 
o K. Kipli and A. Z. Kouzani, "An Algorithm for Determination of Rank and 
Degree of Contribution of sMRI Volumetric Features in Depression 
Detection," presented at the 35th Annual International Conference of the 
IEEE Engineering in Medicine and Biology Society (EMBC’13), Osaka, 
Japan, 2013. 
 
Chapter 6: Classification Model. This chapter introduces the classification 
techniques that will be used in our experiments, and explains the basic 
methodologies for building and evaluating the classification models. Furthermore, 
this chapter presents an optimization of the classification model for implementing the 
DoC-based feature selection algorithm. The mechanism and the simulation results 
presented in this chapter are derived from the following publications: 
o K. Kipli, A. Z. Kouzani, Y. Xiang, and M. Joordens, “An Empirical 
Comparison of Classification Algorithms for Diagnosis of Depression from 
Brain sMRI Scans” ACSAT 2013. 
o K. Kipli, A. Z. Kouzani, and I. R. A. Hamid, "Investigating Machine 
 C H A P T E R  O N E  
  9 
Learning Techniques for Detection of Depression Using Structural MRI 
Volumetric Features," International Journal of Bioscience, Biochemistry and 
Bioinformatics, vol. 3, pp. 444-448, 2013. 
 
Chapter 7: Conclusions, Recommendations and Future Directions. This chapter 
concludes this thesis by summarizing the contributions and suggesting future 
research directions that have emerged. 
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C H A P T E R  T W O  
Literature Review 
This literature review chapter is divided into two main parts. The first part gives an 
overview on depression that focuses on its symptoms, types, treatment and clinical 
diagnosis. The application of brain sMRI neuroimaging as a diagnostic modality in 
detection of depression is also discussed. Focusing on depression, the sMRI 
depression biomarker and sMRI data analysis are also briefly explained. Existing 
works in depression detection at a group-level and at an individual level are also 
presented.  
The second part focuses on feature selection. Feature selection is one of the main 
components for establishing an automated depression detection system. This 
component is also the core contribution of this thesis, where a new feature selection 
algorithm will be proposed. Thus, a thorough review on the concept of feature 
selection facilitates the development of an algorithm at a later stage. The review 
includes the feature selection categories (filter, wrapper, embedded, hybrid), the main 
components of the feature selection (search method, evaluation function) as well as 
general algorithms for each of the components. Discussions on general limitations and 
challenges in the feature selection field are also given.  
2.1  Symptoms and Types of Depression 
Symptoms of depression  include feeling of sadness and hopelessness, obvious loss of 
interest, anger, guilt, loneliness, chronic apathy, low energy levels, and a tendency for 
suicidal thoughts [37-40]. Both biological and psychological factors are assumed to 
play a role in the development of depression [41]. Stress, anxiety, vitamin and mineral 
deficiencies have also been shown to be triggers of depression [42]. Depression is 
highly comorbid with other psychiatric illnesses and is frequently found to coexist 
with chronic medical conditions such as cardiovascular disease, multiple sclerosis, 
diabetes mellitus, arthritis, and cancer [43-49]. According to Aguirre et al. [37], the 
main causes of depression are genetic factors, medical conditions, and environmental 
circumstances. 
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The most commonly diagnosed, and arguably the most severe type of depression, is 
major depressive disorder (MDD) [50]. The DSM-IV [2] includes four distinct 
depressive subtypes: melancholic, atypical, catatonic, and postpartum [39]. It has been 
reported that patients with MDD are up to 15% more likely to commit suicide over the 
course of their lifetime [39]. The severity of MDD is typically divided into three 
classes: mild, moderate, and severe with or without psychotic features. Depression 
types and descriptions are described in Table 2.1. 
Table 2.1 Depression types and associated descriptions according to DSM criteria. 
Types  Descriptions 
Major depression Single episode or episodic 
Thought not to be caused by a single factor but a combination of 
biochemical, genetic, and psychological and environmental 
factors.  
Four distinct subtypes being postpartum onset, with catatonic 
features, with melancholic features or with atypical features 
Dysthymia Considered to be chronic, lasting for more than 2 years 
Often has an early onset  
Bipolar disorder 
 
Involves cycles of depression (lows) followed by elation (mania). 
Is often a chronic, recurring condition 
Four subgroups: bipolar I, bipolar II and cyclothymia and bipolar 
disorder not otherwise specified 
Seasonal 
Affective 
disorder 
Symptoms reflect changes in season 
Sensitive to the diminishing hours of daylight in the late fall or 
early winter 
2.2 Clinical Diagnosis of Depression 
A diagnosis of depression is based on one’s judgment as to whether or not set 
symptomatic criteria are being met. Thus, the diagnosis procedures depend on the 
patient’s understanding and cooperation as well as the investigator’s skill in obtaining 
information [5]. The steps in diagnosing depression are illustrated in Figure 2.1 
(adopted from refs. [37, 39, 50]). 
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Figure 2.1 General procedure for the clinical diagnosis of depression 
First, a physician gathers a clinical history and a verbal report (e.g., having a depressed 
mood and hearing voices) from the patient. Second, a standard physical examination is 
conducted, sometimes including laboratory tests (e.g., blood test) in an attempt to 
exclude organic causes [17, 51-53]. Referral to a specialist is often the next step. At 
this stage, further assessment is carried out and sometimes screening tests are 
undertaken. Some widely used screening tests for the evaluation of depression include 
the Hamilton Rating Scale for Depression [6], Diagnostic Interview Schedule [7], and 
Hospital Anxiety and Depression Scale [8]. Furthermore, a mental status examination 
is also routinely conducted. This is an assessment of the patient’s level of cognitive 
ability, appearance, emotional mood, speech, and thought patterns at the time of 
evaluation [9]. Finally, if the screening for depression is positive, tests such as the 
Montgomery-Asberg Depression Rating Scale [10], Inventory of Depressive 
Symptomatology [11, 12], and the Quick Inventory of Depressive Symptomatology 
[13] can be used to assess the severity of depression. 
2.3 Treatment of Depression 
There is considerable evidence showing that depression can be effectively treated by 
pharmacotherapy and/or psychotherapy. Pharmacotherapies that have been used 
successfully include selective serotonin reuptake inhibitors, tricyclic antidepressants, 
monoamine oxidase inhibitors, and selective noradrenaline reuptake inhibitors [39, 
50]. This antidepressant response is enhanced by the neurotransmission of serotonin, 
noradrenaline, or both. Several forms of psychotherapy exist, although most available 
evidence supports the use of cognitive behaviour therapy. Electroconvulsive therapy 
(ECT) is another treatment option, however this is mostly used for severe, treatment-
resistant illnesses. It has previously been reported that 30–50% of patients show 
improvement after antidepressant treatment, 60–70% when combining psychotherapy 
and antidepressant treatment, while 75% of patients achieve remission when treated 
with ECT [39]. Reviews on the treatment practices associated with depression have 
been published by Sen and Sanacora  [54] and Rush and Ryan [55]. 
Obtaining Clinical 
History of Patient Physical Examination Psychiatric Evaluation
Other Tests: rating scales and possibly brain 
imaging scans and blood tests (to exclude 
the possibility due to a medical condition)
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2.4 sMRI as a Potential Diagnostic Modality 
Despite several biomarkers being shown to be associated with depression, there are no 
specific medical tests that can objectively diagnose depression. In current practices, 
further tests are generally only requested to rule out the possibility that the symptoms 
of depression are not being caused by other medical illnesses [16, 17]. Currently, a 
number of imaging methods are being investigated as potential diagnostic modalities 
for depression including positron emission tomography (PET), sMRI, functional 
magnetic resonance imaging (fMRI), single-photon emission computed tomography 
(SPECT), diffusion tensor imaging (DTI), and computed tomography (CT). 
sMRI is a widely available [56] and widely used neuroimaging technique in research 
as well as in clinical practice [57]. sMRI has the potential to influence the diagnosis of 
psychiatric diseases [58]. It can demonstrate certain patterns of brain changes that may 
be present at a structural level [26-34]. sMRI using T1-weighted (T1-w) and T2- 
weighted (T2-w) contrasts has become an accepted standard for routine examination of 
the brain [57]. For example, sMRI diagnostic modality has been integrated in the 
clinical assessment of neurodegenerative disease [59, 60]. According to Lorenzetti et 
al. [34], T1-w sMRI in comparison with other MRI modalities, including fMRI or 
even magnetic resonance spectroscopy, provides a more stable brain measure that 
minimizes state-related processes relating to the stage of illness, recovery, and 
outcome. Steffens and Krishnan [61] describe that the use of functional imaging would 
not replace structural imaging research. In a recent publication, Zeng et al. [62] stated 
that neuroimaging evidence, such as structural abnormality other than resting state 
functional connectivity, is needed as a synthesized biomarker for more reliable clinical 
diagnosis of this complex disorder. 
The standard clinical workup for many developmental neuropsychiatric disorders 
already includes a sMRI scan of the brain [63]. Research to date has shown that 
depression can be linked to specific abnormalities in structural regions of the brain 
[64-69]. sMRI offers anatomical detail and high sensitivity to pathological changes 
[57]. The performance of sMRI as a diagnostic tool for depression is comparable to 
certain modalities yet superior to others [14, 70-75]. Compared to most imaging 
modalities, sMRI has a superior soft tissue contrast [76], the highest spatial resolution, 
unlimited repeated measurements, and is also noninvasive [77]. Numerous 
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classification studies that used sMRI to diagnose psychiatric disorders have 
demonstrated promising results, suggesting the potential for sMRI to be a diagnostic 
tool of diseases such as bipolar disorder, schizophrenia, psychosis, and depression [35, 
78]. 
Compared to fMRI, sMRI has more advantages, with scans being easier, quicker, and 
cheaper to obtain [23]. Besides, fMRI gives rise to complexities associated with the 
choice and design of the behavioural paradigm; it needs understanding and 
cooperation of patients with the task [23]. Moreover, the acquisition of task-related 
data becomes increasingly difficult in many paediatric and clinical populations due to 
differing abilities in performing the required task [63]. Therefore, it is likely that 
resting-state fMRI may be more practical in more severely impaired patients. 
sMRI’s acceptance in clinical research and practice demonstrates its potential and 
usability in clinical diagnostics. The application of sMRI in depression diagnostics 
will increase with the standardization of acquisition and analysis methods, and the 
development of robust algorithms and features. 
2.5 sMRI Depression Biomarkers 
Biomarkers refer to specific features of an individual that are useful in distinguishing 
the presence or absence of a disease state (“diagnostic biomarkers”), or to predict 
treatment responses (“treatment biomarkers”) [69, 79]. A biomarker is defined as a 
characteristic that can be objectively measured and evaluated as an indicator of normal 
or abnormal biological processes or as an indicator of pharmacological responses to a 
therapeutic intervention [80]. In general, biomarkers are used as a diagnostic tool for 
the identification of those patients with a disease or abnormal condition, as an 
indicator for disease prognosis, as a tool for the staging of a disease, and as a tool for 
predicting and monitoring the clinical response to an intervention [80]. 
Volumetric reductions or increases in the hippocampus, amygdala, ACC, OFC, DPFC, 
SGPFC, putamen, caudate, and also CSF are specifically associated with depression 
[81-83]. 
Previous studies have shown a morphometric reduction of the hippocampus (bilateral 
hippocampus, left and right hippocampus, and hippocampus GM in patients with 
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MDD compared to healthy controls [26, 79]. The bilateral reduction in hippocampal 
volume has been shown to be about 5%  [81, 84], whereas Schneider et al. [79], who 
also found volumetric reductions of the hippocampus, reported left hippocampal 
volume reductions in MDD of −8 and −10% in the right hemisphere when compared 
with healthy controls. The Q test of heterogeneity showed a highly significant result 
(left side: p< 0.003 and right side:  p<0.01) [33] . 
Amygdala volume increases in the early stages of MDD compared to controls have 
been reported [79]. There is also evidence suggesting the amygdala volume decreases 
significantly with the increasing number of depressive episodes and the longer 
duration of the illness [67, 79, 85]. 
Analyses of the frontal cortex have shown large volume reductions in the ACC and 
OFC, with smaller reductions in the prefrontal cortex [34, 79]. Meta-analysis by 
Arnone et al. [26] and Kempton et al. [84] tested the presence of heterogeneity using 
the Cochran Q test. The volume of the total frontal cortex was found to be 
significantly reduced in patients with MDD in comparison with healthy controls with a 
trend to moderate heterogeneity (p = 0.079) [39]. The analysis of the left OFC showed 
significant evidence of moderate heterogeneity (p = 0.021), with GM not WM 
contributing to a volume reduction in the OFC bilaterally [26]. In regards to the ACC, 
evidence exists suggesting that the volume of the right ACC is reduced in patients with 
MDD compared to healthy controls without significant heterogeneity (p = 0.15), 
whereas no differences was shown for the analyses in the left cingulate cortex and 
SGPFC [26]. Although larger effect sizes were evident for the left SGPFC with 
increasing illness severity (p = 0.001), a fraction of patients treated with anti- 
depressants (p = 0.001) or with antipsychotics and mood stabilizers (p = 0.001) had a 
smaller effect size with a progressive fraction of time elapsed since diagnosis (p = 
0.009) [26]. 
Previous studies analysing the caudate indicate a significant volume reduction in the 
presence of MDD with marginal evidence of moderate heterogeneity (p = 0.08) [26]. 
This reduction was not significant in the left or right caudate, when data was analysed 
separately [26, 79]. Similarly, the putamen showed significant volume reduction (p = 
0.38) [26]. In the left and right putamen, the reduction did not reach a level of 
significance, but there was statistically significant evidence of moderate heterogeneity 
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(left: p = 0.034 and right: p = 0.02) [26, 79]. Compared with healthy controls, the 
volume of the pituitary gland was also shown to be larger in depressed patients (p = 
0.059) [26], with a 5% increment (p = 0.054) [84]. There was also evidence of an 
excess of WM lesions in depressed patients (p = 0.082) and older age (p = 0.028) [26]. 
Analysis of the CSF only showed a trend towards a volume increase in depression [26, 
84], with significant and moderate heterogeneity (p = 0.006) [26]. 
2.6 sMRI Data Analysis  
There are two fundamental approaches of sMRI data analysis. The first and more 
frequently implemented approach is known as group-level analysis studies. Group-
level analysis compares groups of patients with depression to healthy controls 
focusing on detecting average group-level differences. The disadvantage of these 
group-level studies is that results cannot be applied to the diagnosis of individual 
patients. The second approach aims to detect or classify individual patients. We 
hereafter refer to this type as individual detection, which is potentially clinically 
achievable [86]. 
2.6.1  Group-level Analysis 
Group-level analysis is normally performed using conventional univariate approaches 
that analyze only one location at a time [87], and incorporates the following 
components: (1) acquisition and preprocessing, (2) segmentation of brain regions, (3) 
feature extraction, and (4) statistical significance test. Most previous studies in 
depression diagnosis research belong to the group-level analysis class [30, 58, 88-
101]. 
The majority of group-level analysis methods [30, 58, 88-93] use voxel-based 
morphometric (VBM) values aided by a statistical parametric map [102-105]. In a 
traditional volume comparison, the volume is measured by calculating the volume 
within the segmented regions of interest (ROIs). This calculation is time-consuming 
and only practical for large areas (WB), thus differences in the volume may be 
overlooked [106-108]. Using VBM, the image volume is compared with chronological 
approaches across the brain at every voxel [105]. The standard procedure of VBM is 
as follows: (1) perform spatial normalization of MR images into a standard template in 
stereotactic space (i.e., Montreal Neurological Institute (MNI) space [101]), (2) 
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segment the WM and the GM by incorporating an image intensity non-uniformity 
correction, (3) implement spatial smoothing by isotropic Gaussian kernel convolution 
using Gaussian kernel size of 4 to 12 mm full-width at half-maximum (FWHM), (4) 
apply a Jacobian determinant for volume change correction (, and (5) voxel-wise 
statistical analysis using general linear model is perform.  These values are then 
transformed to normal distribution..The significance of each region is estimated by the 
distributional approximations from the theory of Gaussian  random fields [109]. 
Finally, the regions with significant differences in the brain are shown as patches of 
colours on an MRI brain slice. Although VBM is widely used in group-level statistical 
analysis, the application towards individual detection has been made known as single-
subject VBM [110]. Many of the published works in the group-level analysis are 
limited, however, due to small sample sizes and insufficient data to support the 
reported findings [26, 111-113]. 
2.6.2  Individual detection 
The aim of individual depression detection methods is to classify whether an 
individual belongs to the depressed or the healthy group, using pattern analysis 
methods that allow exploration of multivariate brain data. The shift of focus away 
from group-level analysis methods towards pattern analysis at an individual level can 
shed light on the most suitable methods by which relevant information can be 
extracted from brain sMRI scans [87]. To date, there are several individual depression 
detection studies based on sMRI (Costafreda et al. [20], Nouretdinov et al. [21], Gong 
et al. [22], Mwangi et al. [23, 24], and Bao et al. [25]). The components of individual 
detection methods are similar to the methods of group-level analysis, however, more 
emphasis is given to feature selection and classification. 
The published works on individual depression detection have used sMRI in different 
ways. Costafreda et al. [20] pointed out the prognostic potential of sMRI. On the other 
hand, Nouretdinov et al. [21] highlighted the potential of transductive conformal 
predictors (TCP) for the classification of sMRI data for diagnostic and prognostic 
prediction in depression. Bao et al. [25] demonstrated the potential of using brain 
shape measurements for predicting of remitted and non-remitted MDD. Gong et al. 
[22] indicated the importance of GM and WM in the diagnosis and prognosis of 
pretreatment MDD. Mwangi et al. [23] developed a hybrid method which combined 
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support vector machines (SVM)/relevance vector machine (RVM) with feature 
selection (VBM) and feature description (feature-based morphometry [FBM]). They 
also showed that SVM and RVM weighting factors are strongly correlated with the 
subjective ratings of illness severity. In a different study, Mwangi et al. [24]  proposed 
a model for the prediction of MDD illness severity scores using T1-w sMRI scans. 
This study [24] demonstrated that T1-w MRI scans contain sufficient information 
about neurobiological change in patients with MDD to permit accurate prediction of 
illness severity at an individual level, especially for the very ill patient.
2.7 Comparison of sMRI-based Depression Detection 
Systems 
The development of a depression detection system would provide an objective 
measure of depression, thus assisting in making conclusive decisions. The system 
output could serve as a second opinion, and improve the confidence level of diagnosis. 
Our review of existing sMRI-based depression detection methods reveals the main 
bottleneck in comparing the results of the published works including: (1) the 
difference in the delineated brain regions, (2) lack of clear boundaries between the pre-
processing and segmentation process, and (3) lack of reporting about the property 
settings for the methods used. 
Table 2.2 provides a comparison of individual depression detection systems in terms 
of their performance. For the data used, we have included MRI magnetic strength, 
slice thickness, and intensity types from the published works wherever given. For 
image acquisition, pre-processing, and segmentation methods, we have included 
information of the techniques implemented in the published studies wherever 
described. For performance results, we have included significant test results, 
sensitivity, specificity, accuracy, and other measures from the published works 
wherever reported. 
Investigation of the diagnosis potential of sMRI by Costafreda et al. [20] produced a 
diagnosis accuracy of 67.6%, while Gong et al. [22] achieved an accuracy ranging 
from 58.7 to 84.7%. They found that the detection performance accuracy is influenced 
by the selection of ROIs (i.e., GM/WM) and the types of depression. An investigation 
of the prognostic potential of the sMRI by Nouretdinov et al. [21] produced a 
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prognostic accuracy of 77.8% [21], with Costafreda et al. [20] achieving an accuracy 
of 88.9%, and Bao et al. reporting an F1 score of 0.75 [25]. Mwangi et al. [23] 
achieved high prediction when combining VBM, FBM and RVM with an accuracy of 
90%, a sensitivity of 93%, and a specificity of 87%, and when combining VBM, FBM, 
and SVM, Mwangi et al. achieved an accuracy of 85%, a sensitivity of 84%, and a 
specificity of 85%. A further study by Mwangi et al. [24] involving different 
methodologies applied the regression technique RVR for the prediction of rating-scale 
scores from T1-w MRI scans. The RVR prediction correlation using the rating-scale 
score was high using the Beck Depression Inventory (BDI) (r = 0.694; p < 0.0001) but 
low with HRSD (r = 0.34; p = 0.068). 
Although the available research on sMRI for the detection of depression is still 
limited, sMRI depression diagnosis can be made with a high accuracy of around 90% 
[23]. The most important improvement concerns the methods used to implement 
different components of the system. The performance results highlighted the potential 
of sMRI, although the small sample sizes and number of studies limit the ability to 
draw firm conclusions. Thus, replication studies are necessary in order to strengthen 
the available findings.   
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Table 2.2 Performance comparison of sMRI-based depression detection systems 
Authors Subjects Brai
n 
regio
ns 
Magnet 
Strength 
(T) 
Slice 
thickness 
(mm) 
MRI 
type 
Pre-processing  Feature extraction and 
selection 
Classification Results 
Nouretdinov et al. 
[21] 
19 MD  
19 HC  
GM 1.5  T1-w VBM –DARTEL 
preprocessing: 
6 mm Gaussian Kernel 
FWHM  
 
GM voxels density TCP Prognostic Accuracy=77.8% 
Costafreda et al. 
[20]  
37 MDD 
37 HC 
GM  1.5  1.3 T1-w VBM –DARTEL 
preprocessing: 
6 mm Gaussian Kernel 
FWHM 
Feature: GM voxels 
value 
Feature Reduction: 
ANOVA  
SVM  Diagnostic: sensitivity(64.9%), specificity (70.3%), 
accuracy (67.6%); prognostic: 
sensitivity (88.9%), specificity (88.9%), accuracy 
(88.9%) 
 
Gong et al. [22] 46 MDD 
(23 RMDD  
23 NMDD) 
23 HC 
GM 
& 
WM 
3 1.0 -  VBM –DARTEL 
preprocessing: 
6 mm Gaussian Kernel 
FWHM 
 
GM and WM voxels 
value 
SVM GM: RMDD vs HC=67.39% 
NMDD=76.09%; WM: RMDD vs HC=58.70, 
NMDD vs HC=84.65% 
Bao et al. [25] 18 MDD  
24 HC 
WB - - T1-w Brain surface extraction Shape analysis: fundus 
length, Sulcus-cortical 
thickness, curvature, 
convexity, depth  
 
 
 
 
KNN 
 
SVM 
F measure-score = 0.66 
 
F measure-score = 0.75 
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Mwangi et al. [24] 
 
30 MDD 
 
WB 
 
1.5 
 
1.6 
 
T1-w 
 
VBM preprocessing 
(1) rigid transformation 
(2) 10 mm Gaussian Kernel 
FWHM 
(3) Spatial normalization 
(linear 12-parameter affine) 
 
 
GM voxel 
probabilities 
 
Sparse Bayesian 
learning 
(Relevance 
Vector 
Regression) 
 
Prediction for BDI score: Pearson correlation=0.694 
(p<0.0001), MAE=6.3 
RMSE=8.3; prediction for HRSD score: 
Pearson correlation=0.34 (p=0.068), MAE=5.1, 
RMSE=6.6 
 
Mwangi et al. [23] 30 MDD 
32 HC 
GM 1.5 1.6 T1-w VBM-DARTEL 
preprocessing: 
6 mm Gaussian Kernel 
FWHM 
GM voxel 
probabilities FBM  
SVM 
& RVM 
VBM-FBM-RVM: sensitivity (93.3%), specificity 
(87.5%), accuracy (90.3%) 
chi-square p<1x10-7, AUC=0.904, 
F Measure=0.903; VBM-FBM-SVM: 
sensitivity (86.67%), specificity (87.5%) 
accuracy (87.1%), chi-square P<1x10-7, AUC=0.904, 
F Measure=0.903 
DARTEL Diffeomorphic anatomical registration through exponentiated lie algebra, Spatial Normalization Non-linear warping modulation and scaling by Jacobian determinant, HC Healthy controls, UD Unipolar 
disorder, MDD Major depressive disorder, BD Bipolar disorder, VBM  Voxel-based morphometry, TCP Transductive conformal predictors, KNN K-nearest neighbour, SVM Support vector machine, RMDD Remitted 
MDD, NMDD Non-remitted MDD, BG Basal ganglia, FBM Feature Based Morphometry, RVM Relevance Vector Machine, AUC Area under the ROC curve 
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2.8  Existing Brain sMRI Analysis Tools 
Various tools have been developed to analyse brain sMRI data. The majority of  
studies investigating depression have employed the following tools: SPM [114], 
MRX [115], GRID [116], BRAINS [117], Analyze [118], FSL [119], BrainVISA 
[120], VSRAD [58],  DrView [121], NIH Image [122], MRreg [100], Brain Image 
[123], DISPLAY [28], ITK-SNAP [124],[125], Insight Toolkit (ITK) [32], 
Automated Functional NeuroImaging (AFNI) [32], MEDx [126], Automated Image 
Registration (AIR) [127], and Wake Forest University (WFU) PickAtlas Toolbox 
[91]. 
Table 2.3 lists the tools used in the published studies on depression. A review of the 
tools utilized in depression research reveals that VBM by SPM is the most popular 
and widely used tool for whole-brain analysis, whereas semi-automated tools, i.e., 
BRAINS and Analyze, are popular for specific brain region segmentation and 
traditional volume measurement [128]. 
Table 2.3 Summary of brain sMRI analysis tools used in depression studies  
 System WB (GM, WM, 
CSF) 
Hc Am Other regions 
1. VBM-SPM8 [125, 129]     
VBM-SPM5 [130],[131], 
[90],[124], [91], 
[88] 
   
VBM-SPM2 [30],[132], [92], 
[93] 
  ACC:[58]  
VBM-SPM99 [126],[133],[27], 
[134],[135], [65]  
   
2. MrX [135],[136],[137]
, 
[138],[139],[140]
, [96],[141],[94], 
[142],[143],[144]
, 
[116],[145],[97], 
[97] [97] OFC:[137],[145, 
146]  
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[146] 
3. GRID  [136],[116, 
140],[98] 
 Pu: [139] 
4. BRAINS [99],[147],[148], 
[127], [149] 
[31],[99, 147, 
150, 151], 
[149, 152],[148] 
[153],[99, 
147],[149, 
151],[148, 
152],[127] 
 
5. Analyze [147], [151], 
[149], [152] 
[127], [31], 
[154], [100] 
[130], [155] [130], [156] ACC, Pt: [154], 
Cd,  Pu: [157] 
6. FSL:FAST [156]    
FSL:BET [30], [132], [156]   [32]  
FSL:FSLview   [131]  
7. BRAINVISA [101] [88]   
8. VSRAD    ACC:[58] 
9. Dr.View [158], [159]   AI, 
CSP:[160],[158] 
STG:[159]  
10. Other Tools     
WFU_Pick-
Atlas Toolbox  
 [129], [91],  [92] [129], [91], [92] ACC: [129],[91] 
DPFC: 
[129],[91] OFC: 
[92]  
Brain Image [123]  [123] Cd, Pu, Th: 
[123]  
DISPLAY  [28]  OFC:[28]  
ITK   [32]  
ITK-SNAP  [125], [124] [124]  
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AFNI [32]    
AIR [127]    
MEDx  [126]    
VSRAD    ACC:[58] 
NIH Image    CC:[122] 
WB: whole brain, GM: gray matter, WM: white matter, CSF: cerebrospinal fluid, Hc: Hippocampus, Am: Amygdala; DPFC: 
dorsol prefrontal cortex; ACC: anterior cingulate cortex; OFC: orbito-frontal cortex, CSP: avum septum pellucidum; AI: 
adhesio interthalamica; STG: superior temporal gyrus; Pu:  putamen; Pt: pituitary; Th: thalamus; Cd: caudate; CC: corpus 
collasum.  
Despite concerns about the accuracy of brain sMRI data analysis in depression 
research, the literature reveals that there is still limited work to evaluate the 
performance of these tools on brain sMRI data of depression. Table 2.4 summarizes 
the published works comparing the performance of these tools.  Tae et al. [89] 
evaluated the usefulness of the FreeSurfer and IBASPM compared to manual 
hippocampus volume measurement. In their study, hippocampus volumes were 
measured using IBASPM inverse results compared to the manual volumetric method 
and FreeSurfer. The errors were due to inaccurate spatial normalization of the mesial 
temporal area and the use of the MNI single-subject MRI for the manually 
predefined ROI of the hippocampus [89]. Also, the hippocampus volumes measured 
using FreeSurfer were larger than the manual measured volumes due to delineation 
in the hippocampus. This study demonstrated that users must select proper properties 
and fine tune the values of these properties in order to obtain accurate analysis. 
Table 2.4 Performance comparison of brain sMRI analysis tools using a depression 
dataset 
Ref. Subjects Region Tools Results 
 
[88] 
 
21 UD 
21 NC 
 
Hc 
 
Manual  (GS) Detect 11.6% volume reduction 
Std. VBM in SPM5 Sensitivity: 
No volume change detected 
VBM DARTEL in 
SPM5 
Sensitivity: 
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SACHA VBM-DARTEL +SACHA = GS 
Detected 9.7% volume reduction (only 
< 2% different from manual) 
[89] 21 
MDD 
21 NCs 
Hc 
 
Manual (GS) vs 
FreeSurfer vs 
IBASPM 
FS: Good agreement with manual (35% 
> manual  volume measurement) 
IBASPM inverse result compared to FS 
and GS 
[58] 71MDD 
11 BD 
33 NCs 
ACC VSRAD 
 
 
Sensitivity (93%), Specificity (85%), 
Accuracy (90%) 
*Hc: hippocampal; NC: normal control; UD: unipolar disorder; MDD: major depressive disorder; GS: gold standard 
VSRAD was employed by Niida et al. [58] who reported a sensitivity of 93%, a 
specificity of 85%, and an accuracy of 90% to detect sACC volume reduction in 
patients receiving treatment for Major Depressive Disorder. Bergouignan et al. [88] 
investigated the performance of VBM with SPM5, manual segmentation and an 
automated segmentation algorithm for comparison of the Hc structure in depressed 
patients. The VBM-ROI analysis was performed using two methods: the standard 
approach implemented in SPM5 and the most recent DARTEL algorithm. Significant 
Hc volume reductions between patients and controls were also detected using manual 
segmentation (−11.6% volume reduction, p<0.05) and automated segmentation 
(−9.7% volume reduction, p<0.05). VBM-DARTEL and automated segmentation 
(SACHA) show equal sensitivity in detecting Hc differences in depressed patients, 
while standard VBM was unable to detect Hc changes. 
2.9 Feature Selection for Classification 
Feature selection is an active research area in machine learning, pattern recognition 
and data mining fields. The main goal of feature selection is to select an optimal or 
suboptimal subset of n features from the complete set of N features, n < N. Feature 
selection is important for identifying the most useful features except for irrelevant 
and redundant features. Feature selection is also important for reducing the feature 
dimensionality, whilst preserving the most significant aspects of the data [36]. It 
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allows reduction in computational complexity, and improves the 
recognition/detection accuracy. 
Feature selection is also referred to as variable selection, attribute selection, variable 
subset selection or feature subset selection (FSS) in the pattern recognition field. FSS 
finds a reduced subset of features from a dataset described by the feature set without 
a transformation [161]. There are two broad categories of feature selection, namely 
supervised and unsupervised techniques, respectively. Supervised feature selection is 
a feature selection for classification with labelled data where class information is 
available, while unsupervised feature selection is for clustering with unlabelled data 
where class information is unavailable [162]. This thesis only focuses on the 
supervised feature selection.  
Dozens of feature selection methods have been developed. Many publications 
describe two categories of feature selection methods: filter and wrapper. However, 
progress in this field has led to a new feature selection method known as embedded. 
Liu and Yu [162] and Saeys et al. [163] describe the three feature selection methods: 
filters, wrappers and embedded. Recent publications have also added another 
emerging method known as the hybrid feature selection method [164, 165]. Thus, all 
feature selection methods can now be classified into four categories: filter, wrapper, 
embedded, and hybrid. The following subsections will describe these methods. 
2.9.1 Filter Methods 
Filter methods assess the relevance of features by only looking at the intrinsic 
properties of the data. A feature relevance score is calculated, and low-scoring 
features are removed. The filter techniques easily scale to very high-dimensional 
datasets, are computationally simple and fast, and do not employ a predictor. A 
disadvantage of filter methods is that they are univariate [163, 166].  Filter methods 
typically generate a feature weightage and a feature ranking. Feature weightage 
assigns weights to individual features according to their degree of relevance [167] 
and feature ranking provides the ranking of all features based on their weightage. 
The simplest way to select the best features subset is to use the feature weightage to 
rank individual features. After this, the highest ranked m features are selected.  
Among the popular filter methods are: OneR and IG. The OneR algorithm creates 
one rule for each feature in the training data and then selects the rule with the 
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smallest error rate as its ‘one rule’. To create a rule for a feature, the most frequent 
class for each feature value is determined. The most frequent class is simply the class 
that appears most often for that feature value. Finally, the feature that offers rules 
with minimum error and constructs the final decision tree is selected [9]. The IG 
algorithm evaluates the worth of a feature by measuring the information gain with 
respect to a class. The information gain is equal to the total entropy of a feature if a 
unique classification that can be made for the feature. 
2.9.2 Wrapper Methods 
Wrapper methods use a predictor algorithm to score the feature subsets. Each new 
subset is used to train a predictor model normally through a cross validation strategy. 
The quality of the feature subset is then determined by testing the trained predictor 
performance on a hold-out validation set. In most cases, the performance score of 
interest is the prediction accuracy of the feature subset. The main drawback of the 
wrapper methods is their computational intensity since a new predictor model has to 
be trained for each new subset. This limits the number of subsets that can be 
evaluated. However, the methods usually provide the best performing feature set for 
that particular type of predictor model [36]. 
Among the popular wrapper methods are: Sequential Forward Selection (SFS), 
Sequential Backward Elimination (SBE) and ReliefF. ReliefF evaluates the worth of 
a feature by repeatedly sampling an instance and considers the value of the given 
feature for the nearest instance of the same class or different class [11]. It can operate 
on both discrete and continuous class data. Advantages of wrapper methods include 
the interaction between a feature subset search and model selection, and the ability to 
take into account feature dependencies. A common drawback of wrapper methods is 
the higher risk of over fitting compared to filtering techniques, and their 
computational intensity [163, 166, 167]. 
2.9.3 Embedded Methods 
Embedded methods are inspired from wrapper approaches and therefore are similar 
to wrapper methods. Embedded methods aim to overcome the computational 
complexity of wrapper methods by incorporating feature selection as part of the 
training process [36]. Embedded methods are far less computationally intensive than 
wrapper methods and less prone to over fitting. Embedded methods may be more 
efficient in several respects: they make better use of the available data by not needing 
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to split training data into a training and validation set; they reach a solution faster by 
avoiding having to retrain a predictor from scratch for every feature subset 
investigated [36]. They offer a lower computational complexity because their 
selection of features is directly included in the predictor construction during training 
[36]. 
Examples of embedded methods include a decision tree and a Support Vector 
Machine with Recursive Feature Elimination (SVM RFE). SVM RFE is commonly 
used to repeatedly construct a model and remove features with low weights. Decision 
tree [93, 94] learning can also be considered an embedded method as the 
construction of the tree and the selection of the features are interleaved, however, the 
selection of the feature in each step is usually done by a simple filter or ranker. Other 
authors use the term embedded method to refer only to methods where the learning 
algorithm (LA) does the selection implicitly. An example of such a method is the L1-
norm multi-class SVM [86]. 
2.9.4 Hybrid Methods 
Hybrid methods are a more recent approach and a promising direction in the feature 
selection field [164]. Most hybrid methods are formed from a combination of filter 
and wrapper methods. These methods normally combine the advantage of filters and 
wrappers to select the optimal feature subset from the original feature set to build 
efficient classifiers [168]. Therefore, a hybrid method could be defined as a 
combination of two different methods to implement feature selection. The standard 
processes of implementing a hybrid method is to first obtain the feature ranking 
using filter methods. Then, wrapper methods are used to guide the search in the 
optimization algorithms.  
Some examples of hybrid methods are the hybrid algorithm adopt SFS, the 
sequential floating forward search (SFFS), the sequential floating backward search 
(SBFS) with SVM [168],  the Taguchi Genetic Algorithm (TGA) and fuzzy SVM 
[169], a hybrid of the GA by embedding local search operations into the simple GA 
[170] and a hybrid of the CFS and TGA method [171].  
Table 2.5 provides a summary of advantages and disadvantages of different feature 
selection methods. The table also lists examples of the algorithms used in each of the 
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methods. The highlighted characteristics can be used as a guide for selecting the 
method most suited to the specific problem.  
Table 2.5 Characteristics of the feature selection methods  
Methods Advantages Disadvantages Algorithm Examples 
Filter 
Univariate 
 Fast 
 Scalable 
 Independent of 
the classifier 
 Ignores feature 
dependencies 
 Ignores 
interaction with 
the classifier 
 Euclidian 
distance 
 t-test 
 Information gain  
(IG) 
Multivariate 
 Independent of 
the classifier 
 Better 
computational 
complexity than 
wrapper 
methods 
 
 Slower than 
univariate 
techniques 
 Less scalable 
than univariate 
techniques 
 Ignores 
interaction with 
the classifier 
 Correlation-
based feature 
selection (CFS) 
 Markov blanket 
filter (MBF) 
 Fast correlation-
based feature 
selection 
(FCBF) 
Wrapper 
Deterministic 
 Simple 
 Interacts with 
the classifier 
 Less 
computationally 
intensive than 
randomized 
methods 
 Risk of over 
fitting 
 More prone than 
randomized 
algorithms to 
become stuck in 
a local optimum 
(greedy search) 
 Classifier 
dependent 
selection 
 Greedy Search 
Algorithm; 
Sequential 
forward 
selection (SFS) 
and Sequential 
backward 
elimination 
(SBE) 
 Beam search 
 
Randomized 
 Less prone to 
local optima 
 Interacts with 
the classifier 
 Models feature 
dependencies 
 
 Computationally 
intense 
 Classifier 
dependent 
selection 
 Higher risk of 
over fitting than 
deterministic 
algorithms 
 Simulated 
annealing (SA) 
 Randomized hill 
climbing genetic 
algorithms 
 Estimation of 
distribution 
algorithms 
Embedded 
 Interacts with 
the classifier 
 Better 
computational 
complexity than 
wrapper 
methods 
 Models feature 
dependencies 
 Classifier 
dependent 
selection 
 
 Decision trees 
 Weighted naïve 
Bayes 
 Weighted vector 
of  SVM 
 
2.10 Common Components of Feature Selection 
Many different algorithms for the feature selection process have been developed in 
the past few decades, both in Pattern Recognition and Machine Learning fields. 
Different algorithms have different conceptual architecture yet have similar 
components. The most common components of feature selection methods are the 
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evaluation function (sometimes referred to as objective function) and search method. 
Different feature selection methods can be different in both the selection of 
evaluation function and the search method.  
 
Figure 2.2 Common structure of feature selection 
A criterion of selection is pre-determined before the execution of feature selection. 
The pre-determined criterion will become the stopping criterion for the execution of 
the feature selection process. This criterion includes relevancy and usefulness. The 
defined criterion is achieved through implementation of an evaluation function such 
as the performance accuracy of a specific predictor (for wrapper/embedded method) 
or some general statistical measure like correlation coefficients or mutual 
information (MI) measure (for filters).  
The search method is used for finding a subset with a high score, and the evaluation 
function is used to evaluate the quality of feature subsets and assigning scores to 
feature subsets [172]. Most filters and wrappers employ a variety of heuristic search 
methods instead of undertaking an exhaustive search. An exhaustive search over all 
feature sets is generally not practical because the space for feature subsets grows 
exponentially with the number of features. 
2.10.1 Search Methods  
The search method is an essential component of feature selection in order to direct 
the feature subset selection process to explore all possible feature combinations. One 
must decide which search method should be used for generating a candidate feature 
subset for evaluation. Therefore, different search methods have been explored. The 
search method can be classified into three different categories: exhaustive (also 
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known as complete), sequential (also known as heuristic) and random  [162].  
Exhaustive search: An exhaustive search is complete and can find the optimal result 
according to the evaluation function used. This is because no optimal subset is 
missed during a complete search. However, the exhaustive search space is 
exponentially unreasonable because for a data set with N features, there exist 2N 
candidate subsets that need to be evaluated. A search does not have to be exhaustive 
in order to be complete [162]. One popular exhaustive search algorithm is the 
FOCUS algorithm developed by Almuallim [173]. Different heuristic functions can 
be used to reduce the search space without risking the chance of finding the optimal 
result. A well-known alternative to an exhaustive search are best-first search, beam 
search and branch and bound [174]. 
Sequential Search: A sequential search gives up completeness, thus risking the loss 
of optimal subsets. It may start with an empty set, with features successively added 
(i.e., forward selection), or it may start with a full set and features successively 
removed (i.e., backward selection). It may start with both ends adding and removing 
features simultaneously (i.e., bidirectional selection) [162]. At each step in forward 
selection, the feature that produces the largest increase in the performance evaluation 
measure (with respect to the score of the current subset) is retained. In backward 
selection, the feature that produces the largest increase in the performance evaluation 
measure upon removal is removed. There are many variations to the sequential 
search methods including SFS [175], sequential backward selection (SBS) [176], 
Plus-l-Minus-r (PTA(l-r)) [177], generalized PTA(l-r) [178], SFFS and SBFS [179], 
etc. Algorithms with sequential search are simple to implement and fast in producing 
results as the order of the search space is usually 2N or less. 
Random Search: A random search starts with a randomly selected subset in order to 
avoid being trapped into local optima [162]. The search can continue in two different 
ways: (1) To follow a sequential search, which introduces randomness into the above 
classical sequential approaches, It attempts to find a better solution by 
incrementally/decrementally changing a feature in the initial subset. Examples are 
random-start hill-climbing, simulated annealing (SA) and genetic algorithm (GA) 
[180]. (2) To generate the next subset in a completely random mode (i.e., a current 
subset does not grow or shrink from any previous subset following a deterministic 
rule).  
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2.10.2 Evaluation Functions 
In all feature selection methods, evaluation criteria are crucial to guide the search 
algorithm in order to look for the best feature subset [164]. At the beginning of 
feature selection, a suitable evaluation criterion should be chosen to evaluate the 
effectiveness of feature subsets, thus reducing the search space in finding an optimal 
feature subset based on the defined criterion. An optimal subset selected using one 
criterion may not be optimal according to another criterion. The choice of evaluation 
criteria that distinguish between the three existing methods for feature selection are 
filters, wrappers, and embedded. There are two broad categories for evaluation 
functions depending on the feature selection algorithms that will be applied to the 
candidate feature subset as presented in [162]. The two groups are independent 
criteria and dependent criteria.   
 Independent Criteria 
An independent criterion evaluates the importance of a feature or feature subset 
by manipulating the essential characteristics of the training data without involving 
any LA. The independent criteria are generally used in algorithms using the filters 
method. The evaluation output should be regarded as scores because they do not 
produce actual distance. These scores are computed between a candidate feature 
(features subset) and the target class. Some popular independent criteria are distance 
measures, information measures, dependency measures, and consistency measures. 
Distance measures are also known as separability, divergence, or discrimination 
measures. For a two-class problem, feature X is preferred to another feature Y if X 
induces greater difference between the two-class conditional probabilities than Y 
because we attempt to find the feature that can separate the two classes as far as 
possible. X and Y are indistinguishable if the difference is zero probabilistic distance 
and inter-class distance. 
Information measures typically determine the information gain from a feature. The 
information gain from feature X is defined as the difference between the prior 
uncertainty and expected posterior uncertainty using X. Feature X is preferred to 
feature Y if the information gain from X is greater than that from Y. Examples of 
algorithms utilizing these measures are MI [173] and symmetrical uncertainty (SU). 
Dependency measures are also known as correlation measures or similarity 
measures. They measure the ability to predict the value of one variable from the 
value of another. In feature selection for classification, we look for how strongly a 
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feature is associated with the class. A feature X is preferred to another feature Y if 
the association between feature X and class C is higher than the association between 
Y and C. An example of an algorithm utilizing these measures is correlation-based 
feature selection (CFS). 
Consistency measures are characteristically different from the above measures 
because of their heavy reliance on class information and use of the Min-Features bias 
in selecting a subset of features. These measures attempt to find a minimum number 
of features that separate classes as consistently as the full set of features can. An 
inconsistency is defined as two instances having the same feature values but different 
class labels. 
Dependent Criteria 
A dependent criterion used in the wrapper model requires a predetermined mining 
algorithm in feature selection and uses the performance of the mining algorithm 
applied on the selected subset to determine which features will be selected. It usually 
gives superior performance as it finds features better suited to the predetermined 
mining algorithm but it does tend to be more computationally expensive and may not 
be suitable for other mining algorithms. For example, in a classification task, 
predictive accuracy is widely used as the primary measure. It can be used as a 
dependent criterion for feature selection. As features are selected by the classifier 
that later on uses these selected features to predict the class labels of unseen 
instances, accuracy is normally high but it is computationally costly to estimate 
accuracy for every feature subset [162]. 
2.11 Existing Feature Selection Algorithms in 
Neuroimaging 
There are extensive feature selection algorithms available. In the previous section, 
several common feature selection algorithms from different groups 
(filters/wrappers/embedded/hybrid) were discussed. Among the algorithms, there are 
Relief, IG, SA, GA, CFS, MI, SFS [175], SBS [176], PTA(l-r) [177], generalized 
PTA(l-r) [178], SFFS and SBFS [179]. In this section, existing feature selection 
algorithms that have been used in sMRI-based depression detection are reviewed. 
Due to the limitation of available works reported on feature selection in sMRI-based 
depression detection, the review also includes feature selection algorithms utilised on 
other depression studies using different modalities including fMRI, DTI, PET and 
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SPECT. Several other algorithms in different neuroimaging disorder studies such as 
Bipolar Disorder (BD), Alzheimer’s, Autism Spectrum Disorder (ASD), Mild 
Cognitive Impairment (MCI), Schizophrenia, Attention Deficient Hyperactivity 
Disorder (ADHD) are also presented.  
There are only two feature selection techniques reported for individual level sMRI-
based depression detection studies. These are ANOVA and t-test [23], statistical 
hypothesis testing techniques. Whilst the rest of the reported works in sMRI-based 
depression detection do not discuss their feature selection process, both techniques 
have been widely used to detect depression at group-level analysis. These techniques 
have been recently used to select relevant features for depression detection at 
individual level. 
Mwangi et al. [23] implemented the t-test to filter voxel-based morphometry to 
identify the voxels that differed most in MDD patients versus healthy controls. A 
two-sample t-test evaluates the null hypothesis that the two-group sample means are 
equal given observed variance (i.e. Depressed vs. Non-depressed). Once the t-test 
calculation is performed, a threshold of significance (e.g. p-value), which represents 
the probability of obtaining a statistic greater in magnitude than t under the null 
hypothesis, is defined. Subsequently, an optimal user-defined threshold of 
significance (p-value) representing relevant features is selected through a cross-
validation (CV) process and relevant features used for subsequent machine learning 
analyses [24, 181]. Other neuroimaging studies using t-test for feature selection 
include Chaves et al. [182], Chu et al. [183], Zhang et al. [184] for Alzheimer’s, 
Duchesnay et al. [185] for ASD,  Kovalev et al. [186]  for Schizophrenia, Wee et al. 
[187] for MCI.  
The ANOVA technique was employed by Costafreda et al. [20] to filter the whole-
brain voxels for classification of MDD patients and healthy controls. ANOVA was 
used to select relevant features in multiple (>2) groups by generalizing a t-test to 
more than two groups [181]. In the ANOVA technique, an optimal threshold of 
relevant features is selected using a CV process with the training data. Other 
neuroimaging classification studies using ANOVA for feature selection include 
Coutanche et al. [188] for ASD, Costafreda et al. [189] for BD and Yoon et al. [190]  
for Schizophrenia. 
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Other depression studies performed on different neuroimaging modalities (i.e.  fMRI, 
DTI, PET and SPECT) employ feature selection algorithms such as RFE [191], 
Principal component analysis (PCA), Independent component analysis (ICA) 
algorithms.  RFE was utilised by Craddock et al. [192] and De Martino et al. [193] to 
select the relevant resting-state functional connectivity feature for distinguishing 
patients with depression from healthy volunteers. Craddock et al. [192] also 
proposed the use of variant of RFE, known as reliability RFE. RFE is widely used in 
neuroimaging studies as a backward elimination technique. In this technique, training 
data is sub-divided into training and test subsets respectively. A machine LA (e.g. 
linear SVM or linear RVM) is trained, and output the observation weights which are 
the feature or voxel relevance weights. 
The main commonality of ICA and PCA, or their difference from filter, wrapper and 
embedded feature reduction techniques, is that the former is unsupervised while the 
latter is supervised [181].  PCA [194] was employed by Fu et al. [74] and Marquand 
et al. [195] for feature selection. The technique reduces the dimensionality of the 
data and therefore reduces the computational cost of analysing new data. PCA 
constructs relevant features by linearly transforming correlated variables (e.g. raw 
voxels in a brain scan) into a smaller number of uncorrelated variables also known as 
principal components [196]. The resulting principal components are essentially linear 
combinations of the original data capturing most of the variance in the data. Other 
neuroimaging studies extracted relevant features using PCA are Caprihan et al. [197] 
and Yoon et al. [198] for Schizophrenia, Lopez et al. [199] for AD, Koutsouleris et 
al. [200] for psychosis, Zhu et al. [201] for ADHD. Most notably, PCA has been 
widely used in neuroimaging machine learning regression studies. 
ICA transforms a set of original variables (e.g. raw data from an fMRI scan) into a 
set of independent and relevant features (e.g. paradigm-related signals in fMRI) 
[196]. To achieve this, ICA assumes the source signals are statistically independent 
from an unknown but linear mixing process. In fMRI based studies, ICA extracted 
relevant independent components from various dimension priority. These include 
spatial dimension and temporal dimension. ICA does not require an investigator to 
specify a regressor of interest, which may require prior knowledge and assumptions 
about the experiment (e.g. paradigm or model regressor in fMRI)[196] and it is also 
able to separate the variation of mixed brain signals (e.g. separating physiological, 
CHAPTER TWO 
 36 
motion and scanner related components). However, ICA algorithms are 
computationally intensive.  
Neuroimaging studies using ICA for dimensionality reduction include Castro et al. 
[202], De Martino et al. [203], Douglas et al. [204], Sato et al. [205]. Chyzhyk et al. 
[206] implemented the variant of ICA called lattice independent component analysis 
(LICA) hybrid with kernel transformation. 
Zeng et al. [62] employed Kendall tau rank correlation coefficient in order to 
evaluate the power of the feature in fMRI. In this technique, a leave-one-out CV 
strategy to estimate the generalization ability of the classifiers and feature ranking is 
based on a slightly different training data set in each iteration of the cross-validation, 
the final feature set differed slightly from iteration to iteration. Therefore, the 
contribution of different regions to classification was not evenly distributed, and 
some regions formed many highly discriminating functional connections with other 
regions, while some did not form any. 
Popular feature selection algorithms from embedded methods group applied in 
neuroimaging are least absolute shrinkage and selection operator (LASSO) [207], the 
Elastic Net [208] and the partial least square (PLS) [209] algorithms. The Elastic Net 
and LASSO techniques combine the machine learning and feature reduction steps by 
enlisting a regularization framework resulting to a reduced subset of relevant features 
[181]. On the other hand, PLS selects relevant features by establishing or analysing 
associations between the independent and dependent variables [181]. Previous 
applications of feature selection using LASSO in neuroimaging classification studies 
include: Casanova et al. [210], Kohannim et al. [211], Rao et al. [212], Yan et al. 
[213] for AD classification, and Duchesnay et al. [185] for ASD classification. 
LASSO only selects one variable from a group when variables are highly correlated 
and the number of selected relevant features may not exceed the number of 
observations or samples before the model begins to saturate. Elastic Net technique 
was introduced in order to overcome these limitations. It is similar to LASSO; 
however, Elastic Net used bootstrap and permutation tests to identify the optimal 
number of latent variables. Previous applications of feature selection/reduction using 
Elastic Net in neuroimaging classification studies include: Rao et al. [212] and Shen 
et al. [214] for AD classification and Marquand et al. [215] for treatment response 
predictions in ADHD. 
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PLS feature reduction method is divided into two major categories, which are partial 
least squares correlation (PLSC) and partial least squares regression. PLSC is the 
most popular variant of the PLS method used in neuroimaging feature selection 
[216]. Previous applications of feature selection/reduction using the PLS method in 
neuroimaging classification include age classification for Chen et al. [217] and 
Ziegler et al. [218] for prediction of cognitive behavioural scores. 
Several key papers reviewing feature selection include Mwangi et al. [181], Saeys et 
al. [163], Guyon and Elisseeff [36]. Saeys et al. [163] and Guyon and Elisseeff [36] 
list the key references for each type of feature selection technique in the 
bioinformatic domain for microarray, mass spectrometry, coding potential 
prediction. One of the techniques is Minimum Redundancy Maximum 
Relevance [219] which is frequently used to accurately identify characteristics 
of genes and phenotypes. This technique addresses the problem of selecting a 
relevant feature subset and also removes redundant data from redundant subsets.  
Evaluations of the performance of feature selection algorithms using various datasets 
have long shown that there is no single algorithm suitable for all problems/domains. 
The main question is how to choose suitable feature algorithms for the application 
domain from the wealth of feature selection algorithms. Only one study addressed 
this issue. Huan and Yu [162] developed a framework to guide researchers to choose 
the right algorithm for the problem instead of searching or experimenting with 
numerous algorithms. In Chapter 5, recent and relevant issues and challenges 
pertaining to feature selection will be presented. Following the discussion, a new 
feature selection algorithm will be proposed. This will be further described in 
Chapter 5.   
2.12 Summary 
In this chapter, a brief description about depression, in terms of symptoms, clinical 
diagnosis and current treatment, has been presented. This chapter has also explored 
the role of sMRI as a diagnostic modality and presented the categorization of 
existing work in depression detection into: (1) group-level analysis, and (2) 
individual detection. In addition, this chapter provided a comparison of the 
performance of existing research that makes use of sMRI as a modality to detect 
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depression. Research to date already highlights the potential of sMRI-based analysis 
for the diagnosis and prognosis of depression.  
The chapter included a review on feature selection, which is the main contribution of 
this thesis. In the feature selection section, the aim was to present the basic 
components of feature selection, and broadly discuss their role, variety, potential and 
challenges. From this literature review, it can be seen that feature selection is a fertile 
field of research and has a very important role in dealing with the curse of 
dimensionality and improving classification performance. A discussion of issues and 
challenges of feature selection in the depression domain will be presented in Chapter 
5. 
The development of an sMRI-based depression detection system at an individual 
level is still in its infancy with only a few studies published. The following chapter 
will propose a generic architecture for depression detection systems, and will 
highlight their components. The architecture is designed based on our review of the 
research in the field of neuroimaging in general, and depression detection in 
particular. The key components of the system will be discussed in detail.  
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C H A P T E R  T H R E E  
Proposed Brain sMRI-based Depression 
Detection System 
The chapter introduces a generic structure that represents the existing brain sMRI-
based depression detection methods. The existing algorithms used to implement each 
component are presented. Next, the structure of the proposed brain sMRI-based 
depression detection system is presented. The description of each component in the 
proposed structure is then given. The chapter concludes with a discussion of the 
underlying need to establish an automated depression detection system. 
3.1 Proposed Generic Architecture of Brain sMRI-based 
Depression Detection System 
Thus far, there is no work reported which formulates a generic architecture for the 
brain sMRI based depression detection. Surveys on the existing depression detection 
studies from brain sMRI at group-level analysis and at individual level have been 
found to have stated various structures. Each structure involves a number of 
algorithms. An ideal depression detection system should be able to detect whether an 
individual is depressed or not from the brain sMRI data, along with providing an 
estimate of the severity of the condition. 
In this chapter, we devise a generic architecture for the brain sMRI-based depression 
detection system that can be used to represent the works in this field. It consists of a 
number of components, including acquisition and pre-processing, feature 
extraction/feature selection, and classification. This generic structure is displayed in 
Figure 3.1. In the following section, each component is first defined, and then the 
existing methods relating to each component are described, and implemented for 
group-level analysis or individual detection study. 
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Figure 3.1 Generic architecture of brain sMRI-based depression detection system 
3.2 Image acquisition 
Image acquisition is the process of acquiring medical images from imaging 
modalities. MRI scanners that have been used in the existing studies include 1.5- or 
3.0-T magnetic strength machine i.e., 1.5-T (Signa, General Electric, Milwaukee, 
WI, USA), 3.0-T (Trio, Siemens Medical Systems), 1.5-T (Magnetom Vision, 
Siemens, Erlangen, Germany), and 1.5-T GE LX System (General Electric, 
Milwaukee, WI, USA). In the published works, different MRI protocols that have 
been used include T1-weighted, T2-weighted, PD-weighted (PD-w), and fluid-
attenuated inversion recovery (FLAIR) images (see Figure 3.2).  
 
Figure 3.2Sample brain sMRI images for T1-w, T2-w, PD-w and FLAIR T2 images 
[128] 
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3.2.1 Existing Brain sMRI Databases of Depression 
Brain MRI data can be found in public and private databases. There are a number of 
popular public brain sMRI database including Alzheimer's Disease Neuroimaging 
Initiative (ADNI) [220] and Open Access Series of Imaging Studies (OASIS) [221]. 
To the author’s knowledge, the only publicly available databases of depression sMRI 
are Efficient Longitudinal Upload of Depression in the Elderly (ELUDE) and 
Multisite Imaging Research In the Analysis of Depression (MIRIAD) databases by 
the Neuropsychiatric Imaging Research Laboratory group from Duke University 
[222]. Most of the reported publications in depression studies have utilised private 
databases that were constructed from recruited patients by partner hospitals or 
clinics. 
The ELUDE dataset is a longitudinal study of late-life depression at Duke University  
[222]. There are 281 depressed subjects and 154 controls included. An MRI scan of 
each subject was obtained every two years for up to eight years (1093 scans). The 
MIRIAD  [222] is a multiple institution study of structural MRI, including raw PD 
and T2 MRIs and derived measures of WM changes, basal ganglia and other regions. 
There are 50 depressed subjects and 50 controls included. Demographic and 
extensive clinical assessment data is available for each case. The author has found 
out that the published works reporting these datasets mostly have focused on the 
group-level analysis-based depression biomarkers [61, 94, 95, 98, 116, 135-146, 223-
230]. 
3.3 Image Pre-processing  
Image pre-processing refers to the process of improving the quality and 
interpretability of the acquired brain images. Some of the pre-processing operations 
include non-uniformity intensity correction, noise reduction, realignment, smoothing, 
registration, normalization and segmentation. 
3.3.1 Existing Pre-Processing Methods in sMRI-based Depression 
Detection 
Realignment is the process of aligning all structural images so that they are in the 
same orientation and position. Images are not always in the same orientation and 
position due to the movement of artefacts, which can occur during image acquisition. 
During the realignment process, the initial alignment is performed to the same 
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orientation with the anterior commisure-posterior commissure alignment routine 
using a rigid body transformation (i.e. Chen et al. [125], Weber et al. [130], Baaré et 
al. [131], Abe et al. [90], Amico et al. [91] and Tamburo et al. [32]). The realignment 
is carried out in two steps: (i) determination of the parameters needed for the rigid 
body transformation of the images to a user-selected fixed image, and (ii) application 
of the parameters to the images [102]. 
Smoothing is performed to increase the overlap activation between subjects and 
increase signal to noise ratio. Amico et al. [91], Baaré et al. [131], Soriano-Mas et al. 
[93], Pizzagalli et al. [134] performed smoothing by convolution with Gaussian 
kernel sized between 4 to 12 mm. The size of this kernel was determined by the 
FWHM. Typically, a FWHM kernel size was chosen to match the size of the 
expected activation. Ballmaier et al. [231] also implemented filtering to reduce radio 
frequency inhomogeneity artefacts. Baaré et al. [131] corrected spatial distortions of 
the images using the Gradient Non-Linearity Distortion Correction tool.  
In the normalization process, all images are normalized to a standard size, 
orientation, and position typically in MNI space or Talairach coordinates [28, 126, 
232]. Janssen et al. [28] and Lochhead et al. [126] transformed the MRI datasets to 
fit Talairach coordinates. This transformation was performed by applying 
information gathered from the placement of a midline in coronal and axial views and 
the marking of the superior edge of the anterior commissure and the inferior edge of 
the posterior commissure in the sagittal view. Costafreda et al. [20], Chen et al. 
[125], Baaré et al. [131],  Amico et al. [91], and Ballmaier et al. [233] used MRI GM 
images normalized into standardized stereotactic space. Qiu et al. [229]  applied a 
diffeomorphic template generation procedure for creating hippocampal templates 
based on a subset of the population. Walterfang et al. [234] normalized images into a 
template image of the average of normal T1-weighted MRI scans which was 
previously placed in stereotactic coordinate space by Woods et al. [232] using a 9-
parameter linear transformation. Taylor et al. [95] transformed images to align with a 
template image using an initial 12th-order affine transformation followed by a high-
order nonrigid registration algorithm. Lochead et al.’s study [126] co-registered 
using a within-modality registration algorithm. They used a summed frames image to 
define the registration parameters using a surface registration algorithm. Tae et al. 
[89] implemented registration by maximum likelihood, while Ballmaier et al. [231] 
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transformed brain image volumes into standard International Consortium for Brain 
Mapping (ICBM) 305 space using a 12-parameter linear, fully automated image 
registration algorithm. This process provided image analysts with a standard view of 
the brain, thus making it easier to apply standardized rules for delineating cortical 
landmarks [231]. 
Another pre-processing technique of brain sMRI is segmentation technique. 
Segmentation of brain images refers to the process of delineating the 
neuroanatomical structures. The segmentation is usually performed in two stages: (1) 
brain tissue extraction, and (2) brain ROI isolation. Brain tissue extraction is the 
process of removing the non-brain tissues, such as skull and fat, and leaving only the 
brain tissue. It is reasonable to remove the non-brain tissues to reduce computation 
time and increase efficiency. Brain ROI isolation is the process of segmenting the 
region of brain that is useful for the feature extraction process. The techniques used 
for brain ROI isolation can be categorized into two groups: (1) tissue classification 
and (2) template registration. Many brain segmentation techniques exist, although 
only some have been utilized in depression research. 
For brain tissue extraction, techniques implemented include brain masking [231], 
tissue probability maps [89], and deformable model [235]. After the brain tissue is 
extracted, the brain images are ready for brain ROI isolation. The brain images are 
typically segmented into the brain intracranial structures: GM, WM, and CSF or 
specific ROIs in GM/WM. Figure 3.3 illustrates sample segmented brain images of 
depressed subjects. Among the segmentation techniques employed are Bayesian 
algorithm and spatial segmentation for WB segmentation [89], labelling techniques 
[227], four-channel tissue and lesion segmentation for WM detection [95], 
histogram-based EM segmentation algorithm [236], signal intensity histogram 
distributions [158, 159], stereologic sampling program using histogram segmentation 
[237], unified segmentation [73, 91, 104], K-Means [153], hidden Markov random 
field (HMRF) model with an associated EM algorithm [154, 156]. 
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                                         (a)                                                                                   (b) 
 
  (c)                                    (d) 
Figure 3.3 Sample segmented brain images of depressed subjects. (a) WM, GM and 
CSF on axial view segmented using MRX [48]. (b) Hc on saggital and left and right 
coronal view by manual tracing [49] (c) Left and right Am on coronal view by manual 
tracing [123] (d) Left and right caudate and putamen  on coronal view by manual 
segmentation using Analyze [157] 
Tae et al. [89] employed the Bayesian algorithm and spatial segmentation for the WB 
segmentation. MacFall et al. [227] utilised labelling techniques which labelled the 
brain regions using a template image of an average PD brain image provided by the 
Laboratory of Neuro Imaging (LONI). Taylor et al. [95] implemented a four-channel 
tissue and lesion segmentation for WM detection. The algorithm used was a variation 
of the Expectation Maximization segmentation method optimized for WM lesions 
assessment. In this technique, a probability was assigned to each pixel that needed to 
be classified as GM, WM, CSF, lesion, or non-brain via a probability atlas. The 
probability atlas provided spatial priors for each tissue that were used to initialize the 
tissue intensity histograms for the segmentation algorithm [95].  
Munn et al. [236] applied a histogram-based EM segmentation algorithm creating a 
five-part segmentation (i.e., GM, WM, CSF, GM/WM partial volume and GM/CSF 
partial volume). The entropy of the segmentation was calculated to generate an 
entropy-based segmentation (EBS). The EBS segmentation is based on the following 
principles: given an image intensity that is categorized as a particular tissue type by 
the EM algorithm, the EBS calculates the log ratio of the probability that the 
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intensity is the tissue, to the sum of all tissue type probabilities at that intensity. The 
EBS helps distinguish regions where the EM tissue categorization is made with a 
smaller margin of the difference in tissue probability. Takahashi et al. [158, 159] 
utilized the signal-intensity histogram distributions from the T1-w images across the 
whole cerebrum to semi automatically segment the voxels into GM, WM, and CSF. 
Vythilingam et al. [237] applied a stereologic sampling program using histogram 
segmentation to classify GM, WM, and CSF from the registered T1-w images. In 
addition, the sampling grid is imposed on the data to further classify each voxel into 
cortical GM, subcortical GM, WM, and CSF. 
A unified segmentation technique, known as unified segmentation was developed by 
Ashburner and Friston [104]. This technique was employed by Chen et al. [125], 
Weber et al. [130], Baaré et al. [131], Abe et al. [90], Amico et al. [91], Costafreda et 
al. [20], Marquand et al. [195] and Hahn et al. [73]. The unified segmentation 
combined two common forms of the brain segmentation by tissue classification and 
registration with a template. This technique is based on the mixture of Gaussian 
method, incorporating smoothing and nonlinear registration with tissue probability 
maps. The technique also makes use of the EM algorithm to estimate various hyper 
parameters of the components. Other studies by Li et al.[30], Egger et al. [92], and 
Soriano-Mas et al. [93], implemented an earlier version of this technique. Meisenzahl 
et al. [31], Frodl et al. [99, 127, 147-150, 152, 238], and Zetzsche et al. [153] 
segmented ROIs using the K-Means technique. Lorenzetti et al. [154, 156] utilized 
the HMRF model with an associated EM algorithm to classify voxels into GM, WM 
or CSF. The procedure involved an initial segmentation estimation followed by a 
HMRF estimation to increase the segmentation accuracy. Segmentation was carried 
out on the images at their original spatial resolution.  
For specific ROIs, such as the hippocampus, amygdala, and ACC, these structures 
are generally outlined either by manual or semi-automated methods. The delineation 
process normally uses a mouse-driven cursor on semi-automated protocols by 
qualified raters. Manually traced ROIs including the hippocampus (Frodl et al. [99, 
147, 149, 150, 152], Rossa et al. [97], Ashtari et al. [239], Chen et al. [125], Posener 
et al. [240]), amygdala (Frodl et al. [99, 147, 148], Zetzsche et al. [153], Tamburo et 
al. [32], Rossa et al. [97], Ashtari et al. [239]), ACC(Frodl et al. [238]), and pituitary 
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(Lorenzetti  [154, 156]) have been published. Most of the tracing works were 
performed on the coronal plane for best visualisation.  
Some of the segmentation protocols implemented in the reported works for the ROIs 
are as follows. Walterfang et al. [234] employed the Otsu’s method, a well-known 
threshold selection method from grey level histograms corpus callosum 
segmentation. WM voxels in the midsagittal slice were identified using a histogram 
segmentation procedure. Non-callosal voxels were then removed manually. Hviid et 
al. [241] analysed the hippocampus with semi-automatic model-based non-linear 
segmentation method. The method uses the ICBM standard brain template and the 
output file from the spatial normalization step of the MRIs to create a mask of the Hc 
in the ICBM standard space. The hippocampus mask was back transformed onto the 
scanning space of each three dimensional image. Semi-automated methods that 
classify different tissues, using the multiple MR signal contacts, were employed by 
Taylor et al. [135-138, 225], Pan et al. [139], Greenberg et al. [140], Hannestad [96], 
Potter et al. [141], Chen et al. [94], Bae et al. [142], Steffens et al. [116, 143, 144], 
Lee et al. [145], Rosso et al. [97] and Lai et al. [146]. This method was formed by 
Payne et al. [242] based on the segmentation protocols developed by Kikinis et al. 
[115]. Van Eijndhoven et al. [124] applied a semiautomated segmentation algorithm 
to segment the amygdala and the hippocampus using identification of anatomical 
boundaries with greater accuracies than a singular plane. For the basal ganglia (BG) 
segmentation, Posener et al. [240] applied a marching cube algorithm to make 
polygons to superimpose manually segmented data onto the surface in the template. 
Automated segmentation of the hippocampus using the SACHA methods was also 
performed by Bergouignan et al. [88]. The method requires the operator to define a 
bounding box and two seeds, one in hippocampus and one in amygdala. The 
algorithm aggregates voxels and converges to the segmentation of the two structures. 
3.4 Feature Extraction and Feature Selection  
Two general approaches for dimensionality reduction are feature extraction and 
feature selection. Feature extraction is the process of transforming the raw input data 
into a set of features with a reduced representation. Feature selection is the process of 
selecting a subset of the existing features without a transformation. The types of 
features employed so far in the depression detection from sMRI include voxel 
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intensity values, lesions hyperintensities, volume measurement, shape analysis, and 
VBM. 
3.4.1 Existing Feature Extraction and Feature Selection Methods in 
the sMRI-based Depression Detection 
Voxels intensity values represent the gray-level values in the three-dimensional 
space. Voxel intensity values of the WB were used by Costafreda et al. [20], Gong et 
al. [22] and Nouretdinov et al. [21] as the features, while Lee et al. [145] used signal 
hyperintensities and lesions of GM and WM as features.  
Volumetric analysis is the measurement of the volume of the selected brain regions. 
The volume is calculated by summing all voxels within the traced ROIs. For 
example, the hippocampus volume in the scanning space was measured by 
multiplying the number of voxels of the hippocampal mask by the size of the voxel 
of the image. Soriano-Mas et al. [93], Egger et al. [92], Steffens et al. [223], Greicius 
et al. [133], Taylor et al. [135], and Bell-McGinty et al. [243] used the standard 
volume measurement of the WB or ROIs as the classification features. This 
traditional volume measure was normally calculated after manual or semi-automated 
segmentation (i.e. Hviid et al. [241], Walterfang et al. [234], Posener et al. [240], 
Frodl et al. [99, 147, 148], Zetzsche et al. [153], Tamburo et al. [32], Rossa et al. 
[97], Ashtari et al. [239],  Lorenzetti  [154, 156]). Apart from the traditional volume 
measurement, most of the published studies employed an advanced volumetric 
comparison technique called VBM. Chen et al. [125], Weber et al. [130], Baaré et al. 
[131], Abe et al. [90], van Eijndhoven et al. [124], Bergouignan et al. [88], Amico et 
al. [91], Li et al. [30], Lochhead et al. [126],  Pizzagali et al. [134], Wilke et al. [65] 
and Mwangi et al. [23, 24] employed the VBM technique for feature extraction [102, 
103]. The VBM method performs region-wise volumetric comparison among the 
group subjects.  
Shape analysis is the measurement of the geometrical properties of the anatomical 
features related to folds in the surface of the brain such as sulci, fundi, and pits. The 
measurement includes the cortical thickness, curvature, and depth. Shape analysis 
[157] has demonstrated a greater sensitivity than the volumetric features in detecting 
subtle anatomical differences in the small brain structures. Because changes in 
striatal shape may occur without detectable changes in overall volume, and vice 
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versa, shape analysis can provide a complementary approach to the volumetric 
methods [157]. Bao et al. [25] employed shape analysis for individual depression 
detection by using the fundus length, curvature, convexity, cortical measure, and 
depth for each point of sulci extracted using mindboogle algorithms. Penttilä et al. 
[101] used graph-based representation for shape analysis of cortical folding pattern 
in the sulcus areas. Graph-based representation includes the information related to 
morphology (area, depth, and length). The global sulcal index for each hemisphere 
was measured automatically as the ratio between the total sulcal area and the outer 
cortex area. For multiple subjects comparisons, Zhao et al. [98] implemented a 
spherical harmonic (SPHARM) shape analysis technique to compare shape 
differences of the ROIs between depressed and healthy controls. The SPHARM 
algorithm which was used in their study has been described in detail elsewhere [244, 
245]. Priebe et al. [246] and Qiu et al. [229] also used the structural shape of a 
population to avoid a statistical bias and failure of the mapping due to wide variation 
of the anatomy across subjects. For size and shape measurements of the corpus 
callosum, Walterfang et al. [234] proposed an iterative search for optimum end 
points that maximized the length of a line segment traversing the center of the 
callosum and were joined by a smooth curve via cubic spline interpolation, where the 
callosum length was measured. 
Large deformation diffeomorphic metric mapping (LDDMM) was used by Qiu et al. 
[229] to generate the hippocampus shape of each subject and to characterize the 
surface deformation of each hippocampus relative to the template. The LDDMM 
aims to quantify metric distances on anatomical structures in medical images. Such 
deformation was modelled as a random field characterized by the Laplace Beltrami 
basis functions in the template coordinates. Tamburo et al. [32] implemented shape 
morphometry of the amygdala. The method of shape morphometry relies on 
generating parametric surface meshes for each segmented structure, calculating the 
distance from each surface point to the medial manifold, and comparing intergroup 
distance measures at each corresponding surface point. The resulting group 
differences are then translated into statistical maps. Ballmaier et al. [231] utilized a 
surface rendering or surface warping algorithm, a high-resolution shape 
representation of the cortex that creates a spherical mesh surface that is continuously 
deformed to fit a cortical surface threshold intensity value. Priebe et al. [246] 
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implemented shape–space analysis on the hippocampus structure of clinically 
depressed, high risk, and control populations. A mapping model that reasonably 
measures accurate shape differences between two given hippocampus is constructed 
rather than an absolute value for shape itself. A nonparametric landmark matching 
transformation was implemented which finds the energy of a minimising 
diffeomorphism (isomorphism of smooth manifolds) which includes both landmark 
mismatch and transformation complexity. 
Ballmaier et al. [231] used the brain size and the GM differences in their analysis. 
The brain size is the radial distance of the cortex measured from the centre of the 
brain. Mwangi et al. [23] proposed an additional step known as feature description. 
They investigated a method known as FBM. In the FBM process, the GM voxel 
probabilities that were calculated through the DARTEL method are transformed into 
a gradient of local GM probability with the anatomical orientations of the gradients. 
The FBM method is a combination of the three dimensional scale invariant features 
transform descriptor and the “bag of words” method. 
Feature selection identifies the most useful features and reduces the dimensionality 
in such a way that the most significant aspects of the data are represented by the 
selected features [247]. Feature selection can be summarised into filter, wrapper, 
embedded and hybrid methods. The filter methods select variables by ranking them 
using correlation coefficients. The wrapper methods assess subsets of variables 
according to their usefulness to a given predictor [23]. The embedded methods are 
similar to the wrapper methods but integrate optimization into the process [193]. The 
hybrid methods are mainly a combination of filter and wrapper methods with the aim 
to exploit the advantages of each other’s. A complete review of feature selection was 
published by Guyon and Elisseeff [36]. 
Specifically, in depression, there are only few studies that report on the feature 
selection process/techniques. Costafreda et al. [20] implemented the whole-brain 
analysis of variance filtering to select the areas of maximum group differences 
between patients and controls. Mwangi et al. [23] implemented a feature selection t-
test filter in VBM to identify the voxels that differed most in MDD patients against 
healthy controls. They also investigated a wrapper feature selection method called 
recursive feature elimination. 
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3.5 Classification 
Classification refers to the process of determining the class to which a sample 
belongs to (i.e., depressed/not depressed, remitted/not-remitted depression), based on 
the values of the features of the sample. Depression detection from sMRI refers to 
the process of analysing the sMRI features to determine whether the individuals have 
depression.  
3.5.1 Existing Classifiers in sMRI-based Depression Detection 
Very few studies have been reported on the individual classification based on sMRI 
[20-25]. These studies have demonstrated the use of machine learning algorithms 
(LAs) as distinct classifiers for detecting depression. The SVM classifier was 
employed by Costafreda et al. [20], Gong et al. [22], and Bao et al. [25]. Besides the 
SVM classifier, Bao et al. [25] also investigated the k-nearest neighbour classifier for 
predicting treatment remission in MDD. Nouretdinov et al. [21] proposed a general 
probabilistic classification method for sMRI and fMRI to investigate diagnostic and 
prognostic prediction in depression. The proposed method of classification is known 
as TCP. Mwangi et al. [24] used regression analysis based on RVR which is a sparse 
Bayesian leaning method to predict brain disease. In another published study, 
Mwangi et al. [23] investigated both regression vector machine and SVM learning 
for diagnostic purpose. 
3.6 Proposed sMRI-based Depression Detection System 
Based on the generic architecture presented in the previous section, the author 
devises a structure for the proposed brain sMRI-based depression detection systems 
that includes five components; image acquisition, image pre-processing, feature 
extraction, feature selection, and classification. Figure 3.4 illustrates the proposed 
structure of the brain sMRI-based depression detection system. 
 
Image 
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Figure 3.4 Proposed architecture of brain sMRI-based depression detection system 
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The input image is obtained in the image acquisition component. A good quality of 
the input image is important in order to perform precise pre-processing and feature 
extraction.  
Next, the image pre-processing component enhances the quality and interpretability 
of the acquired brain images. The pre-processing operations proposed include non-
uniformity intensity correction, noise reduction, realignment, smoothing, registration, 
normalization and segmentation. This is a crucial step to extract the ROIs before 
forwarding the segmented regions to the feature extraction component. 
At the completion of image segmentation, features are extracted from the segmented 
images. In this thesis, a quantitative volumetric value of each segmented ROIs is 
calculated. The output of the feature extraction is reduced dimensional data of the 
extracted brain ROIs. It would help to reduce the computational time of the overall 
system by representing each segmented ROI by a single quantitative sMRI 
volumetric feature.  
The subsequent components are feature selection and classification. These two 
components are the core focus of this research. The feature selection component 
identifies the most discriminant subset of features from the whole set of volumetric 
features. A feature selection algorithm called degree of contribution (DoC) is 
developed for selection of these sMRI volumetric features. This algorithm uses an 
ensemble-based approach to determine the degree of contribution of the sMRI 
volumetric features in detection of depression.  The DoC is the score of feature 
importance used for feature ranking. The algorithm involves four stages which are 
feature ranking, subset generation, subset evaluation, and DoC analysis.  
The classification component classify whether the individual is depressed or not 
depressed based on their brain sMRI volumetric features value. Ten potential 
classifiers are evaluated for depression detection and the best classifier is selected for 
the proposed system. The sMRI volumetric features of depressed and non-depressed 
individual are used to train the proposed classifiers. The classification model is 
optimized based on different training and testing splits as well as cross validation. 
The classification accuracy is used to compare with those of the existing algorithms.   
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3.7 Discussion 
The development of sMRI-based depression detection system would provide an 
objective measure of depression diagnosis. Output of this system could serve as a 
second opinion, thus improving confidence level of the diagnosis in making 
conclusive decisions. Although the development of sMRI-based depression detection 
systems is still in its initial stages, with very limited studies available, some of the 
studies have reported a promising classification accuracy of around 90% (refer to 
Chapter 2 Section 2.7) [23]. The performance results highlighted the potential of 
sMRI, although the small sample sizes and number of studies limit the ability to 
draw firm conclusions. Replication studies are necessary in order to strengthen the 
available findings. The most critical issues to consider when building the particular 
system are the methods used to realise different components of the system.  
From Table 2.2 (in Chapter 2), it was determined that T1-w is the preferred imaging 
contrast for depression diagnosis. There are a number of special cases, such as 
geriatric depression studies, whereby specific ROIs e.g. WM hyperintensities/lesion 
(WMH) need to be segmented, T2-w images are employed to ease the identification 
of tissues during segmentation process. WMHs are areas of increased signal intensity 
that become apparent, particularly on T2-w sMRI [248]. More details on image 
acquisition employed in this work will be discussed in Chapter 4. 
The review of the features used in the existing works reveals that there are very 
limited types of features that have been employed; the voxel densities/values are the 
most common features. There are many other features that can be extracted from 
sMRI data. The author highly recommends the volumetric features due to their 
significant contribution in the biomarker studies at group-level analysis. This topic 
will be further described and discussed in Chapter 4.  
Despite the influence of feature extraction/selection in the classification model, it is 
clear that there is still a lack of proper investigation on feature extraction/selection 
for depression cases. Future works should attempt to explore new set of features (i.e. 
shape analysis, volumetric) and find the most discriminant features for individual 
level depression detection. The integration of feature selection with domain expert 
knowledge is also worth to consider for enhancing the feature selection quality. 
Detailed investigation and discussion on the topic are presented in Chapter 5.  
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As previously described, limited studies have been conducted involving classifier 
algorithms for the detection of depression from sMRI. The most popular classifier 
used in the sMRI-based depression studies is the SVM classifier. Four of the reported 
studies utilized SVM classifier [20, 22, 23, 25]. Nouretdinov et al. utilized the TCP 
classifier [21], while Mwangi et al. [23, 24] investigated RVM as the classifier.  
There are many other existing classification algorithms that can be applied to 
depression detection (i.e. k-nearest neighbour [249], artificial neural network [249], 
and unsupervised c means clustering [250]). The discussion on the classification will 
be further elaborated in Chapter 6.  
3.8 Summary  
In this chapter, the generic architecture of sMRI-based depression detection systems 
was devised. Existing methods to realise each of its components were reviewed and 
described. The proposed architecture of sMRI-based depression detection system 
was presented. The components involved in creating the proposed system were also 
summarised.  
The development of the sMRI-based depression detection system can be divided into 
two parts: the establishment of individual components and the integration of the 
components to form a complete system. The gaps of establishing the desired system 
include a lack of investigation performed to determine the best algorithms to build 
the components with exceptions on the acquisition and pre-processing methods. 
Chapter 4 covers the image acquisition, image pre-processing, and feature extraction 
components of the proposed sMRI-based depression detection system.  
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Image Acquisition, Pre-processing and Feature 
Extraction 
This chapter presents specific methods that are employed for the first three 
components of the proposed sMRI-based depression detection system, including 
image acquisition, pre-processing and feature extraction. In Chapter 3, the existing 
methods related to each component were presented. In this chapter, the developed 
components are described and discussed. 
4.1 Proposed Acquisition Component 
In medical practice, image acquisition refers to the process of acquiring image data 
from imaging modalities. Brain abnormalities can be diagnosed through brain 
imaging techniques. Currently, a number of brain imaging techniques are being 
investigated as potential diagnostic modalities for depression, including positron 
emission computed tomography, sMRI, functional magnetic resonance imaging 
(fMRI), single-photon emission computed tomography, diffusion tensor imaging, 
and computed tomography. In this thesis, sMRI is selected as the diagnosis modality 
because of the advantage that sMRI offers in structural neuroimaging.  
MRI is an important imaging technique for detecting abnormal changes in different 
parts of the brain. The identification of brain structures in MRI is very important in 
neuroscience and has many applications such as: mapping of functional activation 
onto brain anatomy, the study of brain development, the analysis of neuroanatomical 
variability in normal brains and clinical diagnosis of neurodegenerative and 
psychiatric disorders and their treatment evaluation [77, 251].  
MRI  uses strong magnetic fields and radio waves to produce cross-sectional images 
of organs and internal structures in the body [77]. Because the signal detected by an 
MRI machine varies depending on the water content and local magnetic properties of 
a particular area of the body, different tissues or substances can be distinguished 
from one another in the study image. For example, a magnetically active material 
(called a contrast agent) is used to show internal structures or abnormalities more 
clearly. The MRI scanner consists of radio frequency transmitter and receiver, and 
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controllable magnetic gradients. Radio waves are transmitted and received by a 
transmitter/receiver in the machine, and these signals are used to produce digital 
images of the area of interest. MRI acquisition parameters can be adjusted to produce 
different grey levels for differentiation between GM, WM and CSF tissues and 
various types of neuropathology [252]. 
Compared to most imaging modalities, sMRI has the highest spatial resolution, it has 
a superior soft tissue contrast [76], unlimited repeated measurements and is 
noninvasive [77]. sMRI can give different information about structures in the body 
than can be obtained using a standard x-ray, ultrasound, or CT scan. It is widely 
available [56] and has been used in neuroimaging technique both in research as well 
as in clinical practice [57]. sMRI offers anatomical detail and high sensitivity to 
pathological changes [57]. It can demonstrate certain patterns of brain changes that 
may be present at a structural level [26-34]. sMRI, using T1-weighted (T1-w) and 
T2- weighted (T2-w) contrasts, has become an accepted standard for routine 
examination of the brain [57]. For example, sMRI diagnostic modality has been 
integrated in the clinical assessment of neurodegenerative disease (i.e. Alzheimer’s) 
[59, 60]. According to Lorenzetti et al. [34], T1-w sMRI, in comparison with other 
MRI modalities including fMRI or even magnetic resonance spectroscopy, provides 
a more stable brain measure that minimizes state-related processes relating to the 
stage of illness, recovery, and outcome. Steffens and Krishnan [61] describe that the 
use of functional imaging will not replace structural imaging research. In a recent 
publication, Zeng et al. [62] stated that the neuroimaging evidence, such as structural 
abnormality other than resting state functional connectivity, is needed as a 
synthesized biomarker for more reliable clinical diagnosis of this complex disorder. 
The standard clinical workup for many developmental neuropsychiatric disorders 
already includes a sMRI scan of the brain [63]. Research to date has shown that 
depression may be linked to abnormalities in specific structural brain regions [64-
69]. The performance of sMRI as a depression diagnostic tool is comparable to 
certain modalities and superior to other modalities [14, 70-75]. Numerous 
classification studies that used sMRI in psychiatric disorder have demonstrated 
promising results, suggesting the potential of sMRI as a diagnostic tool in diseases 
such as bipolar disorder, schizophrenia, psychosis, and depression [35, 78]. For 
instance, compared to fMRI, sMRI has more advantages, with scans being easier, 
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quicker, and cheaper to obtain [23]. fMRI gives rise to complexities associated with 
the choice and the design of the behavioral paradigm; it needs an understanding and 
cooperation of subjects with the task [23]. Moreover, the acquisition of task-related 
data becomes increasingly difficult in many paediatric and clinical populations due 
to differing abilities in performance of the required task [63]. Therefore, it is likely 
that resting-state fMRI may be more practical in severely impaired patients. 
sMRI’s acceptance in clinical research and practice demonstrates its potential and 
usability in clinical diagnostics. The application of sMRI in depression diagnostic 
will be increased through standardization of acquisition and analysis methods and 
development of robust algorithms and features. 
4.1.1 Brain sMRI Dataset of Depression 
In this thesis, the author employed the only publicly available sMRI database of 
depression: Multisite Imaging Research In the Analysis of Depression (MIRIAD) 
database, by the Neuropsychiatric Imaging Research Laboratory group from Duke 
University [222]. Due to the difficulty of obtaining other private datasets, this 
research employed the MIRIAD database. 
The MIRIAD dataset is a multiple institution study of sMRI, including raw PD and 
T2 MRIs and derived measures of WM changes, basal ganglia and other regions 
from a longitudinal study of depression in later life. The MIRIAD database contains 
a variety of images and psychiatric/medical assessment data for 50 depressed 
subjects and 50 non-depressed elderly controls. Demographic and extensive clinical 
assessment data is available for each case. Depression assessments were conducted 
on these subjects at more frequent intervals, and all of these intermediate as well as 
prior and subsequent assessments are included in the data up to the point of the 
creation of the database. Figure 4.1 shows sample brain images from the database in 
axial view.  
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Figure 4.1 Examples of original and segmented axial T2 contrast-enhanced images of 
healthy control (1st row) and depressed patient (2nd row) 
   
There are two sets of imaging data for each subject corresponding to the baseline 
visit and the follow-up visit after two years. Participants were imaged using a 1.5-T 
whole-body MRI system (Signa, GE Medical Systems, Milwaukee, WI, USA) with 
the standard head (volumetric) radiofrequency coil. A dual-echo fast spin-echo 
acquisition was obtained in the axial plane. The pulse sequence parameters are, 
repetition time = 4000 ms, echo time = 30, 135 ms, 32 KHz (±16 KHz) full imaging 
bandwidth, echo train length = 16, a 256x256 matrix, 3-mm section thickness, 1 
excitation and a 20–cm field of view. The images were acquired in two separate 
acquisitions, with a 3-mm gap between sections for each acquisition. The second 
acquisition was offset by 3-mm from the first so that the resulting data set consisted 
of contiguous sections with no gap [135, 137, 225, 226, 230].  
For the purpose of expanding the number of samples for this study, the author 
included both of the MRI scans at the baseline and follow-up visit for each subject. 
The medical condition for both visits is pre-determined. The same subject can be 
healthy on both visits, or vice versa. Otherwise, the subject is healthy but 
subsequently develops depression, or they are depressed in the first visit, and then 
they have recovered in the second visit. The inclusion of both visits creates 200 
sample sets. However, after elimination of samples with missing volumes values, 27 
depressed subjects and 88 healthy controls were retained for inclusion in this study. 
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The depressed subjects were aged 60 or older with a diagnosis of nonpsychotic 
Major Depressive Disorder and a Center for Epidemiologic Studies-Depression 
Scale. They were recruited from clinical referrals. The control subjects were age-
matched community volunteers. They had no self-report of depressive illness, and no 
evidence of depression based on the Diagnostic Interview Schedule.  This group of 
subjects were previously explored in studies published on  this dataset [61, 94, 95, 
98, 116, 135-146, 223-230]. 
4.2 Proposed Pre-processing Component 
Image pre-processing is important in order to improve the quality and interpretability 
of the acquired brain MRI. This section presents a description of the proposed image 
pre-processing component for the sMRI-based depression detection system. 
Although the selected dataset is pre-processed, and the segmentation method is 
reported in [61, 94, 95, 98, 116, 135-146, 223-230], here, the author presents the pre-
processing step applied to the brain sMRI images in the proposed sMRI-based 
depression detection system. It involves de-noising, smoothing, normalisation and 
segmentation of images.  
De-noising is the process of removing noise from the MR images. This step is crucial 
in order to achieve accurate segmentation. The noise removal methods proposed in 
this work include anisotropic, linear/non-linear filtering methods,  Markov random 
field (MRF) [253] and analytical correction schemes. The MRF method incorporates 
spatial correlation information to preserve fine details. In other words, instead of 
smoothing both data and noise, spatial regularization of the noise estimation is 
performed. In the MRF method, the value of a pixel is updated using iterated 
conditional modes and simulated annealing, by maximizing a posterior estimate. In 
the analytical correction schemes, a maximum likelihood estimation [254] is used to 
estimate noise-free signal by considering different hypotheses for noise. Usually, the 
signal is considered constant in small areas and neighbourhood smoothing is used to 
estimate a noise free image. Intensity inhomogeneity [255] is a smooth, spatially 
varying function that alters intensity inside originally homogeneous regions. It is 
considered multiplicative or additive. Usually in MR images, noise is considered 
independent of inhomogeneity and image models as multiplicative of image and 
inhomogeneity plus noise. Filtering methods [255] consider inhomogeneity as a low-
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frequency artefact, which can be separated from an image by low-pass filtering. Two 
most important filtering inhomogeneity correction methods are: (a) homomorphic 
filtering and (b) homomorphic un-sharp masking. 
4.2.1 Image Segmentation Methods 
Brain image segmentation is complicated and challenging but accurate segmentation 
is very important for detecting abnormal tissues and extraction of ROIs. Image 
segmentation divides each image into a distinguishing sub-image structure 
automatically [251]. A number of different image segmentation approaches have 
been implemented in depression studies and a description of these existing methods 
was given in Chapter 3.  
The segmentation protocol for our selected sMRI dataset uses a modified version of 
MrX software (GE Corporate Research and Development, Schenectady, NY, USA), 
originally modified by Brigham and Women’s Hospital (Boston, MA, USA) [115].  
A supervised, semi-automated method performs calculation of various brain region 
volumes at each point. This semi-automated method uses multiple MR contrasts to 
identify tissue classifications through a seeding process as implemented in MrX, 
wherein a trained analyst manually selects pixels in each tissue type to be identified. 
This technique is also known as region growing, which starts with a seed. During 
region growing [115], pixels in the region of a seed are added to a region based on 
homogeneity criteria. Therefore, a connected region forms during the region growing 
process.  
The delineation process of GM and WM [116] is as follows: GM points were 
selected by moving the cursor from regions of CSF on the outside of the brain to 
adjacent cortical gray areas, while observing a two-dimensional scatter plot showing 
the image intensity for echo 1 graphed against the image intensity for echo 2. This 
eliminated the need to distinguish the cortical gray regions from WM, which can be 
almost iso-intense on some scans. When the cursor first enters the cortical gray 
region, the location of the point in the scatter plot changes distinctly, thus identifying 
the GM region. Points for WM seeding were selected from the anterior and posterior 
corpus callosum, as well as the central region of WM tracts in each quadrant. The 
rationale was to exclude points that were anywhere near GM, and therefore least 
likely to be GM. Once the brain was segmented into tissue types and the non-brain 
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tissue stripped away through a masking procedure, specific ROIs were assessed 
using tracing and connectivity functions. The cerebral hemispheres and caudate 
nuclei were traced and a mask was created that could be applied to the segmented 
brain. A connectivity function was used for quantifying the lateral ventricles. The 
final step was to calculate the volume of each tissue type within the specific ROI. 
The volume was determined for the whole brain. 
After segmentation of the whole brain, WM, GM and CSF and the non-brain tissue 
were stripped away through a masking procedure. Other specific brain ROIs, such as 
the hippocampus, amygdala and lesion areas, were selected on the basis of a set of 
explicit rules developed from neuroanatomical guidelines and consultation with a 
neuroradiologist. Reliability was established by repeated measurements. These ROIs 
were assessed using tracing and connectivity functions [146]. For example, for the 
definition and delineation of the hippocampus, grid procedures initiated at NIRL 
[116] were employed to quantify the left and right putamen and hippocampus. This 
allowed for a reliable, semi-automated determination of ROI volumes, which is 
based on a manual point-counting method. In this work, the definition of the 
hippocampus was as follows: on each scan, the segmentation began with the 
posterior coronal slice and then moved anteriorly. The hippocampus was measured 
when the pulvinar nucleus of the thalamus covered the crurafornicis; if the crus was 
obscured on one side, then only that side was measured. The fimbria, which extends 
from the superior surface of the hippocampus across the CSF into the WM above, 
was transected at its narrowest point. Along the medial border of the hippocampus, 
the thin strip of GM was cut at its narrowest point, and tracing then continued around 
the hippocampal body to the starting point. The amygdala-hippocampal transition 
zone appeared as a diffuse area of GM between the anterior portion of the 
hippocampus and the posterior portion of the amygdala; as with the fimbria, this area 
was transacted at its narrowest point, which was usually found between the inferior 
lateral ventricles and the cistern. Continuing anteriorly, the inferior lateral ventricles 
gradually shift from a vertical to a horizontal orientation but remain superior to the 
hippocampus. The anterior border of the hippocampus was defined as the slice on 
which the inferior lateral ventricles appeared horizontally, without any part of GM 
visible below.  
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There exists an extensive collection of brain sMRI segmentation methods, which are 
constructed based on different neuroimaging diseases [256]. Mortazavi et al. [256] 
reviewed these segmentation techniques and proposed four main categories to group 
the existing methods: (1) data-driven, (2) statistical, (3) intelligent, and (4) 
deformable models. Balafar et al [257] presented a review of the methods used in 
brain MRI segmentation.  The group-level analysis [58, 88, 89] recommended that 
the chosen techniques for each component, properties setting, and ROIs delineation 
protocols are critical for accurate segmentation.  
For most whole brain/major brain region (i.e. GM, WM and CSF) segmentation, 
fully automated methods (i.e., unified segmentation, mask labelling) were employed. 
However, for specific or smaller brain regions (i.e., putamen, hippocampus, 
amygdala), the regions are manually traced using semi-automated methods (i.e., 
region growing, seeding). This manual segmentation is time-consuming and 
impractical for large sMRI studies [258]; however, very limited methods are 
available for fully automated segmentation of these specific/small regions.  
The available fully automated techniques for delineation of specific/small regions 
are:  
o hybrid segmentation which uses the knowledge derived from probabilistic atlases 
and anatomical landmarks [106]. 
o fast marching for automated segmentation of the hippocampus using the Sethian 
fast marching to grow a hippocampal ROI from an automatically defined seed 
point [259]. 
o a probabilistic-based FreeSurfer method combining with the LDDMM-based 
label propagation method [260]. 
o a patch-based method using expert manual segmentations as priors [261]. 
o fuzzy c-means [257]. 
The author investigated several image segmentation methods. The experimentation 
was performed using optical coherence tomography of medical eye imaging 
modalities and it was published in [262]. In the work, six image segmentation 
algorithms were empirically evaluated. The algorithms are: normalised cuts, region 
growing, k-means clustering, active contour, level sets segmentation (piecewise 
gaussian method) and kernelized method. This initial study provided insight into the 
image segmentation protocol and served as an empirical evaluation of their 
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performance. The segmentation performances were characterised using the 
precision-recall metric. The measured precision-recall results of the six algorithms 
were compared and discussed. The kernelized method was the best performer. It 
produced the highest precision with appropriate recall values.  
Although there exists a variety of methods for brain MRI segmentation, it is still a 
challenging task and further research in this area is required to improve the accuracy, 
precision and speed of segmentation methods.  
4.3 Proposed Feature Extraction 
Feature extraction refers to the process of transforming the segmented regions into a 
reduced data representation. There are very limited features types which have been 
investigated in depression studies at an individual level. The most common features 
are voxel intensities values. GM, WM, or WB voxel intensities values have been 
used in studies by Costafreda et al. [20], Gong et al. [22], Mwangi et al. [23, 24] and 
Nouretdinov et al. [21]. Beyond VBM analysis, recent research by Bao et al. [25] 
highlighted the potential use of brain shape analysis for improving the detection 
accuracy [25]. They investigated features including fundus length, curvature, 
convexity, cortical thickness and depth of sulcus to predict treatment response in 
MDD.  
If the voxel intensity values are still to be employed, new features such as the mean, 
variance, skewness, and kurtosis of the voxel intensity values should be extracted 
and investigated. These statistical based features have been demonstrated to have 
good potential in other brain disorder studies [263]. Another possible feature is the 
WM hyperintensities/lesions. El-Dahshan et al. [249] carried out classification using 
pathological brain tissues (e.g., lesions, tumours). The hyper-intensities shown on the 
MRI are believed to indicate tissue abnormalities or lesions that show good 
distinction between depressed and healthy controls, particularly in geriatric 
depression [242, 248]. Moreover, deformation-based features obtained from the 
deformation vectors computed by nonlinear registration processes as used by Savio 
et al. [264] in other brain disease studies can be applied. 
In this thesis, the volumetric features extracted from various brain ROIs are 
employed for detection of depression at the individual level. These quantitative 
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volumetric features demonstrate a significant contribution to depression biomarker 
studies at the group level analysis. The depressive group is differentiated from the 
healthy control group using the mean volumetric values. These volumes are 
calculated from the extracted pathological brain ROIs (i.e., amygdala, hippocampus, 
ACC, BG). The differences between groups are tested using t-tests. Significantly 
different volumes between the two groups, indicate that the brain regions are 
pathological biomarkers of depression. In this work, these volumetric features are 
adopted for depression detection at the individual level, and its potential will be 
explored comprehensively.  
One of the possible reasons for the absence of research for individual depression 
detection using volumetric features is due to the difficulty of segmenting the specific 
brain ROIs. In order to create large collections of volumetric features, various brain 
ROIs need to be segmented. With the advancement of reliable automated 
segmentation algorithms, the volumetric features from brain sMRI could be easily 
extracted.  
4.3.1 Quantitative Volumetric Features 
Various regions of the brain were segmented and their volume computed. The 
extracted volumetric features include WB volume, GM volume, WM volume, 
hippocampus volume, and so on. Figure 4.2 shows examples of the volumetric 
features associated with segmented brain ROIs. After applying a pre-processing 
stage (involving elimination of missing values), forty four volumetric features were 
selected for our investigation. These volumetric features are presented in Table 4.1. 
For the volume calculation, the volume of each segmented brain ROIs structure was 
calculated by summation of the number of voxels assigned the same intensity value 
and then multiplies by the voxel size. Total intracranial volume (ICV) was calculated 
as the summation of GM, WM and CSF. ICV was used to normalize each brain 
structure’s volume.  Normalized volumes for brain ROIs were determined using the 
following formula:  
Absolute volume in mm3/ICV in mm3 × 1.000 
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Figure 4.2 Sample of the regions in brain sMRI images from which volumetric 
features are extracted. (a) Light gray represents WM, medium gray represents CSF, 
and dark gray represent GM. Arrow indicates the caudate and lateral ventricle region. 
(b) Segmented image of hemisphere. (c) Arrow indicates WM lesion. (d) Amygdala, 
caudate, hippocampus and putamen regions, on PD MRI image 
 
Table 4.6 Volumetric features 
No Features Name Description 
1 nonlgm Non-lesion gray matter (GM) volume in whole brain 
2 gmles Subcortical gray matter lesion (GML) volume in cerebrum 
3 totgm Total GM volume 
4 nvcsf Non-ventricular CSF volume in the whole brain 
5 totvent Total Lateral ventricle volume 
6 totcsf Total CSF volume 
7 nonlwm Non-lesion white matter (WM) volume in whole brain 
8 wmles WM lesion volume in the cerebrum 
9 totwm Total WM volume 
10 totles Total lesion volume 
11 wholebr Whole brain volume 
12 lnonlgm Non-lesion GM volume in left cerebral hemisphere 
13 lgmles Subcortical GML volume in the left cerebral hemisphere 
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14 ltotgm Left hemisphere total GM volume 
15 lnvcsf Non-ventricular CSF volume in left cerebral hemisphere 
16 lvent Lateral ventricle volume in left cerebral hemisphere 
17 ltotcsf Left hemisphere total CSF volume 
18 lnonlwm Non-lesion WM volume in left cerebral hemisphere 
19 lwmles WML volume in the left cerebral hemisphere 
20 ltotwm left hemisphere total WM volume 
21 ltotles left hemisphere total lesion volume 
22 lhemis left hemisphere volume 
23 rnonlgm Non-lesion GM volume in right cerebral hemisphere 
24 rgmles Subcortical GML volume in the right  cerebral hemisphere 
25 rtotgm right hemisphere total GM volume 
26 rnvcsf Non-ventricular CSF volume in the right cerebral hemisphere 
27 rvent Lateral ventricle volume in the right cerebral hemisphere 
28 rtotcsf right hemisphere total CSF volume 
29 rnonlwm Non-lesion WM volume in right cerebral hemisphere 
30 rwmles WML volume in the right cerebral hemisphere 
31 rtotwm right hemisphere total WM volume 
32 rtotles right hemisphere total lesion volume 
33 rhemis right hemisphere volume 
34 cerebrm cerebral volume 
35 lgmtc Left caudate GM volume 
36 lgmltc Left caudate lesion volume 
37 rgmtc Right caudate GM volume 
38 rgmltc Right caudate lesion volume 
39 lputamn Left putamen volume 
40 rputamn Right putamen volume 
41 lhippoc Left hippocampus volume  
42 rhippoc Right hippocampus volume  
43 totputamn total putamen volume 
44 tothippoc total hippocampus volume 
 
4.4 Summary 
This chapter presented the details of the methods employed for the image 
acquisition, pre-processing and feature extraction components of the sMRI-based 
depression detection system. The region growing segmentation method was 
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employed for semi-automated segmentation. This method supports the segmentation 
of smaller-size brain regions, such as the hippocampus and caudate. The feature 
extraction component and the selected brain sMRI volumetric features were 
described. The extracted volumetric features will be used as inputs to the feature 
selection component, which is detailed in Chapter 5. Moreover, in the sMRI-based 
depression detection system, reliable automatic methods can be selected from a 
group of available methods for the pre-processing component, or for developing a 
novel method for the pre-processing component to enhance the final performance of 
the system. 
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Feature Selection 
This chapter presents the proposed algorithm for the feature selection component of 
the brain sMRI-based depression detection system. First, it presents the goal of the 
feature selection, and the issues that need to be taken into account when developing 
the feature selection algorithm. Then, the methodology of the proposed feature 
selection algorithm will be discussed. In the proposed feature selection algorithm, 
four feature ranking based feature selection algorithms are employed as the base 
algorithms. Each of these algorithms is then hybridized with different LAs in order to 
obtain various evaluation output results. The hybrid algorithms are next combined to 
form an ensemble-based approach. The performance of the proposed algorithm is 
then compared against that of the baseline feature selection algorithms, and also a 
number of existing feature selection algorithms.  
5.1 Introduction  
Feature selection is used to reduce the number of features presented to the 
classification process as well as to identify the most discriminant feature subset 
within a dataset. Feature selection identifies the most useful features, and reduces the 
feature dimensionality whilst the most significant aspects of the data are preserved 
[36]. Feature subset selection (FSS) finds a reduced subset of features from a dataset 
described by the feature set [161]. Feature ranking (FR), also called feature 
weighting, assesses individual features and assigns weights to them according to 
their degree of relevance [167]. The selection of features presented to a classifier 
affects several classification aspects, including avoiding overfitting, strengthening 
prediction performance, improving training time, and so on [3]. 
In individual depression detection studies, very few feature selection methods have 
been used thus far. Using sMRI data, Costafreda et al. [20] used analysis of variance 
(ANOVA) to filter the whole-brain voxels to select the areas of maximum group 
difference between patients and controls. Mwangi et al. [23] implemented a t-test to 
filter voxel-based morphometry (VBM) for identification of the voxels that differed 
most in major depressive disorder (MDD) patients versus healthy controls. They also 
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investigated a wrapper feature selection method called Recursive Feature 
Elimination (RFE).  
Using other brain imaging methods, e.g., functional MRI, PCA was employed by Fu 
et al. [74] and Marquand et al. [195] to achieve feature selection. A study by 
Chyzhyk et al. [206] employed LICA and Kernel Transformation Hybrid with 
Dendritic Computing Classifiers. Other options included the use of multivariate 
approaches such as the Gaussian Mixture Model and Partial Least Square which can 
relieve the small sample size problem, and extract feature vectors from the 
computation of the activation of each ROI in the brain image. De Martino et al. [193] 
and Craddock et al. [192] performed feature selection using the RFE algorithm. Zeng 
et al. [62] used the Kendall Tau Rank Correlation Coefficient to evaluate the power 
of features.  
The application of sMRI in depression diagnosis is at its infancy. The available 
studies that have reported the detection of depression at an individual level include 
Costafreda et al. [20], Nouretdinov et al. [21], Gong et al. [22], Mwangi et al. [23, 
24], Bao et al. [25], and Kipli et al. [265, 266]. These available individual sMRI-
based depression detection studies based on sMRI have utilized different features for 
detection. The features used were voxel based morphometry, brain shape and the 
intensity values of voxels [19, 266].  
Group level depression studies reported that alteration of brain volumes was present 
at structural levels [19]. Such sMRI volume analysis of various brain regions has 
received a lot of attention, however, the brain sMRI volumetric features have yet to 
be explored for individual depression detection. Brain volume changes occurs in the 
hippocampus, amygdala, anterior cingulate cortex, orbitofrontal cortex, dorsolateral 
prefrontal cortex, subgenual prefrontal cortex, putamen, caudate and also in the 
cerebrospinal fluid (CSF) [19]. Volumetric analysis refers to the measurement of the 
volume of selected brain regions, and is carried out by summing all voxels within the 
traced regions of interest (ROIs). The volume measure is calculated after manual or 
semi-automated segmentation. For example, the hippocampus volume in the 
scanning space is measured by multiplying the number of voxels of the hippocampal 
mask by the size of the voxel of the image. In order to utilize these sMRI volumetric 
features for individual depression detection, the most relevant features that contribute 
to depression detection need to be determined. Selection of reduced-size subsets of 
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features, while yielding significant depression detection accuracy, is a key objective 
of the depression detection systems at an individual level. 
Differences in performance were observed when a feature selection algorithm was 
applied to a few different application domains and vice versa. It was suggested that 
investigation of the best feature selection method for the specific application in hand 
was necessary [267] because there was no universal feature selection algorithm for 
all types of applications. Our survey states that there is no feature selection algorithm 
proposed for individual depression detection [19]. It was also clear that there is a 
lack of reported work on feature selection for individual depression detection [19]. 
The only systematic study that has been carried out thus far to explore the 
relationship between the features extracted from the brain sMRI data of depressed 
subjects and the feature selection method is by the author [265, 266].  Due to the 
stated reasons, it is necessary to develop a robust feature selection algorithm to 
accurately select brain sMRI volumetric features for automated depression detection. 
In this chapter, the author proposes a new ensemble-based feature selection 
algorithm called the degree of contribution (DoC) algorithm. The idea incorporated 
in this algorithm has been reported in the author’s published work [268]. The main 
focus of the algorithm is to generate feature ranking based on the features degree of 
contribution. Prior works have reported that an ensemble of algorithms can perform 
better compared to single algorithms [163, 269]. Ensemble-based feature selection is 
designed to deal with the problem of small sample size with high dimension. 
Ensemble-based approaches are also one of the approaches used to improve the 
robustness of feature selection algorithms and have been shown to improve the 
robustness and stability of feature selection methods [163, 269]. In this regard, the 
DoC algorithm modifies the ensemble-based approach by integrating multiple 
feature selection algorithms and LAs into a single algorithm. Moreover, the proposed 
DoC algorithm also utilizes a hybrid search technique that combines the wrapper and 
the filter approaches. It has often been discovered that hybrid techniques are capable 
of finding a good solution, even when a single technique is often trapped with an 
incomplete solution [270].  The proposed DoC algorithm will be further described in 
the Proposed Algorithm section.  
The key contributions of this chapter include: (i) introduction of an ensemble-based 
feature selection algorithm to calculate the degree of contribution of the brain sMRI 
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volumetric features to the automated detection of depression at an individual level, 
(ii) design of a systematic experimental study for optimizing the DoC threshold 
value, and for evaluating the proposed algorithm using stability and classification 
accuracy metrics, and (iii) determination of the ranking of the brain sMRI volumetric 
features,  identification of the corresponding degree of contribution and the most 
discriminant brain sMRI volumetric features for detection of depression at an 
individual level using the proposed DoC algorithm. 
5.2 Background and Related Works 
5.2.1 Existing Feature Selection Methods 
Although feature selection has considerable impact on the success or failure of the 
classification process, it is clear that there is still a lack of proper feature selection 
investigation for depression detection at an individual level [19]. In Chapter 2, we 
outlined several generic feature selection algorithms, and also specific algorithms 
applied to neuroimaging.  Among the algorithms are Relief, Information Gain (IG), 
Sequential Forward Selection [175], Sequential Backward Selection [176], Plus-l-
Minus-r [177], Generalized PTA(l-r) [178], Sequential Floating Forward Search, 
Sequential Floating Backward Search [179], and Minimum Redundancy Maximum 
Relevance [219].  The feature selection algorithms employed in depression and 
neuroimaging studies include ANOVA, t-test, RFE [191], PCA, ICA, LICA, Kendal 
tau correlation coefficient, Least Absolute Shrinkage and Selection Operator [207], 
Elastic Net [208] and Partial Least Square [209] algorithms. Several key papers 
reviewing feature selection include Mwangi et al. [181], Saeys et al. [163], Guyon 
and Elisseeff [36]. Saeys et al. [163] and Guyon and Elisseeff [36] list the key 
references for each type of feature selection technique in the bioinformatic domain 
for microarray, mass spectrometry, and coding potential prediction.  
The existing feature selection methods can be categorized into three groups: filter, 
wrapper, and embedded. Filter methods assess the relevance of features by looking 
only at the intrinsic properties of the data. A feature relevance score is calculated, 
and low-scoring features are removed. The filter techniques easily scale to very high-
dimensional datasets, are computationally simple and fast, and do not employ a 
classification algorithm. A disadvantage of the filter methods is that they are 
univariate [163, 166]. Wrapper methods use a machine LA to score feature subsets. 
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Each new subset is used to train a model, which is tested on a hold-out set. Counting 
the number of errors made on that hold-out set gives the score for that subset. As 
wrapper methods need to train a new model for each subset, they are computationally 
intensive, but usually provide the best performing feature set for that particular type 
of model. The space for feature subsets grows exponentially with the number of 
features. Heuristic search methods are used to guide the search for an optimal subset. 
Two common drawbacks of the wrapper methods are their higher risk of overfitting 
compared to filter techniques, and their computational intensiveness [163, 166, 167]. 
Embedded methods are inspired from wrapper approaches thus they are similar to the 
wrapper methods. However, they use a LA to search for an optimal feature subset.  
Comparing the three groups of feature selection methods, the filter methods provide 
a ranking of features, whilst the wrapper and the embedded methods give the best 
subset of features. Due to the stated limitations of the three methods, a hybrid 
method has emerged [167]. A hybrid method can be defined as a combination of two 
different methods to implement feature selection. This method can take advantage of 
filters, wrappers and embedded methods by exploiting their different evaluation 
criteria in different search stages [162]. Furthermore, it has been well discussed in 
various works that there is not a single generic feature selection algorithm, nor the 
likelihood that more than one feature subset discriminates the data equally.  
5.2.2 Ensemble-based Feature Selection Approaches 
Ensemble-based feature selection methods are composed of individual feature 
selection algorithms. These are also known as base algorithms, and are organized in 
a parallel way with their output combined using a combination method that provides 
the final output of the system [271]. Ensemble-based approaches have received a lot 
of attention and can be used to develop new feature selection methods. The 
implementation of an ensemble-based feature selection has been shown to result in 
the selection of the optimal subset or the ranking of features by integrating the output 
of several feature selection algorithms [269, 272, 273].   
Examples of ensemble-based approaches are: averaging over multiple single feature 
subsets, computing the Kolmogorov–Smirnov test in different bootstrap samples to 
assign a probability of being selected to each peak, a number of Bayesian averaging 
approaches and combination of several different filter methods [274], an ensemble-
based wrapper approach to deal with highly imbalanced class distribution data [275] 
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and an ensemble of decision trees (e.g. random forests, random tree) to assess the 
relevance of each feature [271-273, 276-278]. 
Some of the published studies implementing ensemble-based feature selection in 
bioinformatics and biomedical domains include Xu et al. [279] who proposed 
correlation-based feature selection (CFS)using neighborhood MI (NMI) and PSO 
and then combined these into an ensemble technique for cancer detection. Abeel et 
al. [272] applied ensemble-based feature selection techniques using linear SVMs and 
RFE as the feature selection mechanism for the application of cancer diagnosis. 
Saeys et al. [273] implemented a filter (Symmetrical Uncertainty and Relief) and 
embedded (SVM, RFE and Random Forest) feature selection through an ensemble 
approach tested on microarray and mass spectrometry datasets. Tsymbal et al. [278] 
presented an algorithm for building ensembles of simple Bayesian classifiers in 
random subspaces. The ensemble-based algorithms have shown higher accuracies 
than the single Bayesian classifier, or the boosted Bayesian ensemble for 21 medical 
datasets [278].  
5.3 Goals of the Proposed Algorithm Development 
The proposed DoC algorithm is based on the ensemble approach. The ensemble-
based feature selection approaches have emerged as a result of the evidence that 
different feature selection algorithms yield a different set of relevant features and 
provide different accuracy [25]. Most of the published works on ensemble-based 
feature selection relied on a single algorithm, and ensemble was achieved through 
meta-ensembling. Normally, the bagging and boosting algorithms are used. In the 
proposed DoC algorithm, the ensemble is made of multiple feature selection 
algorithms at the FR stage, and multiple LAs at the evaluation stage. The former is 
an attempt to explore the diversity of the base feature ranking algorithms, while the 
latter is an attempt to find the diversity in the classification performance of the 
candidate subsets by using multiple LAs for evaluation. An ensemble of multiple 
feature selection algorithms enables computation of more than one entity of the 
feature set in a single feature selection algorithm. For example, if the IG and OneR 
algorithms are employed, IG measures the information gain of each feature with 
respect to the class, while OneR creates one rule for each feature in the training data, 
and then selects the rule with the smallest error rate. Furthermore, the purpose of 
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combining multiple feature selection algorithms is to utilize the advantages that each 
of the baseline feature selection algorithms offer, and at the same time overcome 
their disadvantages [163]. Thus, the ensemble of multiple feature selection 
algorithms is likely to perform better than a single feature selection algorithm. 
The proposed algorithm also aims to accommodate datasets having class imbalance, 
small sample size, and high dimensional features. The imbalanced dataset and small 
sample size issue normally occurs in biomedical datasets. However, the necessity to 
conduct classification on these datasets arises in many biomedical applications 
especially biological data analysis, disease diagnostics and prognostics, and 
prediction of response for patient assignment in clinical studies [280]. For example, 
in clinical diagnostic tests of uncommon diseases such as Alzheimer’s, positive 
outcomes are infrequent compared to negative outcomes [280]. When the class sizes 
are very different, most standard classification algorithms may favour the majority 
class resulting in poor accuracy in the minority class prediction [280]. Other risks 
related to the performance of feature selection include instability of feature selection, 
imprecision and over fitting [281]. Published studies dealing with the specificities of 
small sample domains are Jain and Zongker [281] and Dernoncourt et al. [282]. The 
employment of a stable and robust feature selection algorithm [163] is suggested 
when dealing with this issue [283-285]. Other recognizable approaches when dealing 
with class imbalance are sampling approaches and algorithmic methods [285, 286]. 
Thus, the vast majority of studies to date are devoted to sampling methods and 
algorithmic methods. Feature selection approaches are less frequently explored but 
have especially become the centre of focus in recent years. A stable and robust 
algorithm can be achieved by means of ensemble-based feature selection approaches 
[269, 272, 273] as proposed in this chapter. 
The proposed DoC algorithm generates a feature DoC score which can be used to 
rank the features. The best feature has the highest DoC, whereas the worst feature 
has the lowest DoC. Also, a feature ranking is obtained by assigning a value from 1 
to N (for N features) to each feature, with the best feature assigned number 1, the 
second-best feature number 2, and so on until the worst feature is assigned N. The 
difference of the proposed DoC compared to the existing ensemble works is the 
phase where the aggregation process takes place. The existing ensemble-based FRs 
conduct the rank aggregations directly after the rankings are generated in order to 
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aggregate different feature rankings into a single model. However, these processes 
suffer from two main shortcomings: (i) the aggregation treats the features 
independently and does not account for their interactions, and (ii) a single feature set 
is returned, however in various applications there may be more than one feature set 
that is potentially redundant with similar information contents. The proposed DoC 
algorithm intends to solve these shortcomings by introducing the DoC analysis stage. 
During this stage, the evaluation results are computed for all candidate subsets 
filtered and aggregated by voting. While in the existing feature selection ensemble, 
the rank aggregation is performed immediately after the ranking lists are generated. 
The proposed algorithm combines the filter method and the wrapper method in the 
search strategy and the evaluation stage. In the proposed algorithm, the feature 
ranking is generated according to its importance. Conducting linear forward selection 
then becomes faster because the search process is guided by prior knowledge on 
important features. The high-ranking features are given more probabilities in the 
subset formation whereas the low ranking features are given fewer chances. This 
could reduce time and computational complexities. As demonstrated by the wrapper 
and the embedded methods, the inclusion of LAs enables the interaction between 
features and results in finding features that give superior performance [162]. 
Similarly, the proposed DoC algorithm also employs LAs. The LAs are used to 
evaluate all the candidate subsets. The stopping criterion is the completion of the 
evaluation of all generated subsets. The drawback of the wrapper method is its use of 
the single LA for every evaluation. This sometimes results in the bias of the selected 
features towards the specific LA used in building the selection model. To avoid 
dependency on a single LA, the proposed DoC algorithm employs multiple LAs 
during its evaluation stage. This is to ensure that the obtained results are not biased 
towards one LA only. 
To effectively search for features with maximum importance and minimum 
similarity, the interaction between features must be considered. However, the 
available feature ranking algorithms use a simple scoring computation which makes 
them computationally affordable but this does not account for the interaction 
between features [36, 287]. Hence, the proposed DoC algorithm integrates the 
approaches of the feature ranking techniques, the filter techniques, and the wrapper 
techniques in a single algorithm. The computational complexity of the algorithm 
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tends to be between that of the filter and the wrapper methods because the number of 
subsets to be evaluated is smaller than the number of subsets for a wrapper. 
The proposed algorithm also addresses two important requirements of an automated 
detection system: feature selection stability and classification accuracy [288, 289]. 
Domain experts are not interested in a method that yields very robust feature sets, but 
returns a badly performing model [273]. The stability, sometimes called robustness, 
is the insensitivity of the feature selection algorithm which results in the variations in 
the training set [269, 272, 273]. Although the stability is very significant, it has been 
an under researched issue in the evaluation of feature selection algorithms.  Many 
early works in developing feature selection algorithms were concerned with the 
classification accuracy without assessing the stability of the selection. It was 
observable that a different subset of features was selected when there were variants 
to the training data, although most of these feature subsets were as good as each 
other in terms of classification performance. Such instability or variability in ranking 
or feature subsets (biomarker) is not favourable especially for the selection of a 
biomarker for medical applications. A systematic experimental evaluation was 
designed and implemented to determine the stability performances as well as the 
classification accuracy performances of the proposed feature selection algorithm and 
its competing algorithms. The stability performance and the classification 
performance of the proposed algorithm should be comparable or should outperform 
the existing feature selection algorithms. 
5.4 The Proposed Degree of Contribution (DoC) 
Algorithm 
This section describes the proposed feature selection algorithm for use in the 
depression detection system. The proposed algorithm is specifically trained and 
tested on the employed depression sMRI dataset. Using an ensemble-based approach, 
this algorithm is called DoC. A key aspect of this algorithm is the calculation of the 
degree of contribution of brain sMRI volumetric features in the detection of 
depression. The DoC is the score of feature importance, and produces the feature 
ranking.  
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5.4.1 The DoC Algorithm 
The architecture of the proposed ensemble-based FS DoC algorithm is shown in 
Figure 5.1 and the pseudo-code of the proposed DoC algorithm is detailed in Figure 
5.2. The proposed DoC algorithm involves four stages: feature ranking, subset 
generation, subset evaluation, and DoC analysis. These stages are described in the 
following notes.  
 
Figure 5.1 Architecture of the proposed DoC algorithm  
Algorithm The Proposed DoC 
Input Matrix of training data with S subject and n features (F) 
FRA feature ranking algorithm (i.e.,SVM, IG, ReliefF and etc) 
            LA learning algorithms (i.e.,Random Forest, Random Tree, SVM and etc) 
Float T specifying threshold value 
Output DoC Score          
1. //feature ranking 
2. n=number of features, F = features, i=number of FRA 
3. for each FRA(i) 
4.   { 
5.       for each extracted F(n) 
6.       { 
7.        Compute the feature ranking; 
8.        Ranking results R; 
9.        }    
10.  RÎFRA(i) 
11.   } 
12. //subset generation 
13. for each (FRA) 
14.   { 
15.       for (j=1; j < n, j++) 
16.       { 
17.        Top (j) = n (1:j) 
18.        } 
19.    } 
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20. //subset evaluation 
21. k= number of LA 
22. for each LA (k) 
23.   { 
24.        for each generated subset 
25.       {   
26.        Do 10-fold 1 seed CV classification 
27.        Obtain Evaluation Accuracy Data (Acc)=classification accuracy 
28.       } 
29.   Evaluation Accuracy Data (Acc) ÎLA(k) 
30.   } 
31. // DoC analysis 
32.  { 
33.   Merge all evaluation accuracy data (Acc) into a single list 
34. //Filter subsets using an Acc_Thresh 
35.       Acc_Thresh=Max_Acc × T (0<T<1) 
36.       If ( Subset Acc≥ Acc_Thresh) 
37.            Select Subsets 
38.       Else  
39.            Discard Subsets 
40.      Compute voting score received by each features (fFn) 
41.      Compute the total voting score (Tf) = Sum the voting score of all features 
42. //Compute DoC score  
43.  for loop (n) each features  
44.      { 
45.       360u 
f
F
F T
f
DoC n
n
 
46.       } 
47.   } 
48. End 
Figure 5.2 Pseudo-code of the proposed DoC algorithm  
In the feature ranking stage (line 1 – line 11), all features of the class label 0 and 1 
(for healthy and depressed subjects) are placed into a matrix format with F 
representing the feature and S representing the subject. Next, multiple feature 
selection algorithms are individually applied to the features matrix. As a result, 
multiple feature rankings are generated.  
In the subset generation stage (line 12 – line 19), the ranked features are used to form 
several individual feature subsets. The first subset is formed by selecting the top one 
feature from the ranked features. The next subset is formed by selecting the first two 
top features. This process is repeated until the top (n-1) features are used to form a 
subset. Figure 5.3 illustrates this procedure when S=100 and F=10. 
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In the subset evaluation stage (line 20 – line 30), subset evaluation is performed by 
using multiple LAs. On each subset, a cross validation strategy with 10 folds and 1 
seed is performed using each of the LAs. The classification accuracy is adopted as an 
evaluation criterion. The evaluation is repeated and only reaches the stopping point 
when all generated subsets are evaluated. All evaluation accuracy data are stored for 
the DoC analysis stage. Figure 5.4 illustrates an example of the subset evaluation of a 
feature ranking algorithm using multiple LAs. 
In the DoC analysis stage (line 31 – line 46), the evaluation accuracy data is 
aggregated and the DoC scores are calculated for individual features. First, the 
evaluation accuracy values of different subsets, assessed by all classifiers, are 
merged into a single list (line 33). Then, the subsets are filtered using an accuracy 
threshold (Acc_Thresh) (line 35-39). The accuracy threshold score (Acc_Thresh) is 
calculated based on the maximum accuracy achieved on overall evaluation results 
multiplied by a pre-specified threshold (T) value, where Acc_Thresh = Max_Acc ൈ T 
(0<T<1). T can then be defined in a way to control the number of subsets being 
included in the final stage. T may be adjusted according to the problem at hand. If at 
least one accuracy result of a subset meets or exceeds Acc_Thresh, the subset is then 
selected for the next step. Otherwise, the subset is discarded. Voting score received 
by each of the n features ( ி݂೙) is determined by counting the number of times the 
feature appears in the selected subsets (line 40). Then, a total vote of all features (Tf) 
is calculated by summing the voting score of the features (line 41). Figure 5.5 
illustrates the aggregation process by the majority voting rule. Next, a DoC score is 
calculated (line 43-46) for each feature as follows:  
ܦ݋ܥி೙ ൌ
௙ಷ೙
்௙ ൈ ͵͸Ͳሺ݊ ൌ ͳǡǥ ǡ ͶͶሻ       (5.1) 
where ி݂೙ is the voting score obtained for feature n and ݂ܶ is the total voting score 
across all of the features. The DoC score is normalized to a 360-degree 
representation to provide a clearer separation between the FR values. The DoC score 
is a degree of contribution score for a feature represented in degrees, and if the 
feature appears towards the top of the DOC list, this indicates that the feature has 
greater importance.  
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Figure 5.3 Matrix form, feature ranking and subset generation 
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Figure 5.4 Example of subset evaluation for the single feature ranking algorithm 
 
 
Figure 5.5 Aggregation process by the majority voting rule 
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5.4.2 Dataset 
We employed the Multisite Imaging Research In the Analysis of Depression 
(MIRIAD) dataset for construction and evaluation of the DoC algorithm. This dataset 
was developed by the Neuropsychiatric Imaging Research Laboratory at Duke 
University [222]. A total of 115 sMRI brain scans involving 88 healthy controls and 
27 depressed subjects were retained for inclusion in this study. The depressed 
subjects were aged 60 or older with a diagnosis of nonpsychotic Major Depressive 
Disorder and a Center for Epidemiologic Studies-Depression Scale. They were 
recruited from clinical referrals. The control subjects were age-matched community 
volunteers. They had no self-report of depressive illness, and no evidence of 
depression based on the Diagnostic Interview Schedule.  The process of selecting the 
subjects was previously reported in detail in Chapter 4, and by published works 
reporting the implementation of this dataset [61, 94, 95, 98, 116, 135-146, 223-230]. 
A total of 115 brain scans involving 88 healthy controls and 27 depressed subjects 
were selected from this dataset for this work. From the sMRI data, various regions of 
the brain were extracted and their volume computed. These forty-four volumetric 
features were extracted from various brain ROIs. The detail of the volumetric 
features was given in Chapter 4, Section 4.3. Next, multiple feature selection 
algorithms are individually applied to the features matrix, and as a result, multiple 
feature rankings are generated.  
5.4.3 Employed Baseline Algorithms 
In this work, four different popular feature rankings are chosen as the baseline 
algorithms for developing the ensemble-based version. These algorithms vary in 
their statistical measurement and representation to diversify the errors of the learned 
models. The algorithms are OneR, SVM, IG and ReliefF. Our prior published results 
validate that IG can achieve very good results and is regarded as one of the most 
effective feature selection methods [290]. Each of the selected algorithms generates a 
feature ranking according to the ranker search method. The ranker search algorithm 
is an extension of the standard forward selection/best first method that allows for 
either a fixed set (i.e., select no more than n features) or a fixed width (only consider 
adding a feature from the top n ranked features to the current subset at each step) 
approach to be used. Both these options result in a faster search than standard 
forward selection (they give similar and sometimes better results due to less over 
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fitting) [291, 292]. The baseline algorithms put more emphasis on one of these 
aspects compared to the others [34, 38]. 
OneR 
The OneR algorithm creates one rule for each attribute in the training data, then 
selects the rule with the smallest error rate as its ‘one rule’[293].  To create a rule for 
an attribute, the most frequent class for each feature value must be determined. The 
most frequent class is simply the class that appears most often for that attribute 
value. Finally, it chooses the attribute that offers rules with minimum error and 
constructs the final decision tree. The pseudocode of OneR is shown in Figure 5.6. 
Algorithm OneR 
1 Input: A attribute 
2 For each attribute A,  
3   For each value VA of A, make a rule as follows:  
4     count how often each class appears   
5    find the most frequent class Cf 
6     create a rule when A=VA; class attribute value = Cf 
7            End For-Each  
8           Calculate the error rate of all rules  
9       End For-Each  
10 Choose the rule with the smallest error rate 
Figure 5.6 OneR algorithm 
 
Support Vector Machine 
This method evaluates the worthiness of an attribute by using a SVM classifier [191]. 
The weights of the decision function are a function only of a small subset of the 
training examples called “support vectors”. They are the examples that are closest to 
the decision boundary and lie on the margin. The existence of such support vectors is 
at the origin of the computational properties of SVM and its competitive 
classification performance. …..The pseudo-code of SVM algorithm is shown in 
Figure 5.7. 
Algorithm Support Vector Machine 
Inputs: y: array of {+1, -1}: class of the i-th instance,Q: Q[i][j] = y[i]*y[j]*K[i][j];  
          K: kernel matrix, len: number of instances 
1 // parameters 
2 eps = 1e-3 // stopping tolerance 
3 tau = 1e-12 
4 // main routine 
5 initialize alpha array A to all zero 
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6 initialize gradient array G to all -1 
7 while (1) { 
8 (i,j) = selectB() 
9 if (j == -1) 
10 break 
11 // working set is (i,j) 
12 a = Q[i][i]+Q[j][j]-2*y[i]*y[j]*Q[i][j] 
13  if (a <= 0) 
14   a = tau 
15   b = -y[i]*G[i]+y[j]*G[j] 
16 // update alpha 
17 oldAi = A[i], oldAj = A[j] 
18 A[i] += y[i]*b/a 
19 A[j] -= y[j]*b/a 
20 // project alpha back to the feasible region 
21 sum = y[i]*oldAi+y[j]*oldAj 
22     if A[i] >= C 
23           if A[i] <= 0 
24 A[j] = y[j]*(sum-y[i]*A[i]) 
25 if A[j] >= C 
26 if A[j] <= 0 
27 A[i] = y[i]*(sum-y[j]*A[j]) 
28 // update gradient 
29 deltaAi = A[i] - oldAi, deltaAj = A[j] - oldAj 
30  for t = 1 to len 
31 G[t] += Q[t][i]*deltaAi+Q[t][j]*deltaAj 
32 } 
Figure 5.7 SVM algorithm [294] 
 
Information Gain 
IG evaluates the worth of an attribute by measuring the information gain with respect 
to the class. The information gain is equal to the total entropy of an attribute if each 
attribute value is a unique classification that can be designed for the result attribute. 
The pseudo-code of IG algorithm is shown in Figure 5.8. 
Algorithm Information Gain 
Input: examples, attribute, entropyOfSet 
Output: gain 
1        infoGain () 
2       gain = entropyOfSet 
3       for value in attributeValues(examples, attribute): 
4                    sub = subset(examples, attribute, value) 
5               gain =  (number in sub)/(total number of examples) * entropy(sub) 
6       return gain  
Figure 5.8 Info gain algorithm  
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ReliefF 
ReliefF evaluates the worth of an attribute by repeatedly sampling an instance and 
considering the value of the given attribute for the nearest instance of the same and 
different class [295]. It can operate on both discrete and continuous class data. The 
pseudo-code of ReliefF algorithm is shown in Figure 5.9. 
Algorithm ReliefF 
Input: for each training instance a vector of attribute values and the class value 
Output: the vector W of estimations of the qualities of attributes 
1 set all weights W[A] := 0:0; 
2 for i := 1 to m do begin 
3  randomly select an instance Ri; 
4  find nearest hit H and nearest miss M; 
5 for A := 1 to a do 
6  W[A] := W[A]¡diff(A;Ri;H)=m+diff(A;Ri;M)=m; 
7 end; 
Figure 5.9 ReliefF algorithm 
5.4.4 Performance Metrics 
Stability Measure 
The stability of a feature selection algorithm is determined by evaluating the stability 
of its generated feature rankings and feature subsets.  
To measure similarity between two rankings r and r’, we use Spearman’s rank 
correlation coefficient [296]: 
ܵ௣ሺݎǡ ݎᇱሻ ൌ ͳ െ ͸σ ሺ௥೔ି௥
ᇲ೔ሻ
௠ሺ௠మିଵሻᇲ௜
ଶ
  (5.2) 
where ݎ௜ and ݎᇱ௜ are the ranks of feature  ݅ in rankings ݎ and ݎᇱ, respectively. The 
possible range of values is between -1 to 1. A value of 1 indicates that the two 
rankings are identical, a value of 0 indicates that there is no correlation between the 
two ranks, and a value of -1 indicates that they have exactly inverse orders.  
To measure similarity between two subsets of features, we use the Jaccard index  
between two sets. The Jaccard index, also known as the Jaccard similarity 
coefficient, is the size of the intersection of the sets (i.e. set A and B) divided by the 
size of the union of the sets [273]: 
             ܬܥܫሺܣǡ ܤሻ ൌ ȁ஺ת஻ȁȁ஺׫஻ȁ     (5.3) 
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where ܣ and ܤ are the sets of feature. The possible range of values is between 0 and 
1. A value of 1 indicates that the two subsets are identical, and a value of 0 indicates 
that there is no overlap between the two sets. 
Classification Performances 
The classification performances of the feature selection algorithms are characterized 
using the accuracy of the classification. Accuracy is the probability that a diagnostic 
test is correctly performed or the number of samples correctly classified. The 
accuracy of the classification process is defined as the portion of true positives and 
true negatives: 
ܣܿܿݑݎܽܿݕሺܣܿܿሻ ൌ ்௉ା்ே்௉ା்ேାி௉ାிே    (5.4) 
where TP (True Positives) are correctly classified positive cases, TN (True 
Negatives) are correctly classified negative cases, FP (False Positives) are 
incorrectly classified negative cases and FN (False Negatives) are incorrectly 
classified positive cases. 
5.4.5 Optimum Threshold (T) for the DoC Algorithm 
To determine the optimum threshold value for implementing the DoC algorithm on 
the employed depression dataset, an internal stability measure is performed. A 10-
folds CV is employed where each fold generates one feature ranking, thus all 
together there are 10 different feature rankings generated by the DoC. The ten feature 
rankings for each T value are compared against one another in pairs using the 
Spearman rank correlation coefficient (Sp). Finally, the average of the Sp score is 
calculated. This procedure is executed for a few T values: 0.90, 0.91, 0.92, 0.93, 
0.94, 0.95, 0.96, 0.97, 0.98 and 0.99. This range of T was chosen because our 
preliminary result demonstrated that a reasonably high T (near to a maximum 
accuracy of ±10%) creates better feature ranking separability.  A dynamic threshold 
is used in the proposed algorithm because it can acquire the maximum accuracy 
score achieved in an evaluation execution for Acc_Thresh determination.  
5.4.6  Stability Performance 
To assess the stability of the feature selection methods, we focus on assessing the 
stability of feature rankings and feature subsets. Domain experts frequently use these 
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two feature selection criteria. Stability of feature rankings and feature subsets are 
estimated on the depression dataset in various sample settings. 
First, to evaluate stability with respect to a small perturbation of the training set, we 
randomly subsample the dataset into two sets with 80% overlap of sample sets. The 
random sampling of subsets is repeated 10 times on each dataset, and the stability 
values are averaged over all samples. This 80% of sample overlap is referred to as 
the soft-perturbation setting [297, 298].  
Second, to assess stability with respect to strong perturbation within a dataset, we 
repeat the same procedure but this time with no overlap between two subsets of 
samples. In our case, we can only sample a subset of size S/2 (where S is the number 
of samples in a dataset) to ensure they have no overlap. Again, we measure the 
overlap between the feature ranking and feature subsets estimated by the different 
feature selection algorithms on training sets with no sample in common. This 
procedure is called the hard-pertubation setting [297, 298].  
Two sets of a soft-perturbation setting and two sets of a hard-perturbation setting go 
through the feature ranking process. Forty-four features and the corresponding 
number of brain scans are presented to each of the baseline algorithms (OneR, IG, 
ReliefF and SVM) and the proposed DoC. Five feature rankings are generated for 
each of the sample’s setting. To compare feature rankings of a similar sample setting, 
the Spearman rank correlation coefficient is used, while for feature subsets the 
Jaccard index is used. The latter is analysed for different subset sizes: top 1, top 5 
and top 15 best features of the rankings are generated.  
5.4.7 Classification  
The class values are assigned as binary (0, 1) values: 0 represents healthy subjects, 
and 1 represents depressed subjects. S is the number of selected subjects. A full 
dataset (S=115 subjects) is used, with each of the subjects presented by forty-four 
volumetric features. 
From the dataset, a data matrix is constructed. Figure 5.10 illustrates the formed 
matrix with F as the feature and i represents the image with S=115. 
This data matrix is presented to each of the four baseline feature selection algorithms 
and the proposed DoC algorithm. Eventually, five feature rankings are generated. 
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These feature rankings are based on average CV with 10 folds and 1 seed. The 
resulting feature rankings are organised from highest to lowest (1 to 44) for the five 
algorithms. 
 
Figure 5.10 Feature matrix 
Three subsets are created using Top 5, Top 10 and Top 15 from each of the 
generated feature rankings. Then, classification performance evaluations are 
performed on these subsets. Each subset is first divided into training and testing sets. 
70% of the data is used to form the training set, and the other 30% is used to form the 
test set. An initial arrangement of the instances is performed to ensure there is a 
balanced number of class in each sample. During the training and testing, order 
preserved is selected.  
Seven classifiers are trained and tested. These are Random Forest (RF), Linear SVM, 
SVM with Radial Basis Function (SVM RBF), Random tree (RT), AdaBoost, Naïve 
Bayes (NB) and K-Nearest Neighbourhood (KNN). The parameters for each 
classification algorithm are fine-tuned through trial and error. The parameters that 
generate the best classification accuracy are selected. The accuracies of the 
classification are finally recorded.  
5.5  Experimental Results and Discussions 
Four experiments are designed and conducted. Experiment I is conducted to find the 
optimum threshold value for implementing the DoC algorithm. Experiment II is 
performed to assess the stability of the feature selection algorithms. Experiment III is 
performed to evaluate the classification performances of the feature selection 
algorithms. Experiment IV is conducted to examine the ranking of the forty-four 
volumetric features, and to determine the most discriminant features using the 
proposed DoC score. We have employed the implementation of the existing feature 
selection algorithms and classifiers from the open source WEKA library [291].   
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5.5.1 Experiment I: Optimum Threshold (T) for the proposed DoC 
Algorithm 
An internal stability of features ranking evaluation was conducted to determine the 
optimum T value. The Sp results for each T value are plotted in the graph displayed 
in Figure 5.11. The Sp values were calculated for five sample sets. These are two sets 
of a soft-perturbation sample, two sets of a hard-perturbation sample, and a full set. 
A high Sp value indicates that the proposed DoC algorithm always gives consistent 
ranking for the selected T.  
 
Figure 5.11 Stability of ranking (Sp) for the different DoC threshold (T) setting 
From the plotted data, it can be seen that T = 0.90 scored the highest Sp regardless of 
the sample sets setting. While for a higher T, the Sp scores were only comparable 
with each other. Thus, the proposed DoC algorithm is compared to other feature 
selection algorithms with T set to 0.90, DoC (T = 0.90) for the remaining 
experiments. 
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5.5.2 Experiment II: Stability of Feature Selection 
To determine the stability of feature selection algorithms, the strategy explained in 
Subsection 5.4.6 was implemented with 10-fold CV. Stratified CV was implemented 
where samples were divided into 10 subsamples of size (each subsample contains 
90% of the data). This percentage was selected because the sample dataset employed 
in this study was small, thus we cannot discard too much data when building models. 
Each feature selection algorithm was run on each subsample, and the results were 
averaged over all pairwise comparisons. Table 5.1 summarizes the results of the 
stability analysis across the different subsamples by pairwise. For each feature 
selection algorithm, the Spearman Rank Correlation coefficient (Sp) and Jaccard 
Index (JCI) on the subset of Top 5 (JCI5), Top 10 (JCI10) and Top 15 (JCI15) are 
shown.  
Table 5.1 Robustness of the different feature selection algorithms across the soft and 
hard data perturbation settings. Spearman Rank Correlation coefficient, Jaccard Index 
on the subset of Top 1, Top 5 and Top 10 features are denoted respectively by Sp, 
JCI5, JCI10 and JCI15. 
Sample 
Perturbation 
  IG SVM ReliefF OneR 
DoC 
(T=0.90) 
Hard-Perturbation 
0% Overlap 
Sp 1.00 0.26 0.41 0.65 0.99 
JCI5 1.00 0.00 0.33 0.00 1.00 
JCI10 1.00 0.11 0.36 0.12 1.00 
JCI15 1.00 0.33 0.25 0.15 0.88 
Soft-Perturbation 
80% Overlap 
Sp 1.00 0.75 0.96 0.37 0.99 
JCI5 1.00 1.00 1.00 0.29 1.00 
JCI10 1.00 0.89 1.00 0.21 1.00 
JCI15 1.00 0.47 0.76 0.36 1.00 
 
From the results, in general, it can be observed that the differences in stability are 
dependent on the sample sets and the algorithms. Comparing the proposed DoC 
algorithm against other feature selection algorithms, the DoC algorithm had high 
stability outperforming the SVM, ReliefF and OneR, and was comparable with IG, 
except it was slightly lower than IG for Sp (soft and hard- perturbation) and JCI15 
(hard-perturbation).  
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For a hard-perturbation sample, IG achieved the highest Sp score. This was followed 
by the proposed DoC with Sp=0.99. The lowest Sp score was attained by SVM. IG 
and DoC scored perfect 1.00 for JCI5 and JCI10. These showed that the features in 
the Top 5 and Top 10 subsets are consistent between pairs. SVM and OneR scored 
JCI5=0. This implied that none of the features were similar between subsets. SVM 
and OneR also scored the lowest for JCI10. At JCI15, IG scored 1.00 meaning the 
same features were selected between subsets, followed by DoC which was slightly 
lower with JCI15=0.88. OneR was the lowest in stability for JCI15 with a score of 
only 0.15, while ReliefF was the second lowest with JCI15=0.25.  
For a soft-perturbation setting, IG was the most stable for Sp followed by the 
proposed DoC with Sp=0.99. ReliefF and SVM improved in stability compared to a 
hard-perturbation setting with a Sp score of 0.96 and 0.75 respectively. For JCI5, all 
algorithms excluding OneR were very stable with JCI5=1.00. At JCI10, IG, DoC and 
ReliefF continued in a consistent and stable manner in features selected between the 
sample sets. However, the SVM score dropped to 0.89 at this stage. At JCI15, the 
stability of SVM and ReliefF were significantly reduced while OneR slightly 
increased. DoC and IG remained very stable with JCI15=1.00, meaning similar 
features were selected between sets. 
Overall, it can be seen that the proposed DoC algorithm is very stable and robust in 
terms of feature ranking and feature subset selection. It outperformed SVM, ReliefF 
and OneR, whilst comparable with IG for five out of eight assessments. It is worth 
comparing the proposed DoC algorithm against the other algorithms in terms of the 
classification performances, which will be presented next.  
5.5.3 Experiment III: Classification Performance  
The stability measure is only insufficient to evaluate the real potential of the feature 
selection algorithms. Feature selection needs to be combined with the classification 
model in order to get an estimation of the classification performance of feature 
selection. Thus, the classification accuracy performances were also adopted. In this 
experiment, the classification performance of DoC was compared against those of 
four existing feature selection algorithms.  
The classification performances were assessed using several training and test split 
setting: 10/90, 30/70, 50/50, 70/30 and 90/10. A classifier was built using the Top 5, 
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Top 10 and Top 15 subsets returned by the feature selection algorithms. These 
feature numbers were selected because it has been observed in biomedical domains 
that only a small number of features were relevant [273]. The best classification 
accuracy results across classifiers are summarized in Table 5.2. The best and the 
worst average accuracy results for each feature selection algorithm are highlighted in 
bold and italic letters, respectively. In addition, the average classification accuracy of 
each feature selection algorithm over all training/test splits is shown in the row called 
Average. The best overall result over all feature subsets and training/test splits are 
marked with an asterisk. The worst overall results over all feature subsets and 
training/test splits are underlined.     
Name of the classifiers are not included in the table results. The reason for this is to 
provide a fair evaluation for every subset formed by different feature selection 
algorithms. The main interest of this evaluation is to acquire the best accuracy score 
the subsets can achieve using any of the classifiers. It was always known that 
different feature selection algorithms will perform differently depending on which 
classifiers are used.  
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Table 5.2 Classification performances (% Accuracy) of the Top 5, Top 10 and Top 15 subsets for IG, OneR, SVM, ReliefF and DoC at various training 
and test splits 
 
  Training/Test (%) IG OneR SVM ReliefF DoC 
Top 5 
10/90 76.92 78.85 76.92 77.88 76.92 
30/70 76.54 76.54 76.54 76.54 76.54 
50/50 75.86 79.31 75.86 75.86 77.59 
70/30 80.00 82.86 80.00 77.14 80.00 
90/10 75.00 75.00 75.00 75.00 *83.33
  Average 76.87 78.51 76.87 76.49 78.88 
Top 10 
10/90 78.85 77.88 77.88 78.85 76.92 
30/70 76.54 76.54 76.54 76.54 76.54 
50/50 75.86 77.59 75.86 75.86 75.86 
70/30 77.14 77.14 82.86 77.14 77.14 
90/10 75.00 75.00 83.33 75.00 *91.67
  Average 76.68 76.83 79.30 76.68 79.63 
Top 15 
10/90 76.92 77.88 76.92 76.92 76.92 
30/70 76.54 76.54 76.54 76.54 76.54 
50/50 75.86 75.86 75.86 75.86 75.86 
70/30 77.14 77.14 77.14 80.00 77.14 
90/10 83.33 75.00 83.33 75.00 *91.67
  Average 77.96 76.49 77.96 76.87 79.63 
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For the Top 5 subsets, it was observed that the proposed DoC algorithm achieved the 
highest accuracy compared to other algorithms across all splits with a score of 
83.33% (at 90/10 split). The accuracy score for other splits was comparable or at 
least the second highest score for each split was. For example, at the 70/30 split, 
OneR achieved the highest score of 82.86%, while DoC scored second highest with 
an accuracy of 80.00%. Meanwhile, at the 30/70 split, the DoC score was equal to 
the other algorithms. At the 50/50 split, OneR achieved the highest score of 79.31%, 
while DoC scored second highest with an accuracy of 77.59% and the rest scored 
75.86%. The worst accuracy for the Top 5 subset was 75.00%, which was attained by 
IG, OneR, SVM and ReliefF at the 90/10 split. 
For the Top 10 subsets, it was also observed that the proposed DoC algorithm 
achieved the highest accuracy compared to other algorithms across all splits with a 
score of 91.67% (at 90/10 split), while the accuracy score for other splits was 
comparable or slightly lower than the highest score. For example, at the 10/90 split, 
the highest score was 78.85 for ReliefF and IG, while DoC scored 76.92%. 
Meanwhile, at the 30/70 split, the accuracy score for DoC was equal to the other 
algorithms. The worst accuracy for the Top 10 subset was also 75.00%, which was 
achieved by IG, OneR, and ReliefF. 
For the Top 15 subsets, it was seen that DoC outperformed the other algorithms for 3 
out of 5 splits, and the highest accuracy across all splits was also achieved by DoC 
with a score of 91.67% (at 90/10 split). The score for 10/90 and 70/30 were the 
second highest and the score for 30/70 was similar to other algorithms. In detail, at 
the 10/90 split, the highest score was 77.88% by OneR, while DoC scored 76.92% 
slightly below it. The worst accuracy of the Top 15 subsets were recorded by OneR 
and ReliefF, with an accuracy of 75.00%. 
By averaging the accuracy results across all different splits, it can be seen that the 
proposed DoC algorithm outperforms all of the other four algorithms for all subsets 
(Top 5, Top 10 and Top 15) with scores of 78.88%, 79.63% and 79.63%, 
respectively. ReliefF scored the lowest average for the Top 5 subset with an average 
of 76.49%. IG and ReliefF scored the lowest average for the Top 10 subset with both 
of their averages being 76.68%. OneR scored the lowest average for the Top 15 
subset with an average of 76.49%. SVM was the second best feature selection with a 
score of 79.30% using the Top 10 features subset. The scores achieved (79.63%) by 
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DoC at Top 10 and Top 15 subsets were the best overall average classification 
accuracy results, whilst ReliefF (Top 5 subset) and OneR (Top 15 subset) were the 
worst overall average classification results with an accuracy of 76.49%. 
5.5.4 Experiment IV: Features Ranking and Corresponding Degree 
of Contribution using the Proposed DoC Algorithm 
The features ranking number, feature names, and the corresponding DoC score for 
each feature at the specified threshold (T=0.90) is shown in Table 5.3. From the 
table, it can be seen that the top contributor is the lnonlgm feature followed by the 
ltotgm feature. The third and fourth top contributor had an equal DoC score of 15.34 
degrees (°). The rputamn feature had the lowest DoC score of 1.57° only. This is 
followed by lgmltc and rtotles as the second and third lowest DoC scores, 2.03° and 
2.35° respectively. The first, second and highest contributors have a double DoC 
score value compared to features fifteen (lgmles) and sixteen (cerebrm). In our 
preliminary work, we noticed the DoC scores of each feature were dependent on the 
threshold selection. If the Acc_threshold value was tightened, some features had a 
zero DoC score. This meant that only a certain number of features were important. 
Table 5.3 Ranking of features using DoC score 
Features 
Ranking Feature Name 
DoC 
(°) 
1 lnonlgm 19.41 
2 ltotgm 19.25 
3 nonlgm 15.34 
4 lhemis 15.34 
5 lnvcsf 15.03 
6 totgm 13.93 
7 lvent 12.52 
8 nvcsf 12.37 
9 ltotwm 11.74 
10 gmles 11.27 
11 totcsf 11.27 
12 totvent 11.11 
13 wholebr 10.80 
14 ltotcsf 10.02 
15 lgmles 9.86 
16 cerebrm 9.86 
17 nonlwm 9.70 
18 totwm 9.39 
19 lnonlwm 8.77 
20 ltotles 7.67 
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21 tothippoc 7.67 
22 wmles 7.36 
23 rhippoc 7.20 
24 totles 7.04 
25 lwmles 7.04 
26 rtotgm 7.04 
27 rhemis 6.89 
28 rnonlgm 6.57 
29 rnonlwm 5.17 
30 rtotwm 5.01 
31 lputamn 5.01 
32 rnvcsf 4.54 
33 rvent 4.54 
34 rtotcsf 4.23 
35 rgmles 3.91 
36 lhippoc 3.91 
37 lgmtc 3.76 
38 rgmltc 3.76 
39 totputamn 3.29 
40 rwmles 2.97 
41 rgmtc 2.50 
42 rtotles 2.35 
43 lgmltc 2.03 
44 rputamn 1.57 
 
Figure 5.12 shows the graph of the total DoC scores for the left, right, and whole 
brain calculated from the DoC scores of the associated features reported in Table 5.3. 
It can be seen that the volumetric features from the left-brain region are the dominant 
contributors for depression detection. The volumetric features associated with the 
whole brain region are the second important contributors. Finally, the volumetric 
features associated with the right-brain region have the lowest contributions toward 
depression detection. 
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The Top 1, 2, 4, 5, 7 and 9 features in the ranking list are from left-brain regions with 
a DoC score between 11.74 and 19.41. These features are: lnonlgm, ltotgm, lhemis, 
lnvcsf, lvent and ltotwm. The finding in this study is consistent with the findings 
reported in the literature associating structural alterations of the left-brain region to 
depression. Published studies have reported that depression can affect the structure of 
the left brain region especially the left GM, left hemisphere, and left CSF [19]. 
Furthermore, our finding also supports published research associating other features 
such as total GM volume to depression [19]. 
5.6  Discussions 
The ensemble-based approach offers an advisable framework [163] especially when 
dealing with small sample domains provided that the extra computational resources 
are affordable. Although employing an ensemble-based approach does require 
additional computational resources, it does report stable performances. Stability and 
robustness in feature selection algorithms are another important characteristic of 
feature selection algorithms [298]. As the number of observations is small, the 
feature selection process tends to be unstable. For example, it is common for two 
feature subsets not to overlap even though they might be obtained from different 
datasets and deal with the same classification problem [282]. Although it is a crucial 
problem, limited research has been done on the stability of feature selection [282, 
298].  Early studies on the stability only focused on empirical evaluation of the 
stability of the feature selection algorithm and stability measures [269, 299]. There 
 
Figure 5.12 Total DoC score for different brain regions 
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are also published works that demonstrate the relationship between the stability and 
classification accuracy performance of feature selection (i.e., Warren [300], 
Dernoncourt et al. [282] , Kalaousis et al. [296] and Kuncheva [299] ). In our study, 
we emphasized on both the stability and accuracy of the feature selection algorithm.   
From Experiment II, the proposed DoC algorithm significantly outperformed 3 out of 
the 4 baseline algorithms in terms of stability and was very comparable to IG. IG 
marginally outperformed DoC for the Sp and JCI15 (hard-perturbation) score by 0.01 
and 0.12 only. Nevertheless, DoC outperformed IG at the classification accuracy 
evaluation. While OneR scored slightly higher accuracy than DoC, OneR was not a 
favourable algorithm for the application at hand as could be seen from its stability 
performance. Furthermore, although it can be seen that OneR outperformed the other 
algorithms using the Top 5 subset, the instability of the Top 5 subset generated by 
OneR, as seen on Table 5.1 (JCI5=0.00), makes it really hard to judge the real 
potential of OneR. JCI5=0.00 means there were no similar features between the two 
subsets that were selected by OneR. This indicated that feature rankings or subsets 
generated using OneR would be significantly inconsistent for every execution. 
Examining the stability evaluation with a different sample perturbation leads to very 
different understandings. The evaluation suggested that high stability obtained by 
most of the algorithms in the soft-perturbation setting was mainly due to the overlap 
in samples. However, SVM, OneR and ReliefF were very unstable when evaluated 
using the hard-perturbation setting. The hard-perturbation settings are recommended 
in order to determine the real stability of an algorithm [297]. For example, SVM and 
ReliefF were the first and second most unstable algorithms in the hard-perturbation 
setting but clearly benefited from an increase of similarity in the sample sets. These 
algorithms showed significant Sp improvement when the samples’ overlap 
percentage increased. 
From Experiment III, it can be observed that the DoC algorithm performed better 
than the four existing feature ranking algorithms. DoC achieved the highest accuracy 
of 91.67% when the T=0.90 used the Top 15 subsets. The best classification 
accuracy achieved by existing feature selection algorithms was only 85.29% using 
SVM and IG. Thereby, the DoC algorithm managed to improve the classification 
accuracy more than 6% compared to the best result of the four existing feature 
selection algorithms.  
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It can be seen that for the small training set (10/90 and 30/70), the algorithms showed 
comparable performance ranging from 76.54 to 78.85%. For the 50/50 split, the 
OneR algorithm showed quite an outstanding score compared to the rest. For 70/30 
and 90/10 splits, OneR, SVM, ReliefF and the proposed DoC algorithm managed to 
score the maximum in either one of their feature subsets. IG scored moderately for 
all the split as well as for different feature subsets.  
It was also observed that all of the algorithms achieved their individual highest 
accuracy score with larger training samples (70% to 90%), whilst the accuracy score 
was moderate when training with fewer samples. DoC achieved the highest score of 
91.67% using Top 10 and Top 15 at 90/10 split. The highest score achieved by IG 
was 83.33% using the Top 15 feature subsets at the 90/10 split. SVM achieved the 
highest score of 83.33% for Top 1, Top 10 and Top 15 at the 90/10 split. The highest 
score achieved by OneR was 82.86% using Top 5 feature subsets at the 70/30 split. 
ReliefF achieved the highest score of 80.00% using Top 15 at the 70/30 split.  
Further analysis in Section 5.5.4 identified new potential discriminant volumetric 
features, such as the non-ventricular CSF volume in the whole brain (nvcsf), non-
lesion GM volume in the left cerebral hemisphere (lnonlgm), and lateral ventricle 
volume in the whole brain (totvent). These findings have not been reported elsewhere 
and could provide a platform for future work investigating the biomarkers for 
depression detection. It was shown that volumetric features from the left-brain are 
the most discriminant features for depression detection. 
The proposed DoC algorithm also has the advantages of variance reduction in feature 
selection as well as bias maintenance in prediction through strategies that are 
incorporated in the algorithm construction. The existence or lack of a feature that 
shows a noticeable local profile in the training data can substantially affect the 
feature selection result [289]. In the proposed algorithm, an efficient ranking based 
weighting was established to assign a weight to each feature according to its level of 
importance. The level of importance is determined from the generated feature 
ranking using the employed feature selection algorithm. The main idea is to first 
assign a weight to each feature in the training subsets according to the estimation of 
the feature’s relevance. The weight is assigned during the subsets generation stage 
whereby high-ranking features are given higher chances in the subset formation 
whereas the low-ranking features are given lower chances. For example, for n 
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number of features, the Top 1 feature is included n times meaning that it is included 
in all of the formed subsets while the Top n feature included one-time only. This rule 
is applied to each of the base feature selection algorithms that is executed. Then, the 
weighted training subsets are fed to the LAs at the evaluation stage using the CV 
strategy. In the 10-fold CV, the original sample is randomly partitioned into 10 equal 
sized subsamples. Of the 10 subsamples, a single subsample is retained as the 
validation data for testing the model, and the remaining 9 subsamples are used as the 
training data. Multiple rounds of CV are performed using different partitions, and the 
validation results are averaged over the rounds. The 10-fold CV strategy was 
employed in order to limit the over fitting problem that causes bias in prediction. The 
strategy is also useful when it becomes hard to gather similar type of sample set.  
The variance of feature selection quantifies the stability of a feature selection 
algorithm under variation of the training data, where a lower variance indicates 
higher stability of the algorithm [282, 289, 301]. In the proposed DoC algorithm, low 
variance in feature selection is achieved through the use of multiple feature selection 
algorithms at the feature ranking stage, and multiple LAs at the evaluation stage. 
Also, at the DoC analysis stage, where filtering and aggregation steps are 
incorporated, they contribute towards variance reduction. The filtering step enables 
discarding of unimportant/irrelevant subsets of features that do not contribute to the 
desired Acc_Thresh value. Then, the aggregation step computes the voting score of 
each feature from the success subsets. The aggregation of the data results in low 
variance in feature selection, whilst supplied with varying training data. The internal 
stability test performed indicated that the optimum T value for the proposed DoC 
algorithm is  T=0.90. It generated a more stable DoC ranking compared to other T 
value between 0.90 to 0.99 when trained using various training sets. 
As previously stated, the complexity of the proposed DoC algorithm is between that 
of the filter and the wrapper methods. The idea of combining filter and wrapper-
based evaluations has recently emerged [302-304] offering the advantage of reducing 
the computational cost. This is because the number of subsets to be evaluated is 
smaller than the number of subsets for a wrapper. Given that the features in this 
study is N=44, if an exhaustive search was employed, the number of subsets to be 
evaluated will be very large, 2N =1.7592186e+13 subsets evaluation. While a 
wrapper-based method such as SFS [303] was employed, it carried out N2=1936 
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wrapper evaluations. In the proposed DoC algorithm, only 640 subsets need to be 
evaluated in the entire search.  
This study underlines the importance of the feature selection process towards 
classification performance. The performances of the proposed DoC algorithm 
compared to the four baseline algorithms were characterized through a set of 
experiments. The stability measure and classification accuracy of the feature 
selection algorithms were compared and discussed to characterize the performances. 
It can be inferred that the proposed DoC algorithm is the best feature ranking 
algorithm and feature subset selection for the employed dataset. The proposed DoC 
feature selection algorithm clearly outperforms the existing feature selection 
algorithms in selecting the brain sMRI volumetric features for depression detection. 
The proposed algorithm could offer not only a stable feature selection but a feature 
subset from DoC could generate the highest classification accuracy among all the 
algorithms. The ensemble-based algorithm is more effective for rejecting the 
irrelevant and redundant features compared to its individual algorithms. However, it 
will be necessary to extend the reported findings through a larger study and 
validation using different datasets.  
5.7 Summary 
This chapter presented details on the proposed DoC algorithm for the feature 
selection components of the sMRI-based depression detection system. The proposed 
DoC algorithm employs an ensemble-based feature selection approach. The 
ensemble-based approach is an effective combination of various methods in order to 
utilize the strengths of each individual technique and compensate for each other’s 
weaknesses. The algorithm consists of four stages: feature ranking, subset 
generation, subset evaluation, and DoC analysis. The final output of the algorithm is 
the DoC score. The DoC score represents the importance of the feature and if the 
scores are arranged in a descending order, they generate rank of the features. The 
experimental results showed that the proposed DoC algorithm is very stable in terms 
of feature ranking and feature subset formation. The proposed DoC algorithm also 
outperformed the four existing feature selection algorithms for the best overall 
classification accuracy score. The optimum T value for the proposed DoC algorithm 
for the selection of sMRI volumetric features is T=0.90. Further analysis on the DoC 
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scores reveales that volumetric features from the left brain region are the most 
discriminant features for depression detection. The total DoC score from the left-
brain region is always higher than the total DoC score from the right brain region or 
the whole brain regardless of the Acc_Thresh value. A major challenge of feature 
selection is to select the most important features to reduce their number, yet at the 
same time retain as much of their prediction information as possible. Therefore, 
determining the feature subset that is close to the optimal number is also an 
important key to reflect the ultimate performance of the proposed DoC algorithm. 
This will be further explored in the following chapter. In the next chapter, the ranked 
features and generated subsets using the DoC algorithm will be further investigated 
in order to build the classification model for the proposed depression detection 
system.  
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C H A P T E R  S I X  
Classification Model  
This chapter first discusses the very few reported methods for the sMRI-based 
depression detection at an individual level. It then presents the proposed 
classification component of the brain sMRI-based depression detection system. First, 
an empirical comparison of the classification algorithms is carried out. The best 
classifier algorithm is identified and integrated into the DoC feature selection. Then, 
the best feature subset of DoC (T=0.90) for the integrated classifier is determined. 
Next, the best classifier and the best feature subset are chosen, based on their 
achieved classification accuracies and execution times. Finally, the entire depression 
detection system is formed using the selected classifier, and the detection 
performance of our depression detection system is compared against that of the 
existing counterparts. 
6.1 Introduction  
Classification refers to the process of determining the class to which a sample 
belongs (i.e., depressed/not depressed, remitted/not-remitted depression) based on 
the values of the features of the sample. To be diagnostically effective, sMRI must be 
able to reliably distinguish a depressed person from a healthy one at an individual 
scan level.  
Thus far, very limited works have been reported for depression detection based on 
classification using brain sMRI at an individual level. They are the studies by 
Costafreda et al. [20], Nouretdinov et al. [21], Gong et al. [22], Mwangi et al. [23, 
24], and Bao et al. [25]. These studies have demonstrated the use of machine LAs as 
distinct classifiers for detecting depression. The SVM classifier was employed by 
Costafreda et al. [20], Gong et al. [22], and Bao et al. [25]. In addition to the SVM 
classifier, Bao et al. [25] also investigated the K-Nearest Neighbor classifier for 
predicting the treatment remission in major depression. Nouretdinov et al. [21] 
proposed a general probabilistic method known as the transductive conformal 
predictors classifier for a sMRI and fMRI to investigate diagnostic and prognostic 
prediction in depression. Mwangi et al. [24] used regression analysis based on RVR 
which is a sparse Bayesian leaning method to predict brain disease. In another 
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published study, Mwangi et al. [23] investigated both the RVM and SVM for 
diagnostic purposes. These studies also showed that SVM and RVM weighting 
factors were strongly correlated with the subjective ratings of illness severity. 
In other brain imaging depression studies, Fu et al. [74],  Marquand et al. [195], and 
Zeng et al. [62] also employed the SVM classifier while Hahn et al. [73] proposed a 
hybrid classifier based on the general probabilistic and decision tree algorithms for 
detection of depression. Other classification methods used with brain imaging data 
are the artificial neural network [249], and unsupervised C-Means clustering [250]. 
There are many other existing classification methods that have yet to be explored.  
In this chapter, we focus on determining the best classifier that can be used to form 
the classification component of the proposed brain sMRI-based depression detection 
system. An experimental procedure is devised and an empirical comparison is 
conducted for identification of the best classifier. Identification of the best classifier 
is extremely important to ensure the validity and robustness of the system to 
accurately classify those who have depression or whether they are a healthy 
individual.  
After establishing the various system components, the optimization of the 
classification model is given. This part is important in order to guarantee that the 
overall system can detect depression efficiently. At this stage, we define an optimum 
feature subset that can be implemented to correctly classify our subjects into their 
diagnostic categories.  
6.2  Classification Component  
The performance of classifiers is dependent on the datasets, and the target 
performance criteria. There is no single classifier that is best for all problems. The 
performance is also strongly dependent on the features selected [265, 266, 305] as 
well as the feature selection technique/algorithm employed. Our work on the 
classification topic has been published in [265, 305]. Thus, it is necessary to identify 
the best classifier for our proposed system particularly when implementing the newly 
developed feature selection DoC algorithm. 
In this section, the classification model of the proposed brain sMRI-based depression 
detection system is presented. The main focus of this chapter includes an 
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investigation of the best classifier for the depression detection system, and 
optimization of the selected classifier to maximize the achieved accuracy.  
6.2.1 Selection of Classifier 
The steps involved in the selection of the classifier to form the classification 
component of our depression detection system are presented in Figure 6.1. All the 
examined classifiers, which are listed in Figure 6.1, are trained and tested using the 
CV procedure. The classifier selection process includes five steps. A brief 
description of each step is given in the following.  
Figure 6.1 Steps involved in the selection of the classifier to form the classification 
component of our depression detection system  
Depression sMRI dataset holds the features that are used to characterize healthy 
persons and patients. The dataset is composed of 45 columns (including the class) 
and 115 rows. It is composed of a range of volume measurements from 115 people, 
27 depressed subjects and 88 healthy controls. Each column in the table is a 
particular volume measure (features), and each row corresponds to one of the sMRI 
scans from these individuals. One can distinguish healthy people from those with 
depression according to information in the “class” column that is set to 0 for 
“healthy” and 1 for “depression”.  
Feature Subset Generation is used to generate several input subsets. We use the 
proposed DoC feature selection method to determine the best set of input features (f) 
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for the prediction model from all possible input features. We calculate the DoC 
(T=0.90) of each feature and use the DoC value to rank the feature. We form twenty 
subsets by forming the subset using Top 1 until Top 20: Top 1 (f=1), Top 2 (f=2), 
Top 3 (f=3), … Top 20 (f=20) and all full feature feature sets.  
Training/Test data partition is used to partition the input data into train and test 
datasets using K-fold cross-validation. The training set is randomly divided into K 
disjoint sets of equal size where each part has roughly the same class distribution. 
The classifier is trained K times, and each time with a different test set.  In this work, 
K=10 was chosen, thus 10-fold cross validation was executed. Then, the average 
scores of each metric were computed.  
Classifier is a step in which various classifiers used are trained and tested in parallel. 
Nine different classifiers are evaluated, which are J48, SVM RBF, LogitBoost, NB, 
RF, RT, Voting Feature Intervals (VFI), KNN and Multilayer Perceptron (MLP). 
The parameters for each classifier are fixed based on their consistency to maximize 
the performance of the classifiers. After this process, the RF parameter of the no-of-
trees grown was set to 50. The cost, degree and gamma parameters of the SVM RBF 
were set to 3, 3 and 0, respectively. The K value of the nearest neighbourhood was 
set to 3. MLP was set to 2 layers with 25 hidden neurons while the parameters of 
other classifiers were using the default parameters in Weka.  
Classifiers Comparison is implemented to compare the performance of the 
classifiers using a score matrix. In each split condition, the classification accuracy, 
the area under the receiver operating characteristic curve (AUC) and execution times 
are recorded which allow a more direct comparison of the different classifiers. The 
formula for the classification accuracy was described in Chapter 5. The AUC is the 
calculation of area under the receiver operating characteristic. It is approximated 
using Mann Whitney statistic (U). The formula for AUC is as follows; 
ܣܷܥ ൌ ܷሺܰ݌݋ݏ ൈ ܰ݊݁݃ሻሺ͸Ǥͳሻ 
with Npos is number of positives in the sample and Nneg is the number of negatives 
in the sample. The execution time (in miliseconds) is the time consumption for the 
entire training and testing process.  
Upon accomplishment of the classification component, a performance evaluation of 
the overall system is also performed. This process includes six stages as follows. 
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Firstly, we run the image acquisition component, and load a brain sMRI scan from 
the employed MIRIAD dataset. Then, we perform the pre-processing component to 
enhance the quality of the loaded sMRI image. Next, we run the segmentation of the 
brain regions and calculate their volumes. After that, we supply the extracted 
volumetric features to the feature selection component. Next, we run the depression 
detection through the classification component. Finally, we compare the performance 
of the proposed depression detection system against that of the existing depression 
detection counterparts using the achieved classification accuracies. 
6.2.2 Dataset 
The MIRIAD dataset is employed in the process of selecting the desired classifier. A 
total of 115 brain scans involving 88 healthy controls and 27 depressed subjects were 
selected from this dataset for this work.Various regions of the brain were extracted 
and their volume computed. The extracted volumetric features included WB volume, 
GM volume, WM volume, hippocampus volume, and so on. The complete listing of 
the forty-four volumetric features was given in Table 4.1 on Chapter 4. An expert 
neuroradiologist manually traced these regions using the Analyze tool, and 
calculated the regions’ volumes using the MrX tool. The details on the feature 
extraction process used to produce the volumetric features can be obtained from ref. 
[116, 226, 242].  
6.2.3  Selection and Optimization of the Best Classification 
Algorithm 
Various classifiers for depression detection are evaluated in six steps. A brief 
description of each step is given below: 
o Load the depression sMRI dataset features. 
o Rank the features using the DoC feature selection algorithm. 
o Generate twenty feature subsets from the ranked features, Top 1 to Top 20, as 
well as a set involving all features.  
o Run training and test split on each subset. The 10-fold cross validation procedure 
is executed, and the average of each metric score is computed.  
o Run classification using nine different classifiers, J48, SVM RBF, LogitBoost, 
NB, RF, RT, VFI, KNN, and MLP. The parameters of each classifier are fixed 
and selected to maximize the performance of the classifier.  
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o Compare the performance of the classifiers using a score matrix. In each split 
condition, the classification accuracy, AUC, and execution time are recorded to 
enable a direct comparison of the performance of the classifiers.  
6.2.4 Selection of the Best Feature Subset 
The best feature subset for the proposed system is determined. The classification 
performances based on the twenty feature subsets are analysed using the mean 
accuracy and mean execution time of different classifiers. The best feature subset is 
the subset that achieves good performance for both score metrics.  
6.2.5 Evaluation of the Overall System 
All the collected data from the datasets are employed for the classifiers training and 
testing. According to our finding reported in Chapter 5, the classification result is 
improved when a combination of datasets is employed for training. Also, the best 
classification result is obtained when 90% of the images are used in the training and 
the remaining 10% are employed in the testing. The best training/testing split 
conditions with the best classifier and the best feature subset are then employed to 
form a complete functional system. The following steps are performed on the input 
brain sMRIs data: 
o Load the brain sMRI scan data.  
o Run the pre-processing component to enhance the image. 
o Run the segmentation component to segment the brain regions, and calculate 
their volumes.  
o Run the feature selection component on the extracted features. 
o Run the classification component. 
o Compare the final depression detection result of the proposed system, and 
compare it against that of the existing depression detection systems based on the 
classification accuracies. 
6.3 Experimental Results and Discussions 
6.3.1 Experiment I: Selecting the Best Classification Algorithm 
In this experiment, the nine well-known classifiers were evaluated using the 10-fold 
CV approach for the classification of depression. The implementation diagram is 
illustrated in Figure 6.1. The input dataset was partitioned into the train and test 
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datasets by the CV setting. The adjustable parameters of each classifier were tuned 
and the parameters that generated the best classification accuracy were selected. The 
purpose of this comparison was to obtain the performances of different classifiers 
when supplied with various subsets that consisted of a different number of features 
from the same dataset.    
Accuracy, execution time, and AUC were used to compare the performances of the 
classifiers. Figures 6.2-6.4 give the boxplot of the classification accuracy, execution 
time, and AUC for each of the classifiers. The box plots represent the score 
distribution of the twenty feature subsets (top 1 to top 20) and a full features set. The 
box plot displays the full range of variations (from min to max), and the middle line 
is the median. It is the standardized way of displaying the distribution of data based 
on the minimum, first quartile, median, third quartile and maximum. Extreme values 
are marked with (o) for upper outliers, and asterisk (*) for lower outliers. The number 
next to the outlier specifies the number of features in the subset.  
 
Figure 6.2 Box-plot of the average accuracy results for various classifiers achieved 
by the twenty feature subsets and one full feature set   
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From Figure 6.2, J48 and SVM RBF scored a constant accuracy value of 76.59% 
regardless of the number of features in the subsets. These excluded a full feature set 
when J48 was applied, where the accuracy was slightly lower at 73.18%. When 
LogitBoost was applied, the average accuracies ranged from 67.80% to 77.42%. 
Most of the subsets scored greater than 74.85% (standard deviation (SD)=2.24), 
except for the full features set which was extremely low at 67.80%. When NB was 
applied, the average accuracies ranged from 60.91% to 71.36%. These scores were 
highly distributed (SD=4.95), with a median of 71.36%. For RF, the average 
accuracies ranged from 70.53% to 77.65%. The accuracy scores were normally 
distributed with SD=2.00. When RT was applied, the average accuracies ranged from 
64.32% to 73.33%. Most of the subsets scored below 68.79% (SD=2.84). Using VFI, 
the overall average accuracy scores were very poor and ranged from 31.29% to 
51.29% (SD=5.39). The median was 45.23% and most of the subsets scored below 
this point. With the KNN classifier, the average accuracies achieved were between 
62.65% and 78.33%. Similar to RF, the distribution for KNN was normal/balance 
with SD=3.20.  An extremely high score was from the Top 8 subset and an extremely 
low score was from the full features set. When MLP was applied, the average 
accuracies ranged from 63.64% to 76.59%. These accuracies scores were normally 
distributed, SD=4.63. 
From the stated accuracy results, it can be observed that the subsets formed using the 
DoC feature selection always scored better than the full features set (N=44). 
Furthermore, LogitBoost, RF and KNN classifiers were a potential classifier for 
utilization in the depression detection system. J48 and SVM RBF were also good 
classifiers for the problem. Several trials were performed with the intention of 
maximizing the accuracy of each subset; however, the scores remained constant for 
all of the subsets. This indicated that it is probably difficult to further boost the 
accuracy scores using these two classifiers. The classifier with the poorest 
performance was VFI. 
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Figure 6.3 Box-plot of the execution times (ms) for different classifiers for all 
evaluated feature sets 
From Figure 6.3, the distributions of execution time scores were statistically different 
between classifiers, as assessed by the visual inspection of a boxplot. Using J48, the 
execution times between the subsets were relatively consistent and had less 
variations, ranging between 0.0553 ms and 0.563 ms. The exception was when the 
full feature set was used and the execution times reached their maximum with a score 
of 2.66 ms. When SVM RBF was applied, distribution of execution times was 
normal but highly varied between subsets. Times ranged from 2.46 ms to 14.7 ms. 
For LogitBoost, the execution times were normally distributed and ranged between 
0.832 ms and 8.29 ms. NB, VFI and KNN execution times between subsets were 
very consistent and less varied ranging between 0.0251 ms and 0.273 ms except 
when the full feature set was used. When the full feature set was used, the execution 
times reached their maximum with a score of 0.563 ms, 0.240 ms and 0.391 ms, 
respectively. The execution times needed by RF were quite consistent but some 
outliers were dependent on the subsets executed. These times ranged from 1.38 ms to 
4.43 ms.  The execution times of the first four subsets (top 1 to top 4) were 
significantly lower than the rest of the subsets. The execution times of RT were 
insignificantly different to the other four classifiers (J48, NB, VFI and KNN) 
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although its execution times were slightly higher for certain subsets. Most of the 
subset execution times were actually below 3.97 ms.  
In general, the execution times of the subsets were increased with an increment in the 
number of features. The execution times were also different between different 
classifiers. Some classifiers needed very minimal execution time while some 
classifiers needed extremely longer execution times.  The execution times needed for 
J48, NB, VFI and KNN were the least with less variation between subsets. It was 
also observed that the execution times were dependent on the executed subsets (as 
observed for RF, SVM RBF, and LogitBoost). The execution times of SVM RBF 
and MLP were higher compared to the other classifiers (except for MLP). MLP was 
not plotted on the chart because its execution times were extremely high compared to 
the other classifiers which varied from 180 to 820 ms.  
From the execution time results, it can be determined that J48, NB, VFI and KNN 
were preferable classifiers if only the execution time was considered. LogitBoost and 
SVM RBF execution times were highly varied between subsets. RF and RT were 
also diversified but with small variation. RF classifiers seemed to be very sensitive to 
the size of the feature subsets but were able to establish the highest accuracies. 
Based on the classification average accuracy as well as the execution time, the 
selections can be narrowed down to two classifiers, KNN and RF. These classifiers 
were also supported by their AUC results as shown in Figure 6.4. As can be seen 
from the figure, KNN has the best AUC performance compared to the other 
classifiers including RF in terms of less variance and good AUC score. J48 was a 
considerably good classifier but was not considered in our further investigations due 
to the constant output results regardless of the subsets, and the variation in parameter 
settings. Neither SVM RBF nor MLP were considered preferable classifiers. SVM 
RBF had a similar performance as J48 in the classification average accuracy but 
required more execution time, while MLP had good average accuracy and AUC 
(very high variance) but extreme execution time. VFI performed very poorly in the 
classification accuracy although required less execution time. NB, RT and 
LogitBoost performed moderately for both factors.  
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Figure 6.4 The box plot of AUC for different classifiers 
Comparing the classifiers based on their average accuracy scores, execution times as 
well as AUC, the classifiers can be ranked in a descending order as follows: KNN, 
RF, NB, RT, J48, LogitBoost, SVM RBF, MLP, and VFI.  
6.3.2 Experiment II: Selecting the Optimum Feature Subset  
In this experiment, the aim was to determine the best subset for implementing the 
proposed depression detection system. The results were plotted on a bar graph 
combined with a line graph. The bar graph indicates the mean accuracy achieved by 
different subsets using the nine different classifiers while the line graph indicates the 
mean execution time needed to complete these classification operations.  
C H A P T E R  S I X  
 113 
 
 
Figure 6.5 Bar chart of mean accuracy (%) and line graph of mean execution times 
for different subsets and a full features set 
Comparing the subset results by means of the bar graph combined with the line graph 
enables a comparison of two entities; accuracy and execution time. Figure 6.5 shows 
the mean classification accuracies of the DoC subsets according to their number of 
features. The mean classification accuracy of various classifiers indicated that there 
was variation in the mean of accuracy, but there was no significant difference. The 
mean accuracy results of the subsets Top 10 and below were consistent and good 
indicating that with a minimum number of features, the proposed system would still 
be able to achieve a similar or better performance compared to when a maximum 
number of features is used.  
While the execution time demonstrated a very interesting finding, significantly 
different execution times were identified between the first four subsets compared 
with the other subsets. Execution times of the Top 1 and Top 2 subsets were about 
50% lower than those of the Top 5 subset and onwards. Top 3 and Top 4 were also 
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moderately low compared to the Top 5 subset and onwards.  After the Top 5 subset, 
the execution times increased sharply for the Top 6 subset, then it dropped again for 
the Top 7 subset. From the Top 7 subset onwards, the execution times were 
incrementally steady until the Top 15 subset. At the Top 16 subset, the execution 
times increased drastically. These execution times then fluctuated from the Top 16 
subset onwards.  
From this analysis, it was proven that our Top 3 to Top 5 subsets had great potential 
for real implementation in the proposed system. The mean accuracy was at its 
maximum when using the Top 4 subset. The execution time was also reasonably low 
at this point compared to the others (excluding the Top 1 to Top 3 subsets).  
6.3.3 Experiment III: Performance Evaluation of the Overall 
System  
In order to properly evaluate the performance of the developed depression detection 
system, our proposed depression detection system needed to be compared against the 
existing diagnosis systems. In this section, the proposed system’s best classification 
accuracy result is compared against the existing systems that utilised only sMRI in 
their experiments. The bottleneck of comparing the results is that the existing works 
often employed a private database which was impossible for the author to access. 
Furthermore, to repeat the same procedures on our dataset was very time consuming 
because of a lack of ground truth. Thus, the reported accuracy of the systems was 
used for our comparison even though a different dataset and features were used.  
In our classification work, the entire sMRI of the acquired dataset was used to train 
and test the proposed system. Experimental results in Chapter 5 indicated that the 
best classification results were achieved when 90% of the dataset was used in the 
training, and the remaining 10% employed in the testing stages. Similarly, the best 
classification accuracy of the proposed system was achieved based on 90/10 training 
and test split. 90% of the dataset was used for training and 10% of the dataset was 
used for testing. Table 6.1 shows that the best classification accuracy achieved by 
KNN. The number of features used and the execution time are also displayed. The 
best achievement of our proposed depression detection system was 91.67%. This 
final result outperformed our initial study using existing feature selection and 
classification algorithms as published in [266]. The result is also slightly higher than 
our first published results for the proposed DoC feature selection algorithm in [268].  
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Table 6.1 Best Classification accuracy and corresponding execution times and AUC 
(Condition: DoC (T=0.90, Training/Test Split=90/10) 
Classifiers 
No. of 
features 
% Accuracy Execution Times (ms) AUC 
KNN 5 91.67 3.42 0.83 
 
The performance comparison of the proposed depression detection system against 
those of existing systems is reported in Table 6.2. Comparing the works based on the 
achieved accuracies, the highest accuracy was achieved by our proposed system 
(91.67%). The second highest accuracy was reported by Mwangi et al. [23] with a 
score of 90.3%. The third highest accuracy, also scored by Mwangi et al. [23], as 
87.1%, followed by an accuracy of 84.65% reported by Gong et al. [22]. The 
remaining published studies reported an accuracy of 70.3% [20] and 76.09% [22].  
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Table 6.2 Performance comparison of the proposed system against the existing system 
Authors Subjects Types and No. of 
Features  
Type of FS 
Algorithm 
Classifiers Results 
Costafreda et al. 
[20]  
37 MDD 
37 HC 
GM voxels value(> no 
of subjects) 
Filter by 
ANOVA 
SVM  Diagnostic: accuracy (67.6%), sensitivity (64.9%), 
specificity (70.3%), 
 
Gong et al. [22] 46 MDD  
(23 RMDD  
23 NMDD) 
23 HC 
Whole multivariate 
pattern of GM or WM 
values(> no of subjects) 
None SVM GM: RMDD vs HC=67.39% 
NMDD vs HC=76.09%;  
 
WM: RMDD vs HC=58.70, 
NMDD vs HC=84.65% 
      
 Mwangi et al. [23] 30 MDD 
32 HC 
GM voxel probabilities  
& FBM (> no of 
subjects) 
Filter by T-
test 
RVM 
 
 
 
 
SVM 
VBM-FBM-RVM:  
Accuracy (90.3%), sensitivity (93.3%), specificity 
(87.5%), AUC=0.904, F Measure=0.903;  
 
VBM-FBM-SVM:  
Accuracy (87.1%), sensitivity (86.67%), specificity 
(87.5%), AUC=0.904, F Measure=0.903 
 Proposed System 27 MDD 
88 HC 
Brain Volume (5 brain 
volumetric features) 
DoC KNN Accuracy =91.67%, AUC = 0.833, sensitivity=1.00, 
specificity=0.67, Fmeasure=0.9474,  
HC Healthy controls, MDD Major depressive disorder, VBM Voxel-based morphometry, TCP Transductive conformal predictors, SVM Support vector machine, RMDD Remitted MDD, NMDD Non-remitted MDD, 
FBM Feature Based Morphometry, RVM Relevance Vector Machine, KNN K-Nearest Neighborhood, AUC: Area under the ROC curve. 
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Considering the results associated with other existing systems, our proposed system 
demonstrated one of the best performances thus far. In terms of execution time, we 
were unable to collect any usable information associated with the existing systems. 
We measured and reported the execution times associated with the proposed system 
in this chapter. The system demonstrated reasonable execution time with a minimal 
number of features. Whilst we are yet to try and optimise the system for speed, we 
believe that optimising the developed codes can further reduce the average execution 
time of the system.  
6.4 Summary 
The proposed classification component of the sMRI-based depression detection was 
presented in this chapter. Three experiments were designed and carried out. First, an 
empirical comparison of various classifiers was performed to select the best classifier 
for implementing the proposed DoC algorithm. Second, the best feature subset that 
could maximize the proposed classification component performance was determined. 
The best classifier and the best feature subset were determined based on the 
classification accuracy and execution time. The overall best performing classifier 
with a corresponding feature subset was employed to develop the complete detection 
system. Then, the evaluation results for the entire system were described. Finally, the 
performance comparison of our overall depression detection system against the 
existing counterparts was also presented. The following chapter presents the 
concluding remarks. 
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Conclusions, Recommendations and Future 
Directions 
Early detection of depression is a key to better prognosis and appropriate treatment. 
There are still concerns that depression is poorly detected and that reliable severity 
measures are needed [14, 15]. Despite several biomarkers associated with 
depression, there are no specific medical tests to objectively diagnose depression. 
Furthermore, to be diagnostically effective, a brain sMRI-based depression detection 
system must be able to reliably distinguish a depressed person from a healthy one at 
an individual level [35]. Stigma and patient denial, clinical experience, time 
limitations, and reliability of psychometrics reduce the validity of the depression 
clinical diagnosis. The efficiency of antidepressants is largely based on trials, and 
individuals can take weeks to respond, if at all. The establishment of an automated 
system to detect depression-realted abnormalities would assist medical experts in 
their decision-making process.  
The focus of this thesis was on the development of a brain sMRI-based depression 
detection system at an individual level. The research presented in this thesis aimed to 
bring together new techniques and insights to improve the accuracy of sMRI-based 
depression detection. This was a challenging task due to the variation in the features 
of the brain, and the requirement to segment brain regions of different brain images. 
The brain sMRI-based depression detection system was specifically designed to 
accommodate depression detection using the sMRI volumetric features. 
We started this thesis by describing the motivation of the research work, and 
introducing the main themes upon which the research is based in Chapter 1. In the 
literature review part, Chapter 2, we introduced a review of the literature on 
depression detection and the existing techniques implemented as the components of a 
depression detection system. Part of the chapter was dedicated to feature selection, 
which formed the core contribution of this work.  
In the system development part given in Chapter 3, the architecture of a brain sMRI 
based depression detection system was developed and discussed. The related 
concepts were investigated and the individual components required were introduced. 
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The presented architecture was mapped into a generic architecture of a diagnosis 
system to demonstrate its applicability. The establishment of the proposed sMRI-
based depression detection system was subdivided into several components. There 
were acquisition, pre-processing, feature extraction, feature selection and 
classification. These components were presented and discussed in Chapters 4-6.  
In the image acquisition, important brain sMRI databases were identified.  The brain 
sMRI employed in this study was acquired from the MIRIAD database. In the pre-
processing component, an existing operation was implemented to enhance the quality 
of the sMRI brain images, and also to segment and extract various brain regions. 
After the segmentation and extraction process, the brain regions’ volumetric values 
were calculated. These volumetric features were passed on to the feature selection 
component.  
The feature selection component formed the heart of this thesis, and was presented in 
Chapter 5. First, an empirical comparison of the existing/baseline feature selection 
algorithms was performed to identify the performances and characteristics of 
different feature selection algorithms when applied to brain sMRI volumetric 
features.  Subsequently, a new feature selection algorithm was introduced. Using an 
ensemble-based approach, this algorithm was called DoC. A key aspect of this 
algorithm is the calculation of the degree of contribution of brain sMRI volumetric 
features in the detection of depression. DoC is the score of feature importance and 
serves as a feature ranking method. The algorithm involves four stages: feature 
ranking, subset generation, subset evaluation, and DoC analysis. Experiments were 
conducted to determine the DoC score of the forty-four features when the accuracy 
threshold (Acc_Thresh) of the proposed algorithm was varied. The performance of 
DoC was compared against the results obtained from four existing well-known FS 
algorithms using the stability and classification accuracy metrics. The stability score 
of DoC was excellent, comparable or outperformed the existing/baseline algorithms. 
At all defined Acc_Threshs, DoC always outperformed the four FS algorithms for the 
average classification score and the maximum classification score.  
In the classification component, the subsets formed using DoC were then sent to the 
classifier for depression detection of an individual’s condition as either healthy or 
depressed. Identification of the best classifier for the sMRI based depression 
detection system was extremely important. The best classifier for the proposed 
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sMRI-based depression detection system was determined using the devised 
experimental procedure. An empirical comparison was conducted for the 
identification of the best classifiers. The best classifier was KNN. It was employed 
and optimized for the proposed system components including the proposed DoC 
feature selection algorithm. This stage was important to ensure the validity and 
robustness of the system to accurately classify those who do or do not have 
depression. At this stage, the proposed DoC algorithm was used to identify an 
optimum feature subset that can be implemented to accurately classify our subjects 
into their diagnostic categories. The experimentation in this chapter further supported 
the finding of Chapter 5. This finding demonstrates that DoC has a good ability to 
generate reduced size features’ subsets that could yield high classification accuracy. 
The brain sMRI volumetric features were investigated for utilization in the detection 
of depression. Forty-four sMRI volumetric features were used in the evaluation. This 
thesis also demonstrated the feasibility of using brain sMRI volumetric features for 
detecting individual levels of depression. From the DoC score, it was determined that 
the most discriminant volumetric features are those from the left-brain region.  
Each component was independently evaluated through experimental studies. The 
associated results were reported and discussed in the relevant chapters. In addition, 
the performance of the system as a whole was also investigated. An experimental 
procedure was devised for the evaluation of the whole system. The experimental 
results were compared against those of the existing counterparts. In the final 
experiment, the proposed sMRI-based depression detection system achieved an 
accuracy of 91.67% with an execution time of 0.003420 s and AUC of 0.98.   
Comparing the performance of the developed system against those of existing 
systems, it can be concluded that the proposed system improved the performance of 
all the considered counterparts. The system achieved the best performance for 
accuracy. In terms of execution time, it was not possible to find reliable information 
associated with existing systems. However, all execution time associated with the 
proposed system was measured and presented demonstrating good average execution 
time. Through optimising the developed codes, the average execution time of the 
system can be further reduced. 
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To summarize, the scientific core contribution of this study comprises several 
aspects. The first aspect concerns the architectural part of the system, where we 
identified the key components for the establishment of the system. A second aspect 
of this work is the application of these techniques to the task of depression detection. 
For a chosen subset of the classification of depression, we showed how feature 
selection techniques could be used to improve the classification performance and 
execution times. We also demonstrated how feature selection can be used to extract 
new knowledge about the potential of brain sMRI volumetric features for depression 
detection at an individual level. Furthermore, we obtained further general insights in 
the application of feature selection techniques. We showed that different techniques 
might select different features and we also showed how the proposed DoC tackled 
this matter. As practised in this thesis, a robust way of obtaining reliable domain 
knowledge is to compare different feature selection techniques and different 
classifiers, and to also identify relevant features.  
7.1 Recommendations and Future Directions 
We list a number of future research directions in line with the problems discussed in 
this thesis. There are opportunities to enhance the proposed system and explore other 
potential issues in order to ensure that the proposed system and techniques can 
perform at their best to benefit the biomedical engineering fields.  
We have explored in great detail the potential and feasibility of brain sMRI 
volumetric features in this thesis. In the future, we plan to work on expanding the 
research using other types of features for depression detection. These include other 
features extracted from brain sMRI or other brain imaging modalities such as fMRI, 
and SPECT etc. We also aim to integrate other features such as brain signal, blood 
pressure, and heart rate extracted from non-imaging modalities (i.e., EEG, blood 
pressure and blood tests). For the proposed sMRI based depression detection system, 
we realised the need for validating the findings in this study using additional 
population beyond the MIRIAD dataset. It would also be interesting to apply the 
DoC algorithm to other application domains. The ensemble of multiple feature 
selection algorithms in DoC is with the intention to evaluate multiple entities of the 
features. We plan to examine these baseline algorithms and integrate them into a 
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single algorithm for simplified and robust coding. This would also reduce the 
average execution time of the system. 
Further research on feature selection would focus on developing a new tool for 
grading the features that produce their degree of contribution and the degree of 
importance. The target application is for a biomarker identification application. 
 
We investigated various classifiers that have the potential for depression detection. 
Different behaviour of classifiers was observed when dealing with different feature 
subsets of sMRI volumetric features formed using the proposed DoC feature 
selection algorithm. More general extensions include the combination of different 
classifiers (ensemble learning) or construction of a new classifier for the proposed 
system.   
The developed classifier mainly classifies the selected features into two classes for 
detection of depression of an individual’s condition as either healthy or depressed. 
Future work will extend the classification to different levels of depression severity                   
such as low, medium and high depression or healthy.                   
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