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Abstract 
 The field of computer vision has become an important part of today’s society, supporting 
crucial applications in the medical, manufacturing, military intelligence and surveillance 
domains. Many computer vision tasks can be divided into fundamental steps: image acquisition, 
pre-processing, feature extraction, detection or segmentation, and high-level processing. This 
work focuses on classification and object detection, specifically k-Nearest Neighbors, Support 
Vector Machine classification, and Viola & Jones object detection.  
 Object detection and classification algorithms are computationally intensive, which 
makes it difficult to perform classification tasks in real-time. This thesis aims in overcoming the 
processing limitations of the above classification algorithms by offloading computation to the 
graphics processing unit (GPU) using NVIDIA’s Compute Unified Device Architecture 
(CUDA).  
 The primary focus of this work is the implementation of the Viola and Jones object 
detector in CUDA. A multi-GPU implementation provides a speedup ranging from 1x to 6.5x 
over optimized OpenCV code for image sizes of 300 x 300 pixels up to 2900 x 1600 pixels while 
having comparable detection results. The second part of this thesis is the implementation of a 
multi-GPU multi-class SVM classifier. The classifier had the same accuracy as an identical 
implementation using LIBSVM with a speedup ranging from 89x to 263x on the tested datasets. 
The final part of this thesis was the extension of a previous CUDA k-Nearest Neighbor 
implementation by exploiting additional levels of parallelism. These extensions provided a 
speedup of 1.24x and 2.35x over the previous CUDA implementation. As an end result of this 
work, a library of these three CUDA classifiers has been compiled for use by future researchers.  
vi 
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GLOSSARY 
CPU  Central Processing Unit 
CUDA  Compute Unified Device Architecture 
CUDPP CUDA Data Parallel Primitives Library  
Device  A CUDA capable device (GPU) 
GPGPU General-purpose computing on graphics processing unit 
GPU  Graphics Processing Unit 
Host  Referring to application execution on the CPU 
OpenCV Open Computer Vision Library 
OpenMP API for multi-platform shared-memory parallel programming 
SIMT  Single-Instruction Multiple-Thread 
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Chapter 1 – INTRODUCTION 
 The primary focus of this thesis is the efficient implementation of object detection and 
classification algorithms on Graphics Processing Units (GPUs). These algorithms are crucial 
components of many computer vision algorithms. In order to understand information from an 
image or video, objects in the media need to be segmented and classified. It is often desirable to 
process these images in real-time, however the object detection and classification algorithms 
tend to be very computationally intensive. This work overcomes the processing limitations of the 
above classification algorithms by offloading computation to the graphics processing unit (GPU).  
 The GPU is a massively parallel device which is capable of processing the large amounts 
of data required to perform the classification and detection tasks very quickly. Speedups are 
obtained over previous implementations by exploiting data independent calculations and 
executing them in parallel on the GPU. Two of the algorithms in this work exploit an additional 
level of parallelism by running multiple parallel tasks in parallel using multiple GPUs. The 
implementations in this thesis were benchmarked against previous works, and the results were 
analyzed to explain any performance bottlenecks. 
 The rest of this thesis is organized in the following manner. Chapter 2 provides the reader 
with the background information necessary to understand the implementation details discussed 
later. Each algorithm is detailed while the GPU hardware and CUDA are introduced. Chapter 3 
describes supporting work for the algorithms covered in this thesis. Additionally, the differences 
between the previous work and the current implementations are covered. Chapter 4 discusses the 
CUDA implementation for each of the algorithms covered in this work. The implementation 
details are provided as well as their mapping onto CUDA. Chapter 5 outlines the results of each 
2 
implementation. Both the classification accuracy and timing benchmarks are provided and 
discussed. Chapter 6 details possible extensions to the algorithms covered in this work. Lastly, 
Chapter 7 provides final conclusions and closing remarks. 
  
  
3 
Chapter 2 – BACKGROUND 
2.1 - K-NEAREST NEIGHBOR CLASSIFICATION 
 K-Nearest Neighbor (k-NN) classification is among the simplest of classification 
algorithms and a good first choice when little knowledge about a dataset is available. A query 
point is classified by a majority vote of the k closest training points (neighbors), with the object 
being assigned to the most common class.  
 
 
The k-NN algorithm has been used in a wide variety of applications including optical character 
recognition [1] [2], content-based image retrieval, signal processing [3] and fraud detection [4]. 
In the base algorithm, the training phase consists of storing feature vector representations of 
training data with associated class labels. Other k-NN algorithms attempt to reduce the number 
of distance calculations to be performed. Among these methods are algorithms that organize the 
training data into trees [5] or hash the training data into bins [6].   
 During classification, the query point is represented as a vector in the feature space. 
Distances from the query vector to all training vectors are computed, and the k closest samples 
Figure 2.1 – The unknown test point (triangle) is classified as the class that occurs most often within its closest neighbors. In this 
case, a star. 
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are used to determine the class of the test point. This distance is often the sum of differences 
between each element of two data vectors. As an example, the Euclidean distance is provided: 
. )(
1
2
),( 


n
i
iiqpEuclidean qpD  
Several different cases of the k-NN classifier were examined for possible implementation as each 
one provides different levels of parallelism. 
 Classifying a single test point:   
It is often the case that only a single point needs to be classified at a time. Consider for 
example, processing a video feed where only a single frame of data is available. In this 
case, there are two possible levels of parallelism: 
1. Distance calculation between the test point and each training point 
2. Difference calculations for the distance calculation between the test point and 
each training point 
As it offers a finer grain of parallelism, the latter case provides a greater number of 
independent calculations for the GPU to process. As reported in Section 5.1.1, exploiting 
these extra calculations provides a speedup over an existing CUDA k-NN 
implementation. 
 Classifying multiple test points at a time:   
Having multiple test points available for classification provides much more data for the 
GPU to process. In this case, the distances between all test points and support vectors can 
be computed in parallel. A parallel sort can then be performed in order to find the shortest 
5 
k distances. This case provides the greatest level of parallelism and a sufficient amount of 
computation to utilize the GPU fully and efficiently.  
 Nearest neighbor classifier (k=1):   
If only the nearest neighbor is used to classify the test point, a different approach can be 
used for the final classification. When k is greater than one, the k shortest distances must 
be determined, often with a sort. As reported in Section 5.1.2, when only the single 
shortest distance is required, finding the minimum value can be less costly than 
performing a full sort. 
2.2 - SUPPORT VECTOR MACHINES 
 Support Vector Machines (SVMs) [7] are another method for classifying data. This is 
done by constructing a hyperplane that separates the classes. The base SVM implementation is a 
binary classifier, which is only able to differentiate between two classes. SVMs have also been 
adopted to solve multiclass problems [8] [9]. SVMs have been used for many applications 
including face detection [10], data mining [11] and medical diagnosis [12].  
2.2.1 - BINARY SUPPORT VECTOR MACHINES 
The base SVM is a binary classifier. Binary support vector machines are able to differentiate 
only between two classes. During the training phase, a hyperplane is found that separates the two 
different classes with a maximum margin as seen in Figure 2.3 below. Only the training points 
that define the decision boundary, called support vectors, need to be stored for classification. 
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 During classification, the algorithm merely needs to determine on which side of the 
hyperplane the query point lays. This can be done by computing a relatively simple decision 
function: 
𝐼 𝑧 = 𝑠𝑖𝑔𝑛  𝛼𝑖𝐾 𝑧, 𝑐𝑖 + 𝑏0
𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝑉𝑒𝑐𝑡𝑜𝑟𝑠
  
α = Support vector weight 
c = Support vector 
z = Test vector 
b = bias 
K = kernel function 
 
 The kernel function above should not be confused with CUDA terminology. The SVM 
kernel is a function that maps the input data into a higher dimensional space so the two classes 
can be separated more easily. Common kernels include: 
 Linear: 𝐾𝐿𝑖𝑛𝑒𝑎𝑟 (𝑎, 𝑏) = 𝑎 ∙ 𝑏
𝑇  
 Polynomial of degree n: 𝐾𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙  𝑎, 𝑏 = (𝑎 ∙ 𝑏
𝑇 + 1)𝑛  
 Radial Basis Function (RBF): 𝐾𝑅𝐵𝐹 𝑎, 𝑏 =
− 𝑎−𝑏 2
2𝜎2
 
 
Figure 2.3 – The optimal hyperplane maximizes the 
margin or space between the datasets. The points 
touching the edges of the hyperplane are selected as 
the support vectors. 
Figure 2.2 -There are many hyperplanes that could be 
used to separate the two classes of data. 
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2.2.2 - MULTICLASS SUPPORT VECTOR MACHINES 
The multiclass support vector machine extends the functionality of the binary support vector 
machine to enable classification between three or more classes. The primary algorithms for 
multiclass SVMs split the classification problem into multiple binary problems, each with its 
own classifier. The two dominating implementations are: 
 One-against-all classification:   
The one-against-all (OAA) classifier requires a trained SVM for each class. During 
training, the label for the targeted class is set to positive while all other labels are set 
to negative. During classification, each test point is run through each of the 
classifiers. The test point is then assigned to the class with the maximum classifier 
response. 
 One-against-one classification:   
In the one-against-one (OAO) algorithm, a SVM is trained to differentiate between 
each possible pair of classes. During classification, each test point is run through all 
classifiers, and the point is assigned to the class chosen by the greatest number of 
classifiers. 
 The accuracy of these classifiers was compared in [13]. The error rates were similar for 
both algorithms across the datasets studied. From the aspect of this work, the classification 
process for each is similar: 
 Run each test point through each of the trained classifiers 
 Assign the test point to the class with the greatest response 
8 
As such, the one-against-all classifier was selected for implementation but the one-against-one 
classifier would have been an equally plausible choice. 
2.3 - VIOLA & JONES OBJECT DETECTION 
 Viola & Jones [14] is a commonly used object detection algorithm that is well-known for 
its face detection performance. 
2.3.1 - CASCADE OF WEAK CLASSIFIERS 
 The Viola and Jones object detector is a strong classifier composed of many weak 
classifiers. These weak classifiers are simple to allow for fast processing, only performing a 
weighted sum of rectangular features. By combining these weak classifiers into a cascade, a final 
classifier is created that is able to eliminate non-face regions quickly while keeping nearly all 
face regions. 
 
 In order to process images in real-time, the earlier cascade stages have a limited number 
of features and attempt to remove only windows that have a low probability of being faces. As 
the cascade stages progress, a greater number of increasingly complex classifiers are used to 
Stage 0: 
3 features 
NOT 
Face 
Face 
Stage 1: 
9 features 
Stage 19: 
108 features 
Not Face Not Face Not Face 
Face Face 
Face 
… 
Figure 2.4 - Viola & Jones example face detection cascade 
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reduce false positive classifications. If one of the cascade stages classifies a window as non-face, 
no further stages process it. This ensures that only the regions with a high probability of being 
faces will be subjected to the more intensive computations. 
2.3.2 - INTEGRAL IMAGE 
 Viola and Jones were the first to introduce the concept of an integral image or summed 
area table (SAT). The integral image at location x, y contains the sum of the pixels above and to 
the left of x, y, inclusive. 
𝑖𝑖 𝑥,𝑦 =  𝑖(𝑥′ ,𝑦′)
𝑥′≤𝑥 ,𝑦′≤𝑦
 
 
Using the integral image, the sum of any rectangular feature can easily be calculated with only a 
few array lookups rather than a runtime pixel by pixel summation. A feature at location (x, y) 
with width w and height h can be calculated using the integral image with four array references. 
)1,1()1,1()1,1()1,1(),,,(  ywxiihyxiihywxiiyxiihwyxRecSum  
These lookups are depicted in Figure 2.5 below. 
 
 
RecSum(x,y,w,h) 
ii(x-1, y-1) 
ii(x-1, y+h-1) 
ii(x+w-1, y-1) 
ii(x+w-1, y+h-1) 
Figure 2.5 – Feature evaluation using the integral image 
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A variant of the integral image stores the squared sum for use in calculating the standard 
deviation.  
𝑖𝑆𝑖 𝑥,𝑦 =  𝑖 𝑥′ ,𝑦′ 2
𝑥 ′≤𝑥 ,𝑦 ′≤𝑦
 
 Tilted features are not within the scope of this thesis, however their support would 
require an additional integral image. As described in [15], a rotated integral image can be used to 
compute the values of 45º rotated rectangles. The rotated integral image is defined as the sum of 
the pixels of a rotated rectangle with the bottom most corner at (x, y) and extending upwards to 
the boundaries of the image. 
 


'','
','),(
xxyyyy
yxiyxiRi  
 In order to detect objects of different sizes, the classifier is run over the image multiple 
times. Before each iteration, the classifier window and features are scaled larger until one of the 
window dimensions is greater than its associated image dimension. These independent iterations 
provide a source of parallelism, allowing multiple feature scales to be processed in parallel.  
 In order to find objects at different locations in an image, the classifier window slides 
across the image. As the window slides across the image, the step size or spacing between one 
window and the next is a function of the current feature scale. Processing independent windows 
at multiple locations offers an additional level of parallelism. 
2.4 - GRAPHICS PROCESSING UNIT (GPU) 
 Traditionally, graphics processing units have been used as dedicated rendering devices 
for computers and gaming consoles. In recent years however, commodity GPUs have become 
11 
increasingly programmable and are now capable of performing much more than graphics specific 
computations. The specialized rendering hardware provides an advantage for the GPU over the 
CPU when performing compute-intensive, highly parallel computations. 
 
Figure 2.6 - CPU vs. GPU comparison of floating point operations per second. [16] 
 
 
Figure 2.7 - CPU vs. GPU bandwidth comparison. [16] 
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This advantage is primarily due to the transistor allocation for the GPU vs. the CPU. The 
majority of the transistors on the GPU are devoted to data processing rather than flow control 
and data caching. 
 
Figure 2.8 - Transistor allocation for CPU and GPU. [16] 
 
2.5 GPGPU PROGRAMMING FRAMEWORKS 
 The GPU is a powerful device, capable of processing a massive amount of data in a short 
amount of time. However, software is required to program the GPU actions, and programming 
interfaces are required to access the hardware. 
2.5.1 – LEGACY ENVIRONMENTS 
 Early GPGPU relied on lower level languages such as OpenGL for programming the 
devices. OpenGL is primarily used for programming 2D and 3D graphic applications but 
provides access to the hardware that GPGPU requires. GPGPU programming through OpenGL 
requires a great deal of knowledge about the hardware such as textures and shaders. 
Programming through OpenGL and other early frameworks is considered a very low level 
approach to GPGPU. 
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2.5.2 – SH AND BROOK FOR GPUS 
 Sh and Brook for GPUs (BrookGPU) were two of the earliest high-level languages and 
programming environments. These programming frameworks provide a level of abstraction from 
the graphics hardware so the programmer does not require in-depth knowledge of GPU textures 
and shaders.  
 BrookGPU is a compiler and runtime implementation of the Brook stream programming 
language, and it is implemented as an extension to the C programming language. Sh is a 
metaprogramming language that is implemented as a C++ library. Both BrookGPU and Sh 
support NVIDIA and ATI GPUs on both Windows and Linux. Sh has been commercialized and 
expanded with additional support for the cell processor and multicore CPUs. BrookGPU has 
been adopted for use in ATI Stream. 
2.5.3 - NVIDIA CUDA 
 NVIDIA realized the necessity for an easy method to program these powerful devices. 
“In November 2006, NVIDIA introduced CUDA, a general purpose parallel computing 
architecture – with a new parallel programming model and instruction set architecture – that 
leverages the parallel compute engine in NVIDIA GPUs to solve many complex computational 
problems in a more efficient way than on a CPU.” [16] 
 As CUDA is a framework built around the C programming language, CUDA applications 
are fairly easy to implement. However, a great deal of time and knowledge is required to 
optimize the applications for the specialized hardware. Special care has to be taken with memory 
access patterns and algorithm design to obtain maximum efficiency. CUDA is cross-platform but 
only runs on NVIDIA GPUs. 
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2.5.4 - ATI STREAM 
 ATI Stream by AMD is a similar concept to that of NVIDIA’s CUDA. Both provide a 
high level interface for programming the stream processors on the GPUs. ATI Stream utilizes 
Brook+, a compiler and runtime package for GPGPU programming to provide control over GPU 
hardware. ATI Stream is cross-platform but only runs on AMD GPUs. ATI Stream and CUDA 
both have their positives and negatives. For the work of this thesis, NVIDIA’s CUDA was 
preferred over ATI Stream for its previous use at the institution. 
2.5.5 – OPENCL 
 NVIDIA and AMD both plan to support OpenCL (Open Computing Language). OpenCL 
is the first open standard for general-purpose parallel programming of heterogeneous systems. 
OpenCL supports not only GPU programming but also a diverse mix of multi-core CPUs, GPUs, 
Cell-type architectures and other parallel processors such as DSPs. OpenCL will provide a 
programming framework and environment most closely related to NVIDIA’s CUDA. During the 
time period of this work, OpenCL was still very new so it was not considered for 
implementation. However, it is believed the transition from CUDA to OpenCL would be a 
relatively straightforward process.  
2.6 NVIDIA CUDA 
 As the majority of work required for this thesis is the implementation of existing 
sequential algorithms using CUDA, some details regarding CUDA development must first be 
covered. The concepts paraphrased below are covered with much greater detail in [16]. 
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2.6.1 - CUDA PROGRAMMING MODEL 
 CUDA programmers develop code for the GPU by creating C functions called kernels. 
Only one kernel can be run on the device at a time, and all configured threads execute the kernel 
in parallel. The threads are grouped into thread blocks which are then organized in a grid as seen 
in Figure 2.9 below. 
 When a kernel is launched, the blocks of the grid are distributed to multiprocessors with 
available execution capacity. The threads of a block execute concurrently on a single 
multiprocessor. As each thread block completes its work, the multiprocessors are freed, and a 
new block is launched in its place. 
 
Figure 2.9 - CUDA Grid layout. [16] 
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 To manage the numerous threads, the multiprocessor employs a single-instruction, 
multiple-thread (SIMT) architecture. This allows each thread to execute independent of the other 
threads on one of eight scalar processors. Instructions are issued to groups of 32 threads called 
warps, which execute one common instruction at a time. If the instructions assigned to threads 
within a warp differ due to conditional branching, the warp executes each path sequentially while 
disabling threads that are not on the path. When all branch paths are complete, the threads join 
back to the common execution path. It is for this reason that code within conditional statements 
such as if/else should be limited. 
 Given the above information, it is now relevant to note that the GPUs of concern for this 
work have the following specifications: 
 The maximum number of threads per block is 512 
 The maximum size of each dimension of a grid of thread blocks is 65535 
 The maximum number of active blocks per multiprocessor is 8 
 The maximum number of active threads per multiprocessor is 1024 
 The maximum number of active warps per multiprocessor is 32  
 
 CUDA also provides limited synchronization between threads of the same block via the 
syncthreads function call. Upon hitting a syncthread, each thread will wait until all remaining 
threads reach the call. Syncthreads is primarily used to coordinate communication between the 
threads within a block to prevent read/write data hazards with shared or global memory. The 
only way to synchronize across thread blocks is by breaking the computation into multiple 
kernels, as one kernel must complete before another can launch. 
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2.6.2 – CUDA PROGRAM FLOW 
 Most CUDA applications follow a set program flow. The host first loads data from a 
source such as a text file and stores it into a data structure in host memory. The host then 
allocates device memory for the data and copies the data to the allocated space. Kernels are then 
launched to process the data and produce results. These results are then copied back to the host 
for display or further processing. 
 
2.6.3 - MEMORY HIERARCHY 
 As shown in Figure 2.11 below, there are five main regions of memory on the device. 
 Device Memory: All threads have read/write access to the device DRAM. 
 Registers: Each multiprocessor has read/write access to a limited number of 32 bit hardware 
registers. 
 Shared Memory: All threads within a block have access to a common shared memory region. 
The amount of shared memory available per multiprocessor is limited to 16 KB with a small 
quantity reserved for built in variables. 
Application 
launch 
Load 
data 
Allocate 
device 
memory 
Copy data 
to device 
Launch 
kernel to 
process 
data 
Copy 
results 
back to 
host 
Display or 
further 
process 
results 
Figure 2.10 - Common CUDA program flow 
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 Constant Memory: A read-only constant cache is shared by all scalar processor cores and 
speeds up reads from the constant memory when all threads of a half warp access the same 
location. The total amount of constant memory is 64 KB. The cache working set for constant 
memory is 8 KB per multiprocessor. 
 Texture Memory: A read-only texture cache is shared by all scalar processor cores and 
speeds up reads from the texture memory space. The texture cache is optimized for 2D 
spatial locality, so threads of the same warp that read texture addresses that are close together 
will achieve best performance. The cache working set for texture memory varies between 6 
and 8 KB per multiprocessor. 
 
Figure 2.11 - CUDA memory heirarchy. [16] 
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CUDA also has a “local” memory space, which has the same speed as device memory. Local 
memory is automatically used to store local scope arrays and additional variables if there are 
insufficient registers available. The above mentioned data is summarized in Table 2.1 below. 
Table 2.1 - Summary of CUDA memory heiarchy [17] 
Memory Location Cached Access Scope 
Register On-chip No Read/Write Individual thread 
Local Off-chip No Read/Write Individual thread 
Shared On-chip No Read/Write All threads within a block 
Global Off-chip No Read/Write All threads + host 
Constant Off-chip Yes Read All threads + host 
Texture Off-chip Yes Read All threads + host 
 
 The global memory bandwidth is used most efficiently when simultaneous memory 
accesses by threads in a half-warp can be coalesced into a single memory transaction of 32, 64, 
or 128 bytes. On devices with compute capability 1.3, coalescing is achieved for any pattern of 
addresses requested by the half-warp as soon as the words accessed by all threads lie in the same 
segment of size equal to: 
 32 bytes if all threads access 8-bit words, 
 64 bytes if all threads access 16-bit words, and 
 128 bytes if all threads access 32-bit or 64-bit words . 
 
 If a half-warp addresses words in n different segments, n memory transactions are issued; 
therefore it is necessary to arrange data so that they can be read from global memory in a 
coalesced manner. If coalescing reads is not possible, use of the texture cache is often the next 
best solution. 
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 While discussing memory, it is worth mentioning zero copy. Introduced in CUDA 2.2, 
zero copy allows GPU threads to access host memory directly. When data are written to zero 
copy allocated memory from the device, the data transfer is automatically overlapped with kernel 
execution. This however requires the host to synchronize explicitly with the device before 
attempting to read any zero copy memory. Zero copy requires that the device can map host 
memory; this can be checked by calling cudaGetDeviceProperties() and checking the 
canMapHostMemory property.  
2.6.4 - COMPUTE CAPABILITY 
 The compute capability of a device is defined by a major revision number and a minor 
revision number. Devices with the same major revision number are of the same core architecture. 
The minor revision number corresponds to an incremental improvement to the core architecture, 
possibly including new features. 
The algorithms in this work were developed to utilize the features of newer devices with 1.3 
compute compatibility. The main advantages of compute capability 1.3 devices over earlier 
devices include: 
 Support for double-precision floating point numbers 
 16,384 registers per multiprocessor vs. 8,192 
 Support for atomic functions operating in shared memory 
 Support for atomic functions operating on 64-bit words in global memory 
 An enhanced memory controller with more relaxed memory coalescing rules 
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2.6.5 – OCCUPANCY 
 Occupancy is defined as the ratio of the number of active warps per multiprocessor to the 
maximum number of active warps. A higher occupancy results in the hardware being more fully 
utilized.  The greatest benefit from high occupancy is the latency hiding during global memory 
loads. An increase in occupancy does not guarantee higher performance. As discussed in Section 
2.6.1, each multiprocessor has a limited set of registers and shared memory. These resources are 
shared between all thread blocks running on a multiprocessor. 
 Occupancy can be increased by decreasing the resources used by each thread in a block, 
or by decreasing the number of threads launched in each block. As shared memory is manually 
managed, local or global memory can easily be substituted instead. Register usage is more 
difficult to manage as registers are automatically used during memory transfers and calculations. 
CUDA provides two additional mechanisms to limit register usage. 
 The maxrregcount compiler flag can be used to specify the maximum number of 
registers each CUDA kernel can use. If specified, the compiler uses local memory rather 
than the extra registers.  
 The volatile keyword can also be used to limit register usage. Rather than immediately 
evaluating a variable, the CUDA compiler may inline it to be evaluated later. This can 
result in redundant calculations if the variable is used more than once. Each time the 
variable is computed, additional registers may be used, increasing the register count. The 
volatile keyword is essentially a method for suggesting that the compiler evaluates the 
variable and places it into a register immediately.  
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2.6.6 - MULTIPLE GPUS 
 CUDA supports the use of multiple GPUs in a single application. The GPUs are 
completely independent of each other, with their own memory space and instructions. Each GPU 
must be programmed and setup separately. Generally, a CPU thread is launched to manage each 
GPU. The OpenMP API was selected to manage the host threads. 
2.6.7 – OPENMP 
 OpenMP is a shared memory multiprocessing API that was selected to manage the host 
level parallelism as it is: 
 Multi-Platform 
 A C/C++ interface 
 Portable and Scalable 
 Used by OpenCV1 
OpenMP uses preprocessor directives to signify parallel blocks of code. For this work, the 
typical OpenMP usage includes: 
 Set number of OpenMP threads to be equal to the number of GPUs in the system using 
omp_set_num_threads() 
 Perform serial code block 
 Execute parallel code block via preprocessor directive #pragma omp parallel 
 Join threads 
 Execute serial code block  
                                                 
1
 Open Computer Vision Library - http://sourceforge.net/projects/opencvlibrary/ 
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 The next chapter examines some of the previous work that has been done with these 
algorithms. Previous implementations and attempts at accelerating the algorithms are introduced 
and related to the scope of this thesis.  
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Chapter 3 – PREVIOUS WORK 
 The algorithms implemented in this thesis have already been functionally proven. 
However, the required computation time often makes them impractical for use in real time 
computer vision tasks. CUDA has been successfully used to accelerate applications in many 
fields including cryptography [18], mathematical model simulations [19] and image processing 
[20]. Many applications report speedups in the range of 1.5x to 400x depending on the degree of 
parallelism in the algorithm. 
3.1 – K-NEAREST NEIGHBOR CLASSIFICATION 
 Since the introduction of k-Nearest Neighbors, many attempts have been made to 
improve its performance. Many of these optimizations focus on restructuring or reformatting the 
data to help minimize the search space for nearest neighbors.  
 The k-d tree method [5] relies on organizing the data into a binary tree where each 
training point is stored as a node. Once established, the k-d tree allows a search to be performed 
over only the closest neighbors of a query point, greatly reducing the work that has to be done. 
While the use of k-d tree increases performance by decreasing the search space, it relies on 
complex data structures and recursive tree traversal algorithms, neither of which map well onto 
the GPU. 
 Gionis et al. [6] note that “if the number of dimensions exceeds 10 to 20, searching in k-d 
trees and related structures involves the inspection of a large fraction of the database, thereby 
doing no better than brute-force linear search” and instead examine a scheme for approximate 
similarity search based on hashing. During training, a method called locality sensitive hashing 
(LSH) uses several hash functions to bin similar training points together. Classification of a 
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query point can then be accomplished by hashing the point and retrieving elements stored in the 
bin that would contain the hashed query point.  
 As with k-d trees, the hashing method requires that the training data be preprocessed in 
order to optimize classification. Instead of manipulating the training data for a more efficient 
search, this work focuses on a linear search approach of computing the distance to all neighbors. 
This approach exploits the parallelism of independent points and the underlying computations to 
obtain a speedup over sequential implementations. 
 The brute force approach has been implemented on CUDA in [21]. This implementation 
exploits multiple test points as the main source of parallelism as it computes and sorts distances 
in parallel. This thesis extends the work in [21] by adding functionality to exploit different 
sources of parallelism when dealing with fewer test points. 
3.2 – SUPPORT VECTOR MACHINES 
 The original foundation for Support Vector Machines was introduced in [22]. Since then, 
several implementations have followed including LIBSVM and the SVM functionality of 
MATLAB’s Bioinformatics Toolbox. Both of these applications provide the ability to train and 
classify a support vector system. At the time of writing, LIBSVM [23] supported linear, 
polynomial, RBF and sigmoid kernels, while MATLAB supported linear, polynomial, RBF, 
multilayer perceptron (MLP) and user generated kernels. 
 In an effort to exploit the parallelism in SVM classification and training, two parallel 
CUDA implementations have been developed. GPUSVM [24] reports a speedup of 81-138x over 
LIBSVM while supporting linear, polynomial, Gaussian and sigmoid kernels. GPUSVM uses 
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CUBLAS
2
 to perform dot product calculations in parallel followed by a parallel reduction to 
compute the classification sum for each test point. 
 CUSVM [25] followed GPUSVM with a similar implementation that also included 
regression and support for mixed precision arithmetic. CUSVM supports only the Gaussian 
kernel and few details on the classification implementation are provided. A speedup of 22x - 
172x over LIBSVM is reported for various datasets. 
 In order to handle greater amounts of data and exploit additional parallelism, [26] used 
CUDA to implement an incremental least squares SVM (LS-SVM) for handling billions of data 
points with high dimensionality (up to 10
3 ) . A speedup of 65x over a sequential CPU 
implementation and over 1000x over LIBSVM is reported. LS-SVM processes chunks of data 
points in parallel on the GPU using the vendor supplied CUBLAS library for matrix operations. 
The calculation results are copied back to the CPU for final classification. 
 Zhang et al. [27] also take advantage of multiple test points by using a SVM to classify 
windows, or sub-regions of an image in parallel. The GPGPU scan-window based object 
detection framework was used to detect pedestrians with a speedup of “more-than-ten-times” 
over a sequential CPU implementation. The low level GPGPU implementation process varies 
greatly from that of CUDA. 
 As with k-NN, these previous works target multiple query points as the main source of 
parallelism and design the parallel algorithms to exploit it best. This work used a previous SVM 
implementation to exploit a different source of parallelism, multiple classifiers running across 
multiple GPUs to create a multiclass SVM classifier. 
                                                 
2
 A NVIDIA supplied Basic Linear Algebra Subprogram library 
27 
3.3 – VIOLA & JONES OBJECT DETECTOR 
 Viola and Jones introduced their object detection algorithm in [14]. This algorithm is 
extended in [15] with the addition of rotated features and alternative boosting algorithms. This 
extended algorithm was implemented as part of the OpenCV library. The OpenCV 
implementation offers the ability to enable OpenMP to distribute strips of an image across 
multiple CPU threads. The use of OpenMP allows OpenCV to exploit parallelism, but not at the 
level of GPUs. 
 The concepts introduced by Viola and Jones are not only applicable for their object 
detector. Several phases of the object detection process have been parallelized for use in other 
projects. For example, [28] introduces a new integral image algorithm for the GPU. The 
algorithm was implemented in Brook and uses parallel prefix sum operations to compute the 
integral image in stages. A speedup of 10x over “the best available CPU implementation” was 
reported for large images. Allusse et al. [29] also implement parallel integral image generation 
but use the CUDPP
3
 library to perform the parallel sums for a speedup ranging from ~0.06x for 
128x128 images to ~3x for 2048x2048 images. 
 While no other CUDA implementations of the Haar classifier based object detector could 
be found, parallel implementations exist for other platforms. The work in [30] processes up to 
three feature classifiers in parallel using a FPGA hardware architecture for a 35x speedup over a 
similar sequential CPU implementation. 
                                                 
3
 CUDA Data Parallel Primitives Library - http://gpgpu.org/developer/cudpp 
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 An exceptional amount of knowledge can be gained from the previous work, especially 
the OpenCV implementation. However, implementing the Viola & Jones object detector on 
CUDA required a substantially different implementation process.  
 The next chapter discusses this thesis’ GPU implementation of k-Nearest Neighbor 
Classification, Multi-class Support Vector Machines and Viola and Jones Object Detection. This 
includes both the high level algorithms and data parallel primitives that are required to perform 
several common tasks.   
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Chapter 4 – GPU IMPLEMENTATION 
 Many computer vision tasks require fast response times. The proposed algorithms can be 
very computationally intensive, making them difficult to use for real-time tasks.  By taking 
advantage of the parallel nature of these algorithms, execution on the GPU can be done in a 
fraction of the original time.  Offloading processing to the GPU also frees the CPU for other 
tasks such as device IO, reporting or user interaction. 
4.1 - PARALLEL PRIMITIVES 
 A set of data-parallel algorithm primitives are used quite frequently to implement parts of 
larger algorithms. Fortunately, a variety of these parallel primitives have already been 
implemented in CUDA.  
 Several of these are implemented as examples in the CUDA Software Development 
Kit (SDK).  
 The CUDA Data Parallel Primitives (CUDPP) library also provides several 
implementations.  
 Thrust is an open-source library that provides a high-level interface to many of these 
parallel primitives. 
Several of these primitives are used as part of the algorithms implemented in this thesis; any 
libraries used will be detailed in later sections. 
4.1.1 – REDUCTION 
 A reduction is a method for processing a list of data elements to build up a single return 
value. In this thesis, reductions are used to find the sum and minimum value in a list of elements. 
A reduction can be viewed as a tree of operations: 
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The operation for a sum reduction would be addition and min for a minimum reduction.  
 This process maps well onto the GPU where each thread block is responsible for reducing 
a section of the data array. Each block produces a result and all of these results must then be 
combined. This is accomplished by calling the kernel an additional time to reduce these results. 
 
 
Operation 
Result 
Data 0 Data 1 
Operation 
Intermediate 
Result 
Operation 
Intermediate 
Result 
Data 2 Data 3 
Operation 
Intermediate 
Result 
Data 4 Data 5 
Operation 
Intermediate 
Result 
Operation 
Intermediate 
Result 
Data 6 Data 7 
Operation 
Intermediate 
Result 
Figure 4.1 – Reduction as a tree of operations 
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 As the operations involved in a reduction tend to be very simple, each thread within a 
block does very little work. In order to hide latencies, it is often beneficial to have a single thread 
process multiple elements. This is done by having each thread perform the operation while 
reading multiple data points from global memory into shared memory. Once the data is in shared 
memory, all threads work together to reduce the data. Additional information regarding the 
NVIDIA SDK reduction implementation, including code, is available in the NVIDIA whitepaper 
[31]. 
4.1.2 - SCAN 
 A scan, also known as a prefix sum, is an algorithm that produces an output array in 
which every element is the sum of the elements before it. For example, an input of  
 1210 ...,,, naaaa  
would produce the array 
      1210210100 ...,...,,,  naaaaaaaaaa . 
Call 0 – 4 blocks 
Call 1 – 1 block 
Figure 4.2 – Multiple reduction calls to process a list of data 
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 In the CUDA SDK scan implementation, the threads within a thread block work together 
to process the data in two phases. The first phase is called the up-sweep or reduce phase. This 
phase performs a reduction to compute and store the intermediate partial sums. The second phase 
is referred to as the down-sweep phase in which the partial sums are used to populate the output 
array. As noted in [32], this process is most easily depicted as a binary tree: 
Figure 4.3 - Binary tree depiction of scan procedure. 
At each level of the down-sweep phase, each vertex is passed to the left child while the sum of 
the vertex and the left child from the up-sweep phase is passed to the right child. The binary tree 
data structure does not map well onto the GPU; it is merely a concept used to determine what 
elements the threads in a block process. The above figure depicts an exclusive scan, where each 
element in the results of a scan contains the sum of all previous elements. An inclusive scan contains 
the sum of all elements up to and including the value at the index. The inclusive scan can be 
constructed by shifting the results from an exclusive scan left and inserting the total sum in the 
last position. Additional information regarding the NVIDIA SDK scan implementation, 
including code is available in the NVIDIA whitepaper [33]. 
4.1.3 - STREAM COMPACTION 
 The stream compaction algorithm is used to remove unwanted values from an array of 
elements. Stream compaction produces a smaller array with only the values of interest, 
33 
decreasing memory usage, memory transfer bandwidth requirements and wasted processing. 
Stream compaction requires two phases, the first of which determines the output indices for the 
valid input data. The second phase places the input data into the output array at the indices 
generated in the previous phase. 
 The first phase requires a secondary array that has a value of 1 in indices of important 
values and a 0 in the indices of all other values. A scan is then performed on this array to 
generate the output indices. This array is used as a lookup table to place the actual input values 
into the output array as in the following example: 
 
 Stream compaction is implemented with two kernel calls. The first of which processes the scan, 
and the second handles the copy to the output. 
1 1 0 0 1 0 1 1 0 0 0 1 
0 1 2 2 2 3 3 4 5 5 5 5 
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+ 
 
+ 
 
+ 
 
+ 
 
4 5 -1 -3 8 -2 6 9 -4 -9 -1 1 
4 5 8 6 9 1 
4 5 -1 -3 8 -2 6 9 -4 -9 -1 1 
0 1 2 2 2 3 3 4 5 5 5 5 
Phase 1: Scan 
Phase 2: Copy to output 
Figure 4.4 - Stream compaction example 
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4.2 – ALGORITHM IMPLEMENTATIONS 
4.2.1 – K-NEAREST NEIGHBOR CLASSIFICATION 
 The work in [21] already provides a very fast and efficient implementation of the base k-
NN algorithm. The basic algorithm of this work is: 
 Compute the distances from all test points to all known vectors in parallel 
 Sort the distances for each test point in parallel 
 Take the square root of the closest k distances in parallel 
 Copy the results from the GPU to the CPU  
Rather than duplicating this work, this thesis focused on optimizing the implementation for two 
different cases: classifying a single test point and classifying test points when k=1. 
4.2.1.1 – Classifying a single test point 
 As the previous work focused on classifying multiple test points at a time, there was 
sufficient data to fully and efficiently utilize the GPU without utilizing the finest grain of 
parallelism. In the previous implementation, each thread was responsible for computing the 
distance from a reference point to a query point by calculating 
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 With only a single test point however, additional parallelism must be exploited to utilize 
the device fully. The new implementation breaks the distance calculation apart, making each 
thread responsible for computing only 
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A parallel reduction is then used to accumulate the partial sums for each distance computation. 
The previous algorithm resumes with a parallel sort of the distances to find the k closest 
neighbors.  
4.2.1.2 – Nearest neighbor classifier (k=1) 
 The change to the algorithm in this case is simply substituting the parallel sort with a 
minimum reduction. The CUDA SDK reduction example was used as the base reduction 
algorithm. However, several changes were necessary. 
 The base reduction would simply return the minimum value of the list. For this 
implementation, the index of the minimum value is also required. This requirement not 
only introduces extra overhead, but also introduces divergent branches into the algorithm. 
Fortunately, very limited work is done within the branches so the branch penalty should 
be minimal. 
 The base reduction is designed to handle one-dimensional data arrays while the k-NN 
data is two-dimensional. A naive solution would be to call the reduction kernel once for 
each column of data. However, this will result in a great deal of kernel launch overhead. 
Another approach would be to launch a thread block to reduce each column of the array. 
This approach is more efficient than the previous but is still not optimal.  The limited 
number of threads per block makes it impossible to control how many values each thread 
is responsible for accumulating before the reduction. Instead, a reduction was 
implemented which used two-dimensional thread blocks. The threads in a column work 
together to reduce a set number of values in the associated column of the data array. In 
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this manner, the threads within multiple blocks work together to reduce multiple columns 
of the array at a time.   
 
 
 The initial reduction results in multiple partial sums for each column. These values are 
then accumulated using another reduction. 
4.2.2 – SUPPORT VECTOR MACHINES 
 The GPUSVM classifier was used as the binary classifier for the multiclass SVM 
implementation. GPUSVM formats the support vectors and test points into matrices so all 
calculations can be done with simple matrix multiplication. The kernel calculations are 
performed using an NVIDIA provided matrix multiplication routine (SGEMM). A reduction was 
then performed to accumulate the computed values. 
 An SVM was trained for each class in the database using GPUSVM. A multi-GPU 
approach was used to run all test points through each of the classifiers. The maximum response 
from all classifiers was then determined for each test point. 
Figure 4.5 - Depection of the 2D reduction. The values down each column are accumulated by the threads 
in the associated column of the overlapping thread block. 
Block (0, 0) Block (1, 0) 
Block (0, 1) Block (1, 1) 
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Several options are available for the final classification. 
 Find the maximum classifier response iteratively on the host:  
This method provides the most straightforward implementation, but requires that the 
results for each classifier be copied back to the host. The test points do not fit in 
device memory all at once, so intermediate results are already copied back to the 
device. For this reason, performing the final classification on the host has proven to 
be the fastest for the tested databases. The final classification time was negligible 
when compared to the amount of time taken for classification. 
 Find the maximum classifier response iteratively on the GPU:  
This approach exploits the data independence of the test points to perform the final 
classification of each test point in parallel. Each thread is responsible for classifying a 
Test_Data = Read(Test Data File) 
 
// Run test points through each classifier 
In Parallel DO 
 
CPU_ID = My CPU Thread ID 
 
 FOR CLASS_ID in CPU_ID:(num classes ÷ num GPUs) DO 
 
  Model = Read(CLASS_ID Classifier File) 
 
  Results[CLASS_ID] = Classify(Model, Test_Data) 
   
  CLASS_ID += num GPUs 
 
// Perform the final classification 
FOR TP in each test point DO 
  
 Class = MAX(Results[All Classes][TP]) 
  
Figure 4.6 – Multi-GPU multiclass SVM algorithm 
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test point by determining which classifier has the maximum response. As discussed 
above, there is insufficient memory to hold all results on the device, so the 
intermediate results are copied back to the host. In order to perform the final 
classification on the device, these results must first be copied back to device memory. 
The overhead of this memory transfer outweighs the benefits of the parallel 
classification. 
 Perform a maximum reduction:  
This method follows the same concept as the previous one: perform the final 
classification in parallel. Rather than performing an iterative search for the maximum 
value, a reduction could be used to find the maximum classifier response. However, 
this method has the same drawback as the iterative approach on the GPU; the 
intermediate results must first be copied back to the device. Additionally, most 
multiclass problems have a limited number of classes. In the MNIST database [34] 
for example, only ten values would need to be reduced for each test point. In this 
case, the overhead of the reduction can easily outweigh the parallel benefits. 
Ultimately, performing the final classification on the host offered the best performance. This 
may change if, for example, enough memory is available to hold all results on the GPU rather 
than copying them back to the host. 
4.2.3 – VIOLA & JONES OBJECT DETECTOR 
 The OpenCV implementation of the Viola & Jones object detector was used as a 
reference for the CUDA implementation. As such, the CUDA implementation was designed to 
produce results that were similar to those produced by the OpenCV implementation. In order to 
match the accuracy of the OpenCV implementation, double precision is required for some 
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calculations. This requires that the CUDA implementation be run on a compute capability 1.3 
card as earlier cards do not support double precision. 
From a high level, the Viola & Jones program flow is as follows: 
 Read and preprocess the image using OpenCV 
 Create integral images 
 Copy integral images to device 
 Classify the image on the device 
 Copy detected faces back to the host and display the results 
4.2.3.1 – Training Data 
 OpenCV provides a set of pre-trained detectors for eyes, frontal faces, profile faces, 
lower body, upper body and full body in the form of XML files. The OpenCV object detector 
accepts the file name for a trained detector to use for classification. This file is read at application 
launch and used to setup data structures to represent the cascade. 
 The cascade is composed of a set number of stages, each with a set number of trees. The 
trees are composed of features which contain a set number of rectangles.  To prevent the 
overhead of copying the data structures to the device and the associated uncoalesced memory 
accesses, the cascade data was hard coded in the CUDA kernels. An application was created to 
parse the trained classifier data file and output CUDA classifier kernels. These kernels were then 
compiled as part of the CUDA Viola & Jones application.  
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Figure 4.7 - Cascade structure 
4.2.3.2 – Preprocessing 
 OpenCV is used to read and preprocess the image. The image is read in and converted to 
an 8 bits per pixel, grayscale data array. The face detection example provided with OpenCV 
performs histogram equalization over the entire image before generating the integral image. This 
step is not necessary; thus it was not implemented in CUDA. However, histogram equalization is 
a parallelizable process, making it a good candidate for a CUDA implementation. 
4.2.3.3 – Context Creation  
 A CUDA context is comparable to a CPU process. The context tracks all resources and 
actions, allowing CUDA to clean up after itself automatically. The CUDA context must be 
created for each GPU before any CUDA calls can be made in an application. To prevent the 
context from being created during the classification call, a function was written to create the 
context at application launch. 
Cascade
Stage 0
Tree 0
Feature 0
Rect 0
...
Rect N...
Feature N...
Tree N
... ... ... ...
Stage N ... ... ...
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As the Viola & Jones CUDA implementation is multi-GPU, some additional work must also 
be done in this function. 
 Determine the number of GPUs in the system 
 Create a host thread for each device using OpenMP 
 Associate a CUDA device with each of the host threads 
 Enable zero-copy on each device 
 Create a CUDA context for each device under the associated host thread 
4.2.3.4 – Integral Image 
 As specified in Section 2.3.2, the integral image at location x, y contains the sum of the 
pixels above and to the left of x, y, inclusive. The integral image can be quickly and easily 
generated with a nested for loop over the columns and rows of the input image. As noted in 
Section 3.3, it is also possible to generate the integral image on the GPU using two parallel 
prefix sums and a matrix transpose. However, the performance gains from the parallel processing 
offer a minimal speedup and actually cause a slowdown when working with smaller images. As 
the results show in Section 5.3, the speedup is already acceptable for large images while a 
slowdown for smaller images would be very detrimental.   For this reason, the integral image is 
built on the host and then copied to the device. 
 The integral image is used to calculate the values of face detection features. As the 
features are not consecutive, it is not possible to coalesce the memory access to the integral 
images. To account for this, and exploit any two-dimensional spatial locality that may exist in 
the integral image fetches, the integral image is bound to the texture cache. The integral squared 
image is also bound to a texture reference. The integral squared image may be accumulating 
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squared values from images with large dimensions, resulting in very large values. In order to 
support these large numbers, the integral squared image must store double precision values. 
 Unfortunately, the texture cache does not support double precision data. In order to bind 
the integral squared image to the texture cache, it must first be converted to the CUDA int2 data 
type. This is done by using a union in which either a double or int array can be set or read: 
 
 
These values are then converted back to double precision values by the kernel when read from 
the texture cache using built in CUDA intrinsic functions as suggested in [35]. 
 
 In order to avoid the overhead of copying a large array of double precision numbers to 
the device, an attempt was made to store the square root of the integral squared image. The value 
would be calculated, as it was previously, but the square root would be taken before storing the 
value into a single precision floating point array. The values were squared when being read back 
on the device. This implementation was slower than storing double precision values, presumably 
due to the overhead of taking the square root and then squaring each value. This method also 
introduced a source of classification error due to the precision of the calculations. 
static __inline__ __device__ double fetch_double(texture<int2, 2> t, 
 int x,  
 int y) 
{ 
    int2 v = tex2D(t, x, y); 
    return __hiloint2double(v.y, v.x); 
} 
union doubleToint2 
{ 
 double     d; 
 signed int i[2]; 
}; 
Figure 4.8 - Union used to convert between double and int2 
Figure 4.9 – Texture fetch conversion from int2 to double 
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4.2.3.5 – Lighting Correction 
 The example sub-windows used to train the detectors provided with OpenCV were 
normalized to reduce the effect of different lighting conditions. In order to provide accurate 
classification, the testing sub-windows must also be normalized. The standard deviation is 
defined as: 

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σ  = Standard deviation 
m = Sub-window mean 
N = Number of pixels in sub-window 
xi = Sub-window pixel value 
 
The mean can easily be calculated from the integral image, while 

N
i
ix
1
2  can be computed using 
the integral squared image. Rather than operating on individual pixels, OpenCV multiplies the 
feature thresholds by the standard deviation to provide the effect of normalization. 
 For a given scale, the standard deviation remains the same for a sub-window across each 
stage. Calculation of the standard deviation requires eight texture memory lookups, additions, 
multiplications and a square root. Rather than calculating the standard deviation at each stage, it 
can be cached to global memory after the first stage and simply read back in later stages. The 
standard deviation calculation was a minimal part of the overall classification process; as such 
this implementation had a negligible effect on the overall performance. 
4.2.3.6 – Tree Evaluation 
 OpenCV detector training produces an XML file that outlines the cascade stages, trees, 
features and thresholds. Each stage is composed of a set of trees, trees are composed of features 
and features are composed of rectangles. 
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The rects fields provide the x, y, width, height and weight for each rectangle in the feature. The 
tilted field specifies if the feature is rotated (1) or not (0). 
The features are evaluated by taking the sum of the rectangles: 
  , *rectsRecSum
Rects All
1
i


i
icf  
where c is the weight associated with the rectangle.  
 The threshold field specifies the branching threshold for the feature. As discussed in 
Section 4.2.3.5, the feature thresholds are multiplied by the standard deviation to correct lighting. 
If the feature is evaluated to be less than the adjusted threshold, the left branch is taken; 
otherwise the right branch is taken. If the left branch is taken, the field prefixed with “left_” is 
inspected. If it is a value, the value is returned as the tree value. However, if it is a node, the child 
<!-- root node --> 
<feature> 
<rects> 
<_>2 7 16 4 -1.</_> 
<_>2 9 16 2 2.</_> 
</rects> 
<tilted>0</tilted> 
</feature> 
<threshold>4.3272329494357109e-003</threshold> 
<left_val>0.0383819006383419</left_val> 
<right_node>1</right_node> 
 
<!-- node 1 --> 
<feature> 
<rects> 
<_>8 4 3 14 -1.</_> 
<_>8 11 3 7 2.</_> 
</rects> 
<tilted>0</tilted> 
</feature> 
<threshold>0.0130761601030827</threshold> 
<left_val>0.8965256810188294</left_val> 
<right_val>0.2629314064979553</right_val> 
Figure 4.10 – Tree structure from OpenCV trained classifier data file 
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node (feature) is evaluated, and that result is returned as the tree value. The same concept is used 
if the right branch is taken, except the field prefixed with “right_” is inspected. As discussed in 
Section 2.6.1, this conditional branching may result in unavoidable performance degradation. 
However, very little computation is done along each branch path, increasing the possibility for 
the compiler to use branch prediction rather than branching. 
4.2.3.7 - Stage Evaluation 
 As specified above, each stage is composed of a set of trees. 
 
 
The tree values within a stage are accumulated, and that value is compared with the stage 
threshold. If the stage sum is greater than the threshold, the sub-window is classified as a face by 
the stage and passed onto the next stage for further classification. 
 OpenCV performs the complete classification of a sub-window before moving to the next 
sub-window. However, the CUDA implementation processes all sub-windows in parallel so a 
single cascade stage is run at a time. A kernel is launched for each stage in which each thread is 
<!-- stage 0 --> 
<trees> 
... 
</trees> 
<stage_threshold>0.3506923019886017</stage_threshold> 
<parent>-1</parent> 
<next>-1</next> 
 
 
<!-- stage 1 --> 
<trees> 
... 
</trees> 
<stage_threshold>3.4721779823303223</stage_threshold> 
<parent>0</parent> 
<next>-1</next> 
Figure 4.11 – Stage structure from OpenCV trained data file 
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responsible for classifying a sub-window. If the sub-window is classified as a face in the current 
stage, the thread writes a one to the output array in the window location; otherwise it writes a 
zero. This produces a one-dimensional array populated with ones and zeros. 
4.2.3.8 – Inter-stage Processing 
 Each stage kernel produces an array that has ones in every possible face location and 
zeros everywhere else. Two different algorithms were examined for using this data for the next 
kernel stage.  
 The first approach is the naïve solution. In this approach, the same number of threads is 
launched to process each stage regardless of how many sub-windows need to be processed. 
Threads that are assigned to sub-windows that have already been eliminated, simply return 
without doing any processing. This solution works as expected but it wastes a great deal of the 
hardware resources. First, this attempt launches many unnecessary thread blocks, causing 
additional overhead for the block scheduler. This also causes a load imbalance between threads 
of a block. When a thread block is assigned to a multiprocessor, the multiprocessor is reserved 
until all threads within that block complete. By having many threads return early while a few 
others keep working, the multiprocessor remains reserved. This limits the number of active 
threads that can be run in parallel. 
 The alternative is to perform a stream compaction on the output array, producing a new 
array populated with only possible face locations. The stream compaction implementation for 
this work utilizes the CUDPP scan and a custom compaction kernel. The stream compaction uses 
zero copy to return the number of sub-windows remaining to process. This value determines the 
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number of threads to launch for the next stage kernel. The stream compaction implementation 
makes more efficient use of the hardware and is faster than the naïve approach. 
4.2.3.9 – Window Skipping  
 In order to save on processing time, OpenCV does not classify all windows. OpenCV 
performs two passes over the image; the first of which evaluates stages zero and one. If a sub-
window evaluates to a face in stage one or the sub-window is eliminated in stage zero, the next 
window is marked not to be processed by later stages. The second pass over the image evaluates 
the remaining stages on the sub-windows that were not marked in the first pass. 
 As all sub-windows are processed in parallel in the CUDA implementation, it is not 
possible to match the exact behavior of OpenCV. Instead, a CUDA kernel is launched after stage 
one is complete. Each thread in the window skipping kernel is responsible for removing adjacent 
detections in a row of the image. This method mimics that of OpenCV; however it will not 
produce duplicate results. This is the only known source of classification difference between 
OpenCV and the CUDA implementation. As seen in Section 5.3, this has minimal effect on 
classification after grouping the detected faces. 
4.2.3.10 - Feature Scaling 
 After all cascade stages are processed, the location and dimensions of all detected faces 
are stored. The window is then scaled, and the classifier is rerun over the image. The scale factor 
is configurable, but defaults to 1.1 if unspecified. As the window is scaled larger, the step size 
between windows is also scaled. Scaling the step size by a fractional value results in fractional 
window coordinates. These values are adjusted according to the following set of equations. 
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Unbiased rounding is used in OpenCV and in turn, the CUDA implementation. Unbiased 
rounding simply rounds any fractional value towards the nearest even integer. 
 When the window is scaled, the feature rectangles must also be scaled. Fortunately this 
simply scales the feature location, height and width. The feature sum can still be computed using 
the RecSum equation. By scaling the features by a fractional value, the coordinates and 
dimensions will move to non-integer values. These new positions may cause a change in the area 
ratio, resulting in differences between the training and testing data. Leinhart et al [15] note that 
the change in ratio can have an “amazing” effect on the performance and suggest that the weights 
be corrected to restore the original area ratio. The following pseudo code was created after 
inspection of the OpenCV implementation. 
 
 
sum0 = 0 
 
FOR each rectangle 
 newX = origX * scale 
 newW = origW * scale 
 newY = origY * scale 
 newH = origH * scale 
  
if (first rectangle) 
area0 = newW * newH 
 else 
  sum0 += origWeight * newW * newH 
 
rectangle0 weight = -sum0 / area0 
Figure 4.12 – Pseudo code for scaled feature weight correction 
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This code was implemented as part of the CUDA stage kernels and is executed if the scale is 
greater than one. 
 As discussed in Section 2.3, these scale iterations are independent. As such they offer an 
additional level of parallelism that can be easily exploited by a multi-GPU system. As the scale 
increases, the window size gets larger, and the number of sub-windows decreases. In order to 
balance the load best, the scale iterations are distributed to each of the available GPUs in an 
alternating manner. 
 
 
The parallel execution of the scale iterations and classifier stages is depicted in Figure 4.14. 
Scale 1.000000 – 1600 windows 
Scale 1.100000 – 1521 windows 
Scale 1.210000 – 1444 windows 
Scale 1.331000 – 1369 windows 
Scale 1.464100 – 1225 windows 
Scale 1.610510 – 1156 windows 
Scale 1.771561 – 1024 windows 
Scale 1.948717 –   961 windows 
Scale 2.143589 –   729 windows 
Scale 2.357948 –   484 windows 
Scale 2.593742 –   361 windows 
… 
GPU 0 
GPU 1 
Figure 4.13 – Alternating scale iterations are assigned to available GPUs to best balance the workload 
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4.2.3.11 – Function Calls 
 The k-NN and SVM work in this thesis was transparent from the outside caller. As the 
Viola & Jones work is a new implementation, new function calls must be created. In order to 
keep consistent with OpenCV, the function call was made as similar as possible. 
Read and Preprocess Image 
Group Detected 
Faces 
Display Results 
Process scale X 
Process stage 0 
… 
Process stage N 
Store results for 
scale X 
thread 0 thread N 
Process scale Y 
Process stage 0 
… 
Process stage N 
Store results for 
scale Y 
thread 0 thread N 
All Scales 
Processed
? 
All Scales 
Processed
? 
No 
X += 2 
Yes 
No 
Y += 2 
Build Integral Images 
GPU 0 GPU 1 
Figure 4.14 - Parallel execution of scale iterations across multiple GPUs 
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 As discussed in Section 4.2.3.3, the context must be created at application launch via a 
call to createContext(). The primary difference in the function call is due to the cascade not 
being passed to the CUDA function because it is “hard coded” in the CUDA kernels. In addition, 
OpenCV allows a set of flags to be passed to the classifier. The flags include: 
 CV_HAAR_DO_CANNY_PRUNING – Causes Canny edge detection to be performed 
on the image before classification. Regions with too many or too few edges are rejected 
prior to running the classifier cascades. 
 CV_HAAR_SCALE_IMAGE – Causes the image to be resized rather than scaling the 
windows and features. 
 CV_HAAR_FIND_BIGGEST_OBJECT – Causes detection to find only the largest 
object in the image. 
void createContext() 
 
CvSeq* 
cvHaarDetectObjectsGPU(  
const IplImage* image,  
CvMemStorage* storage,  
const double scaleFactor,  
int min_neighbors,  
const int origWindowSize,  
const int numStages) 
 
 
CvSeq*  
cvHaarDetectObjects(  
const CvArr*  
image,CvHaarClassifierCascade*  
   cascade, 
CvMemStorage* storage, 
double scale_factor, 
int min_neighbors,  
int flags, 
CvSize min_size) 
Figure 4.15 – OpenCV detection function call Figure 4.16 – CUDA detection function call 
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 CV_HAAR_DO_ROUGH_SEARCH – Used in conjunction with 
CV_HAAR_FIND_BIGGEST_OBJECT, causes the function to dismiss candidate 
objects of a smaller size once an object is found at the current scale. This can greatly 
decrease processing time and can also decrease accuracy. 
It is anticipated that some of these features are good candidates for parallel implementations; 
however this extra functionality is left for future work.  
 The next section discusses the timing and performance benchmarks for each of the 
algorithms in this thesis. This includes analysis on each algorithm which was benchmarked 
against a similar implementation to determine any changes in execution time and accuracy.  
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Chapter 5 – RESULTS 
 This Section discusses both the classification accuracy and execution time for the 
algorithms in this thesis. For k-Nearest Neighbors classification and Viola and Jones object 
detection, the previous implementations were used to verify the classification results of the GPU 
implementations. As the previous SVM implementation was a binary classifier, the results were 
compared with the expected value and used to calculate the accuracy. This accuracy was then 
compared with other implementations to ensure the algorithm was producing correct results.  
 As discussed above, the CUDA algorithms require device memory allocation and copies 
before any processing can be performed. To compare CPU and CUDA implementations 
accurately and fairly, these processes are included in the CUDA timing. As discussed in Section 
4.2.3.3, the CUDA context must be created before any CUDA calls can be made. However, the 
context needs to be created only once at application launch and will have no effect on later 
classification calls. Because of this, the CUDA context creation time is not included in these 
results. 
 Execution times can vary across multiple application runs due to a variety of factors 
including other background processes and memory access times. In order to get an accurate 
timing, all reported times are averages of 15 application runs.  
 The benchmarks were all performed using a PC running Windows XP 32 bit. The 
machine had an AMD Athlon 64 X2 Dual Core Processor 5600+ at a speed of 2.91 GHz and 
2.75GB of RAM. Two different video cards were used for benchmarking, the first of which is a 
NVIDIA GTX 285. The GTX 285 has 240 processor cores, a 1,467 MHz processor clock, a 
1,242 MHz memory clock and 1GB of GDDR3 memory. The other card is a NVIDIA GTX 295 
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which has two GPUs in a single card. Each of the GPUs in the 295 has 240 processor cores with 
a 1,242 MHz processor clock, a 999 MHz memory clock and 896MB of GDDR3 memory. 
5.1 – K-NEAREST NEIGHBOR CLASSIFICATION 
 This work focused on extending a previous CUDA implementation that boasted a 
speedup of up to 295x over a serial implementation. Therefore, a large speedup was not 
expected. The results from the previous implementation were used to verify the resulting values 
of the new implementation. The performance metric for the k-NN results is speedup over the 
previous CUDA implementation. 
5.1.1 – CLASSIFYING A SINGLE TEST POINT 
 As seen in Figure 5.1, the optimizations for classifying a single test point provide a 
minimal speedup.  
 
Figure 5.1 – Results for k-NN single test point classification 
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The maximum speedup over the previous CUDA implementation is 1.24x. The results indicate 
that the number of dimensions has the greatest impact on the performance. As discussed in 
Section 4.2.1.1, each thread in the previous implementation was responsible for sequentially 
computing the distance from a reference point to a query point. The new implementation now 
computes the partial sums of the distance in parallel.   
 It can be seen that the speedup decreases when dealing with a greater number of 
reference points. This is expected, as with additional reference points, more threads are required 
to compute the distance between the reference points to the query point. This provides a 
sufficient amount of computation to utilize the device fully with the previous implementation. 
Computing the distance sequentially keeps the threads busy and provides computation to hide the 
memory access latencies. When dealing with a larger number of reference points, computing the 
intermediate differences in parallel takes longer than computing them sequentially.  
 
Figure 5.2 – Profiling of the k-NN CUDA implementation for 256 reference points, 1 query point and a dimension of 8192 
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Figure 5.3 - Profiling of the k-NN CUDA implementation for 1024 reference points, 1 query point and a dimension of 8192 
5.1.2 – NEAREST NEIGHBOR CLASSIFIER (K=1) 
 
Figure 5.4 – Results for k-NN nearest neighbor classifier (k=1) 
 The nearest neighbor classifier provides a maximum speedup of 2.35x over the previous 
CUDA implementation. As seen in Figure 5.4, the best performance is found with few query 
points and many reference points. With a large number of query points, the majority of time is 
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spent computing distances and copying memory. As the final classification is such a small part of 
the execution time, the enhancements have a minimal effect. 
 
Figure 5.5 – Profiling of the k-NN CUDA implementation for 8192 reference points, 4 query points and a dimension of 8192 
with k=1 
 
Figure 5.6 - Profiling of the k-NN CUDA implementation for 8192 reference points, 8192 query points and a dimension of 8192 
with k=1 
5.2 – SUPPORT VECTOR MACHINE 
 The multi-GPU, multiclass SVM was trained and tested on both the MNIST [34] and 
USPS [36] databases. The MNIST database has 60,000 training points and 10,000 test points, 
each with 778 features. The MNIST classifiers were trained with c = 10 and γ = 0.125. The 
USPS database has 7,291 training points and 2,007 testing points, each with 256 features. The 
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USPS classifiers were trained with c = 10 and γ = 0.009. Both datasets have 10 classes 
representing digits. 
Table 5.1- Number of support vectors in the trained classifiers 
 # of Support Vectors 
 MNIST USPS 
0vAll 40278 - 
1vAll 34549 243 
2vAll 40844 86 
3vAll 41762 338 
4vAll 41753 327 
5vAll 41247 322 
6vAll 40039 362 
7vAll 41172 222 
8vAll 42145 218 
9vAll 42617 349 
10vAll - 289 
 
Table 5.2 - Multi-class SVM results for the MNIST database 
MNIST DATABASE LIBSVM Single GPU SVM Multi-GPU SVM 
Accuracy 95.76% 95.76% 95.76% 
Average Execution Time (sec): 5380.60 39.015 20.469 
Speedup vs. LIBSVM  138x 263x 
 
Table 5.3 - Multi-class SVM results for the USPS database 
USPS DATABASE LIBSVM Single GPU SVM Multi-GPU SVM 
Accuracy 95.62% 95.62% 95.62% 
Average Execution Time (sec): 7.9225 0.089 0.0813 
Speedup vs. LIBSVM  89x 97x 
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Three trends can be seen from the SVM results. 
 The greater amount of data, the larger the speedup over LIBSVM. 
GPUSVM performs calculations over support vectors in parallel. With a larger number 
of support vectors, more calculations can be performed at a single time. A speedup of 
263x over LIBSVM is exhibited with the MNIST database which has 406406 total 
support vectors. A speedup of 97x over LIBSVM is exhibited with the USPS database 
which has a fraction of the support vectors. 
 The fewer the number of dimensions, the greater the speedup over LIBSVM. 
Each thread in GPUSVM iterates over the dimensions while computing dot products as 
part of the classification kernel function. With fewer dimensions, the threads do less 
sequential work. A speedup of 263x over LIBSVM is exhibited with the MNIST 
database which has 778 features. A speedup of 97x over LIBSVM is exhibited with the 
USPS database which has a third of the dimensions. 
 The faster the classification time, the worse the multi-GPU scalability 
As less time is spent on classification, the overhead of managing multiple threads and 
devices has a larger impact on overall execution time. When a second GPU is introduced 
with the MNIST database, the speedup is increased by a factor of 1.9x over the single 
GPU implementation. When a second GPU is used to process the USPS database 
however, the speedup is increased by only a factor of 1.1x. 
It should also be noted that the GPU solution has the same classification accuracy as LIBSVM. 
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5.3 – VIOLA & JONES OBJECT DETECTOR 
5.3.1 – OPENCV VERSIONS 
 There have been two main releases of OpenCV, 1.0 and 1.1. Each release has different 
classification time and accuracy. These differences can be outlined as: 
 OpenCV 1.0 tends to  be faster, but less accurate than OpenCV 1.1 
 OpenCV 1.1 with OpenMP enabled has variable timing 
 OpenCV 1.1 with OpenMP enabled has many more false positives 
To depict these differences better, an image [37] was run through each of the classifiers as seen 
in Figure 5.7. 
 
Top Left: OpenCV 1.0 
 Execution Time:   361.248ms 
 
 
Top Right:     OpenCV 1.1 
 Execution Time:   627.959ms 
 
 
Bottom Left: OpenCV 1.1 with OpenMP  
 Execution Time: 1,181.621ms  
 
Figure 5.7 – Differences between OpenCV versions 
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As it tends to have better accuracy and is the most reliable, OpenCV 1.1 without OpenMP 
enabled was selected as the model for the CUDA implementation. 
As stated in Section 4.2.3.9, the window skipping is the only source of difference between 
the OpenCV and CUDA results. This can be seen when all detections are displayed without 
grouping. 
 
Figure 5.8 – OpenCV detection results on rehg-thanksgiving-1994, displaying all detections without grouping 
 
Figure 5.9 – CUDA implementation detection results on rehg-thanksgiving-1994, displaying all detections without grouping 
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However, once the detected faces are averaged and grouped, the results are nearly identical. 
 
Figure 5.10 - OpenCV results after averaging and grouping of detected faces 
 
Figure 5.11 – CUDA implementation results after averaging and grouping of detected faces 
Additional images from [37] and others collected from the web were subjected to 
classification under both implementations to ensure the results were similar for faces of varying 
sizes and orientations.  
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OpenCV CUDA 
Figure 5.12 – Viola & Jones JUDYBATS results comparison 
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CUDA OpenCV 
Figure 5.13 – Star Trek (original2) classification comparison 
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CUDA OpenCV 
Figure 5.14 – News Radio classification comparison 
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OpenCV CUDA 
Figure 5.15 – Seinfeld classification comparison 
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OpenCV CUDA 
Figure 5.16 – Oksana classification comparison 
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 The classification time for each of the benchmark images was recorded for both OpenCV 
and the CUDA implementation in Table 5.4. As discussed earlier, the OpenCV implementation 
of the Viola & Jones detector takes very little processing time. A large speedup was not 
expected, however because of its widespread use, any speedup will be beneficial. 
Table 5.4 - Viola and Jones benchmarks 
Image 
Image 
Width 
Image 
Height 
# 
Starting 
Windows 
# 
Detected 
Faces 
OpenCV 
1.1  
(ms) 
GTX 
285  
(ms) 
Speedup 
Vs. 
OpenCV 
Dual-
GPU 
GTX295 
(ms) 
Speedup 
Vs. 
OpenCV 
faces_2004W_comp1_cropped 141 201 151 3 67.55 147.02 0.46 106.15 0.64 
Me 233 174 184 1 65.08 128.89 0.50 96.570 0.67 
oksana1 306 472 369 3 288.04 239.14 1.20 166.86 1.73 
seinfeld  469 375 402 4 283.31 282.63 1.00 194.27 1.46 
puneet  580 380 460 13 390.80 290.42 1.35 214.71 1.82 
rehg-thanksgiving-1994 580 396 468 7 447.28 304.60 1.47 205.92 2.17 
newsradio  500 500 480 7 465.29 336.03 1.38 227.21 2.05 
Lena 512 512 492 1 509.61 333.67 1.53 226.32 2.25 
Soccer 627 441 514 16 561.15 350.33 1.60 230.26 2.44 
faces_2004W_comp1 560 600 560 43 783.08 472.91 1.66 316.22 2.48 
largegroup  900 284 572 23 484.51 323.50 1.50 224.77 2.16 
Group 689 563 606 4 811.18 379.81 2.14 246.85 3.29 
group_large  800 545 653 16 959.44 446.99 2.15 292.27 3.28 
judybats  716 684 680 6 943.30 478.47 1.97 314.41 3.00 
original2 662 874 748 7 1119.01 514.59 2.17 342.56 3.27 
LargeGroupPhoto_cropped  1413 465 919 77 1455.59 525.20 2.77 359.47 4.05 
group_photo_large  1500 1107 1284 65 3885.84 1058.29 3.67 698.38 5.56 
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OneGuy_1100w 1100 1553 1307 1907 12899.67 9803.71 1.32 8080.34 1.60 
ELAgrouplarge  2022 1138 1560 30 5472.63 1439.45 3.80 977.19 5.60 
group2_large 2992 1266 2109 37 8991.16 2119.82 4.24 1471.54 6.11 
fcsme_group_shot2-large 2916 1587 2232 19 10970.75 2466.57 4.45 1697.83 6.46 
Group_Pic_large  2903 1664 2264 64 11686.09 2655.89 4.40 1820.16 6.42 
 
From the benchmarks, it can be seen that the CUDA implementation does not always provide a 
speedup over the OpenCV implementation. The speedup is heavily reliant on the number of sub-
windows to be processed. As the number of sub-windows increases, more work can be done in 
parallel at each stage. The speedup becomes greater than one when there are approximately 275 
starting sub-windows or an image size of 300 x 300 pixels. For images smaller than this, there is 
simply not enough parallelism to overcome the overhead associated with the device memory 
copies, stream compression, kernel launches and synchronization. 
 
Figure 5.17 – Plot of Viola & Jones speedup vs. the number of starting windows in an image 
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 One data point in Figure 5.17 breaks the trend of an increasing speedup with an 
increasing number of starting windows. The OneGuy_1100w image is a 1,100 x 1,553 pixel 
image, leading to 1,307 starting windows. The primary difference with this image however, is 
that it has 1,907 detected faces.  With so many faces in the image, a large number of threads are 
launched to process each stage of the cascade. Unfortunately, these threads cannot all run in 
parallel with the limited hardware resources. It is believed that with so many threads, the GPU is 
fully saturated, and a large number of thread blocks get queued while waiting for resources. 
 
Figure 5.18 – Plot of speedup with transition to multi-GPU vs. the number of starting windows 
 It can be seen that the speedup from transitioning from a single GPU to two GPUs is 
fairly consistent across all images and averages out to be 1.45x. A full 2x was not expected as 
some of the work, including building the integral image and grouping the detected faces is done 
sequentially. Additionally, perfect balance is not achieved as the GPU that processes the first 
scale iteration will process more sub-windows at each iteration. This GPU will in turn take 
longer to finish its classification tasks, slowing the overall process. 
1
1.1
1.2
1.3
1.4
1.5
1.6
S
p
ee
d
u
p
 w
it
h
 t
ra
n
si
ti
o
n
to
 m
u
lt
i-
G
P
U
Number of starting windows
Single to Multi-GPU Speedup vs. # Starting 
Windows
71 
 
Figure 5.19 – Register usage effect on occupancy 
 As discussed in Section 2.6.5, a large occupancy indicates that the device is being fully 
utilized and helps hide latencies from memory accesses. For this implementation, the number of 
registers per thread is the factor that limits the occupancy. At 32 registers per thread, only two 
thread blocks will be able to run on a multiprocessor at a time. Decreasing the register count to 
20 registers per thread would allow 3 blocks to be run, while decreasing it to 16 would allow 4 
blocks to be run on each multiprocessor at a time. As described in Section 2.6.5, all possible 
attempts were made to decrease register usage. 
 As a proof of concept, the eye detector provided with OpenCV was also implemented in 
CUDA. This simply required running the trained XML file through the parser and recompiling 
the CUDA code with the new kernels. To verify the output, several images from [37] were run 
through the eye detector. 
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Figure 5.20 - Eye detection results; images on the left are the GPU implementation results while the right images are OpenCV 
results. 
 The final chapter provides a summary of the contributions to the field and suggests 
possible enhancements to the work done in this thesis. These enhancements include matching the 
functionality of previous implementations and extending the work to create multi-object 
classifiers. 
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Chapter 6 – CONCLUSIONS AND FUTURE WORK 
 This thesis has explored CUDA implementations for three different algorithms. Data 
independence was exploited to allow calculations to be run on the massively parallel GPU 
architecture. As an end result of this work, a library of CUDA classification and detection 
algorithms has been compiled for use by future researchers. As classification and object 
detection are required for a variety of computer vision tasks, this library could prove very 
beneficial. 
 The k-Nearest Neighbors extensions provided a speedup of 1.24x and 2.35x over a 
previous CUDA implementation. These extensions are only active for certain cases, but they 
have many applications. While these are not huge speedups, they are enhancements over an 
existing CUDA implementation which reported impressive speedups over sequential 
implementations. The multi-GPU, multi-class support vector machine exhibited speedups 
ranging from 89x to 263x over an identical implementation using LIBSVM. The Viola & Jones 
CUDA implementation exhibited speedups ranging of 1x to 6.5x over OpenCV for image sizes 
of 300 x 300 pixels up to 2900 x 1600 pixels while having comparable detection results. 
Additionally, the multi-GPU framework could be customized to process multiple classifiers in 
parallel. 
  As the device memory, registers and shared memory increase, additional amounts of data 
can be processed in parallel. It is expected that future versions of CUDA and future NVIDIA 
devices will offer increased performance. While performance increases may come naturally with 
future versions of the CUDA toolkit, additional effort is required to add greater functionality to 
the work performed in this thesis. 
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 Ultimately, it would be ideal for the CUDA Viola & Jones implementation to have the 
full functionality of the OpenCV implementation. The first step to matching the functionality is 
matching the OpenCV flags discussed in Section 4.2.3.11. 
 Canny edge detection can be used to quickly eliminate sub-windows that have too many 
or too few windows. This could be implemented using existing OpenCV functionality; 
however it would be ideal to exploit the GPU for at least some of the edge detection 
computation. 
 CUDA textures and interpolation make image resizing implementations fairly 
straightforward. Once the input image is bound to a texture, threads can be launched to 
sample values at the locations between the original pixels. The texture cache will 
automatically return the interpolated value. Of course, more advanced implementations 
are possible.  
 OpenCV provides two flags that can greatly decrease processing time if only the largest 
object in the scene is important. However, these flags will require adjustments to the 
cascade kernels and their behavior must be fully understood in OpenCV in order to match 
the results in the CUDA implementation.  
 As the CUDA Viola & Jones implementation was designed for face detection, the sub-
windows were assumed to be square. This is not the case for all detectors; the body detectors for 
example are rectangular. Adding support for rectangular sub-windows should be as easy as 
replacing the window size in the data structure with height and width fields and then updating the 
references in the code. 
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 Tilted features were not supported in the original Viola & Jones implementation; 
however they are in OpenCV. Tilted features are used in the eyeglass and body detectors. 
Adding support for the tilted features will first require changes to the XML parsing script. The 
rotated integral image must also be implemented. 
 For this work, multiple GPUs worked together to process a single classifier. However, it 
should be possible to exploit multiple GPUs to process multiple classifiers in parallel. For 
example, frontal and profile face detectors could be run in parallel to detect faces at nearly any 
angle. 
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