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บทคดัย่อ 
 การวิเคราะห์เส้นทางความสมัพนัธ์เชิงสาเหต ุ(Path Analysis) เป็นการศกึษาสาเหตหุรืออิทธิพลของตวัแปรอิสระท่ี
สง่ผลถึงตวัแปรตามเพื่อศึกษาอิทธิพลทางตรงอิทธิพลทางอ้อม และอิทธิพลรวม ในรูปแบบความสมัพนัธ์แบบสาเหตทุาง
เดียว (Recursive Model) แตใ่นงานวิจยัทางสงัคมศาสตร์ ผู้วิจยัอาจพบว่า ตวัแปรในโมเดลอาจเป็นได้ทัง้สาเหตแุละผลใน
เวลาเดียวกนัเรียกโมเดลนีว้่า รูปแบบความสมัพนัธ์แบบสองทิศทาง (Non-Recursive Model) ซึ่งการวิเคราะห์โมเดลแบบ 
Non-Recursive นัน้ จะพบปัญหาตัวแปรอิสระสมัพันธ์กันเองสูง (Multicollinearity) ความคลาดเคลื่อนในส่วนที่เหลือ 
(Residuals) สมัพนัธ์กนัและมีคา่ไมเ่ป็น 0 อีกทัง้ความเป็นได้คา่เดียว (Identification) ต้องไมเ่ป็นแบบ Under-identification 
ของพารามิเตอร์ก่อนการประมาณคา่พารามิเตอร์ในการวิเคราะห์การถดถอยเชิงพห ุทัง้นีบ้ทความนีไ้ด้อธิบายถึงวิธีการแก้ไข
ปัญหาดงักลา่วข้างต้นส าหรับการวิเคราะห์เส้นทางความสมัพนัธ์เชิงสาเหต ุในงานวิจยัทางสงัคมศาสตร์ ในโมเดลแบบ Non-
Recursive โดยใช้การประมาณค่าพารามิเตอร์แบบ 2 Stage least square รวมถึงการค านวณค่าอิทธิพลทางตรงและ
ทางอ้อมจากแผนภาพรูปแบบเส้นทางความสมัพนัธ์ บทความนีจ้ะท าให้เกิดผลดีต่อผู้ที่สนใจหรือก าลงัประสบปัญหาในการ
วิเคราะห์เส้นทางความสมัพนัธ์เชิงสาเหตทุี่เป็นโมเดลแบบ Non-Recursive Model ได้มีแนวทางในการวิเคราะห์ศกึษาตอ่ไป  
ค าส าคัญ : โมเดลแบบสองทิศทาง การวิเคราะห์เส้นทาง 
 
 
ABSTRACT 
 A path analysis was the study of the cause or the effect of the independent variables affect the 
dependent variable. To study the direct effects, indirect effects and total effects. The causes go to one direction 
called Recursive Model. But social science research was found that the variables in the model may be both 
cause and effect at the same time called Non-Recursive Model. Non-Recursive was found; that it was a perfect 
multicollinearity. Residuals term of endogenous variable have correlated and was not 0. As well as, Identification 
must not be Under-identification of parameter estimation in multiple regression analysis. This article describes 
about solution the above in the path analysis for social science research for Non-Recursive model using 2 Stage 
least square parameter estimation; including the calculation of the direct and indirect influence of path 
diagrams.  This article will be of interest or benefit for those who are experiencing difficulties in analyzing the 
causal path Non-Recursive Model as a guide to further study. 
Keywords :  Non-Recursive Model,  path analysis   
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บทน า 
การน าเสนอแนวทางการวิเคราะห์เส้นทาง
ความสมัพนัธ์เชิงสาเหต ุ(Path Analysis) ส าหรับโมเดล
แบบ Non-Recursive ในบทความนี ้ใช้วิธีการประมาณ
ค่าพารามิเตอร์ในการวิเคราะห์การถดถอยเชิงพหุแบบ 
2SLS ทัง้นี เ้นื ่องจากผู้ เขียนพบว่าในงานวิจ ัยทาง
สงัคมศาสตร์มกัเป็นการศึกษาสาเหตหุรืออิทธิพลของตวั
แปรอิสระที่ส่งผลถึงตัวแปรตาม โดยศึกษาถึงอิทธิพล
ทางตรง อิทธิพลทางอ้อม และอิทธิพลรวม ในรูปแบบ
เส้นทางความสมัพันธ์เชิงสาเหตุ โดยอธิบายขนาดและ
ทิศทางความสัมพันธ์ผ่านทางแผนภาพและสมการ
โครงสร้าง (Structural Equation) เพื่อท าการตรวจสอบ
ความสอดคล้องของข้อมูลเชิงประจักษ์กับข้อมูลตาม
สมมติฐานท่ีผู้วิจยัก าหนดขึน้จากการศกึษาแนวคดิทฤษฎี 
อย่างไรก็ดีการวิเคราะห์เส้นทางความสัมพันธ์นัน้ใช้
หลกัการจากการวิเคราะห์การถดถอยเชิงพห ุซึ่งมีข้อดีคือ
สามารถวิเคราะห์แบบหลายตวัแปรในครัง้เดียวท าให้ช่วย
ลดปัญหาความคลาดเคลื่อนจากการวิเคราะห์การ
ถดถอยที่ต้องท าทีละสมการ แต่การวิเคราะห์เส้นทาง
ความสมัพันธ์เชิงสาเหตุนีม้ีเง่ือนไขข้อหนึ่งว่า รูปแบบ
ความสมัพนัธ์ต้องเป็นแบบสาเหตุทางเดียว (Recursive 
Model) (Kerlinger and  Peahazur ,1973 : 305-309) 
เนื่องจากโมเดลแบบ Recursive มีจุดเด่นคือ ประมาณ
ค่าพารามิเตอร์ได้ง่ายโดยใช้วิธีการประมาณค่าแบบ 
Ordinary least squares : OLS  แตใ่นบางครัง้ผู้วิจยัอาจ
พบว่าในสถานการณ์จริงของงานวิจัยทางสงัคมศาสตร์ 
อาจพบวา่มีตวัแปรบางตวัที่สามารถเป็นได้ทัง้สาเหตแุละ
ผลในเวลาเดียวกัน เช่น แรงจูงใจใฝ่สัมฤทธ์ิสามารถ
เป็นได้ทัง้เหตุและผลส่งไปยงัผลสมัฤทธ์ิทางการเรียนได้
ในเวลาเดียวกนั เรียกเส้นทางความสมัพันธ์รูปแบบนีว้่า
เป็นแบบสองทิศทาง (Non-Recursive Model) ซึ่ง
บทความนีไ้ด้อธิบายถึง งานวิจัยทางสงัคมศาสตร์ที่ใช้
วิธีการวิเคราะห์เส้นทางความสมัพนัธ์เชิงสาเหตใุนโมเดล 
Non-Recursive Model  โดยใช้วิธีแบบสเปซท์ หรือ PAQ 
รวมถึงวิธีการแก้ปัญหาความเป็นได้ค่าเดียว (Identification) 
ที่เป็นแบบ Under-identification ของพารามิเตอร์ก่อน
การประมาณค่าในการวิเคราะห์การถดถอยเชิงพห ุและ
วิธีการค านวณค่าอิทธิพลทางตรงและอิทธิพลทางอ้อม
จากแผนภาพรูปแบบเส้นทางความสมัพนัธ์   
 
1. การวิเคราะห์เส้นทางแบบสองทิศทาง  
  1.1 ประวัติการวิเคราะห์เส้นทาง (Path Analysis)  
 เร่ิมจาก ปี ค.ศ. 1918 โดย Sewell Wright นกั
พนัธุกรรมศาสตร์ เป็นผู้ ริเร่ิมการวิเคราะห์อิทธิพลโดยใช้
วิธีการผสมผสานข้อมลูเชิงปริมาณซึ่งสามารถวดัได้จาก
ค่าสหสัมพันธ์กับข้อมูลเชิงคุณภาพจากความรู้ตาม
ทฤษฎีเชิงสาเหตแุละผลเพื่อการอธิบายในเชิงสถิติเสนอ
แนวคิดเก่ียวกบั path model เสนอสมการโครงสร้ าง
ในรูปสมการถดถอย อิทธิพลทางตรง อิทธิพลทางอ้อม
และอิทธิพลรวม ในปี ค.ศ. 1928 Burks, B.S. เป็นคน
แรกที่เร่ิมใช้การวิเคราะห์เส้นทางความสมัพนัธ์เชิงสาเหตุ
ในเชิงจิตวิทยา ในปี ค.ศ. 1957 Herbert Simon นกั
สังคมวิทยา ศึกษาความสัมพันธ์เชิงเหตุผลโดยใช้ค่า
สหสัมพันธ์อย่างง่ายกับค าสหสัมพันธ์แบบพาร
เชียลปี ค.ศ.1964  Hurbert M. Blalock ใช้ค่าสหสมัพนัธ์
กึ่งพาร์เซียล เพื่อขจดัอิทธิพลของตวัแปรแทรกซ้อนในการ
วิเคราะห์ การถดถอยพหุคูณในงานวิจัยที่ไม่ใช่เชิง
ทดลอง (Non-experimental Research)  ส าหรับ
การวิเคราะห์องค์ประกอบ (Principal Component 
Analysis) เป็นการรวมตัวแปรที่มีความสัมพันธ์กัน
มาก โดยมีทิศทางความสมัพนัธ์เป็นบวกหรือลบไว้ใน
กลุม่เดียวกนั ผู้คิดค้นคนแรกคือ Karl Pearson ในปี ค.ศ. 
1901 ต่อมาปี ค.ศ. 1969 K.G. Joreskog เสนอการ
วิเคราะห์องค์ประกอบเชิงยืนยนั (Confirmatory Factor 
Analysis)เพื่อพิสูจน์/ตรวจสอบ/ยืนยันทฤษฎีที่ผู้ อื่น
ค้นพบ ปี ค.ศ. 1904 Charles Spearman เสนอการ
วิเคราะห์องค์ประกอบเชิงส ารวจ (Exploratory Factor 
Analysis) เพื่อส ารวจ/ ค้นหาตวัแปรแฝงที่ซ่อนอยู่ภายใต้ 
ตวัแปรที่สงัเกตได้และ ปี ค.ศ. 1973 เขาได้เสนอสมการ
โครงสร้างเชิงเส้น โดยร่วมกบั J.W. Keesling และ D.E. 
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Wiley ในโมเดลที่มีช่ือว่า JKW Model และยงัได้พฒันา
โปรแกรมคอมพิวเตอร์ที่เ รียกว่ า ACOVS Model 
(Analysis of Covariance Structure Model) และเปลีย่น
ช่ือเป็น LISREL Model (Linear Structural Relationship 
Model) นับตัง้แต่นัน้รูปแบบการวิเคราะห์เส้นทางจึง
พัฒนามาในรูปแบบโปรแกรมส าเร็จรูปมากขึน้  (นง
ลกัษณ์ วิรัชชยั, 2538 : 144-146) 
 
1.2 รูปแบบความสัมพันธ์สมการโครงสร้าง 
โมเดลสมการโครงสร้าง (Structural Equation Model) เป็นการแสดงความสมัพนัธ์เชิงสาเหตรุะหว่างตวัแปร
ภายนอก (exogenous variable) และตวัแปรภายใน (endogenous variable) แบง่เป็น 2 รูปแบบ ได้แก่  
 
           ภาพ 1 โมเดลแบบทิศทางเดียว            ภาพ 2 โมเดลแบบสองทิศทาง 
  (Recursive Model)           (Non-Recursive Model) 
     
 จากภาพ 1 เป็นโมเดลแบบทิศทางเดียว (Recursive Model) ลกัษณะของรูปแบบจ าลองจะมีทิศทางของเหตแุละ
ผลไปในทิศทางเดียวกันไม่มีผลย้อนกลบัในทิศทางตรงกันข้ามนัน่คือตวัแปรผลจะย้อนกลบัมาเป็นตวัแปรสาเหตุอีกไม่ได้ 
จากภาพ 1 พบว่าตวัแปรภายนอก A (ก าหนดให้เป็น Instrumental variable : IV) สง่ผลไปยงัตวัแปรภายในคือ B และ C 
ทัง้นีไ้มม่ีความคลาดเคลือ่นจากการวเิคราะห์ ตวัแปรอิสระไมส่มัพนัธ์กนั และสว่นท่ีเหลอื (Residuals) ของตวัแปรภายใน คือ 
e2 และ e3 เป็นอิสระต่อกนั นัน่คือ ความคลาดเคลื่อนเป็น 0 ; E(e2)=0 ,E(e3)=0 จากภาพ 1 เขียนเป็นสมการโครงสร้างได้
ดงันี ้  
  B = βo + β1A + e2 
  C = βo + β1A+ β2B + e3 
และจากภาพ 2 โมเดลแบบสองทิศทาง (Non-Recursive Model) ลกัษณะรูปแบบจ าลองนัน้มีทิศทางของเหตแุละผลแบบ
ย้อนกลบั กลา่วคือตวัแปรแตล่ะตวัอาจเป็นได้ทัง้เหตแุละผลตอ่กนั ในงานวิจยัทางสงัคมศาสตร์ อาจพบว่ามีการศึกษาที่เป็น
แบบ Non-Recursive Model เช่น แรงจงูใจใฝ่สมัฤทธ์ิได้รับอิทธิพลจากความคาดหวงัในอนาคตและศกัยภาพในการเรียนรู้
ด้วยตนเองในขณะเดียวกนัแรงจงูใจใฝ่สมัฤทธ์ิยงัสง่อิทธิพลไปยงัศกัยภาพในการเรียนรู้ด้วยตนเองเขียนเป็นแผนภาพแสดง
รูปแบบความสมัพนัธ์ได้ ดงัภาพ 3 
 
 
   
 
  
ความคาดหวัง 
ในอนาคต 
แรงจูงใจ   
ใฝ่สัมฤทธ์ิ 
ศักยภาพการ
เรียนรูด้้วยตนเอง 
e3 
e2 
ภาพ 3 รูปแบบ Non-Recursive Model 
  จาก  อศันีย์ ทองศิลป์ (2555 : 47) 
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1.3 ตัวอย่างงานวิจัยทางสังคมศาสตร์ที่เป็นแบบ  Non-Recursive Model 
  งานวิจยัของ Toshinori Kitamura, Yukiko Ohashi, Sachiko Kita, Megumi Haruna, Reiko Kubo (2013) 
เร่ือง “Depressive mood, bonding failure, and abusive parenting among mothers with three-month-old babies in 
a Japanese community” เป็นการศกึษาเก่ียวกบัภาวะซมึเศร้า ความล้มเหลวในครอบครัว การอบรมเลีย้งดขูองมารดาต่อ
การเลีย้งบตุรในชมุชนเก่าของชาวญ่ีปุ่ น ดงัภาพ  4 
 
 
 
ภาพ 4 รูปแบบความสมัพนัธ์แบบ Non-Recursive Model  
จาก  Toshinori Kitamura และ คณะ (2013 : หน้า 6) 
 
จากภาพ 4 พบวา่ มีตวัแปรภายนอกคือ Young Couple (คู่สามีภรรยาที่เป็นหนุ่มสาว) และ Number of children 
(จ านวนบตุร) ซึง่ Young Couple สง่ผลไปยงัตวัแปร Own Age (อายภุรรยา) ,Husband Age (อายสุามี) และ Depression 
(ภาวะซมึเศร้า)  
ทัง้นีพ้บว่า ตวัแปร Depression สง่ผลไปยงั Bonding Failure (ความล้มเหลวของความสมัพนัธ์ในชีวิตคู่) และยงั
ได้รับผลย้อนกลบัจาก Bonding Failure ไปยงั Depression ซึ่งลกัษณะดงักลา่วนีเ้ป็นความสมัพนัธ์แบบ Non-Recursive 
Model 
 งานวิจยัของ Marc A. Schuckit, Tom L. Smith, Sven Barnow, Ulrich Preuss, Susan Luczak และ Shelley 
Radziminski (2003) เร่ือง “Correlates of Externalizing Symptoms in Children from Famlies of Alcoholics and 
Controls” เป็นการศกึษาความสมัพนัธ์ระหวา่งอาการพฤติกรรมขาดการควบคุมตนเองในเด็กจากครอบครัวที่ดื่มและไม่ดื่ม
แอลกอฮอล์ ดงัภาพ 5 
 
 
 
 
 
 
ภาพ 5 รูปแบบความสมัพนัธ์แบบสองทิศทาง 
จาก MARC A. SCHUCKIT และคณะ  
(2003 : หน้า 562) 
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จากภาพ 5 พบว่า ตวัแปรภายนอกคือ lifetime family history of alcohol use disorders in grandparents : 
GRPARalc (ครอบครัวที่ปู่ ย่าตายายติดแอลกอฮอล์) และ lifetime FH of mood or anxiety disorders in grandparents : 
GRPARaff (โรควิตกกงัวลจากปู่ ยา่ตายาย) ซึง่  
- ตวัแปร GRPARalc สง่ผลไปยงั parental history of alcoholism : PARalc (ครอบครัวที่ติดแอลกอฮอล์) และ
externalizing symptoms : EXT (อาการพฤติกรรมขาดการควบคมุตนเองในเด็ก)   ในขณะท่ี PARalc สง่ผลไปยงั pregnancy 
and birth complications : PBC (ปัญหาการเกิดและการตัง้ครรภ์ในเด็ก) home environment : HOME (สิ่งแวดล้อมทาง
บ้าน) และ EXT  
- ตวัแปร GRPARaff สง่ผลไปยงั parental history of mood or anxiety disorders : PARaff  (ครอบครัวที่เป็นโรค
วิตกกงัวล)  Internalizing symptoms : INT (อาการพฤติกรรมเก็บกดในของเด็ก) และ EXT  ในขณะที่ PARaff  สง่ผลไปยงั 
PBC และ HOME 
ทัง้นีพ้บว่า ตวัแปร INT สง่ผลไปยงั EXT และ ยงัได้รับผลย้อนกลบัจาก EXT ไปยงั INT ซึ่งลกัษณะดงักลา่วนีเ้ป็น
ความสมัพนัธ์แบบ Non-Recursive Model 
 
1.4 การประมาณค่า Non-recursive model 
William D. Berry’s (1984) กลา่ววา่ การวิเคราะห์โมเดลท่ีเป็น Non-recursive model ไมส่ามารถวิเคราะห์สมการ
ถดถอยโดยใช้วิธี OLS ได้ เนื่องจากตวัแปรทัง้สองที่เป็นสาเหตแุละผลในเวลาเดียวกนัจะท าให้ความคลาดเคลือ่นของตวัแปร
สุม่ทัง้สองมีความสมัพนัธ์กนั หรือตวัแปรสุม่มีคา่เฉลีย่ไมเ่ทา่กบั 0 จึงท าให้เกิดปัญหาความคลาดเคลือ่นจากการวิเคราะห์ซึง่
ขดัแย้งกบัข้อตกลงเบือ้งต้นของการวิเคราะห์การถดถอย ดงันัน้เมื่อพบรูปแบบความสมัพนัธ์แบบสองทิศทางควรใช้วิธีการ
ประมาณคา่สมการถดถอยแบบ 2 ขัน้  (2 Stage Least Squares : 2SLS) ซึง่มีวิธีประมาณคา่แบบ 2 SLS ดงันี ้
 
 
 
 
ภาพ 6 Non-recursive model 
จาก Duncan’s และ William D. Berry’s (1984 : หน้า 1) 
 
จากภาพ 6 จะได้ X1 และ X2 เป็นตวัแปรภายนอก (exogenous variable) และ X3 และ X4 เป็นตวัแปรภายใน 
(endogenous Variable) โดย X3 และ X4 มีการสง่ผลซึง่กนัและกนั u และ v เป็นตวัแปรสว่นท่ีเหลอื มีความสมัพนัธ์ซึง่กนัและ
กนั (Duncan’s และ William D. Berry’s ,1984 : หน้า 2) มีขัน้ตอนการวิเคราะห์ ดงันี ้(มนตรี พิริยะกลุ ,2555 : หน้า 35-56) 
(1) วิเคราะห์สมการถดถอยจากตวัแปรภายในทีละสมการจนครบทุกตวั ด้วยวิธี OLS จากภาพ 6 ในการ
ประมาณค่าพารามิเตอร์ในการท านายค่า X3 และ X4  ได้ 2 สมการ คือ X3 เกิดจาก X1 , X2  และ X4 เกิดจาก X1, X2  (ซึ่ง X1 
และ X2 เป็น IV ) 
สมการท่ี 1  uxβxββX 221103    จะได้  3xˆ   ( 2321313 xbxbxˆ  ) 
สมการท่ี 2  vxβxββX 221104    จะได้  4xˆ   ( 2421414 xbxbxˆ  ) 
ทัง้นี ้ 3xˆ  และ 4xˆ จะไม่มีความสมัพนัธ์กบัส่วนที่เหลือในโมเดล ซึ่ง X1 และ X2 ไม่สมัพนัธ์กบั u ,v และ
3xˆ  ไมส่มัพนัธ์กบั v , 4xˆ  ไมส่มัพนัธ์กบั u  ซึง่ 3xˆ และ 4xˆ ค านวณได้จาก X1 และ X2 
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(2) วิเคราะห์สมัประสิทธ์ิเส้นทางโดยน าค่าประมาณ 3xˆ  และ 4xˆ  มาเป็นตวัแปรอิสระและท าการวิเคราะห์
สมการถดถอยใหมอ่ีกครัง้ด้วยวิธีการประมาณคา่แบบวิธี OLS ดงันัน้จะได้  
สมการท่ี 1 uxˆβxββX 441103   ได้คา่สมัประสทิธ์ิเส้นทาง 1ˆ  และ 4ˆ  
สมการท่ี 2 vxˆβxββX 332204  ได้คา่สมัประสทิธ์ิเส้นทาง 2ˆ  และ 3ˆ  
ซึ่งตวัแปรภายนอก คือ X1 และ X2 โดย X1 ไม่เก่ียวข้องกบั u และ X2 ไม่เก่ียวข้องกบั v สามารถใช้ประมาณ 3xˆ  
และ 4xˆ ได้โดยไมเ่กิดความคลาดเคลือ่นจากการวิเคราะห์ ส าหรับการวิเคราะห์นัน้จะต้องไม่เกิดปัญหาตวัแปรอิสระสมัพนัธ์
กนัเองสงู (Multicollinearity) และต้องไมเ่ป็นโมเดลแบบ Under-identification  
 
1.5 การแก้ปัญหาความเป็นได้ค่าเดียวของพารามิเตอร์แบบ Under-estimate 
 การประมาณค่าพารามิเตอร์ในโมเดลสมการโครงสร้าง ต้องระบุความเป็นได้ค่าเดียว ( Identification) ของ
พารามิเตอร์ก่อนการประมาณค่า กล่าวคือ โมเดลสามารถน ามาประมาณค่าพารามิเตอร์ได้เป็นค่าเดียวกนัหรือไม่ ซึ่งถ้า
จ านวนสมการเท่ากับจ านวนพารามิเตอร์ที่ไม่ทราบค่าในโมเดลเรียกว่า Just-identify ถ้าจ านวนสมการมากกว่าจ านวน
พารามิเตอร์ที่ไมท่ราบคา่ในโมเดลเรียกวา่ แบบ Over-identify แตถ้่าจ านวนสมการน้อยกวา่จ านวนพารามิเตอร์ที่ไมท่ราบคา่
ในโมเดลเรียกว่า Under-identify (นงลกัษณ์ วิรัชชยั, 2538 หน้า 37) ซึ่งโมเดลแบบ Under-identify จะไม่สามารถท าการ
วิเคราะห์การถดถอยได้ ดงันัน้ควรแก้ไขปัญหา Under-estimate ก่อนการวิเคราะห์  อธิบายได้ดงันี ้
 
ภาพ 7 โมเดลท่ีเกิดปัญหา Under-estimate  
จาก Duncan’s และ William D. Berry’s (1984) 
 
จากภาพ 7 เขียนเป็นสมการโครงสร้าง ดงันี ้
 สมการถดถอย  
สมการท่ี 1  uxβxββX 221103   จะได้  3xˆ  
สมการท่ี 2  vxβxββX 221104   จะได้  4xˆ  
สมัประสทิธ์ิเส้นทาง  
สมการท่ี 1  uxˆβxββX 441103   ได้คา่สมัประสทิธ์ิเส้นทาง 1ˆ  และ 4ˆ  
  สมการที่ 2  vxˆβxβxββX 33221104   สมการนีม้ีปัญหาตัวแปรอิสระมีความสมัพันธ์
กนัเองสงูแบบสมบรูณ์ (perfect multicollinearity) เพราะ 3xˆ เกิดจาก X1และ X2 เมื่อ X1 , X2 และ 3xˆ ท าหน้าที่เป็นตวัแปร
อิสระด้วยกนัจึงเกิดปัญหา multicollinearity ดงันัน้จาก สมการท่ี 2 จะพบวา่ เมื่อคณูด้วย X1ตลอดแล้วหาค่าความคาดหวงั 
(expectation) และคณูด้วย X2 ตลอด แล้วหาคา่ความคาดหวงั  โดยที่ X1, X2 เป็น IV จะได้    
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  จากสมการท่ี 2   vXˆβXβXββX 33221104   
(คณูด้วย X1 ตลอด)        1133122
2
111014 VXXXˆβXXβXβXβXX   
 (หาคา่ความคาดหวงั) )VX()XXˆβ()XXβ()Xβ()Xβ()X(X 1133122
2
111014 EEEEE   
 ดงันัน้   133122
2
1114    
จากสมการท่ี 2  vXˆβXβXββX 33221104   
(คณูด้วย X2 ตลอด)    2233
2
222112024 VXXXˆβXβXXβXβXX   
 (หาคา่ความคาดหวงั) )E(VX)XXˆE(β)XE(β)XXE(β)XE(β)XΕ(X 2233
2
222112024   
 ดงันัน้   233
2
2212124    
 
สรุปวา่สมการนีม้ีพารามิเตอร์  3 ตวั แต่มีสมการเพียง 2 สมการ จึงแก้สมการที่ให้ค าตอบไม่ได้ เรียกกรณีนีว้่า 
Under-identification กรณีนีจ้ะหาค าตอบไมไ่ด้ ส าหรับวิธีแก้ Under-identification ควรก าหนดตวัแปรอิสระ (IV) ให้น้อยลง 
ไมก่ าหนดตวัแปรต้นทางทกุตวัเป็น IV และสามารถแก้ปัญหาโดยการเพิ่มตวัแปรต้นทางให้แก่ตวัแปรตามในสมการเส้นทาง
อื่น (William D. Berry’s and Duncan : 1984) 
ในขณะท่ีสมการท่ี 1 uxˆβxββX 441103  เมื่อคณูตลอดด้วยตวัแปรอิสระ IV (X 1และ X2)แล้ว take 
expectation จะได้     
           
        
                
 
ดงันัน้สมการที่ 1 มีจ านวนพารามิเตอร์และจ านวนสมการเท่ากนัคือ มีพารามิเตอร์ 2 ตวั และมีสมการ 2 สมการ 
เป็น Just-identify กรณีนีห้า 
1ˆ  และ 4ˆ ได้ 
 
 1. การวิเคราะห์เส้นทางความสัมพันธ์แบบวิธีสเปซท์  
       การวิเคราะห์เส้นทางความสมัพนัธ์ด้วยวิธีสเปซท์เป็นการตรวจสอบโมเดลด้วยคา่สถิติคิว (Q statistic) เรียกการ
วิเคราะห์นีว้า่ การวิเคราะห์เส้นทางแบบพี เอ คิว (Path Analysis with Q statistic : PAQ) ซึง่เป็นวิธีที่นิยมใช้ในการวิเคราะห์
ข้อมูลเนื่องจากมีการค านวณที่ไม่ยุ่งยากและมีความน่าเช่ือถือส าหรับโมเดลที่เก่ียวข้องในการวิเคราะห์เส้นทาง (Path 
Analysis) แบ่งเป็น Just Identified Model เป็นโมเดลแบบมีทิศทางที่ตวัแปรมีอิทธิพลถึงกนัแบบเต็มรูป (Full Model) และ 
Over Identified Model เป็นโมเดลแบบมีทิศทางที่มีการตดัเส้นทางที่ไม่มีนยัส าคญัออกจากโมเดล มีขัน้ตอนการวิเคราะห์
ดงันี ้
1.1 ขัน้ตอนการตรวจสอบความสอดคล้องของโมเดลด้วยวธีิสเปซท์ 
    เป็นการวดัความสอดคล้อง (Measurement of Goodness of Fit) ของโมเดล Just-Identified (Full Model) 
ของตวัแปรภายนอกกบัตวัแปรภายใน และโมเดล Over-Identified (Karl L. Wuensch : 2012) มีขัน้ตอนดงันี ้
1. ค านวณคา่  
   และ คา่  
   จาก  1- (ei)
2(ej)
2………(en)
2 
เมื่อก าหนดให้   
  คือ สหสมัพนัธ์ระหวา่งตวัแปรภายในกบัตวัแปรภายนอกของ just identified model  
  
  คือ สหสมัพนัธ์ระหวา่งตวัแปรภายในกบัตวัแปรภายนอกของ over identified model 
2. ค านวณสถิติ Q ดงันี ้   
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3. ทดสอบนยัส าคญัทางสถิตด้ิวยสถิติ W  ดงันี ้ 
4. น าคา่ W ที่ค านวณได้เทียบกบัตารางไคสแควร์ที่ df = d= จ านวนเส้นทางที่ลบออก ซึง่ถ้าไมม่ีนยัส าคญัทาง
สถิติแสดงวา่โมเดลตามสมตฐิานมีความสอดคล้องกบัข้อมลูเชิงประจกัษ์ 
 
2. ค่าสัมประสิทธ์ิเส้นทางส่วนที่เหลือ (Residual) และอิทธิพลทางตรง ทางอ้อม และอิทธิพลรวม 
   
ภาพ 8 รูปแบบเส้นทางความสมัพนัธ์เชิงสาเหต ุ
 
จากภาพ 8 มี X1 และ X2 เป็นตวัแปรภายนอก  X3 และY4 ตวัแปรภายใน โดย X1 และ X2 ส่งผลไปยงั X3 มีค่า
สมัประสิทธ์ิเส้นทาง P31 และ P32 ตามล าดบั แล้ว X1 ,X2 และX3 สง่ผลไปยงั Y4 มีค่าสมัประสิทธ์ิเส้นทาง P41 P42 และ P43 
ตามล าดบั มี e3 และ e4 เป็น Residual  Variables  ของตวัแปร X3 และY4  
3.1 การค านวณค่าสัมประสิทธ์ิเส้นทางของตัวแปรส่วนที่ เหลือ ไปยังตัวแปรในแบบจ าลอง
ก าหนดให้ตวัแปรภายในแบบจ าลองเป็น j มีค่าเท่ากบั 2
.....ij.12......R-1  ซึ่ง 2 .........ij.12......R  คือ ก าลงัสองของสหสมัพนัธ์พหคุณู
ของตวัแปรภายใน  j กบัตวัแปรที่ 1,2,....,i ที่มีอิทธิพลกบั j ดงันัน้ จากภาพ 8 ค่าสมัประสิทธ์ิเส้นทางจาก e3ไปยงัตวัแปร X3 
เทา่กบั 2
3.12R-1   คา่สมัประสทิธ์ิเส้นทางจาก e4 ไปยงัตวัแปร X4 เทา่กบั 24.123R-1  
3.2 การวิเคราะห์อิทธิพลรวม อิทธิพลทางตรงและอทิธิพลทางอ้อม  
การวิเคราะห์อิทธิพลรวม (Total Effect : TE) มีค่าเท่ากับ ผลบวกของอิทธิพลทางตรง (Direct 
Effect : DE) กบัอิทธิพลทางอ้อม (Indirect Effect : IE) (Saris and Stronkhorst, 1984 หน้า 120-121 ; Pedhazur, 1982 
หน้า  588-590 ; นงลกัษณ์ วิรัชชยั, 2538 หน้า 180) 
จากภาพ 8 ค านวณได้ดงันี ้
 DE IE TE 
เส้นทาง 1  (X1 ไป X3) P31 r12P32 P31+r12P32 
เส้นทาง 2  (X1 ไป Y4) P41 P31P43+r12P32P43+r12P42 P41+P31P43+r12P32P43+r12P42 
เส้นทาง 3  (X2 ไป X3) P32 r12P31 P32+r12P31 
เส้นทาง 4  (X2 ไป Y4) P42 P32P43+r12P31P43+r12P41 P42+P32P43+r12P31P43+r12P41 
เส้นทาง 5  (X3 ไป Y4) P43 - P43 
  
W = -(N-d)*ln(Q) 
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3. ตัวอย่างงานวิจัยที่วิเคราะห์เส้นทางความสัมพนัธ์ (Path Analysis) ส าหรับโมเดล Non recursive 
งานวิจัยของ อศันีย์  ทองศิลป์ (2555) เร่ือง การวิเคราะห์เส้นทางความสมัพนัธ์ของปัจจัยต่างๆ ที่มีอิทธิพลต่อ
แรงจูงใจใฝ่สมัฤทธ์ิในการเรียนของนักศึกษามหาวิทยาลยัเอกชน ในเขตกรุงเทพมหานคร (A Path Analysis of 
Relationships between Factors with Achievement Motivation of Students of Private Universities in Bangkok, 
Thailand) เป็นการศึกษาเก่ียวกบัปัจจยัต่าง ๆ ได้แก่ ความสมัพนัธ์ในกลุม่เพื่อน ความคาดหวงัในอนาคต ศกัยภาพในการ
เรียนรู้ด้วยตนเอง เกรดเฉลีย่สะสม ท่ีมีอิธิพลตอ่แรงจงูใจใฝ่สมัฤทธ์ิ ในโมเดลแบบ Non Recursive ดงัภาพ 9 
 
 
 
 
  
 
 
 
ภาพ 9 รูปแบบการวเิคราะห์เส้นทางแบบ Non recursive ของปัจจยัตา่งๆท่ีมีอิทธิพลตอ่แรงจงูใจใฝ่สมัฤทธ์ิ 
 
จากภาพ 9 พบว่า มีตวัแปรภายนอก คือ  Classmate Relationships : RELA (ความสมัพนัธ์กบักลุม่เพื่อน) และ  
Future Expectation : EXPEC (ความคาดหวงัในอนาคต) มีตวัแปรภายใน คือ Academic Achievement : GPA (เกรดเฉลีย่
สะสม)  Self- Directed Learning :SDL (ศกัยภาพในการเรียนรู้ด้วยตนเอง) และ Achievement Motivation : MOTIVAL 
(แรงจงูใจใฝ่สมัฤทธ์ิ)  
งานวิจยันีต้้องการวิเคราะห์เส้นทางความสมัพนัธ์เชิงสาเหต ุ(Path Analysis) ส าหรับโมเดลแบบ Non recursive 
ในท่ีนีผู้้วิจยัตรวจสอบความสอดคล้องของโมเดลด้วยเทคนิควิธีสเปซท์หรือ PAQ ใช้วิธีการประมาณค่าในสมการถดถอยเชิง
พหแุบบ 2SLS และวิธีการแก้ปัญหาความเป็นได้คา่เดียว (Identification) ของพารามิเตอร์ ท่ีเป็นแบบ Under-identification 
จากนัน้จึงวิเคราะห์คา่อิทธิพลทางตรง อิทธิพลทางอ้อม และอิทธิพลรวมตอ่ไป มีขัน้ตอนการวิเคราะห์ ดงันี ้
3.1 วิเคราะห์โมเดลตามสมมติฐาน (Just Identified Model) โดยใช้วิธีวเิคราะห์การถดถอย (Regression)  และ
ค านวณคา่ 2FR  
 
 
 
 
 
 
 
ภาพ 10 รูปแบบเส้นทางความสมัพนัธ์ตามสมมตฐิาน  
e3 
EXPEC 
MOTIVAL 
RELA 
e4 
SDL GPA 
e5 
r12 
β1 
β2 
β3 β4 
β5 
β6 
β7 
β8 
β9 
β10 
RELA 
ความสมัพนัธ์       
กบักลุม่เพื่อน 
 
e4 e5 
r12 
β1 
β2 
β3 β4 
β5 
β6 
β7 
β8 
β9 
β10 
EXPEC 
ความคาดหวงัใน
อนาคต 
GPA 
เกรดเฉลีย่   
สะสม 
SDL 
ศกัยภาพในการ
เรียนรู้ด้วยตนเอง 
MOTIVAL 
แรงจงูใจใฝ่
สมัฤทธ์ิ 
e3 
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จากภาพ 10 ได้รูปแบบเส้นทางความสมัพนัธ์เชิงสาเหต ุ3 สมการ ดงันี ้
สมการที่  1 GPA (ผลสมัฤทธ์ิทางการเรียน) ได้รับอิทธิพลทางตรงจาก RELA (ความสมัพันธ์กับกลุ่มเพื่อน) 
EXPEC (ความคาดหวงัในอนาคต) เป็นโมเดลแบบ Recursive วิเคราะห์คา่อิทธิพลแบบวิธี OLS เขียนเป็นสมการโครงสร้าง
ได้ดงันี ้ GPA = β6(RELA) +β7(EXPEC) + e3 
 
 
 
 
 
 
 
 
 
ดงันัน้สมการที่ 1 GPA = -.034(RELA) + .227**(EXPEC) + e3 มีค่าสมัประสิทธ์ิเส้นทางมีนยัส าคญัทางสถิติท่ี
ระดบั 0.01 มีจ านวน 1 เส้นทาง คือ เส้นทางจาก  EXPEC ไปยงั GPA มีค่าสมัประสิทธ์ิเส้นทาง (β)=.227  ซึ่ง RELA และ 
EXPEC สามารถร่วมกนัอธิบาย GPA ได้ร้อยละ 4.7 (R2= 4.7 %) ค านวณค่าสมัประสิทธ์ิเส้นทางของ e3 มีค่าเท่ากับ 
047.1 = 0.976  
 
สมการที่  2  SDL (ศกัยภาพในการเรียนรู้ด้วยตนเอง) ได้รับอิทธิพลทางตรงจาก GPA (ผลสมัฤทธ์ิทางการเรียน)  
RELA (ความสมัพนัธ์กบักลุม่เพื่อน) และ MOTIVAL(แรงจงูใจใฝ่สมัฤทธ์ิ) พบว่าเป็นโมเดลแบบNon-recursive model ต้อง
วิเคราะห์ค่าอิทธิพลแบบวิธี 2SLS (William D. Berry’s : 1984) เขียนเป็นสมการโครงสร้างได้ดงันี ้ SDL = β8(RELA) 
+β9(EXPEC) + β3(GPA) + β5 )IVALTˆMO( + e4 
 
 เมื่อพิจารณาสมการที่ 2 พบว่ามีพารามิเตอร์จ านวน 4 ตวั ได้แก่ RELA, EXPEC, GPA และ IVALTˆMO แต่มี
จ านวน 3 สมการ เมื่อน าตวัแปรที่เป็น IV คือ RELA, EXPEC และ GPA คณูตลอด แล้วหาค่าความคาดหวงั (expectation) 
จะได้สมการ ดงันี ้ (เมื่อก าหนดให้ SDL= 4, RELA =1, EXPEC= 2 และ GPA =3) 
  155133129
2
1814 σβσβσβσβσ   
  255233
2
2921824 σβσβσβσβσ   
  355
2
3332931834 σβσβσβσβσ   
  
 ดงันัน้ มีจ านวนพารามิเตอร์ 4 ตวั มีจ านวนสมการ 3 สมการ ซึ่งจ านวนสมการน้อยกว่าจ านวนพารามิเตอร์ท าให้
เกิด Under-identification ผู้วิจยัจึงแก้ปัญหาโดยการเพิ่มตวัแปรต้นทางให้แก่ตวัแปรตามในสมการเส้นทางอื่นเพิ่ม (William 
D. Berry’s : 1984) ในท่ีนีเ้พิ่มตวัแปรสาเหต ุ1 ตวัแปร คือ INCOME (รายได้ตอ่เดือน) ท าให้มีตวัแปร IV มีทัง้หมด 4 ตวัแปร 
คือ RELA, EXPEC ,GPA และ INCOME  
 
Variables Entered/Removedb
EXPEC ,
RELA
a . Enter
Model
1
V ariables
Entered
V ariables
Remov ed Method
A ll requested variables entered.a. 
Dependent Variable: GPAb. 
Model Summary
.218a .047 .045 .94233
Model
1
R R Square
Adjusted
R Square
Std. Error of
the Estimate
Predictors: (Constant), EXPEC , RELAa. 
A NOVAb
36.951 2 18.475 20.806 .000a
743.238 837 .888
780.189 839
Regression
Residual
Total
Model
1
Sum of
Squares df Mean Square F Sig.
Predictors: (C onstant), EXPEC , RELAa. 
Dependent V ariable: GPAb. 
β6 β7 
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ภาพ 11 แสดงการเพิ่มตวัแปร IV 
 
 
 
 
 
 
 
 
 
 
            Analysis of Variance: 
                DF   Sum of Squares      Mean Square 
Regression       4         56.692        14.173 
Residuals      834        64.049         .0776 
F =      184.772       Signif F =  .0000 
ดงันัน้สมการที่ 2 SDL = .157**(RELA)+ .047(EXPEC) -.033(GPA)+.604** )IVALTˆMO( + e4 มีค่า
สมัประสทิธ์ิเส้นทางมีนยัส าคญัทางสถิติท่ีระดบั 0.01 จ านวน 2 เส้นทาง คือ จาก RELA ไป SDL และจาก )IVALTˆMO(
ไป SDL โดยมีค่าสมัประสิทธ์ิเส้นทาง (β) = .157 และ .604 ตามล าดับ ซึ่งตัวแปร RELA ,EXPEC ,GPA และ
)IVALTˆMO( ร่วมกันอธิบาย SDL ได้ร้อยละ 47.0 (R
2 = 47.0%) ค านวณค่าสมัประสิทธ์ิเส้นทางของ e4 มีค่าเท่ากับ 
470.1 = 0.728  
 
สมการที่  3 MOTIVAL (แรงจูงใจใฝ่สมัฤทธ์ิ) ได้รับอิทธิพลทางตรงจาก RELA (ความสัมพันธ์กับกลุ่มเพื่อน) 
EXPECT (ความคาดหวงัในอนาคต) GPA (ผลสมัฤทธ์ิทางการเรียน) และ SDL (ศกัยภาพในการเรียนรู้ด้วยตนเอง) พบว่า
เป็นโมเดลแบบ Non-recursive model ต้องวิเคราะห์ค่าอิทธิพลแบบวิธี 2SLS เขียนเป็นสมการโครงสร้างได้ดังนี ้
 MOTIVAL =  β1(RELA) +β2(EXPEC) + β10(GPA) + β4 )LDˆS( + e5 
Two-stage Least Squares 
MODEL:  MOD_1. 
Equation number:    1 
Dependent variable.. SDL 
Listwise Deletion of Missing Data 
Multiple R           .6851 
R Square             .4694 
Adjusted R Square    .4670 
Standard Error       .27696 
----------------- Variables in the Equation ------------------ 
Variable              B        SE B       Beta         T     Sig T 
MOTIVAL        .4521 .0224 .6041  20.545   .0000 
RELA           .1101 .0191 .1571    5.779 .0000 
EXPEC          .0342 .0221 .0472 1.529 .1270 
GPA             -.01354 0101 -.0333  -1.278  .2022 
(Constant)     1.3240   .09111               
 β8 
β5 
Correlation Matrix of Parameter Estimates 
              MOTIVAL         RELA        EXPEC          GPA 
MOTIVAL     1.0000000    -.9570316    -.9972631    -.8455854 
RELA        -.9570316    1.0000000     .9469103     .8144065 
EXPEC       -.9972631     .9469103    1.0000000     .8349280 
GPA         -.8455854     .8144065     .8349280    1.0000000 
 
INCOME (IV) 
EXPEC 
MOTIVAL 
RELA 
e4 
SDL 
e5 
r12 
β1 
β2 
β3 β4 
β5 
β6 
β7 
β8 
β9 
GPA 
e3 
β10 
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 เมื่อพิจารณาสมการรูปแบบที่ 3 พบว่ามีพารามิเตอร์จ านวน 4 ตวั ได้แก่ RELA, EXPEC, GPA และ LDˆS และ
เมื่อตรวจสอบสมการพบว่า มี 3 สมการ (เมื่อน าตวัแปรที่เป็น Instrumental Variable (IV) คือ RELA, EXPECT และ GPA 
คณูตลอด แล้วหาคา่ความคาดหวงั (expectation) จะได้สมการ ดงันี ้(เมื่อก าหนดให้ MOTIVAL = 5, RELA =1, EXPEC= 2 
และ GPA =3)  จะได้ 3 สมการ คือ  
  1541310122
2
1115 σβσβσβσβσ   
  2542310
2
2221125 σβσβσβσβσ   
  354
2
31032231135 σβσβσβσβσ   
 ดงันัน้มีจ านวนพารามิเตอร์  4 ตวั มีจ านวนสมการ 3 สมการซึ่งจ านวนสมการน้อยกว่าจ านวนพารามิเตอร์ท าให้
เกิด Under-identification ผู้วิจยัจึงแก้ปัญหาโดยการเพิ่มตวัแปรต้นทางให้แก่ตวัแปรตามในสมการเส้นทางอื่นเพิ่ม (William 
D. Berry’s : 1984) ในท่ีนีเ้พิ่มตวัแปรสาเหต ุ1 ตวั คือ EXPENSES (รายจ่ายตอ่เดือน) ท าให้มีตวัแปร IV มีทัง้หมด 4 ตวัแปร 
คือ RELA, EXPEC ,GPA และ EXPENSES  
 
 
 
 
 
 
 
 
 
ภาพ 12 แสดงการเพิ่มตวัแปร IV 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Two-stage Least Squares 
MODEL:  MOD_2. 
Equation number:    2 
Dependent variable.. MOTIVAL 
Listwise Deletion of Missing Data 
Multiple R           .71506 
R Square             .511311 
Adjusted R Square    .50912 
Standard Error       .35478 
 
            Analysis of Variance: 
                DF   Sum of Squares      Mean Square 
Regression       3         109.836        27.45912 
Residuals      835        105.0994          .126412 
F =      218.15841       Signif F =  .0000 
 
------------------ Variables in the Equation --------------- 
Variable       B       SE B     Beta    TSig T 
RELA -.01521 .02514  -.0152  -.5832 .5601 
EXPEC .26510 .02744  .2751  9.869 .0000 
GPA .02741 .01321  .0512   2.060 .0400 
SDL .74211  .03622   .5562     20.545  .0000 
(Constant) -.05742 .13124 -.4351 .6640 
 
---------------------------------------------------------------- 
 Correlation Matrix of Parameter Estimates 
               RELA        EXPEC          GPA SDL 
RELA    1.0000000    -.3499110    .0332967.51042631 
EXPEC   -.3499110    1.0000000   -.2113853.32587952 
GPA   .0332967    -.2113853    1.0000000.45627811 
SDL.51042631   .32587952 .45627811  1.0000000 
β2 
β10 
β4 
EXPENSES(IV
) 
EXPEC 
MOTIVAL 
RELA 
e4 
SDL 
e5 
r12 
β1 
β2 
β3 β4 
β5 
β6 
β7 
β8 
β9 
GPA 
e3 
β10 
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 ดงันัน้สมการท่ี 3 MOTIVAL = -.015(RELA) +.275**(EXPEC) + .051*(GPA) + .556** )LDˆS( + e5 พบวา่            
คา่สมัประสทิธ์ิเส้นทางท่ีมีนยัส าคญัทางสถิติท่ีระดบั 0.01 มีจ านวน 2 เส้นทาง คือ คา่สมัประสทิธ์ิเส้นทางจาก EXPEC             
ไป MOTIVAL และคา่สมัประสทิธ์ิเส้นทางจาก )LDˆS(  ไป MOTIVAL โดยมีคา่สมัประสทิธ์ิเส้นทาง (β) =.275 และ .556 
ตามล าดบั คา่สมัประสทิธ์ิเส้นทางท่ีมีนยัส าคญัทางสถิติท่ีระดบั 0.05 มีจ านวน 1 เส้นทาง คือ GPA ไป MOTIVAL มีคา่
สมัประสทิธ์ิเส้นทาง (β) =.051 ซึง่ตวัแปร RELA, EXPEC, GPA และ )LDˆS( ร่วมกนัท านาย MOTIVAL ได้ร้อยละ 51.1 
(R2 = 51.1%) ค านวณคา่สมัประสทิธ์ิเส้นทางของ e5 มีคา่เทา่กบั 511.1 = 0.701  
  
 ดังนัน้ ค่าสหสมัพนัธ์ระหว่างตวัแปรภายในกบัตวัแปรภายนอกของโมเดลตามสมติฐาน just identified model   
    0.751R1R1R11R 2322212F   
  
 
4.2 วิเคราะห์โมเดลที่ปรับแก้แล้ว (Over Identified Model) โดยใช้วิธีวิเคราะห์การถดถอย (Regression) และ
ค านวณคา่ 2RR  จากรูปแบบความสมัพนัธ์ที่ปรับแก้แล้วได้รูปแบบสมการดงันี ้
 
 สมการที่  1 GPA (ผลสมัฤทธ์ิทางการเรียน) ได้รับอิทธิพลทางตรงจาก EXPEC (ความคาดหวงัในอนาคต) เป็น
โมเดลแบบ Recursive วิเคราะห์คา่อิทธิพลแบบวิธี OLS เขียนเป็นสมการโครงสร้างดงันี ้ 
GPA = β7(EXPEC) + e3 
 
 
 
 
ดงันัน้สมการที่ 1 GPA = .215** β7 (EXPEC)+e3 พบว่า ค่าสมัประสิทธ์ิเส้นทางระหว่าง EXPEC กับ GPA มี
นยัส าคญัทางสถิติที่ระดบั 0.01 (β = .215) ซึ่งตวัแปร EXPEC สามารถอธิบาย GPA ได้ร้อยละ 4.6 (R2= 4.6 %) ค านวณ
คา่สมัประสทิธ์ิเส้นทางของ e3 มีคา่เทา่กบั 046.1 =  0.977  
 
สมการที่  2 SDL (ศกัยภาพในการเรียนรู้ด้วยตนเอง) ได้รับอิทธิพลทางตรงจาก  RELA (ความสมัพนัธ์กับกลุ่ม
เพื่อน) และ MOTIVAL (แรงจงูใจใฝ่สมัฤทธ์ิ) พบวา่เป็นโมเดลแบบ Non-recursive model วิเคราะห์คา่อิทธิพลแบบวิธี 2SLS 
เขียนเป็นสมการโครงสร้างดงันี ้  SDL = β8(RELA) + β5 )IVALTˆMO( + e4 
 เมื่อพิจารณาสมการรูปแบบที่ 2 พบว่ามีพารามิเตอร์จ านวน 2 ตวั มีสมการ 2 สมการ ซึ่งจ านวนสมการเท่ากับ
จ านวนพารามิเตอร์ฉะนัน้เป็น Just identify สามารถวิเคราะห์ ด้วยวิธี OLS ได้ 
 
 
 
 
 
Coefficientsa
1.220 .249 4.897 .000
.395 .062 .215 6.381 .000
(C onstant)
EXPEC
Model
1
B Std. Error
Unstandardized
C oefficients
Beta
Standardized
C oefficients
t Sig.
Dependent Variable: GPAa. 
Model Summary
.215a .046 .045 .94227
Model
1
R R Square
Adjusted
R Square
Std. Error of
the Estimate
Predictors: (Constant), EXPECa. 
Model Summary
.684a .467 .466 .27719
Model
1
R R Square
Adjusted
R Square
Std. Error of
the Estimate
Predictors: (Constant), MO TIV AL, RELAa. 
Coefficientsa
1.353 .084 16.084 .000
.118 .018 .168 6.397 .000
.464 .020 .619 23.631 .000
(C onstant)
RELA
MOTIV A L
Model
1
B Std. Error
Unstandardized
C oefficients
Beta
Standardized
C oefficients
t Sig.
Dependent Variable: SDLa. 
β7 
β8
7 
β5 
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ดงันัน้สมการที่ 2 SDL = .168**(RELA)+.619** )IVALTˆMO( + e4 พบว่า ค่าสมัประสิทธ์ิเส้นทางระหว่าง 
RELA กบั SDL มีนยัส าคญัทางสถิติที่ระดบั 0.01 (β=.168) และ MOTIVAL กบั SDL มีนยัส าคญัทางสถิติที่ระดบั 0.01 
(β=.619) ซึ่งตวัแปร RELA และ )IVALTˆMO( สามารถร่วมกนัอธิบาย SDL ได้ร้อยละ 46.7 (R
2=46.7%) ค านวณค่า
สมัประสทิธ์ิเส้นทางของ e4 มีคา่เทา่กบั 467.1 = 0.699  
  
 สมการที่  3 MOTIVAL (แรงจูงใจใฝ่สมัฤทธ์ิ) ได้รับอิทธิพลทางตรงจาก EXPEC (ความคาดหวงัในอนาคต) GPA  
(ผลสมัฤทธ์ิทางการเรียน) และ SDL (ศกัยภาพในการเรียนรู้ด้วยตนเอง) พบวา่เป็นโมเดลแบบ Non-recursive modelจะต้อง
วิเคราะห์คา่อิทธิพลแบบวิธี 2SLS เขียนเป็นสมการโครงสร้างดงันี ้ 
  MOTIVAL = β1(EXPEC) + β10(GPA) + β4 )LDˆS( + e5 
  
 เมื่อพิจารณาสมการรูปแบบที่ 3 พบว่ามีพารามิเตอร์จ านวน 3 ตวั มี 3 สมการ ซึ่งจ านวนสมการเท่ากับจ านวน
พารามิเตอร์ฉะนัน้เป็น Just identify สามารถวิเคราะห์ ด้วยวิธี OLS ได้ 
 
  
 
 
 
 
 
ดงันัน้สมการที่ 3 MOTIVAL= .271**(EXPEC) + .052*(GPA) +.553** )LDˆS( + e5 พบว่า ค่าสมัประสิทธ์ิ
เส้นทางระหว่าง EXPEC กบั MOTIVAL มีนยัส าคญัทางสถิติที่ระดบั 0.01 (β=.271) ค่าสมัประสิทธ์ิเส้นทางระหว่าง GPA 
กบั MOTIVAL มีนยัส าคญัทางสถิติที่ระดบั 0.05 (β= .052) และค่าสมัประสิทธ์ิเส้นทางระหว่าง )LDˆS( กบั MOTIVAL        
มีนยัส าคญัทางสถิติที่ระดบั 0.01 (β= .553) ซึ่งตวัแปร EXPEC,GPA และ )LDˆS( สามารถร่วมกนัอธิบาย MOTIVAL ได้
ร้อยละ 51.1 (R2 = 51.1%) ค านวณคา่สมัประสทิธ์ิเส้นทางของ e5 มีคา่เทา่กบั 511.1 = 0.730  
 
ดังนัน้ คา่สหสมัพนัธ์ระหวา่งตวัแปรภายในกบัตวัแปรภายนอกของ Over Identified Model 
    0.751R1R1R11R 2322212R   
 
4.3 วิเคราะห์ความสอดคล้องรูปแบบความสัมพนัธ์กับข้อมูลเชิงประจักษ์ด้วย สถติิ Q และ สถติิ W 
  จากข้อ 4.1 และ 4.2 ได้ค่า ( 2FR ) = 0.753 และ ค่า (
2
RR )= 0.751 น าค่าทัง้สองมาค านวณดชันีความ
สอดคล้อง (goodness of fit) ด้วยสถิติ Q และทดสอบรูปแบบที่ปรับใหม่ด้วยสถิติทดสอบ W เทียบกบัค่า 2 ,df ได้ผล
วิเคราะห์ตามตาราง 1 
ตาราง 1 ทดสอบความสอดคล้องของรูปแบบเส้นทางที่ปรับใหมต่ามสมมติฐาน 
ค่า 2FR จาก 
รูปแบบเดิม 
ค่า 2RR จาก 
 รูปแบบใหม่ 
ดัชนีความสอดคล้อง 
 (Q) 
Ln Q W 2
01.0,4  
0.753 0.751 0.996 -0.004 3.344 13.28 
Model Summary
.715a .511 .509 .35464
Model
1
R R Square
Adjusted
R Square
Std. Error of
the Estimate
Predictors: (Constant), SDL, GPA , EXPECa. 
Coefficientsa
-.079 .125 -.629 .530
.261 .026 .271 10.055 .000
.027 .013 .052 2.079 .038
.738 .035 .553 20.965 .000
(C onstant)
EXPEC
GPA
SDL
Model
1
B Std. Error
Unstandardized
C oefficients
Beta
Standardized
C oefficients
t Sig.
Dependent Variable: MO TIV A La. 
β1 
β4 
β10 
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 จากตาราง1ได้ค่า Q = 0.996 พบว่ามีความกลมกลืนกนัสงู และน ามาทดสอบสมมติฐานของรูปแบบที่ปรับใหม่
ด้วยสถิติทดสอบ W มีค่าเท่ากบั 3.344 น าไปเปรียบเทียบกบัค่า 2
01.0,4 = 13.28, (df = 4) พบว่าไม่มีนยัส าคญัทางสถิติ
หมายความว่ารูปแบบความสัมพันธ์ตามสมมติฐานการวิจัยมีความสอดคล้องกับข้อมูลเชิงประจักษ์ แสดงรูปแบบ
ความสมัพนัธ์ได้ดงัภาพ 13 
 
 
 
 
 
ภาพ 13 รูปแบบความสมัพนัธ์ทีป่รับแก้แล้ว และคา่อิทธิพลทางตรง 
4.4 วิเคราะห์อทิธิพลทางตรง อิทธิพลทางอ้อม และอทิธิพลรวม  
  หลงัจากได้รูปแบบความสมัพนัธ์ที่สอดคล้องกบัข้อมลูเชิงประจกัษ์แล้ว ขัน้ตอนตอ่ไปผู้วจิยัท าการ
วิเคราะห์ขนาดอิทธิพลทางตรง อิทธิพลทางอ้อม และอิทธิพลรวม ดงันี ้
ตาราง 2 คา่อิทธิพลทางตรง อิทธิพลทางอ้อม และอิทธิพลรวม 
 GPA SDL MOTIVA 
DE IE TE DE IE TE DE IE TE 
RELA  - 0.143 0.143 .158 0.104 0.262 - 0.275 0.275 
EXPEC  .215 - 0.215 - 0.274 0.274 .271 0.069 0.340 
GPA - - - - 0.031 0.031 .052 0.071 0.122 
SDL - - - - - - .553 .0061 0.5591 
MOTIVAL - - - 0.601 .028 0.629 - - - 
 
จากตาราง 2 พบวา่ ตวัแปรสาเหตทุี่มีอิทธิพล
ทางตรงไปยงัตวัแปรตามทัง้ 3 สมการ ได้แก่    
- ตัวแปรตาม MOTIVAL พบว่า ตัวแปร 
SDL มีอิทธิพลทางตรงต่อ MOTIVAL มากที่สุด มีค่า
เท่ากบั 0.553  รองลงมาได้แก่ EXPEC และ GPA  มีค่า
เท่ากบั 0.271 และ 0.052 ตามล าดบั  ส าหรับอิทธิพล
ทางอ้อมที่มีค่ามากที่สุดคือ RELA โดยอ้อมผ่านไปทาง 
RELA,  EXPEC และ GPA มีค่าเท่ากับ 0.275 ส าหรับมี
อิทธิพลรวมมากที่สดุคือ SDL มีคา่เทา่กบั 0.5591 
- ตวัแปรตาม SDL พบว่า ตวัแปร RELA มี
อิทธิพลทางตรงต่อ SDL มากที่สุด มีค่าเท่ากับ 0.158 
รองลงมาได้แก่ MOTIVAL มีค่าเท่ากบั 0.601 ส าหรับ
อิทธิพลทางอ้อมที่มีคา่มากที่สดุคือ EXPEC โดยอ้อมผา่น
ไปทาง MOTIVAL และ GPA มีค่าเท่ากบั 0.274 ส าหรับ
อิทธิพลรวมมากที่สดุคือ  MOTIVAL  มีคา่เทา่กบั 0.629 
- ตวัแปรตาม GPA  พบวา่ ตวัแปร EXPEC 
มีอิทธิพลทางตรงต่อ GPA มากที่สดุ มีค่าเท่ากับ 0.215 
ส าหรับอิทธิพลทางอ้อมที่มีค่ามากที่สุดคือ RELA โดย
อ้อมผา่นไปทาง SDL และ MOTIVAL มีค่าเท่ากบั 0.143  
ส าหรับอิทธิพลรวมมากที่สุดคือ EXPEC มีค่าเท่ากับ 
0.215 
 
EXPEC 
MOTIVAL
L 
RELA 
e4 
SDL 
e5 
0.66
4 
0.271** 
0.553* 
0.601*
* 
0.215**
β7 
0.158* 
GPA 
e3 
0.052* 
0.97
7 
0.699 
0.730 
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สรุปผล การวิเคราะห์เส้นทางความสมัพนัธ์เชิง
สาเหตุในโมเดลแบบ Non-Recursive Model ส าหรับ
งานวิจยัทางสงัคมศาสตร์นัน้ สามารถกระท าได้โดยผู้วิจยั
ต้องแก้ปัญหาที่ เ กิดจากโมเดลแบบ Non-Recursive 
ก่อนการตรวจสอบความสอดคล้องระหว่างโมเดลตาม
สมมติฐานกับข้อเท็จจริง กล่าวคือโมเดลแบบ Non-
Recursive นั น้  จะ เ กิด ปัญหา Multicollinearity และ
ความคลาดเคลื่อนในส่วนที่เหลือเป็น 0 ทัง้นีส้ามารถใช้
วิธีการประมาณค่าพารามิเตอร์ในการวิเคราะห์การ
ถดถอยเชิงพหเุป็นแบบ 2SLS เพื่อแก้ปัญหาโดยค านึงถึง
ความเป็นได้ค่าเดียว (Identification) ต้องไม่เป็นแบบ 
Under-identify เพราะจะไมส่ามารถท าการวิเคราะห์การ
ถดถอยได้ ดังนัน้ควรแก้ปัญหาด้วยการก าหนดตัวแปร
อิสระ (IV) ให้น้อยลง ไม่ก าหนดตวัแปรต้นทางทกุตวัเป็น 
IV หรือเพิ่มตัวแปรต้นทางให้แก่ตวัแปรตามในสมการ
เส้นทางอื่น จากนัน้ตรวจสอบความสอดคล้องของโมเดล
ตามสมมติฐานกับข้อมูลจริง ซึ่งในที่นีใ้ช้การวิเคราะห์
เส้นทางแบบวิธีสเปซท์ซึง่เป็นวิธีที่ง่าย ไมซ่บัซ้อนสามารถ
วิเคราะห์โดยใช้โปรแกรม SPSS ได้ และจากนัน้น าโมเดล
ที่วิ เคราะห์ได้มาค านวณหาอิทธิพลทางตรงอิทธิพล
ทางอ้อม และอิทธิพลรวม จากแผนภาพแสดงทิศทาง
ความสมัพนัธ์    
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