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We consider the problem of learning Bayesian network models in a non-informative set-
ting, where the only available information is a set of observational data, and no background
knowledge is available. The problem can be divided into two different subtasks: learning
the structure of the network (a set of independence relations), and learning the parameters
of the model (that ﬁx the probability distribution from the set of all distributions consistent
with the chosen structure). There are not many theoretical frameworks that consistently
handle both these problems together, the Bayesian framework being an exception. In this
paper we propose an alternative, information-theoretic framework which sidesteps some
of the technical problems facing the Bayesian approach. The framework is based on the
minimax optimal normalized maximum likelihood (NML) distribution, which is motivated
by the minimum description length (MDL) principle. The resulting model selection crite-
rion is consistent, and it provides a way to construct highly predictive Bayesian network
models. Our empirical tests show that the proposed method compares favorably with
alternative approaches in both model selection and prediction tasks.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Bayesian networks [1,2] are one of the most popular model classes for multivariate data. Learning a Bayesian network
from data reveals the probabilistic structure of the domain and provides a tool for predicting future observations. Under cer-
tain restrictions and assumptions, Bayesian networks even allow principled speculations about the causal mechanisms of the
domain, and provide estimates about effects of interventions [3].
Traditionally, learning of Bayesian networks has been divided in two separate tasks: learning the structure of the network
that represents conditional independence relations, and learning the parameters that specify the joint probability distribu-
tion, see [4]. The methods for learning the structure are usually based on either conditional independence tests [5,6], or some
scoring function such as a posteriori probability or description length, see [7]. These methods are not totally separate and
there are also some hybrid methods [8,9].
Methods based on conditional independence tests are sensitive to choice of signiﬁcance levels. Furthermore, since they
are based on interpretation of Bayesian network structures as sets of independence assumptions, they do not usually offer
a natural way to learn the parameters for the structure.
The popular Bayesian BDeu [10] criterion for learning Bayesian network structures has recently been reported to be very
sensitive to the choice of prior hyperparameters [11,12]. On the other hand, some alternative model selection criteria, like
the Akaike information criterion (AIC) [13] and the Bayesian information criterion (BIC) [14], are derived through asymptot-
ics, and their behavior is suboptimal for ﬁnite sample sizes, nor do they suggest a particular way to learn the parameters for. All rights reserved.
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very few frameworks that offer a theoretically coherent solution to both structure and parameter learning.
For large networks, the study of different scoring criteria is hindered by the fact that learning the network structure is NP-
hard for all popular scoring criteria [15], even if these criteria have a convenient characteristic of decomposability, which
allows incremental scoring in heuristic local search [16]. However, owing to recent advances in exact structure learning
[17,18], it is feasible to ﬁnd the optimal network for decomposable scores when the number of variables is about 30 or less.
This makes it possible to study the behavior of different scoring criteria for problems of realistic size without the uncertainty
stemming from heuristic search.
In this paper we introduce a new decomposable scoring criterion for learning Bayesian network structures, the factorized
normalized maximum likelihood (fNML). This score features no tunable parameters, and thus avoids the sensitivity problems
of Bayesian scores. We show that the new criterion is asymptotically consistent. Unlike AIC and BIC, it is derived in closed
form for ﬁnite sample sizes, and it has a probabilistic interpretation as a distribution which has a certain minimax optimality
property.
We also use the predictive form of the normalized maximum likelihood (NML) model [19] to ﬁnd well predicting param-
eters given the learned network structure. This newmethod for learning the parameters, which we call the factorized-sequen-
tial normalized maximum likelihood (fsNML), is a natural extension of the fNML model selection criterion for predictive
purposes. In order to demonstrate the theoretical validity of fsNML, we give a non-asymptotic upper-bound on the logarith-
mic loss (or code length) of the fsNML predictions relative to the optimal parameters – for a ﬁxed graph structure, the fsNML
predictions are never (for any data set) much worse than those obtained by optimizing the parameters with hindsight. Both
the fNML and fsNML methods are motivated by the Minimum Description Length (MDL) principle, see [20,7].
The rest of the paper is structured as follows. In Section 2, we ﬁrst introduce Bayesian networks and the notation needed
later. In Section 3, we ﬁrst brieﬂy review the most popular decomposable scores, after which we are ready to introduce the
fNML criterion for structure learning. In Section 4 we turn our focus to the parameter learning and introduce our sNML-based
solution. We then describe the empirical experiments and their results in Section 5 and draw conclusions in Section 6.Proofs
for some less signiﬁcant results can be found in appendices at the end of the paper.
2. Bayesian networks
We assume the reader to be familiar with Bayesian networks (for a tutorial, see [4]), and only introduce the notation
needed later in this paper.
A Bayesian network deﬁnes a joint probability distribution for an m-dimensional multivariate data vector
X ¼ ðX1; . . . ;XmÞ. We will only consider cases in which all the variables are discrete, so that variable Xi may have ri different
values which, without loss of generality, may be denoted f1; . . . ; rig.
A Bayesian network consists of a directed acyclic graph G and a set of conditional probability distributions. We specify the
DAG with a vector G ¼ ðG1; . . . ;GmÞ of parent sets so that Gi  fX1; . . . ;Xmg denotes the parents of variable Xi, i.e., the vari-
ables from which there is an arc to Xi. Each parent set Gi has qiðqi ¼
Q
Xp2Gi rpÞ possible values that are the possible value com-
binations of the variables belonging to Gi. We assume a non-ambiguous enumeration of these values and denote the event
that Gi holds the jth value combination simply by Gi ¼ j.
The local Markov property for Bayesian networks states that each variable is independent of its non-descendants given its
parents. Formally, this is equivalent to the following factorization of the joint distribution:PðxjGÞ ¼
Ym
i¼1
PðxijGiÞ: ð1ÞThe conditional probability distributions PðXijGiÞ are determined by a set of parameters, H, via the equation
PðXi ¼ kjGi ¼ j;HÞ ¼ hijk;where k is a value of Xi, and j is a value conﬁguration of the parent set Gi. We denote the set of parameters associated with
variable Xi by Hi and deﬁne Hij ¼ ðHij1; . . . ;Hijri Þ.
For learning Bayesian network structures we assume a data D of N complete independent and identically distributed
(i.i.d.) instantiations of the vector X, i.e., an N m data matrix without missing values. It turns out to be useful to introduce
a notation for certain parts of this data matrix. We often want to select rows of the data matrix by certain criteria. We then
write the selection criterion as a superscript of the data matrix D. For example, DGi¼j denotes those rows of D where the vari-
ables of Gi have the jth value combination. If we further want to select certain columns of these rows, we denote the columns
by subscripting D with a corresponding variable set. As a shorthand, we write DfXig ¼ Di. For example, DGi¼ji selects the ith
column of the rows DGi¼j.
Since the rows of D are assumed to be i.i.d., the probability of a data matrix can be calculated just by taking the product of
the row probabilities. Combining equal terms yieldsPðDjG;HÞ ¼
Ym
i¼1
Yqi
j¼1
Yri
k¼1
h
Nijk
ijk ; ð2Þwhere Nijk denotes number of rows in D
Xi¼k;Gi¼j. We also deﬁne a vector N
!
ij
¼ ðNij1; . . . ;Nijri Þ and a sum Nij ¼
Pri
k¼1Nijk.
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H
PðDjG;HÞ: ð3ÞNote that bPðDjGÞ does not deﬁne a probability distribution for the data since the maximizing parameters depend on the data
D at which the likelihood is evaluated, and hence the sum over all data sets is generally greater than one. It is not difﬁcult to
show that the maximizing parameters in (3) are simply the relative frequencies found in data: h^ijk ¼ Nijk=Nij, where Nij de-
notes the number of rows in DGi¼j; in case Nij ¼ 0, we deﬁne h^ijk ¼ 1=ri. We often drop the dependency on G when it is clear
from the context.
3. Model selection
As said in the introduction, methods for learning the structure of a Bayesian network based on data can be (with only a
little violence) divided into those based on independence tests and those based on scores. Here we focus on the score-based
approach.
A scoring function is simply a function of the structure G and observed data D which evaluates different structures
according to their goodness in the light of the data D; the higher the score, the better the structure. A scoring function
SCOREðG;DÞ for learning a Bayesian network structure is called decomposable, if and only if it can be expressed as a sum of
local scoresScoreðG;DÞ ¼
Xm
i¼1
SðDi;DGi Þ; ð4Þfor all G and D.
Many popular scoring functions avoid overﬁtting by balancing the ﬁt to the data with the complexity of the model. A
common form of this idea can be expressed asScoreðG;DÞ ¼ log bPðDjGÞ  DðD;GÞ; ð5Þ
where DðD;GÞ is a complexity penalty.
The maximized likelihood bPðDjGÞ (Eq. (3)) factorizes by the network structure, and for the decomposable scores discussed
in this paper, the complexity penalty can also be factorized. Hence, we can write the penalized scores in the factorized form
(4), with the local scores given bySðDi;DGi Þ ¼ log bPðDijDGi Þ  DiðDi;DGi Þ: ð6Þ
Different scores differ in how the local penalty DiðDi;DGi Þ is determined.
3.1. AIC and BIC
The Akaike information criterion (AIC) and the Bayesian information criterion (BIC) are two popular decomposable scores
for learning Bayesian network structures. The local penalty terms for these scores areDBICi ¼
qiðri  1Þ
2
lnN; and DAICi ¼ qiðri  1Þ;where qiðri  1Þ is the number of (free) parameters required to specify the conditional distribution of Xi given its parents. If
we denote by kG ¼
Pm
i¼1qiðri  1Þ the total number of free parameters for structure G, the overall scores becomeBICðG;DÞ ¼ bPðDjGÞ  kG
2
ln N;
AICðG;DÞ ¼ bPðDjGÞ  kG;
respectively.
Both of these complexities are independent of the actual data, and only depend on the arities ri of random variables and
the structure of the Bayesian network. These scores do not have any additional user-deﬁned parameters; in this sense they
are as objective as the fNML score we propose later.
3.2. Bayesian Dirichlet scores
Bayesian Dirichlet (BD) scores assume that the parameter vectors Hij are independent of each other and distributed
according to Dirichlet distributions with some hyperparameter vector ~aij ¼ ðaij1; . . . ;aijri Þ 2 Rri . We let ~a 2 Rk
0
G , where
k0G ¼
Pm
i¼1qiri is the total number of hyperparameters, denote the concatenated vector of all the hyperparameters. The local
BD-score is given by
1 In g
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Xqi
j¼1
log P DGi¼ji jDGi¼jGi ;~aij
 
¼
Xqi
j¼1
log
Z
P DGi¼ji jDGi¼jGi ;Hij
 
DirðHij ; ~aijÞdHij
¼
Xqi
j¼1
log
Betað~aij þ Nij
!
Þ
Betað~aijÞ
0@ 1A; ð7Þ
where DirðHij;~aijÞ denotes the Dirichlet density, and Beta is the multinomial Beta functionBetaða1; . . . ;aKÞ ¼
QK
k¼1CðakÞ
C
PK
k0¼1ak0
  :With all aijk ¼ 1, we get a K2-score [21], and with aijk ¼ a=ðqiriÞwe get a family of BDeu scores popular for giving equal scores
to different Bayesian network structures that encode the same independence assumptions. BDeu scores depend only on a
single parameter, the equivalent sample size a. Recent studies on the role of this parameter show that network learning under
BDeu is very sensitive to this parameter [11,12].
For comparison, we can write the BD-score as a penalized maximized likelihood with penaltyDBDi ðDi;DGi Þ ¼
Xqi
i¼i
log
bP DGi¼ji jDGi¼jGi 
PðDGi¼ji jDGi¼jGi ;~aijÞ
0@ 1A:
This penalty is always non-negative since the maximized likelihood is always at least as great as any convex combination
of the individual likelihoods (see Eq. (7)). The BD penalty is data-dependent and it is controlled by the hyperparameters aijk.
The asymptotic behavior is well studied [7]. However, when learning Bayesian networks, the data parts DGi¼ji are often very
small, which makes the asymptotic results less useful.
3.3. Factorized NML
The factorized normalized maximum likelihood (fNML) score is based on the normalized maximum likelihood (NML) distri-
bution [22,23]. The NML distribution for the model class M (which may or may not be a Bayesian network) is the unique
distribution solving the minimax problemmin
Q
max
D0
bPðD0jMÞ
QðD0jMÞ ; ð8Þwhere Q ranges over all distributions.
As originally shown by Shtarkov [22], the solution of the above minimax problem is given byPNMLðDjMÞ ¼
bPðDjMÞP
D0
bPðD0jMÞ ; ð9Þwhere the normalization is over all data sets D0 of the same size N ¼ jDj. The log of the normalizing factor is called parametric
complexity or regret.1 The NML distribution is a central concept in modern minimum description length (MDL) methods, see
[7,20].
Evaluation of the normalizing sum is often hard due to exponential number of terms in the sum. Currently, there are trac-
table formulas for only a handful of models; for examples, see [7]. In the case of a single r-ary multinomial variable and the
sample size N, the normalizing sum is given byCrN ¼
X
k1þk2þþkr¼N
N!
k1!k2!    kr !
Yr
j¼1
kj
N
 kj
; ð10Þwhere the sum goes over all non-negative integer vectors ðkjÞrj¼1 that sum to N. A linear-time algorithm for the computation
of CrN was introduced recently in [24].
Given a data set D, the NMLmodel selection criterion proposes to choose the modelM for which the PNMLðDjMÞ is largest.
After taking the logarithm the score is in a form of penalized log-likelihood,log PNMLðDjMÞ ¼ log bPðDjMÞ  logX
D0
bPðD0jMÞ;
the complexity penalty can be interpreted as a measure of how well the model can ﬁt data sets D0 of size N on the
average.eneral the term regret is used to describe the loss to the post-hoc optimal model, i.e., regretðP;D;MÞ :¼ log PðDjMÞ  log bPðDjMÞ.
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can be shown not to be decomposable. Sacriﬁcing the score equivalence, we propose a decomposable version of this score,
which penalizes the complexity locally similarly to the other decomposable scores. Speciﬁcally, we propose the local score2 Rec
3 The
eventuaSfNMLðDi;DGi Þ ¼ log PNMLðDijDGi Þ ¼ log
bPðDijDGi ÞP
D0i
bPðD0ijDGi Þ
0@ 1A; ð11Þ
where the normalizing sum goes over all the possible Di-column vectors of length N, i.e., D
0
i 2 f1; . . . ; rigN .
Since Eq. (11) deﬁnes a (log-)conditional distribution for the data column Di, adding these local scores together yields a
total score that deﬁnes a distribution for the whole data. In this sense fNML can be seen as an alternative way to deﬁne the
marginal likelihood (or evidence) for the datalog PfNMLðDjGÞ ¼
Xm
i¼1
log PNMLðDijDGi Þ:At the same time, combining the local scores yields an enumerator that equals the factorization of the maximum likelihood,
thus the whole score can be seen as a penalized maximum log-likelihood with local (data-dependent) penaltiesDfNMLi ðDGi Þ ¼ log
X
D0i
bPðD0ijDGi Þ: ð12Þ
The following observation follows from the factorization of the maximum likelihood by the parent conﬁgurations, and it is
crucial for efﬁcient calculation of the local penalty term.
Theorem 1. The local penalty of fNML can be expressed in terms of multinomial normalizing constantsDfNMLi ðDGi Þ ¼
Xqi
j¼1
logCriNij ;where CriNij is the normalizing constant of NML for an ri-ary multinomial model with sample size Nij.
Proof. The penalty is deﬁned as the sum of maximized likelihoods over all possible column vectors D0i:X
D0i
bPðD0ijDGi Þ ¼X
D0i
Yqi
j¼1
Yri
k¼1
N0ijk
Nij
 !N0ijk
;see Eq. (2), where the maximum likelihood parameters h^ijk ¼ N0ijk=Nij are substituted for hijk, and N0ijk denotes the number of
times the parent conﬁguration j co-occurs in DGi together with the occurrence of value k in D
0
i. In the sum, rows (terms) with
parent conﬁguration j are independent of all the other rows with some other conﬁguration, j0, and hence we can switch the
order of the product and summation to get2X
D0i
bPðD0ijDGi Þ ¼Yqi
j¼1
X
D0i
DGi
¼j
Yri
k¼1
N0ijk
Nij
 !N0ijk
¼
Yqi
j¼1
C
ri
Nij
:Taking the logarithm on both sides concludes the proof. h
Theorem 1 makes it possible to implement the calculation of the fNML model selection criterion as efﬁciently as other
decomposable selection criteria for Bayesian networks [25]. However, it should be noted that the model search problem re-
mains difﬁcult as the parent assignment problem (i.e., choosing the best parent set for a variable) is known to be NP-hard
with all popular scores, including BDeu, AIC, BIC, NML and fNML [26].
To conclude this section we show that asymptotically, and under mild regularity conditions, the fNML score belongs to
the (large) class of BIC-like scores that are consistent. Other scores in this class include most Bayesian and MDL criteria. The
regularity conditions required for BIC-like behavior typically exempt a measure zero set of generating parameters, such as
the boundaries of the parameter simplex. The following theorem gives sufﬁcient conditions on the penalty term that guar-
antee consistency for exponential family models.
The theorem requires that the number of candidate models is ﬁnite, which is always true in the case of Bayesian networks
when the number of nodes is limited.
Theorem 2. For (curved) exponential families, if data is generated by an i.i.d. distribution p, and the penalty term is given by3
1
2 k logN þ Opð1Þ, where k is the number of parameters then, asymptotically, the model containing p that has the least number of
parameters will be chosen (out of a ﬁnite number of alternatives) with p-probability tending to one as the sample size N grows.all that the notation D0i
DGi¼j refers to the ith column of the rows where the parent conﬁguration is given by j.
notation f ðNÞ ¼ Opð1Þ indicates that the left-hand side is bounded in the limit in probability, i.e., that for any  > 0, there is a constant M > 0, such that
lly Pr½jf ðNÞj > M <  as N !1.
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while in [27], the penalty term is deﬁned by a ﬁxed sequence that is the same for all models (except of course for the factor
k), in our case the penalty terms are random and may depend on the model. The proof consists of two parts. Assume ﬁrst that
a model G1 with kG1 parameters does not contain the true distribution p, and that another model, G2, with kG2 parameters does
contain p. Then we ﬁnd that there is an  > 0 such that4 Not
counter
asymptlog bPðDjG1Þ þ N 2 < log bPðDjG2Þ
with p-probability tending to one, as N !1 [27]. Hence any penalty term that grows sublinearly in N (such as 12 k logN) is
eventually dominated by the N=2 difference in the log-likelihoods, and the correct model G2 is chosen. Secondly, assume
that contrary to the ﬁrst part of the proof, both models G1 and G2 contain the true distribution p, but we have kG1 > kG2 . Then,
following again the proof of Prop. 1.2 in [27], we ﬁnd thatj log bPðDjG1Þ  log bPðDjG2Þj ¼ Opð1Þ;
i.e., the difference between the maximized log-likelihoods is bounded in the limit in probability. Hence, the difference be-
tween the penalty terms, which is of order 12 ðkG1  kG2 Þ logn, dominates, and the simpler of the two models is chosen even-
tually with p-probability tending to one. From these two cases, it follows that among a ﬁnite set of candidates the simplest of
the models containing p is eventually chosen. h
Since Bayesian networks are curved exponential families [28,29], it now remains to prove that the penalty term of fNML
satisﬁes this property.
Theorem 3 (Asymptotically fNML behaves like BIC). Assuming that the maximum likelihood parameters are asymptotically
bounded away from the boundaries of the parameter simplex, the local penalty of fNML behaves asDfNMLi ðDGi Þ ¼
qiðri  1Þ
2
logN þ Oð1Þ;where the Oð1Þ term is bounded by a constant independent of N.
Proof. By Theorem 1, the local penalty is a sum of logarithms of multinomial normalizing constants, logCriNij . The
logarithms of the constants follow, in turn, by Theorem 1 in [23], under suitable conditions on the model class, the
asymptotic form k2 log
Nij
2pþ ln
R ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjIðhÞjp dhþ oð1Þ, where k ¼ ri  1 is the number of parameters, and IðhÞ is the Fisher infor-
mation matrix. The required conditions hold for the multinomial model, and further, the value of the Fisher information
integral is known and ﬁnite; for both these results, see e.g. [30]. Hence, we get for the normalizing constants the
approximation4logCriNij ¼
ri  1
2
logNij þ Oð1Þ: ð13ÞThe assumption that the maximum likelihood parameters are bounded away from the boundaries implies that we have
 < NijN < 1  for some  > 0 and all i; j, i.e., that the counts grow linearly in the total sample size N. Taking logarithms yieldslogNij ¼ logN þ Oð1Þ: ð14Þ
Plugging (14) into (13), and adding together the qi terms yields the result. h
The total fNML penalty becomes thenDfNMLðDÞ ¼
Xm
i¼1
DfNMLi ðDGi Þ ¼
Xm
i¼1
qiðri  1Þ
2
logN þ Oð1Þ ¼ 1
2
k logN þ Oð1Þ; ð15Þwhere qiðri  1Þ is the number of parameters (associated with the ith variable). Hence, by Theorem 2, fNML is a consistent
model selection criterion.
4. Prediction
The scoring methods described in the previous section can be used for selecting the best Bayesian network structure.
However, much of the appeal of the Bayesian networks rests on the fact that with the parameter values instantiated, they de-
ﬁne a joint probability distribution that can be used for probabilistic inference. For that reason, the structure selection is usu-
ally followed by a parameter learning phase. Next we will ﬁrst review the standard Bayesian solution, and then in Section 4.2
introduce our new information-theoretic parameter learning scheme.e that here the convergence happens surely, without any probabilistic qualiﬁcations since the normalizing constant CriN is not a random variable. (The
Nij is random, but in (13) the statement holds for an increasing sequence of Nij .) The normalizing term is by deﬁnition ﬁnite, even though the
otic form only applies when Nij > 0 for all i; j. For the consistency result, we only need to consider the asymptotic behavior.
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In general, the Bayesian answer for learning the parameters amounts to inferring their posterior probability distribution.
Consequently, the answer to determining the predictive probability5 ThePðdnewjD;GÞ ¼
Z
Pðdnewjh;GÞPðhjD;GÞdhavoids selecting any particular parameter values. The actual calculation of the integral can be hard, but with the assumptions
behind the BDeu score, the task becomes trivial since the predictive posterior probability of a new vector coincides with its
probability calculated using the a posteriori expected parameter values~hBDijk ¼
Nijk þ aijkPri
k0¼1½Nijk0 þ aijk0 
:This choice of parameters can be further backed up by a prequential model selection principle: since the BDeu score is just a
marginal likelihood PðDjG;aÞ, it can be expressed as a product of predictive distributionsPðDjG;aÞ ¼
YN
n¼1
PðdnjDn1;aÞ ¼
YN
n¼1
Pðdnj~hðDn1;aÞÞ;where Dn1 ¼ ðd1; . . . ; dn1Þ denotes the ﬁrst n 1 rows of D. Since we have selected the structure that has the strongest pre-
dictive record when using the expected parameter values, it is very natural to continue using the expected parameter values
after the selection.
4.2. Sequential NML parameter selection
Having proposed a non-Bayesian method for structure learning, it would be intellectually dissatisfactory to fall back to
the Bayesian solution in the parameter learning task – in particular, as the Bayesian solution again depends on the hyper-
parameters. Hence, in accordance with the information-theoretic approach we introduce a solution to the parameter learn-
ing task based on a minimax criterion.
The so called sequential NML model [31,19] is similar in spirit to the factorized NML model in the sense that the idea is to
obtain a joint likelihood as a product of locally minimax (regret) optimal models. In sNML, the normalization is done sepa-
rately for each observation (vector) in a sequence:PsNMLðDjMÞ ¼
YN
n¼1
bPðdn;Dn1jMÞP
d0
bPðd0;Dn1jMÞ ; ð16ÞwhereM is the model class with which the maximized likelihoods are deﬁned. For Bayesian networks family, for instance,
the M would be a network structure G. In the following, we will mainly discuss the multinomial case, where each dn is a
single categorical datum – in Section 4.3, the Bayesian network case will be reduced to a collection of multiple multinomials.
One advantage of a row-by-row normalization is that it immediately leads to a natural prediction method: having seen a
data matrix of size ðN  1Þ m, we can use the locally minimax optimal model for the Nth observation vector, obtained as
the Nth factor in the product (16), as a predictive distribution.
That sNML gives a good predictive method can be demonstrated by showing that predicting with it never yields much
worse a result than predicting the data while taking advantage of knowledge of the post-hoc optimal parameter value(s).
For a simple Bernoulli model, we have a following bound on the regret of sNML.
Theorem 4 [32]. For the Bernoulli model,5 a result by Takimoto and Warmuth [32] , the regret RsNMLðD;N;2Þ of any binary sequence
D of length N is upper-bounded byRsNMLðD;N;2Þ :¼ log bPðDÞ  log PsNMLðDÞ 6 12 logðN þ 1Þ þ 12 :
This is better than, for instance, what can be obtained by either the Laplace predictor, i.e., mixture with uniform prior, or
the Krichevsky–Troﬁmov prediction, i.e., mixture with Dirichlet ð1=2; . . . ;1=2Þ prior, see [32].
For a categorical datum with K different values, the following bound can be obtained.
Theorem 5. For any categorical (discrete) data D of length N, the regret of the sNML model is upper-bounded by BðN;KÞRsNMLðD;N;KÞ 6 BðN;KÞ  1K
XK1
k¼1
N log
N þ k
N
þ k logN þ k
k
:We give an elementary proof of this statement in Appendix B. A relaxed version of the bound is as follows:number 2 in RsNMLðD;N;2Þ denotes that there are two categories in the data.
Fig. 1.
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N
K  1þ 1
 
þ 1
2
 
;for K ¼ 2, this agrees with the binary case above.
In theory, using sNML for determining a predictive distribution PðdjD;GÞ would be straightforward. Furthermore, since
the fNML was introduced as a computationally feasible version of the NML, we would still want to use a prediction scheme
based on NML, thus the sNML would be a natural choice. In practice, however, using sNML for Bayesian networks faces two
major problems. Firstly, it is not computationally feasible to calculate the normalizing term (at least in the naïve way), since
the number of possible values of a single data vector may be prohibitively large. Secondly, we set ourselves to learn the
parameters for the selected Bayesian network, and it turns out that there exist structures G for which the predictive distri-
bution PsNMLðdjD;GÞ cannot be obtained with any parametrization of the structure G (see Appendix A for a counter-example).
In the Bayesian case, the predictive probability can be obtained with the expected parameter values, but for NML we have no
such luck.
4.3. Factorized sequential NML
PsNMLðdjD;GÞ did not directly offer us a method for determining the model parameters. On the other hand, Bayesian ex-
pected parameters can be interpreted as predictive probabilities for a one-dimensional categorical datum:hBDijk ¼ Pðdnew;i ¼ kjDGi¼ji ;G;aijÞ;
where dnew;i denotes the value of the ith variable in the predicted vector. In analogy to this, we propose to use the corre-
sponding sNML predictive probability distribution to set the parameters, i.e,hfsNMLijk ¼ PsNMLðdnew;i ¼ kjDGi¼ji ;GÞ:
We call this approach factorized-sequential NML (see Fig. 1). For categorical data this yields a spiced-up version of the La-
place’s rule of successionhijk ¼ eðNijkÞðNijk þ 1ÞPri
k0¼1eðNijk0 ÞðNijk0 þ 1Þ
;where eð0Þ ¼ 1, and otherwise eðnÞ ¼ nþ1n
	 
n ! e as n grows.
This selection of parameters deﬁnes a joint probability distribution in a similar spirit as PfNML:PfsNMLðDjGÞ ¼
Ym
i¼1
Yqi
j¼1
PsNML D
Gi¼j
i
 
;where the probability PsNML D
Gi¼j
i
 
is given by (16) for univariate categorical data with ri different values. In contrast with
NML, where normalization is done over the whole data matrix in a single, huge summation, or sNML, where normalization
is done over data vectors of lengthm, the normalization in fsNML is very simple since it can be carried out a single entry at a
time.
Theorem 6. Given a Bayesian network structure G, the regret of the fsNML distribution for any N m data matrix D is upper-
bounded byRfsNMLðD;N;GÞ :¼ log bPðDjGÞ  log PfsNMLðDjGÞ 6Xm
i¼1
qiBðN=qi; riÞ;X2X1 X3X2X1 X3X2X1 X3X2X1 X3
ro
w
s
NML fNML sNML fsNML
A schematic illustration of alternative ways to obtain minimax optimal models by normalizing the maximized likelihood bPðDjGÞ. left to right: In NML,
malization is done over the whole data matrix in one go. In factorized NML (fNML), each column is normalized separately. In sequential NML (sNML),
w is normalized separately. In factorized-sequential NML (fsNML), the normalization is done entry-by-entry, in either the row or column order (the
s the same either way).
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univariate regret deﬁned in Theorem 5. Notice that the bound BðN;KÞ is deﬁned for continuous values in the ﬁrst position N.
Proof. Since both bPðDjGÞ and PfsNMLðDjGÞ factorize analogously, we have
RfsNMLðD;N;GÞ ¼ log bPðDjGÞ  log PfsNMLðDjGÞ ¼Xm
i¼1
Xqi
j¼1
log bPðDGi¼ji Þ  log PsNML DGi¼ji h i ¼Xm
i¼1
Xqi
j¼1
RsNMLðDGi¼ji ;Nij; riÞ
6
Xm
i¼1
Xqi
j¼1
BðNij; riÞ:The proof of Theorem 5 in Appendix B actually shows that the bound BðNij; riÞ is tight. The bound function BðN;KÞ is convex
for the ﬁrst position N, and since we have
P
jNij ¼ N, the maximum of the innermost sum above occurs when all the Nij are
equal to N=qi, thus we haveRfsNMLðD;N;GÞ 6
Xm
i¼1
Xqi
j¼1
BðNij; riÞ 6
Xm
i¼1
qiBðN=qi; riÞ: 5. Experiments
It is not obvious how to compare different criteria for learning Bayesian network structures. If the data is generated from a
Bayesian network, one might say that the task is to recover the data generating network, but if the generating network is
complex, and the sample size is small, it may be more rational to pick a simpler model than the ‘‘correct” one. This simplicity
requirement is often backed up by arguments about the prediction, or generalization, capability of the model. However, it is
not always clear how the network structure should be used for prediction.
We divide our experiments in two parts. First, we estimate how well different criteria manage to identify the network
structure, when a ﬁxed structure is used to generate artiﬁcial data. In the second part, we evaluate the predictive accuracy
of the learned networks by complementing the structural learning methods with the corresponding method for learning the
parameters. In this case, we use real data from the UCI repository [33].
5.1. Model selection
We ﬁrst generated data from different networks with ﬁve nodes, and then studied how the generating network structures
were ranked among all the possible networks by different scoring criteria.
We generated 100 different 5-node Bayesian network structures with 4 edges and another 100 structures with 7 edges.
The variables were randomly assigned to have between two to four values ðri 2 f2;3;4gÞ. For each network, we generated
parameters by two different schemes. The ﬁrst scheme exactly matched the assumptions of the BDeu score with a ¼ 1:0,
i.e., the parameters were distributed according to hij  Dir 1riqj ; . . . ;
1
riqj
 
. The other scheme was to generate the parameters
independently from a Dirichlet distribution hij  Dirð1=2; . . . ;1=2Þ. This distribution was selected for two reasons: ﬁrst, com-
pared to the uniform distribution, the Dirð1=2; . . . ;1=2Þ prior puts more mass near the boundaries of the parameter space and
therefore, makes the generating structure more identiﬁable, and secondly, it has a special role in information theory as the
‘‘least favorable” prior of the multinomial model, see e.g. [34]. From the minimax regret point of view, it is reasonable to
assume that the mixture with Dirð1=2; . . . ;1=2Þ prior is similar to the NML (and especially fNML) distribution, see [35].
For eachnetwork (structure + parameters),we generated 100data sets of 1000 data vectors, and studiedhowdifferent scor-
ing criteria ranked the structure of the generating network among all the 5-node networks as a function of (sub)sample size.
Not surprisingly, the results indicate that when parameter generation mechanism matches the assumptions of the
BDeu(1.0) score, BDeu(1.0) usually also ranks the generating structure higher than the other scores (Fig. 2a). However, fNML
behaves very similarly. The density of the network (4 vs. 7 edges) is not a very signiﬁcant factor. If anything, the similar
behavior of fNML and BDeu(1.0) is more pronounced in networks with 7 edges (not shown in the ﬁgure). For the parame-
ter-free scores AIC and BIC, the underﬁtting tendency of BIC can be detected whereas AIC tends to rank the generating net-
work higher. Qualitatively these two scores seem to behave similarly to each other.
Switching the parameter generation scheme to independent Dirichlets with aijk ¼ 12 usually also switches the ranking abil-
ity of fNML and BDeu, while the behavior of AIC and BIC stays mostly unaffected. For example, the results of Fig. 2b were
obtained using the same network structures as Fig. 2a. Only the parameter generation scheme was changed from BDeu(1.0)
to Dirð1=2; . . . ;1=2Þ. For dense networks fNML often appears as a clear winner.
5.2. Prediction
In order to evaluate the predictive accuracy of the methods, we selected 20 UCI data sets with less than 20 variables, so
that we can use exact structure learning algorithms [18] that eliminate the uncertainty due to the heuristic search for the
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Fig. 2. The rank of the true structure (lower is better) for different scoring criteria as a function of sample size when the parameters for a 5-node, 7-edge
network were generated by the BDeu(1.0) and Dir(1/2,. . .,1/2) schemes. The lines show the median over 100 repetitions, error bars indicate upper and lower
quartiles.
T. Silander et al. / International Journal of Approximate Reasoning 51 (2010) 544–557 553best structure. We then compared our method, the fNML-based structure learning and fsNML parametrization, with the
state-of-the-art Bayesian method, the BDeu score and expectation parameters.6 The equivalent sample size hyperparameter
a for the Bayesian learning was set to 1.0. We also included a Bayesian score BD1/2, where both the structure learning and the
parameter learning were conducted by setting all hyperparameters aijk ¼ 1=2.
The comparison was done by creating 100 random train-and-test splits (50–50%) of each data set, and then using each
training data set for learning three Bayesian networks, one with each method. The Bayesian networks were then used to
determine the predictive probability PðdnewjG;HÞ for each vector in the test data.
The results of the predictive experiment are presented in Table 1. For each data set, the table lists the number of data
vectors N, the number of variables m, the average number of values per variable ðriÞ, and for each method the average
and the 1.96  standard deviation of hundred numbers (one for each train-and-test split of the data), each of which is the
average of the negative logarithms of the predictive probabilities PðdnewjDÞ obtained by the method.
For example, the marking 9.636 ± 0.095 for the data set glass and the method fNML was obtained as the average and
1.96  standard deviation of hundred numbers ðs1; s2; . . . ; s100Þ, where each si was calculated by using the ith random parti-
tion of the glass data glasstraini ; glass
test
i
 6 Wesi ¼ 1jglasstesti j
X
d2glasstesti
 log PfNML djglasstraini
 
:The predictive distribution PfNML was obtained by selecting the optimal structure using the fNML selection criterion, and then
parametrizing the selected structure by using the fsNML parameters.have omitted AIC and BIC from these experiments, since it is not clear how the network structures selected by them should be used for prediction.
Table 1
Summary of the prediction experiment.
Data N m ri fNML BDeu1.0 BD1/2
abalone 4177 9 3.0 2.350 ± 0.019 2.346 ± 0.020 2.370 ± 0.020
adult 32561 15 7.9 2.620 ± 0.015 2.588 ± 0.014 2.647 ± 0.014
balance 625 5 4.6 4.347 ± 0.018 4.437 ± 0.039 4.385 ± 0.039
bc 286 10 4.3 3.991 ± 0.076 4.429 ± 0.103 4.016 ± 0.103
bc wisc 699 11 2.9 3.493 ± 0.022 3.542 ± 0.025 3.503 ± 0.025
diabetes 768 9 2.9 8.987 ± 0.006 9.207 ± 0.318 8.962 ± 0.318
ecoli 336 8 3.4 2.219 ± 0.001 2.220 ± 0.001 2.222 ± 0.001
glass 214 11 3.3 9.636 ± 0.095 10.586 ± 0.090 9.697 ± 0.090
heart cl 303 14 3.1 4.697 ± 0.044 4.827 ± 0.148 4.822 ± 0.148
heart hu 294 14 2.6 8.687 ± 0.099 9.105 ± 0.034 8.678 ± 0.034
heart st 270 14 2.9 9.241 ± 0.085 9.877 ± 0.079 9.273 ± 0.079
iris 150 5 3.0 3.718 ± 0.002 3.746 ± 0.002 3.722 ± 0.002
liver 345 7 2.9 4.539 ± 0.015 4.607 ± 0.016 4.540 ± 0.016
page blks 5473 11 3.2 8.407 ± 0.111 8.917 ± 0.218 8.577 ± 0.218
post op 90 9 2.9 1.679 ± 0.000 1.677 ± 0.000 1.680 ± 0.000
shuttle 58000 10 3.0 5.095 ± 0.005 5.122 ± 0.006 5.107 ± 0.006
thyroid 215 6 3.0 6.940 ± 0.003 7.035 ± 0.017 6.941 ± 0.017
tic tac 958 10 2.9 7.197 ± 0.048 7.472 ± 0.045 7.209 ± 0.045
wine 178 14 3.0 5.314 ± 0.081 6.277 ± 0.318 5.413 ± 0.318
yeast 1484 9 3.7 9.906 ± 0.001 9.990 ± 0.001 9.912 ± 0.001
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Fig. 3. Visualization of the prediction experiment. Each graph show the predictive accuracies obtained with two methods, indicated by the horizontal and
vertical labels, in terms of average log-likelihood per data vector (greater values are better). Error-bars show ± 1.96  standard deviation over 100 random
train-test splits. Points above the diagonal line represent cases where the method shown on the vertical axis performs better.
554 T. Silander et al. / International Journal of Approximate Reasoning 51 (2010) 544–557In 15 data sets (out of 20) the NML-based method predicted better than the other methods, and never did it predict much
worse. In almost all cases, the difference between fNML + fsNML and the BD1/2 method is very small. The results are shown
T. Silander et al. / International Journal of Approximate Reasoning 51 (2010) 544–557 555graphically in Fig. 3. It also worth noticing that the good performance of the fNML + fsNML did not come at an expense of
increased variance: 11 times (out of 20) our NML based method had a smaller variance across the train-and-test splits than
other methods, and only 5 times the variance was larger, the other 4 times ending in a tie.6. Conclusions
We have introduced a new probabilistic scoring criterion, the factorized normalized maximum likelihood, for learning
Bayesian network structures from data when no background information is available. The score is decomposable, which
makes it easy to incorporate it to existing search heuristics and exact structure learning algorithms. We also introduced
an associated method for determining the Bayesian network parameters. The theoretical analysis of the methods shows that
they lead to consistent model selection and predictions that are never much worse than those obtained by optimizing the
parameters with hindsight. Together the methods provide a computationally efﬁcient, completely objective and parame-
ter-free approach for learning Bayesian networks, which are applicable to both small and large data sets.
Initial empirical tests are promising. We are particularly pleased with the good predictive capabilities of the models
learned with our approach: in many cases the predictive accuracy was much better than with the standard BDeu score,
and never was it much worse. We argue that the comparative advantage of the new methods over BDeu is due to the strong
sensitivity of the latter with respect to the parameter prior, a problem which our non-Bayesian methods avoid. While there
are also several open questions for future research, the current results show that the proposed approach offers a theoretically
well-founded, robust method for learning Bayesian networks.
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The following example shows that there exist network structures G for which the joint probability distributionPsNMLðdjD;GÞ ¼ Pðd;DjG; h^ðD;dÞÞP
d0Pðd0;DjG; h^ðD;dÞÞcannot be presented with any parametrization of the network G.
Let G be a simple v-structure G ¼ ðfg; fX1;X3g; fgÞ, and let the data D consist of just a single 3-dimensional binary-vector
[(0,0,0)]. A direct calculation of PsNMLðdjD;GÞ yields a probability distributionPðdjDÞ 8
192
192
192
192
191
382
191
38d 000 001 010 011 100 101 110 111In this joint probability distribution PðX1;X3Þ – PðX1ÞPðX3Þ:Pðx1; x3jDÞ 1019 419 419 119
x1x3 00 01 10 11Pðx1jDÞPðx3jDÞ 196361 70361 70361 25361
x1x3 00 01 10 11However, all the parametrizations of the structure G yield distributions where X1 and X3 are marginally independent, i.e.,
PðX1;X3Þ ¼ PðX1ÞPðX3Þ.
Appendix B. Proof of Theorem 5
We derive a regret bound for the categorical data of size N with K categories. We start by reviewing the probability dis-
tribution of interest
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YN
n¼1
bPðdn;Dn1ÞP
d0
bPðd0;Dn1Þ ;where we have denoted with Dn1 the ﬁrst n 1 data items of the sequence D, and with bPðXÞ the maximum likelihood of the
data X; bPðXÞ ¼ PðXjh^ðXÞÞ. We denote with kn1 the number of times the value k appears in Dn1.
To anticipate the comparison of the PsNML with the bP , we write the bP in the form
bPðDÞ ¼YN
n¼1
bPðdn;Dn1ÞbPðDn1Þ :
Now we compare the ratioQðDÞ ¼
bPðDÞ
PsNMLðDÞ
¼
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x that approaches the real number e from below ðeð0Þ ¼ 1Þ when x grows. The
sum within the product obtains it largest when all the kn1 are equal. Therefore we can bound the ratio byQðDÞ 6
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:By taking the logarithm we get a bound for the regretRðN;KÞ ¼max
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:This concludes the proof.
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