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Abstract
In this paper, we investigate the roles of compact sets in the space of
tempered distributions S ′. The key notion is “k-spaces”, which constitute
a fairly general class of topological spaces. In a k-space, the system of
compact sets controls continuous functions and Borel measures.
Focusing on the k-space structure of S ′, we prove some theorems
which seem to be fundamental for infinite dimensional harmonic analysis
from a new and unified view point. For example, the invariance princi-
ple of Donsker for the white noise measure is shown in terms of infinite
dimansional characteristic functions.
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1 Introduction
Compactness is one of the most important notions in mathematics. While com-
pact sets are usually defined in terms of open sets, this does not mean that
compactness is less fundamental than openness. To see this, let us take some
examples from measure theory.
It is well known that there exist shift invariant measures, or Haar measures,
on any locally compact group. A. Weil [21] showed that the existence of shift
invariant measure is, in a sense, equivalent to locally compactness. This means
that the locally compactness is fundamental for harmonic analysis.
The trouble is that most infinite dimensional spaces are not locally compact,
but it is not the end of the story. Infinite dimensional calculus such as White
Noise Analysis ([8]) makes use of the theory of Radon measures. In this theory,
the notion of inner regularity plays crucial roles. A Radon measure is a locally
finite inner regular measure, and a finitely additive regular measure on a Radon
space is σ-additive if and only if it is inner regular (see [1] for details). As
inner regular measures are defined in terms of compact sets, it is natural to
suppose consider that compactness is the most fundamental notion for measure
theory. In fact, the theory of Radon measures can be defined by the notion of
“compactology” introduced by Weil. More concretely, compactology defines a
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Radon measure as a system of mutually compatible measures associated to the
system of compact sets (see e.g. [17]).
On the other hand, there is a counterpart for compactology in the context
of general topology, that is, the notion of k-space (compactly generated space)
[11]. A topological space X is called a k-space if and only if any mapping
continuous on every compact subset is continuous, or equivalently, a subset F
in X is closed if and only if K ∩ F is compact for any compact K ⊂ X . This
means the topology is controlled by the system of compact sets. From the
viewpoint of category theory, the category of Hausdorff k-spaces (CGHaus) has
many good features ([13]). For example, it admits the canonical structure for
exponential objects (“function spaces”). Moreover, this category is natural to
study and generalize Gelfand-type duality in analysis ([3], [14]). Maclane even
said that the category of Hausdorff k-spaces is “right”, while the category of all
topological spaces is “wrong” ([13]).
Not all spaces, but most of practical spaces (as domain spaces) are k-spaces.
It is known that any locally compact space or any first-countable space (in
particular Polish space) is a k-space. From the viewpoint of infinite dimensional
analysis, it is natural to ask whether each space of distributions is k or not.
In the present paper, we focus on the fact that the space of tempered distri-
butions is a k-space and apply it to prove some notable theorems.
2 k-properties in the spaces of distributions
The purpose of this section is to prove Theorem 2.2.
Lemma 2.1. LetH1, H2 be Hilbert spaces, and let i : H1 → H2 be a continuous
linear map. If F is a closed bounded convex subset of H1, then i(F ) is closed
in H2.
Proof. Let y ∈ i(F ), then there exists a sequence {xn} in F such that i(xn)→
y. Since F is bounded in H1, there exists a weakly convergent subsequence
xnk → x0. Now, because the map x 7→ 〈i(x), z〉H2 belongs to H∗1 for all z ∈ H2,
we obtain
〈i(x0), z〉H2 = lim
k→∞
〈i(xnk), z〉H2 = 〈y, z〉H2 ,
which shows i(x0) = y. As F is closed and convex, x0 ∈ F , and hence we have
y ∈ i(F ).
Theorem 2.2. The space of tempered distributions S ′ equipped with the
strong topology is a k-space.
Proof. As is well-known, S ′ is the inductive limit of a sequence of Hilbert spaces
{H−n}∞n=1. Let us denote by in the canonical imbedding map H−n → S ′.
Let F ⊂ S ′ satisfy for all compact K, K ∩ F is closed. If Kn ⊂ H−n is
compact, then in(Kn) is compact, F ∩ in(Kn) is closed, and hence i−1n (F )∩Kn
is closed. Since H−n is a k-space, we obtain i
−1
n (F ) is closed.
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Let x /∈ F , then x ∈ im(H−m) for some m ∈ N. Since x /∈ F and H−m is a
Hilbert space, there exists rm > 0 such that {i−1m (x) + Bm(rm)} ∩ i−1m (F ) = ∅,
where we set Bm(rm) = {ym : ym ∈ H−m, ‖ym‖H−m ≤ rm}. Let im,m+2 denote
the imbedding map of H−m into H−m−2. By the previous lemma, we obtain
im,m+2(Bm(rm)) is closed, and by the fact that this imbedding is compact,
im,m+2(Bm(rm)) is compact. Again, since im,m+2(Bm(rm)) ∩ i−1m+2(F ) = ∅,
there exists rm+2 > 0 such that
{i−1m+2(x) + im,m+2(Bm(rm)) +Bm+2(rm+2)} ∩ i−1m+2(F ) = ∅, where
Bm+2(rm+2) = {ym+2 : ym+2 ∈ H−m−2, ‖ym+2‖H−m−2 ≤ rm+2}.
By the reputation of this process, we obtain {rm+2k}∞k=0 such that
{i−1m+2k(x)+ im,m+2k(Bm(rm))+ · · ·+Bm+2k(rm+2k)}∩ i−1m+2k(F ) = ∅ for all k.
Now, set O ⊂ S ′ by
O = ∪∞k=0{im(Bm(rm)) + im+2(Bm+2(rm+2)) + · · · im+2k(Bm+2k(rm+2k))},
then by the definition of {rm+2k}, it follows that {x+O} ∩ F = ∅, and by the
definition of the inductive limit topology of locally convex spaces, we have O is
a neighbourhood of 0. And hence we obtain F is closed in S ′.
Remark 2.3. In the same way, one can also prove S ′ is a sequential space.
Remark 2.4. This result itself is not newly obtained. Actually, it is shown
that every Montel (DF)-space is sequential and hence k. See [9], [20] for details.
Proposition 2.5. S ′ equipped with weak topology is not a k-space.
Proof. Assume the space is a k-space, then the weak topology is the finest
topology under which S ′ has the same compact sets as those in the weak
topology. However, as is well known, S ′ has the same compact sets under
the weak topology and the strong topology. Hence by Theorem 2.2, these two
topology coincides, which is a contradiction.
This may endorse that the strong topology is “right” for S ′ as a domain
space of infinite dimensional harmonic analysis. It is also known that D and
D ′ are not k-spaces (see [18], [19]). So D ′ is “wrong” compared to S ′, at least
from the viewpoint of categorical analysis for Gelfand-type duality ([3], [14]).
3 Prohorov’s conditions
In this section, as an application of the results in the previous section, we
discuss Prohorov’s theorem on the spaces of distributions. A topological space
X is said to satisfy Prohorov’s condition (P ) if any relatively compact subset of
probability Borel measures is uniformly tight. We say that X satisfies condition
(P ′) if any relatively compact subset of signed Borel measures is uniformly tight
(See [5]). These conditions have much to do with the topological feature of the
space. For instance, it is known that any Polish space satisfies condition (P ′).
The following theorem is taken from [5, Theorem 5.]. A topological space
X is said to be hemicompact if there exists an increasing sequence of compact
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subsets {Kn} such that any compact subset K is contained in some Kn. Such
a sequence is said to be fundamental.
Theorem 3.1. If a Radon space X is a hemicompact k-space, then X satisfies
condition (P ′).
Lemma 3.2. Let K be a compact subset in S ′, then there exists n ∈ N such
that K = in(L) for some compact set L ⊂ S−n.
Proof. Let us use the notations in Theorem 2.2. Since the absolute polar set of
K is a neighborhood of 0, it contains the set {x ∈ S | |x|Hn < δ} for some n ∈ N
and δ > 0, and hence K is contained in a bounded set in H−m. Thus im
−1(K)
is bounded and closed. Since im,m+2 is compact, im+2
−1(K) is compact.
Theorem 3.3. S ′ is hemicompact.
Proof. Set r1 = 1 and set K1 = i1(B1(r1)). For each n ∈ N, set rn > 0 large
enough so that ik,n(Bk(n)) ⊂ Bn(rn) for all 1 ≤ k ≤ n. Set Kn = in(Bn(rn)),
then it is immediate that ∪Kn = S ′. And by the previous lemma, we obtain
any compact set is contained in some Kn.
Corollary 3.4. S ′ satisfies condition (P ′), and hence condition (P ).
Remark 3.5. If X is a Fre´chet space and is not locally compact, X is never
hemicompact. It is because if X is σ-compact, we have contradiction by Baire
category theorem.
Remark 3.6. It can be proved that S ′ satisfies condition (P ) from a different
point of view. (See [4, The´ore`me I.6.5]).
Proposition 3.7. D ′ is not hemicompact.
Proof. Since D is Montel, {f ∈ D ′| |〈x, f〉| ≤ 1, ∀x ∈ O}, the absolute polar
set of an open set O ⊂ D , is compact, and the absolute polar set of a compact
subset in D ′ is a neighborhood of 0 in D . Assume that there exists a funda-
mental sequence of compact sets. Then by taking absolute polar sets, there
exists a sequence {On} in D such that each On is a neighborhood of 0 and any
neighborhood of 0 contains some On. Hence it follows that D is first-countable,
which is a contradiction.
Though D ′ is not hemicompact, it satisfies condition (P ) because D is the
strict inductive limit of a sequence of Fre´chet-Montel spaces (see [4]). But the
methods of [4], which make use of positivity, do not work well when measures
are signed.
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4 Continuous functions
In this section, we apply the results in Section 2 to the analysis of continuous
functions. As a direct consequence, the structure of k-spaces gives a useful
criterion for continuity. Let us take an example from White Noise Analysis
[8, Theorem 4.7.]. The property of k-spaces would help making the proof of
the following theorem clearer because we only need to prove the continuity on
each compact subset of S ′. Actually, by Lemma 3.2, all we have to see is the
continuity in each bounded set in H−n.
Theorem 4.1. Let (S ) be the space of Hida test functionals ([8]). Every
ϕ ∈ (S ) has a unique pointwise defined, strongly continuous representative.
The k-space structure of the domain space is also helpful for the analysis
of the space of continuous functions. Let C(S ′) be the space of continuous
functions defined on S ′. We will denote by TK the topology of uniform con-
vergence on every compact set. Since S ′ is a k-space, it follows that TK is
complete. Furthermore, as S ′ is hemicompact, the convergence on each Kn is
sufficient for TK convergence, where {Kn} is a fundamental sequence. Hence
this topology is metrizable. It also follows that TK is separable, because each
C(Kn) is separable. Summarizing, we have the following theorem.
Theorem 4.2. The topological vector space C(S ′) equipped with TK topology
is a separable Fre´chet space.
There is an analogous topology on the space of bounded continuous functions
Cb(X), so called Tt-topology, introduced by L. Le Cam [12]. It is known that
if X is a k-space, then (Cb(X), Tt) is complete. If X is a Radon space, then
the dual of (Cb(X), Tt) is M(X), the space of bounded measures. If X satisfies
condition (P ′), then Tt coincides with the Mackey topology τ (Cb(X),M(X)).
See [5], [12] for details.
5 Infinite dimensional characteristic functions
In this section, we discuss the characteristic functions of measures on S ′. The
following two results are known (see Fernique [4]), but it is worth pointing out
that our proof is based on the property of k-spaces, while in [4] tensor products
of nuclear spaces is used.
For a probability measure µ on S ′ and ϕ ∈ S , we denote the characteristic
function of µ by µ̂(ϕ) =
∫
S ′
exp (i〈x, ϕ〉) dµ(x).
Theorem 5.1. Let {µn} be a sequence of probability measures on S ′. Assume
that µ̂n(ϕ) converges for every ϕ ∈ S . Then {µn} converges weakly to some
probability measure if and only if {µ̂n} is equicontinuous at 0, that is, for all
ε > 0, there exist m ∈ N and δ > 0 such that |ϕ|m < δ ⇒ |1 − µ̂n(ϕ)| < ε for
all n.
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Proof. By Minlos’ theorem, the equicontinuity of characteristic functions is
equivalent to uniform tightness of probability measures (see e.g. [2]).
If {µn} converges weakly, {µn} is a relatively compact subset, and hence by
Corollary 3.4, {µn} is uniformly tight. Conversely, if {µ̂n} is equicontinuous at
0, then {µn} is a relatively compact subset. Since the limit of a subnet of {µn}
is uniquely determined by the characteristic function, {µn} is convergent.
Theorem 5.2. Let {µn} and µ be probability measures on S ′. Then {µn}
converges to µ weakly if and only if {µ̂n(ϕ)} converges to µ̂(ϕ) for every ϕ ∈ S .
Proof. Let {µ̂n(ϕ)} → µ̂(ϕ) for every ϕ ∈ S . Assume that {µ̂n(·)} is not
equicontinuous at 0, then there exist η > 0, a sequence {ϕk} ⊂ S and {nk}
such that ϕk → 0 and
1−Re(µ̂nk(ϕk)) ≥ η.
Since {ϕk} converges to 0, there exists a subsequence {ϕkl} satisfying
∞∑
l=1
|ϕkl |2p <∞
for all p ∈ N. Now, set
F (x) = exp
(
−
∞∑
l=1
〈ϕkl , x〉2
)
for x ∈ S ′. By Proposition 3.2, F is TK-limit of positive definite continuous
functions. Since S ′ is a k-space, F is positive definite continuous function.
For any ε > 0, by Lebesgue’s dominated convergence theorem, there exists
l0 ∈ N such that ∫
{1− Fl0(x)} dµ(x) < ε,
where
Fl0(x) = exp
(
−
∞∑
l=l0
〈ϕkl , x〉2
)
.
As Fl0 is positive definite continuous function on S
′, by Minlos’ theorem, there
exists a unique probability measure m on S with m̂(x) = Fl0(x). By Fubini’s
theorem, ∫
S ′
{1− Fl0(x)} dµn(x) =
∫
S
{1− µ̂n(ϕ)} dm(ϕ),
hence, for sufficiently large n, we obtain∫
{1− Fl0(x)} dµn(x) < 2ε.
This shows, for l ≥ l0 and sufficiently large n,∫ {
1− exp(−〈ϕkl , x〉2)
}
dµn(x) < 2ε,
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which shows
1−Re(µ̂nkl (ϕkl)) ≤ 2Mε,
where
M = sup
u∈R
1− cosu
1− e−u2 .
Since ε is arbitrary, this is a contradiction. Hence {µ̂n(·)} is equicontinuous at
0. By theorem 5.1, it follows that µn → µ weakly.
The converse is obvious.
These two theorems lead us to an analogue of the invariance principle of
Donsker (see e.g. [10]) for the White Noise measure.
Theorem 5.3. Let {ξj}∞j=−∞ be a sequence of independent identically dis-
tributed random variables with mean 0 and variance 1 defined on some proba-
bility space (Ω,F , P ). Define a stochastic process X by
Xt(ω) = ξ[t](ω)
and set
X
(n)
t (ω) =
√
nXnt(ω).
Let Pn be the probability measure on S
′ induced by X(n). Then {Pn} weakly
converges to the white noise measure.
Proof. Let us compute the characteristic function of Pn. For ϕ ∈ S ,
P̂n(ϕ) = E
[
exp(i〈X(n), ϕ〉)
]
=
∞∏
j=−∞
E
[
exp
(
i
√
nξja
(n)
j
)]
,
where a
(n)
j is set by
a
(n)
j =
∫ j+1
n
j
n
ϕ(t)dt.
Let C denote the characteristic function of ξj , then C is C
2 function with
C(0) = 1, C′(0) = 0, and C′′(0) = −1. By Taylor’s formula,
P̂n(ϕ) = exp
 ∞∑
j=−∞
log
(
C
(√
na
(n)
j
))
= exp
 ∞∑
j=−∞
log
(
1 +
1
2
C′′
(
θ
(n)
j
√
na
(n)
j
)
na
(n)
j
2
) ,
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where 0 < θ
(n)
j < 1. Since ϕ ∈ S and
√
na
(n)
j uniformly converges to 0,
lim
n→∞
P̂n(ϕ) = exp
(
−1
2
∫
∞
−∞
ϕ(t)
2
dt
)
.
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