A Note on Transformed Density Rejection by Leydold, Josef
ePubWU Institutional Repository
Josef Leydold
A Note on Transformed Density Rejection
Working Paper
Original Citation:
Leydold, Josef (1999) A Note on Transformed Density Rejection. Preprint Series / Department
of Applied Statistics and Data Processing, 28. Department of Statistics and Mathematics, Abt. f.
Angewandte Statistik u. Datenverarbeitung, WU Vienna University of Economics and Business,
Vienna.
This version is available at: http://epub.wu.ac.at/1686/
Available in ePubWU: July 2006
ePubWU, the institutional repository of the WU Vienna University of Economics and Business, is
provided by the University Library and the IT-Services. The aim is to enable open access to the
scholarly output of the WU.
http://epub.wu.ac.at/
A Note on Transformed Density
Rejection
Josef Leydold
Department of Applied Statistics and Data Processing
Wirtschaftsuniversita¨t Wien
Preprint Series
Preprint 28
August 1999
http://statmath.wu-wien.ac.at/
A NOTE ON TRANSFORMED DENSITY REJECTION
JOSEF LEYDOLD
Abstrat. In this paper we desribe a version of transformed density reje-
tion that requires less uniform random numbers. Random variates below the
squeeze are generated by inversion. For the expensive part between squeeze
and density an algorithm that uses a overering with triangles is introdued.
1. Introdution
Transformed density rejetion, introdued in Devroye (1986) and under a dier-
ent name in Gilks and Wild (1992) and generalized in Hormann (1995), is one of
the most eÆient universal methods for generating non-uniform random variates.
This aeptane/rejetion tehnique is based on the idea that the probability den-
sity funtion f is transformed by a stritly monotonially inreasing dierentiable
transformation T with domain (0;1), suh that T (f(x)) is onave. We then say
that f is T -onave; log-onave densities are an example with T (x) = log(x).
By the onavity of T (f(x)) it is easy to onstrut a majorizing funtion for the
transformed density as the minimum of n tangents. Transforming this funtion
bak into the origninal sale be get a hat funtion h(x) for the density f . By
using seants between the touhing points of the tangents of the transformed den-
sity we an onstrut a simple lower bound s(x) for the density, alled squeeze,
to redue the number of (expensive) density evaluations. See Hormann (1995) for
details. Figure 1 illustrates the situation for the standard normal distribution and
the transformation T (x) = log(x). The left hand side shows the transformed den-
sity with three tangents. The right hand side shows the density funtion with the
resulting hat. Squeezes are drawn as dashed lines.
Obviously T must have the property that the area
R
h(x) dx below the hat is
nite, and that generation from the hat distribution is easy (and fast). In the
following we only onsider the family T

of transformations, where T
0
(x) = log(x)
and T

(x) = (x

  1)=, as the most important transformations. For densities with
unbounded domain we must have  2 ( 1; 0℄ (Hormann 1995), but for speial ases
 > 0 are possible (Evans and Swartz 1998).
Random variates proportional to the hat funtion h(x) are generated by parti-
tioning the domain of h into intervals I
1
;    ; I
n
dened by the n dierent parts
of the hat funtion, see gure 1. Algorithm tdr desribes the standard version of
1991 Mathematis Subjet Classiation. Primary: 65C10 random number generation, Se-
ondary: 65U05 Numerial methods in probability and statistis; 11K45 Pseudo-random numbers,
Monte Carlo methods.
Key words and phrases. non-uniform random variates, universal method, transformed density
rejetion, aeptane-omplement, ontinuous distributions, log-onave distributions, T-onave
distributions.
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Figure 1. Constrution of a hat funtion for the normal den-
sity utilizing transformed density rejetion. The tangents are on-
struted at 
1
, 
2
and 
3
.
transformed density rejetion. (We do not disuss here how to get suitable onstru-
tion points 
i
; some methods are introdued in Gilks and Wild (1992), Hormann
(1995) and Deringer and Hormann (1998).)
Algorithm tdr
Require: density f(x); transformation T (x), onstrution points 
1
; : : : ; 
n
.
= Setup =
1: Construt hat h(x) and squeeze s(x).
2: Compute intervals I
1
; : : : ; I
n
.
3: Compute areas H
j
below the hat for eah interval I
j
.
= Generator =
4: loop
5: Generate I with probability vetor proportional to (H
1
; : : : ; H
n
).
6: Generate X with density proportional to hj
I
(by inversion).
7: Generate U  U(0; 1).
8: if U h(X)  s(X) then = evaluate squeeze =
9: return X .
10: if U h(X)  f(X) then = evaluate density =
11: return X .
For step 5 indexed searh (or guide tables) an be used (Chen and Asau 1974). By
reusing of uniform random numbers (see (Devroye 1986, xII.3.7)) only one uniform
random variate is neessary for steps 5 and 6.
The expeted number of uniform random numbers per generated non-uniform
random variate is therefore 2C = 2
R
h(x) dx=
R
f(x) dx  2, where C denotes
the rejetion onstant. However onurring algorithms like the ziggurat method
by Marsaglia and Tsang (1984), the table method by Ahrens (1995), or a variant
of the ratio-of-uniforms method as suggested by Leydold (1999) require less than
2 uniform random numbers. These methods are aeptane/rejetion tehniques
that uses the fat that below the squeeze immediate aeptane is possible without
generating a seond uniform random number.
In this paper we show that we an avoid the generation of a seond random
number below the squeeze and desribe an eÆient method for generating from the
piee between probability density funtion and squeeze funtion.
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2. A new approah
The given density funtion f an be deomposed into the disrete mixture of the
squeeze and its omplement, i.e.,
f(x) = s(x) + (f(x)  s(x)) (1)
Generating from s(x) is easy and an be done by the same method as in algrithm
tdr for generating from the hat funtion via inversion. But in opposite to the
standard algorithm, the domain of f is partitioned into intervals dened by the
dierent parts of the squeeze s. Sine we have a \region of immediate aeptane"
below the squeeze, only one uniform random number is neessary.
Generating from a variate with density proportional to f(x) s(x) is the diÆult
(and expensive) part (Hormann 1999). Let 
j
, j = 1; : : : ; n, denote the touhing
points of the tangents, and let I
j
= (
j
; 
j+1
℄, j = 1; : : : ; n   1, be the intervals
between these points. Moreover let I
0
= (x
0
; 
1
℄ and I
n
= (
n
; x
1
), where (x
0
; x
1
)
is the (not neessary bounded) domain of f .
In what follows we assume that T (x) is onave, i.e.,   1 for the family T

. In
eah interval I
j
= (
j
; 
j+1
℄, the set of points R
j
= f(x; y) : 
j
 x  
j+1
; s(x) <
y  h(x)g is bounded by three urves: the squeeze and two dierent parts of the
hat; see gure 2. By the onavity of T , the piees of the hat funtion and of the
squeeze are onvex funtions. Hene tangents on the squeeze are lower bounds;
f(x)

j

j+1
s(x)
h(x)

j

j+1
u
j
l
j
Figure 2. The area between squeeze s(x) and hat h(x) an be
overed by a quadrangle Q
j
. To generate tuples uniformly dis-
tributed in Q
j
it an be split into two triangles along diagonal
u
j
l
j
.
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seants between between two points in the same part of the hat give upper bounds.
Let 
j
= (
j
; f(
j
)), let l
j
denote the intersetion of the tangents on the squeeze
in the boundary points and let u
j
be the \vertex" of graph of the hat funtion.
Then the quadrangle Q
j
with verties 
j
, l
j
, 
j+1
and u
j
overs the region between
hat and squeeze and onsequently the region R
j
between density and squeeze, see
gure 2.
It is easy to generate a point (X;Y ) uniformly distributed in Q
j
by dividing the
quadrangle into two triangles along the diagonal u
j
l
j
(dashed line in gure 2). In
eah triangle the simple algorithm from Devroye (1986, p.570) an be used. Notie
that we annot assume that Q
j
is onvex, i.e., the diagonal 
j

j+1
might not be
in the quadrangle. To ompile a suitable algorithm we have to be aware of the
follwing two fats.
(i) There are no squeezes in the \boundary" intervals I
0
and I
n
. Hene in this
region we have to generate by rejetion from hat distribution.
(ii) Using a partitioning of the domain of h(x) into the intervals I
j
together
with deomposition (1) and the proedure desribed above results in the following
algorithm: (1) hoose an interval at random; (2) hoose \squeeze or quadrangle"
at random; (3) either generate from a distribution with density proportional to
the squeeze and return the random variate; or (4) generate random tuples (X;Y )
uniformly distributed in quadrangle Q
j
until (X;Y ) 2 R
j
and return X . However
this approah requires the knowledge of the area of R
j
, i.e.,
R

j+1

j
(f(x)  s(x)) dx.
(It is not neessary for algorithm tdr that
R
f(x) dx is known; the normalization
onstants for the p.d.f. an be omitted.) This problem an be avoided by hanging
the proedure in the following way:
Algorithm tdrimpr
Require: density f(x); transformation T (x), onstrution points 
1
; : : : ; 
n
.
= Setup =
1: Construt hat h(x) and squeeze s(x).
2: Compute intervals I
0
; : : : ; I
n
.
3: Compute 
j
, u
j
and l
j
for j = 1; : : : ; n  1.
4: Compute areas H
s
j
below squeeze for j = 1; : : : ; n  1.
5: Compute areas H
l
j
and H
r
j
of left and right triangle, resp., inside Q
j
.
6: Compute areas H
0
and H
n
below hat for intervals I
0
and I
n
.
= Generator =
7: loop
8: Generate I with probability vetor proportional to
(H
0
; H
s
1
+H
l
1
+H
r
1
; : : : ; H
s
n 1
+H
l
n 1
+H
r
n 1
; H
n
).
9: if 0 < I < n then = inner interval =
10: Generate W with probability vetor proportional to (H
s
I
; H
l
I
; H
r
I
).
11: if W = 1 then = region of immediate aeptane =
12: Generate X with density proportional to sj
I
.
13: return X .
14: else = one of the two triangles =
15: Generate (X;Y ) uniformly distributed in quadrangle R
I
.
16: if s(X) < X  f(X) then = evaluate squeeze and density =
17: return X .
18: else = I = 0 or I = n; boundary intervals: no squeeze, use hat =
19: Generate X with density proportional to hj
I
.
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20: Generate U  U(0; 1).
21: if U h(X)  f(X) then = evaluate density =
22: return X .
By reusing of uniform random numbers only one uniform random number is
neessary for steps 8, 10 and 12. The expeted number of uniform random numbers
per nonuniform random variate is given by
R
s(x) dx
R
f(x) dx
+ 2
R
I
0
[I
n
h(x) dx
R
f(x) dx
+ 2
P
n 1
j=1
jQ
j
j
R
f(x) dx
 1 (2)
Notie that for inreasing number n of touhing points the rst part in equation (2)
tends to one, where the seond and third part onverges to zero.
Notie that the rejetion onstant C
0
of the new algorithm is given by C
0
=
(
R
s(x) dx +
P
n 1
j=1
jQ
j
j)=
R
f(x) dx, where jQ
j
j denote the area of Q
j
. We imme-
diately nd C
0
 C with (C
0
  C)=C = O(n
4
). C
0
  C is indiated by the dark
shaded region in gure 2. Notie that C 1 = O(n
2
) (Leydold and Hormann 1998).
Thus the inrease of required loops by using the new approah is rather small.
3. Possible Variants
The new proedure works analogously for onvex T (x) (  1 for the family T

),
and/or densities f where T (f(x)) is onvex (see Evans and Swartz (1998)).
Referenes
Ahrens, J. H. (1995). An one-table method for sampling from ontinuous and
disrete distributions. Computing 54 (2), 127{146.
Chen, H. C. and Y. Asau (1974). On generating random variates from an empir-
ial distribution. AIIE Trans. 6, 163{166.
Deringer, G. and W. Hormann (1998). The optimal seletion of hat funtions
for rejetion algorithms. in preparation, private ommuniation.
Devroye, L. (1986). Non-Uniform Random Variate Generation. New-York:
Springer-Verlag.
Evans, M. and T. Swartz (1998). Random variable generation using onavity
properties of transformed densities. Journal of Computational and Graphial
Statistis 7 (4), 514{528.
Gilks, W. R. and P. Wild (1992). Adaptive rejetion sampling for Gibbs sampling.
Applied Statistis 41, 337{348.
Hormann, W. (1995). A rejetion tehnique for sampling from T-onave distri-
butions. ACM Trans. Math. Software 21 (2), 182{193.
Hormann, W. (1999). private ommuniation.
Kronmal, R. A. and A. V. Peterson (1981). A variant of the aeptane-rejetion
method for omputer generation of random variables. J. Amer. Statist. As-
so. 76 (374), 446{451.
Kronmal, R. A. and A. V. Peterson (1984). An aeptane-omplement analogue
of the mixture-plus-aeptane-rejetion method for generating random vari-
ables. ACM Trans. Math. Software 10, 271{281.
Leydold, J. (1999). Automati sampling with the ratio-of-uniforms method. ACM
TOMS . submitted.
6 Referenes
Leydold, J. and W. Hormann (1998). A sweep-plane algorithm for generating
random tuples in simple polytopes. Mathematis of Computation 67 (224),
1617{1635.
Marsaglia, G. and W. W. Tsang (1984). A fast, easily implemented method for
sampling from dereasing or symmetri unimodal density funtions. SIAM J.
Si. Statist. Comput. 5, 349{359.
University of Eonomis and Business Administration, Department for Applied Sta-
tistis and Data Proessing, Augasse 2-6, A-1090 Vienna, Austria
E-mail address: Josef.Leydoldstatistik.wu-wien.a.at
URL: http://statistik.wu-wien.a.at/staff/leydold/
