In this paper, we prove the asymptotic stability of the family of solitons of the Benjamin-Ono equation in the energy space. The proof is based on a Liouville property for solutions close to the solitons for this equation, in the spirit of [16], [18] . As a corollary of the proofs, we obtain the asymptotic stability of exact multi-solitons.
Introduction
We consider the Benjamin-Ono equation (BO) u t + Hu xx + uu x = 0, (t, x) ∈ R × R,
where H denotes the Hilbert transform
Hu(x) = 1 π p.v. 
Note that with this notation, u x Hu = |D .
The Cauchy problem for (1) is globally well-posed in H s , for any s ≥ 0 (see Tao [25] for s ≥ 1 and Ionescu and Kenig [11] for the case s ≥ 0, see also Burq and Planchon [5] for the case s > 
Recall the scaling and translation invariances of equation (1) if u(t, x) is solution then ∀c > 0, x 0 ∈ R, v(t, x) = c u(c 2 t, c(x − x 0 )) is solution.
We call soliton any travelling wave solution u(t, x) = Q c (x − x 0 − ct), where c > 0, x 0 ∈ R, and Q c (x) = cQ(cx) solves:
It is known that there is a unique (up to translations) solution of (5), which is
(see Benjamin [2] and Amick and Toland [1] for the uniqueness statement). This solution is stable (see Bennet et al. [3] and Weinstein [29] ) in the following sense.
Stability of soliton in the energy space ( [3] , [29] ). There exist C, α 0 > 0 such that if u 0 ∈ H ≤ Cα.
See a sketch of proof of this result in Section 5.1.
The main result of this paper is the asymptotic stability of the family of solitons of (1). Then, we consider the multisoliton case (see Section 5) . ) → 0,
ρ ′ (t) → c + as t → +∞.
The proof of Theorem 1 is based on the following rigidity result.
Theorem 2 (Nonlinear Liouville property).
There exist C, α 0 > 0 such that if u 0 ∈ H = α ≤ α 0 and if the solution u(t) of (1) with u(0) = u 0 satisfies for some function ρ(t) ∀ε > 0, ∃A ε > 0, s.t. ∀t ∈ R, |x|>Aε u 2 (t, x + ρ(t))dx < ε,
then there exist c 1 > 0, x 1 ∈ R, such that u(t, x) = Q c 1 (x − x 1 − c 1 t), |c 1 − 1| + |x 1 | ≤ Cα.
Remark 1. In Theorem 1, the convergence of u(t) to Q c + as t → +∞ is obtained strongly in L 2 in the region x > 1 10 is somewhat arbitrary, the result holds for x > εt, for any ε > 0, provided α 0 = α 0 (ε) > 0 is small enough. Note that this result is optimal in L 2 since u(t) could contain other small (and then slow) solitons and since in general u(t) does not go to 0 in L 2 for x < 0. For example, if u(t) − Q c + (. − ρ(t)) → 0 as t → +∞, then E(u) = E(Q c + ) and u 2 = Q 2 c + and so by the variational characterization of Q(x) (see [29] ), u(t) = Q c + (x − x 0 − c + t) is exactly a soliton.
Under the assumptions of Theorem 1, we expect strong convergence in H 
The proof of Theorem 1 follows the approach of [15] , [16] , concerning the case of the generalized KdV equations, where the asymptotic stability of the family of solitons is deduced from a Liouville type theorem such as Theorem 2. Moreover, similarly as in [16] , the proof of Theorem 2 follows from a Liouville property on the linearized equation around Q, see Theorem 3 in Section 3.
With respect to the gKdV case, there are two main difficulties : (1) L 2 monotonicity type results, which are similar to the ones for the gKdV equations ( [16] ), but whose proof are more subtle due to the nonlocal nature of the (BO) operator (see Section 2) . For this part, we use a Kato type identity for (1) (see [9] and [23] ).
(2) The proof of the linear Liouville theorem, which requires the analysis of some linear operators related to Q. Note that for this part, we use the fact that Q(x) is explicit, and some known results about the linearized equation around Q ( [3] , [29] ). We point out that except for this part of the analysis, all the arguments are quite flexible and could be applied to generalized versions of the (BO)) equation. In particular, we do not use the integrability property of the equation.
As a corollary of the proof of Theorem 1 and of Theorem 2, we obtain stability and asymptotic stability of multisoliton solutions. See Theorem 4 in Section 5 for a precise statement. After the paper was finished and submitted, we learned that S. Gustafson, H. Takaoka, and T-P. Tsai [10] have obtained independently the stability part of Theorem 4. Note that the main result of the present paper, i.e. asymptotic stability of (single or multi-) solitons is not addressed in [10] .
The rest of the paper is organized as follows. In Section 2, we prove L 2 monotonicity type results in the context of Theorem 1. In Section 3, we state and prove the linear Liouville Theorem, which is the main ingredient of the proof of Theorem 2. In Section 4, we prove Theorems 1 and 2 using Sections 2 and 3. Section 5 is devoted to the multisoliton case. In Section 6, we prove some weak convergence and well-posedness results used in the proofs. Finally, Appendix A contains the proof of some technical points. 
then there exists ρ(t) ∈ C 1 (R) such that η(t, x) = u(t, x + ρ(t)) − Q(x) satisfies ∀t ∈ R, Q ′ (x)η(t, x)dx = 0, η(t)
Proof of Lemma 1. This follows from standard arguments (see e.g. [4] , Lemma 4.1, [14] , Proposition 1 and Lemma 4). Time independent arguments. For u ∈ H 1 2 and y ∈ R, set I y (u) = Q ′ (x)(u(x + y) − Q(x))dx so that ∂I y ∂y |y=0,u=Q = (Q ′ ) 2 > 0.
Thus, by the implicit function theorem, there exists α 1 > 0, V a neighborhood of 0 in R and a unique C 1 map: .
We uniquely extend the C 1 map y(u) to U α 1 = {u ∈ H ≤ α 1 } so that for all u and r, y(u) = y(u(. + r)) + r. Then, we set η u (x) = u(x + y(u)) − Q(x), so that η u Q ′ = 0 and η u H .
Estimates depending on t. For all t, we define ρ(t) = y(u(t)) and η(t) = η u(t) . To conclude the proof of the lemma, we just have to prove the estimate on ρ ′ (t) − 1. We perform formal computations which can be justified for H 
Thus, multiplying the equation of η by Q ′ and using ηQ ′ = 0, we obtain
which finishes the proof for α 0 small enough. [11] 
In the rest of this section, we present monotonicity arguments on L 2 quantities for both u(t) and η(t), in the context of Lemma 1. These results are reminiscent of similar results for the gKdV equation in [16] and [19] , but due to the nonlocal nature of the operator H, the proofs are more involved.
Monotonicity results for u(t)
Let A > 1 to be chosen later and set 
2. Monotonicity on the left of the soliton:
Proof of Proposition 1. First, we note that (18) is a consequence of (17) and the L 2 norm conservation. Indeed, let v(t, x) = u(−t, −x). Then v(t) is a solution of (1) satisfying the assumptions of Lemma 1 and ρ v (t) = −ρ(−t). Thus, from (17) applied on v(t, x), we deduce
Since ϕ(x) = π − ϕ(−x), from u 2 (−t 2 ) = u 2 (−t 1 ), we obtain
which is exactly formula (18) for t ′ 2 = −t 1 , t ′ 1 = −t 2 . We are reduced to prove (17) . We perform calculations on regular solutions and then use density arguments and continuous dependence to obtain the result in the framework of Lemma 1.
First, we recall a Kato type identity for solutions of the BO equation. By direct computations, we have
For the first term in (19) , we prove the following result.
Proof of Lemma 2. For f ∈ L 2 (R), we define the harmonic extension of f on
In particular, recall that Hf ′ (x) = ∂ y F (x, 0) (see Stein [24] Chapter III, and the Introduction of Toland [26] ). We denote by Φ(x, y) the harmonic extension of ϕ ′ (x) and U (x, y) the harmonic extension of u(x) on R × R + . Note that Φ(x, y) is explicitly given by
Then, by the Green Formula on R 2 + (using decay properties of Φ(x, y) and ∆U 2 = 2|∇U | 2 ), we obtain formally
See Appendix A.1 for a rigorous proof of (23) . Since Φ ≥ 0 on R 2 + , we obtain
By explicit computations, since H 1 1+x 2 = − x 1+x 2 , we have
Lemma 2 follows.
For the second term in (19), we have the following.
Proof of Lemma 3. We prove (26) for u smooth and compactly supported in R, the general case will follow by a density argument. Since the limit in (2) holds in L 2 (see Stein [24] , Chapter II), we have
by symmetry and then integration by parts, where
Note that all the integrals in (27) make sense since u(x) is compactly supported, (ϕ(x) − ϕ(y))/(x − y) is bounded and moreover, by subtracting the following two Taylor formulas:
where x 1 , x 2 ∈ (y, x), we find:
which is also bounded on R 2 . Note also that by explicit computations, we have
We are reduced to prove the following estimate
We consider only the case |y| < |x| (by symmetry), and we divide {(x, y), : |y| < |x|} into the following regions: (28) and the fact that ϕ ′ is decreasing on R + , we have
Thus, by Cauchy-Schwarz inequality, since ϕ ′ (x) = π, we obtain
The case of the region Σ
and so by (28) and ϕ bounded, we obtain
For the term
Cϕ ′ (y)
x 2 , we argue as for Σ 1 . For the other term, by Cauchy-Schwarz' inequality and the expression of ϕ ′ , we have
The case of Σ − 2 = {(x, y) : x < −A, 0 < y < −x} is similar to Σ 2 .
• Σ 3 = {(x, y) : |x| < A, |y| < |x|}. For (x, y) ∈ Σ 3 , and |s| < |x|, we have
and thus, from (29) and (30), we obtain
We finish as for Σ 1 .
• Σ 4 = {(x, y) : x > A, 1 2 x < y < x}. For (x, y) ∈ Σ 4 , and y < s < x, we have from (30):
, and we conclude as for Σ 1 . The case of Σ
In conclusion, we have obtained (31) and Lemma 3 is proved.
From (19) , Lemmas 2 and 3, there exists C 0 > 0 such that
Now, let u(t) be a solution of (1) satisfying the assumptions of Lemma 1 on R. Let η(t), ρ(t) be associated to the decomposition of u(t) on I as in Lemma 1.
Let 0 < λ < 1, t 0 ∈ [t 1 , t 2 ] and x 0 ≥ 1. For any t ∈ [t 1 , t 0 ], x ∈ R, we set
Then, by (32), we find
Fix now A > 0 large enough so that
. Then, by (13), we choose α 0 > 0 small enough so that ∀t ∈ I, ρ ′ (t) − λ > 1 2 (1 − λ). Therefore, we obtain
Finally, we estimate the nonlinear term |u(t)| 3 ϕ ′ ( x). We first observe:
For the first term, we distinguish two regions in x:
This implies
•
where C is independent of A. See proof of (38) in Appendix A.2. Moreover, as before, we find
Thus, it follows from (35)-(38) that for α 0 > 0 small enough, ∀t ∈ [t 1 , t 0 ],
we find:
By density and continuous dependence ( [11] ) estimate (40) also holds for H 1 2 solutions.
Monotonicity results for η(t)
Here, we present similar monotonicity arguments for η(t). See [19] for similar results in the case of the gKdV equations.
Proposition 2. Let 0 < λ < 1. Under the assumptions of Lemma 1, for α 0 small enough and A large enough, there exists C > 0 such that for all 
As for u(t) in the proof of Proposition 1, we have by direct computations using (14),
Let 0 < λ < 1 and x = x − x 0 − λ(t 0 − t). Then, by Lemmas 2 and 3, we get
Now, as in the proof of Proposition 1, we fix A > 1 such that (13) . Then, by (38) and (13), we can choose α 0 > 0 small enough so that 2 3
Thus, we obtain
At this point, note that the term η 2 Q ′ ϕ(x) has no sign, and since ϕ(y) ∼ C |y| as y → −∞, this term can only be controlled by
η 2 , which is not sufficient for our purposes. We modify slightly the functional to cancel the main order of this term.
Indeed, since ηQ ′ = 0, using (14) , we have
Therefore, using also Q ′ η = 0, we get
Now, we claim the following estimate
Since
(recall that the value of A has been fixed) estimate (42) is clear for Q(x)ϕ ′ (x) by considering the two regions |x| >
For the other term, we first note that since |Q(x)| ≤ C 1+x 2 and ϕ is bounded, the estimate is clear for |x|
thus, for such x, we obtain the following estimate which finishes the proof of (42):
By (13) and (42), and since
The conclusion is thus:
By integration on [t, t 0 ], we get
Linear Liouville property
In this section, we prove the following result.
∀t ∈ R, ∀x 0 > 1,
Then
This result is similar to Theorem 3 in [15] . For the proof, we follow the strategy of [13] , [18] , introducing a dual problem whose operator has better spectral properties. Since w(t) is only L 2 and has a weak decay at infinity in space, we will need to regularize and localize the dual solution.
For the sake of clarity, we now present the formal argument. The complete justification will be presented in Sections 3.1 and 3.2.
Multiplying the equation of w(t) by xw(t), we get
where ( (Q ′ ) 2 )β(t) = wL(Q ′′ ) (multiply the equation of w by Q ′ and use wQ ′ = 0). But it is not clear how to study the spectral properties of the operator
Moreover, the decay estimate (47) is not quite enough to control xw 2 . Therefore, we instead rely on the dual problem, setting v = Lw. Since LQ ′ = 0 (direct calculation), we obtain the following equation for v(t): v t = L(v x ). Multiplying the equation by xv, we obtain
Note that the operator in v is much easier to study since now the potential xQ ′ has a positive contribution (xQ ′ ≤ 0), moreover, there is no scalar product. In fact, we will obtain (see Proposition 4) the positivity of this operator under the orthogonality condition v(xQ)
Provided that |x|v 2 (t) ≤ C, we would obtain from the above identity
which says that for a subsequence t n → +∞, v(t n ) → 0, w(t n ) → 0. Combined with energy conservation ((Lw(t), w(t)) = C) and Lemma 15 below, this gives w ≡ 0. But (47) is not enough to obtain the estimate |x|v 2 (t) ≤ C In fact, since w(t) is only in L 2 , we both need to localize and regularize the dual problem.
Proof of Theorem 3 assuming positivity of a quadratic form
Lemma 4 (Regularized dual problem). There exists γ 0 > 0 such that for any 0 < γ < γ 0 , the following is true.
2. Decay of v.
3. Virial type estimate.
. Now, we introduce a regularization of the function v. For 0 < γ < 1 2 to be chosen later small enough, we set:
Then, v(t, x) satisfies the following equation
, and so
2. Decay estimate on v. By using the decay on w(t), we claim
Indeed, let (x 0 > 1)
Note that 0 ≤ |h ′ | + |h ′′ | ≤ Ch. Since v − γv xx = Lw, multiplying by vh, we have
First, from
and w 2 h ≤ x<
(using the definition of h and (47)) it follows that
Second, by Lemma 14, we have
, we obtain from (55)
0 .
Virial type estimate on v(t). Let
, B > 1 to be chosen later and set
For any 0 < σ 0 < 1, we claim
(57)
Proof of (57). We compute I ′ (t):
First, note that by Cauchy-Schwarz' inequality, for any σ 0 > 0,
Since s 2 g ′ (s) ≤ 1, we obtain
Second, we use the equation of v to compute the term g
Estimate on A.
Next,
where
Estimate on A 1 . By Lemma 14, we have
Estimate on A 2 . Since (Hv x )v x = 0, Lemma 3, applied to A = (B + t 2 ) θ gives
Estimate on A 3 . Since for all y ∈ R, | arctan y − y 1+y 2 | ≤ Cy 2 , we have, for all x ∈ R,
Thus,
Estimate on B. First, we claim the following.
The claim is proved.
Using (i) of Claim 1, we obtain
Since |g(y)| ≤ C|y|, for all y, we have |B| ≤
We can rewrite H under the form:
The first estimate is clear since
. Then, by Lemma 14,
and in conclusion for the term B:
Putting together the above estimates, we obtain (57).
We now claim the following (see proof in Section 3.2):
, where z is as above. 
By the decay property (50),
.
For γ > 0 small enough and B large enough, and by v
Since I(t) is bounded, we obtain by integration
We claim that (59) and (50) imply
Indeed, by (50) and the expression of g ′ , and considering the two regions
, we have
Thus, by v
, and (59)
Using another virial argument, we claim
Proof of (62). We set
Proceeding as in the proof of (57) (the equation for v x is very similar to the one for v), we obtain
).
61) and the following estimate
we obtain, for ε > 0 small enough,
Since J(t) is bounded and using (59), we obtain (62).
Finally, by (59), (61) and (62), we get (51). Lemma 4 is proved.
Lemma 5 (Decay estimate on w(t)). The following hold
Proof of Lemma 5. Estimate (63) is a consequence of Lemma 4 by comparing v and w. Let γ > 0 small. We have by the definition of v:
On the one hand, we have
On the other hand, as in the proof of Claim 1
and since (L w, w) ≥ for γ > 0 small enough (this is a consequence of Lemma 15 and the orthogonality conditions on w -see Section 3.2, in particular the proof of Proposition 3), we obtain w(1 − γ∂
In conclusion, we have obtained
and Lemma 4 then implies (63). Now, we prove (64). Indeed, the integrability property (63) allows us to obtain the decay on w(t, x) by monotonicity properties.
By the proof of Proposition 2, we have, for any λ ∈ (0, 1), for any t 0 , t ∈ (−∞, t 0 ], x 0 > 1,
The last term in (65) is treated as follows (x 0 > 1)
Thus, by (63) (applied to w(t + t 0 )) and (47), letting t → −∞ in (65), we obtain
By the change of variable x → −x, t → −t, which leaves the equation invariant, we get:
and thus, summing up the two estimates,
We verify easily that for all |x| > x 0 ≥ 1,
Thus, for all x 0 > 1,
By integrating in x 0 , we obtain the following estimate
Thus Lemma 5 is proved. Now, we claim that estimate (64) implies a gain of regularity on w(t).
Lemma 6 (Gain of regularity on w(t)).
) and the following identity holds
End of the proof of Theorem 3 assuming Lemma 6. Note first that multiplying the equation of w(t) by Q ′ and using wQ ′ = 0, we find (Q ′ ) 2 β(t) = wL(Q ′′ ), so that
Multiplying the equation of w(t) by Lw and using LQ ′ = 0, we also have
By (69), the estimates on |x|w 2 (t) and on β(t), and Lemma 5, we have
This implies that for a sequence t n → +∞, we have w(t n )
, we obtain (Lw(t), w(t)) = 0 and so by the orthogonality conditions on w(t) and Lemma 15, we finally obtain ∀t, w(t) = 0.
Proof of Lemma 6. Formally, identity (69) follows from multiplying equation (45) by xw, integration by parts and properties of the Hilbert transform. To justify (69), we use a regularization of w(t).
We set
Then, w n satisfies the following equation
Let h : R → R be a smooth nondecreasing function such that h(x) = x if x > 1 and h(x) = 0 if x < 0. Then,
The same holds true in the region x < 0. For the functions w n , we have the following identity, for any t 1 < t 2 :
Indeed, multiplying the equation of w n by Ag( x A )w n where g(x) = arctan(x), we find
Then, (73) is proved using Lemmas 3 and 14 (see the proof of Lemma 4 for similar arguments) and then passing to the limit as A → +∞ applying the Lebesgue convergence theorem.
From (73), we claim that for any t 1 , t 2 , lim sup
Proof of (74). By Claim 1 (i), we have
As in the proof of Lemma 4 (control of B), we have
From (73), (70), the L 2 bounds on w(t) and w n (t) and (75) we obtain
For n large enough, we get
By the well-posedness of the equation of w(t) in H 1 2 , we obtain ∀t, w(t) ∈ H 1 2 and w n → w in H 1 2 . Finally, from (72) and (75), we obtain (69) by passing to the limit as n → ∞ in (73).
Positivity of a quadratic form related to the dual problem
In this section, we prove Proposition 3. The main ingredient is the following result. 
Proof of Proposition 4. First, we introduce some notation. Recall that
We define S = (xQ) ′ . Note that S = 
Q 2 , and so T S = 0. Finally,
In conclusion, we have proved ((., .) denotes the L 2 scalar product):
Now, we claim the following.
Lemma 7.
There exists λ > 0 such that, for all ε > 0, if wS ε = 0, where
Proof of Lemma 7. Let T ε = T − εS and S ε = S + εQ, then by (78) : LT ε = S ε and
Moreover, it is clear that if f 0 , λ 0 denote respectively the first eigenfunction and first eigenvalue of L (see Lemma 15) we have (S, f 0 ) = (LT, f 0 ) = (T, Lf 0 ) = λ 0 (xQ ′ , f 0 ) = 0, since f 0 > 0. Thus, by Lemma E.1 in [27] , we obtain the first part of Lemma 7. Now, we note that since xQ ′ > 0,
Using the inequality w 2 (133)) and Cauchy-Schwarz' inequality, we have, for some constant C 0 > 0,
Thus, for δ 0 > 0 such that 2
, provided wS ε = 0. Now, we finish the proof of Proposition 4. Let z ∈ H 1 2 be such that zS = z(xQ) ′ = 0. Let w = z + aQ, where wS ε = 0, 0 < ε < ε 0 , where ε 0 is to be chosen small enough. In particular, we have
. Now, we are in a position to prove Proposition 3.
Proof of Proposition 3. In Proposition 3, we want to prove that for B large and γ small, and for some
Formally, if B = +∞ and γ = 0, we have z(t) = v(t) = Lw and 0 = wQ = − wLS = − zS, and the result follows from Proposition 4. Now, we justify that the result persists for large values of B and small values of γ.
= −Q and so S B,γ (t)z = − wQ = 0. Now, we control S B,γ (t) − S:
Thus, by elementary estimates and the expression of S, we obtain:
It follows that
Setting z = z 1 + aQ, where z 1 S = 0 and |a| ≤ B 
Proof of asymptotic stability -Theorem 1
In this section, we first prove that Theorem 2 implies Theorem 1. Then, we prove that Theorem 3 (proved in Section 3) implies Theorem 2.
Proof of Theorem 1 assuming Theorem 2
We follow the strategy of [15] , [16] , the main idea being to use monotonicity type arguments (such as Proposition 1) to prove that a limiting solution of (1) has uniform decay in space. See also [17] for similar use of monotonicity arguments.
We consider a solution u(t) of (1) = α < α 0 , for α 0 > 0 small enough. By the stability property, for all t ∈ R, inf y u(t) − Q(. − y)
Decomposition of
From the stability property, |c + − 1| ≤ Cα 0 (lim +∞ ϕ = π). Using Lemma 1 to decompose u(t) around Q c + , we consider the following decomposition of u(t)
In what follows, we consider α 0 > 0 small enough, so that the following holds (by (13)):
Monotonicity arguments. We claim the following estimates:
Lemma 8 (Asymptotics on u(t)).
Proof of Lemma 8. Monotonicity property on the right of the soliton. By (17), with λ = 1 2 , we have, for all y 0 > 1,
Since lim t→+∞ u 2 (0, x)ϕ(x − y 0 − ρ(0) − 
It follows that u 2 (t, x)ϕ(x − ρ(t) + 19 20 t)dx has a limit as t → +∞. Set
Applying (18) 
In light of (85) and the existence of ℓ, (84) follows. Thus Lemma 8 is proved. 
Construction of a compact limit object. Let t n → +∞. By the uniform bound on u(t) in H
Consider u(t) the global H ≤ Cα 0 . Let ρ(t), η(t) correspond to the decomposition of u(t) around Q c + given by Lemma 1.
By Theorem 5 below and Remark 2, for all t ∈ R, we have
From weak convergence and Lemma 8, we claim the following decay estimate on u(t):
Indeed, first, from (83), for any fixed y 0 > 1, t ∈ R, we have lim sup
and so by weak convergence
Second, from (84), for fixed t ∈ R,
Note that for fixed t, y 0 , we have
Finally, from (83)-(86), for any y 0 > 1, we have
Thus, by L 2 loc convergence, for any y 0 > 1,
Passing to the limit y 0 → +∞, we obtain u 0
Conclusion by Theorem 2.
From Theorem 2, it follows that for some c 1 close to c + and x 1 close to 0, we have 
Thus Theorem 1 is a consequence of Theorem 2.
Proof of Theorem 2
First, we note that it is sufficient to prove Theorem 2 in the case u 2 0 = Q 2 . Indeed, for u 0 satisfying the assumptions of Theorem 2, set c 1 = u 2 0 / Q 2 and u(t) = ≤ Cα 0 . Thus, by the stability property -see Introduction -for all t, there exists y(t) such that sup t u(t)−Q(.−y(t))
Moreover, u(t) also satisfies (9). If we prove u(t, x) = Q(x − t − x 0 ), with |x 0 | ≤ Cα 0 , the result follows for u(t).
The proof of Theorem 2 is by contradiction. Assume that there exists a sequence u n (t) of H 1 2 solutions of (1) such that
∀n, ∀ε > 0, ∃A n,ε > 0, s.t. ∀t ∈ R,
where ρ n (t) and η n (t) are defined from u n (t) by Lemma 1. Note that u 2 n (0) = Q 2 implies ∀n, ∀t, η 2 n (t) = −2 η n (t)Q.
Define
Then, there exists t n such that
For such a sequence w n , we claim the following result.
Proposition 5 (Weak convergence of the sequence of renormalized solutions).
There exists (w n ′ ) a subsequence of (w n ) and
Moreover, w(t) satisfies for some continuous function β(t):
Proposition 5 is in contradiction with Theorem 3. Thus, for α 0 > 0 small, for u(t) satisfying the assumptions of Theorem 2, we have η ≡ 0 so that ρ ′ (t) = 1 (by Lemma 1) and u(t, x) = Q(x − ρ(0) − t), with |ρ(0)| ≤ Cα 0 .
Therefore, we are reduced to prove Proposition 5.
Proof of Proposition 5.
One can actually prove a strong L 2 convergence result. See the end of the proof.
Note that the main point in Proposition 5 is the fact w = 0. For this, we need to obtain a strong convergence in L 2 for some suitable t.
Decay estimate. From Proposition 2, we have
Letting t → −∞ and using (91), we obtain, for any x 0 > 1,
Similarly, arguing on η n (−t, −x), for any x 0 > 1,
which gives, by (66), similarly as in the proof of (67):
Local smoothing estimate on w n . Let ϕ be defined in (16) for a fixed value of A (A = 1 for example). Then,
Proof of (95). First, we claim the following estimate:
Thus, by integration,
Now, we justify (96). Using direct computations, Lemma 3, (13) and then | η 3 n ϕ ′ | ≤ C |η| 3 ≤ C η 2 (by (133)), we get
Using (135) and then (133), we have
(Note that we have used
Compactness in L 2 for some time. From the equation of η n and (13), it follows that
In particular, by the definition of t n , ∀t ∈ [0, 1], η 2 n (t + t n ) ≥ e −C 0 b 2 n and so
It follows from (95) that for all n, there exists
Thus, there exists a subsequence of (w n ) (still denoted by (w n )) and
But (by possibly extracting a further subsequence), there exists w s 0 ∈ L 2 such that (94) and (99), we finally get
Note also that from (92) and η n Q ′ = 0, we have
Weak convergence for all time. Consider w(t) ∈ C(R, L 2 (R)) the unique solution of
(It is clear by a standard energy estimate and regularization arguments that the corresponding Cauchy problem is well-posed in L 2 ). Now, to obtain weak convergence, we need to remove some terms from the equation of w n , following some arguments in [15] , Lemma 8 and beginning of proof of Lemma 11. We write
Set w n (t) = w n (t) − Q ′ t τn β n (s)ds. Then, the equation of w n (t) writes
We claim the following weak convergence result.
Lemma 9. For all t ∈ R,
Assuming this lemma, from (15), we have, for all t,
and w(s 0 ) = w s 0 = 0. Moreover, for all t ∈ R,
Finally, from (92) and η n Q ′ = 0, we have w(t)Q = w(t)Q ′ = 0, and by weak convergence and (94), we have
Thus, we are reduced to prove Lemma 9.
Proof of Lemma 9. Set
Observe that
, with C(t) bounded on bounded intervals.
Let T ∈ R. By sup t w n (t) L 2 ≤ C and the expression of w n , we have sup
Let g ∈ C ∞ 0 (R) and let v solve the problem
The energy method gives
Moreover, by continuity of
Thus, w n (T ) ⇀ w(T ) as n → +∞.
and the proof of Lemma 9 is concluded.
Alternate proof by strong L 2 convergence for all time. Now, we use Theorem 6 in Section 6 to prove strong L 2 convergence of the sequence (w n (t)) for all t. Let T > 0. Set
so that
and ζ n satisfies
and the estimate on ζ n follows. On the one hand, Theorem 6 applied to
On the other hand, from (95), we have
and the decay property (94) also holds for ζ(t) on [−T, T ] with constant depending on T . In particular, there exists N ⊂ [−T, T ] of zero Lebesgue measure such that for all t ∈ [−T, T ]\N , |D 1 2 (ζ n (t, x) ϕ ′ (x))| 2 dxdt < +∞. Now, we choose a dense and countable subset I of [−T, T ] such that for all t ∈ I, |D 1 2 (ζ n (t, x) ϕ ′ (x))| 2 dxdt < +∞. Arguing as in the proof of (100), and using a diagonal argument, there exists a subsequence of (ζ n ) which we will still denote by (ζ n ) such that for any t ∈ I, ζ n (t) → ζ(t) in L 2 strong as n → +∞. Using the equicontinuity, we obtain
By (103) and |ρ ′ n − 1| ≤ Cb n , we may also assume that for the same subsequence
Now, we deduce from (102), (104) and (105) that
Proof of Remark 1
Let u(t) be a solution satisfying the assumptions of Theorem 1. Let c + , ρ(t) and η(t) be defined as in the proof of Theorem 1. In particular, by (88), we have
To prove (11), we use the identity (41) on η, where ϕ = π 2 + arctan( x A ), A > 1 large enough be to defined later:
We claim that for A large enough and α 0 small enough, for C > 0 independent of A,
Indeed, by Lemma 3, we have (
Finally, the last two terms are controlled using (13) , so that (107) is proved for A large enough, α 0 small enough. Now, we use (98) on η. We obtain
Note that for A > 1, we have 1 1+x 2 ≤ Cϕ on R. Let t 0 > 0. Integrating the above estimate on [t 0 , t 0 + 1], we get
On the other hand, by (135), we have
We now choose A depending on t 0 :
For this choice of A t 0 , we have lim t 0 →+∞ A t 0 = +∞ and, since
Multi-soliton case
Using the previous arguments and the strategy of [20] for the gKdV equation, we obtain the following result concerning multi-soliton solutions of (1).
Theorem 4 (Asymptotic stability of a sum of decoupled solitons).
Let N ≥ 1 and
and if u(t) is the solution of (1) corresponding to u(0) = u 0 , then there exist ρ 1 (t), . . . , ρ N (t) such that the following hold (a) Stability of the sum of N decoupled solitons. 
Recall that the Benjamin-Ono equation admits explicit multi-soliton solution. We denote by U N (x; c j , y j ) the explicit family of N -soliton profiles, see e.g. [21] formula (1.7) and Appendix A (see also references in [21] ). We obtain the following corollary of the above Theorem and the continuous dependence of the solution in H , y j ∈ R .
Recall that a result of stability in H 1 of double solitons for the BO equation was proved by variational methods in [22] . See also [21] for stability related results.
Sketch of the stability argument [29]
For the reader's convenience, we now sketch the proof of the stability argument for one soliton (see statement in the Introduction). Let u(t) be an H 
We define the functional
Observing that G(u(t)) = G(u(0)) and so expanding u(t) in G(u(t)), we obtain
By the positivity property of L c + , (property (142) of L and a scaling argument), we then obtain
Note that ηQ c + ≤ C η 2 L 2 replaces the orthogonality condition ηQ c + = 0.
Sketch of the proof of Theorem 4
The proof is the same as the proof of Theorem 1 in [20] . First, we recall four lemmas (corresponding to Lemmas 1-4 in [20] ) which are the main tools in proving Theorem 4.
Lemma 10 (Decomposition of the solution). There exist
satisfies the following orthogonality conditions
Moreover, there exists C > 0 such that ∀t ∈ [0, t 0 ],
Remark 5. In the rest of the argument, the modulation in the scaling parameter for all time (i.e. the introduction of c j (t)) is not necessary. Indeed, modulation at t = 0 would be sufficient since we deal with the subcritical case. However, we have preferred to introduce this modulation to match the strategy of [20] .
Expanding u(t) in the energy conservation and using E(Q c ) = c 2 E(Q), we have Lemma 11. There exists C > 0 such that in the context of Lemma 10, ∀t ∈ [0, t 0 ],
We consider ϕ defined as in (16), with A large enough, and we set
Then, proceeding as in the proof of Proposition 1, we obtain the following.
Lemma 12.
There exists C > 0 such that in the context of Lemma 10,
Finally, setting c(t, x) = c 1 (t) + N j=2 (c j (t) − c j−1 (t))ϕ(x − m j (t)), and proceeding as in the proof of Propositions 3 and 4, we have Lemma 13. There exists λ > 0 such that in the context of Lemma 10,
Recall that the introduction of the functional G N (t) for the problem of stability of multisoliton solutions is justified as follows. For the stability of one soliton, the suitable functional is G(u(t)) defined in (113). For the case of N solitons, we introduce the functional G N (t) which is approximately E(u(t)) + c j (0) u 2 (t) around the soliton Q c j . Then, we observe (using the energy conservation and Lemma 11) that this quantity is almost decreasing. This is sufficient to conclude the stability argument for several solitons. We now sketch the argument. We refer to [20] , Section 3 for more details in the stability proof.
Sketch of the proof of the stability. Let
inf
Part (a) of Theorem 4 is a consequence of the following proposition and continuity arguments.
where u(t) is the solution of (1), then
The proof of Proposition 6 is exactly the same as the proof of Proposition 1 in [20] , using Lemmas 10-13. In particular, we first prove
and then
where C 1 , C 2 > 0 are independent of A 0 , and we then conclude by using the decomposition of u(t) is terms of η(t) and R(t).
Note that in proving (114), we make use of the following algebraic fact:
The last formula is easily obtained from the equation of Q multiplying by Q and then by xQ ′ and using (HQ ′ )(xQ ′ ) = 0. This allows us to prove the following estimate
which is the analogue of (44) in [20] .
The proof of part (b) of Theorem 4 is exactly the same as in [20] , Section 4, using Theorem 2, the monotonicity arguments (Proposition 1) and Theorem 5. It follows closely the proof of Theorem 1 in the present paper.
The proof of Corollary 1 is omitted since it is the same as the proof of Corollary 1 in [20] . solutions of equation (1) . Assume that u n (0) ⇀ u 0 in H 1 2 weak and let u(t) be the solution of (1) corresponding to u(0) = u 0 . Then, for all t ∈ R, u n (t) ⇀ u(t) in H Step 1. H 2 case. Here, we assume u 0,n ⇀ u 0 in H 2 . Let w n = u n − u. The equation for w n is w nt + H(w n ) xx + u n w nx + u x w n = 0
Fix t = T , g ∈ C ∞ 0 (R). For a function u to be determined, we consider the solution v(t) of
We can assume, after passing to a subsequence, that
Next, we will show that given ε > 0, there exists R > 0 such that
In fact, since w nx L ∞ ≤ C, sup t v L 2 ≤ C and sup t u n − u L 2 ≤ C, the claim is clear. But then, I + II → 0 as n → +∞. We only needed sup t v L 2 ≤ C, which needs u x ∈ L ∞ , u x ∈ L ∞ , which are both clear. (We use the energy method to bound v.)
Step 2. General case. Fix N large, define u N 0,n such that u N 0,n (ξ) = 1 [−N,N ] (ξ) u 0,n (ξ), where 1 I is the characteristic function of I. Note that
The proof of the L 2 continuity of the flow map (see [11] ) shows that
for some universal constant C > 0. We fix N such that
, uniformly in n.
But, for fixed N , we let n → +∞, and use step 1 and the proof is concluded.
Well-posedness result for the nonlinear BO equation with potential
In this subsection, for 0 < b < b 0 , b 0 small, we consider the IVP
The well-posedness of the Cauchy problem in L 2 for this equation is clear from [11] since u(t, x) = Q(x−t) + bv(t, x) satisfies the BO equation. Our main concern is a result of equicontinuity of the map t → v(t) in L 2 with respect to b. To establish such a result we follow the strategy of [11] on equation (117), using the special form of Q and keeping track of the dependency in b.
(b) There exists a constant C, independent of b such that
(c) The mapping S ∞ b extends uniquely to a continuous mapping
, and there exists C, independent of b such that
Finally, there exists δ = δ(v 0 , ε) > 0 (independent of b) such that for any t, t ′ ∈ [−T, T ],
Reduction of the proof.
Define Q λ (t, x) = λQ(λx−λ 2 t).
Then the proof of Theorem 6 reduces to prove that for the following (IVP)
we have 
Finally, there exists
The proof of Theorem 7 is based on the following three propositions. 
In particular, the constant C is independent of b, (0 < b < b 0 ) and λ < 1.
Proposition 7 is a consequence of the energy method, taking into account that
where C is independent of b (0 < b < b 0 ).
Proof of Theorem 7 from Propositions 7, 8 and 9.
First, note that Propositions 7 and 8 clearly give (a) and (b) in Theorem 7. Let us turn to the proof of (c): it suffices to show first that if
. Let ε > 0 be given. We want to show that there exists M ε (independent of b) such that
Hence, we can fix N = N (ε, v 0 ) large and
But energy estimates for the difference equation give
for n, m large (we have used the estimate of Proposition 8). Also, by Proposition 9, we have
Thus, we obtain the unique extension S 0 b and (125) holds.
, let ε > 0 be given. With C as in Proposition 9, find
By Proposition 9, the first two terms are smaller than ε 2 . For the last one, we again use the energy estimate and get, as before
using Propositions 8 and 9 and (126) follows.
, where C is as in Proposition 9. Then, sup t∈[
and we are reduced to showing,
The energy method, combined with Proposition 8 shows that
But by Proposition 8,
Thus, the second term is controlled by C|t − t ′ |N , and the proof is complete, provided we prove Propositions 8 and 9.
Proof of Propositions 8 and 9. Step 1.
Proof of (129).
. The standard energy method shows that
Integrating the ODE gives the result. As a corollary, we obtain under the circumstances of Step 1 that v exists in (−1, 1) and
Step 2. From now on, we will follow closely [11] . Some of the ideas used before were developed in a forthcoming paper [8] . We have now reduced everything to a priori estimates. We will change notation slightly to match [11] . We then study the problem
We use the notation P low , P ±high as in [11] :
P ±high defined by the Fourier multiplier ξ → 1 [2 10 ,∞) (±ξ);
We choose λ 0 , b 0 as in Step 1 and its corollary, so that Proposition 7 and these results gives, with u
0 . The equation for u is
Let now u 0 (t, x) = Q λ (t, x) + bu
0 + b 0 ). We now want to construct U 0 similarly to [11] , with the following properties ∂ x U 0 (t, x) = 
0 (t, x) = 2 arctan(λx − λ 2 t). We next recall the equation u 
We then define first U
0 (t, 0) by the formula
0 (0, 0) = 0.
We then construct U
is real-valued.
Using the equation for u
0 , we have
But then, on R × [−2, 2], we have
We then define U 0 (t, x) = bU
0 (t, x), and all our properties hold. We recall that u t + H u xx + (u 0 u) x + b( 1 2 u 2 ) x = 0, u |t=0 = P +high φ + P −high φ.
We now proceed as in Section 2 of [11] . We define P +high u = e −iU 0 w + , P −high u = e iU 0 w − and P low u = w 0 . Applying P +high , P −high , P low to the above equation and using the definitions above, we have (we write the equation for w + , the one for w − is analoguous, the one for w 0 will be written later). Following the argument in [11] , one gets:
(w + ) t + H∂ − e −iU 0 P +high ∂ x (u 0 (e iU 0 w − + w 0 )) + e iU 0 (P −high + P low )(e iU 0 u 0 ∂ x w + ) + 2iP − ∂ 2 x w + − e iU 0 P +high (∂ x (u 0 e −iU 0 w + )) + iw
and so after more calculations, we get (w + ) t + H∂ − e −iU 0 P +high ∂ x (u 0 P −high (e iU 0 w − ) + u 0 P low (w 0 )) + e iU 0 (P −high + P low ) ∂ x (u 0 P +high (e −iU 0 w + ))
x (e iu 0 P +high (e −iU 0 w + )) + iw + (U 0 ) t + H∂ 
0 ) 2 . Hence, ∂ t U 0 + H∂ 2 x U 0 + (∂ x U 0 ) 2 = 0 and we get ∂w + + Hw + = E + (w + , w − , w 0 ), where E + is defined as in [11] , p. 756, except that the first term is multiplied now by b. The equation for w − and E − is similar. The equation for w 0 writes ∂ t (P low u) + H∂ 2 x P low u + P low ∂ x (u 0 u) + b 2 P low ∂ x (( u)
2 ) = 0, where u = e −iU 0 w + + e iU 0 w − + w 0 . Next, we note that, with δ = (λ Note that w = (w + , w − , w 0 ) and E(w) = (E + (w + , w − , w 0 ), E − (w + , w − , w 0 ), E 0 (w + , w − , w 0 )) as in [11] . The rest of the notation (the norm . N σ and the function ψ) is also taken from [11] . We have a slightly different formula for E 0 , but (10.27) in [11] gives the estimate in our case also.
We then construct a solution to ]) ≤ C Φ − Φ ′ e H 0 hold here too. Next, with Φ = (φ + , φ − , φ 0 ) = (e iU 0 (0,.) P +high φ, e −iU 0 (0,.) P −high φ, 0), Φ ∈ H 20 , by Lemma 10.1 in [11] .
We next show (w + , w − , w 0 ) = v(Φ) in R × [−1, 1]. This is as in [11] . Proposition 8, and the second estimate in Proposition 9 now follow from the bounds on v(Φ) i.e. (10.35) . For Proposition 9, note that for N large, U 0 corresponding to φ and to φ N defined byφ N = 1 [−N,N ] (ξ)φ(ξ) are the same. We then have u(t, x) = u 
as desired, giving Proposition 9.
A Appendix
First, we recall the following inequalities:
Recall that (133) is the Gagliardo-Nirenberg inequality, which follows from complex interpolation and Sobolev embedding.
Estimate (134) is due to Calderón [6] , see also Coifman and Meyer [7] , formula (1.1). Estimate (135) is a consequence of Theorem A.8 in [12] for functions depending only on x, with the following choice of parameters: α = 
A.1 Proof of (23)
We claim that for a function u(x) fixed in H 2 (R)
where U (x, y) is the harmonic extension of u(x) in R 2 + and Φ(x, y) is defined in (22) . First, we observe that U, ∇U ∈ L ∞ (R 
Indeed, from [24] , Theorem 1, p. 62, we have sup y>0 |U (x, y)| ≤ M u(x), where M u(x) is the maximal function of u (see [24] Chapter 1), and similarly, sup y>0 |∂ x U (x, y)| ≤ M u x (x), sup y>0 |∂ y U (x, y)| ≤ M (Hu x )(x). Moreover, from [24] Theorem 1, p. 5, since u, u x , Hu x ∈ H 1 ⊂ L ∞ , we obtain M u, M u x , M (Hu x ) ∈ L ∞ . Finally, since u ∈ H 1 , we have |u(x)| → 0 as |x| → +∞, which implies by the definition of the maximal function (see [24] , page 4) that M u(x) → 0 as |x| → +∞. Thus (137) is proved.
Let R > 0. We use the Green formula on D + R = {(x, y) ∈ R 2 + | x 2 + y 2 < R 2 }. Let Γ + R = {(x, y) ∈ R 2 + | x 2 + y 2 = R 2 } and I R = (x, 0) | x ∈ [−R, R]. Then:
where ∂ n denotes the inward normal derivative since ∆Φ = 0 and ∆U 2 = 2|∇U | 2 . Therefore, we only have to prove the following convergence results:
The limits lim |U (x, y)|
|U (x, y)| and so (139) is proved. Estimate (140) is proved similarly and is easier since ∂ y Φ has more decay than Φ.
A.2 Proof of (38)
In the proof of (38), the time t is fixed, so we set y 0 = x 0 + λ(t 0 − t). By Lemma 14 and (13), we get
≤ Cα 0 . But, taking the scalar product by f , we find λ = 0. Then, taking the scalar product by Q ′ , we find γ = 0. Taking the scalar product with S (see (78)), using (S, Q) = 1 2 (Q, Q) and L(S) = −Q, we find β = 0, so that Lf = 0 and (f, Q ′ ) = 0. This implies f = 0 by (ii), a contradiction.
