The outcome of an action plays a crucial role in decision-making and reinforcement learning processes. Indeed, both human and animal behavioural studies have shown that different expected reward values, either quantitatively or qualitatively, modulate the motivation of subjects to perform an action and, as a consequence, affect their behavioural performance. Here, we investigated the effect of different amounts of reward on the learning of macaque monkeys using a modified version of the object-in-place task. This task offers the opportunity to shape rapid learning based on a set of external stimuli that enhance an animal's accuracy in terms of solving a problem. We compared the learning of three monkeys among three different reward conditions.
The outcome of an action plays a crucial role in decision-making and reinforcement learning processes. Indeed, both human and animal behavioural studies have shown that different expected reward values, either quantitatively or qualitatively, modulate the motivation of subjects to perform an action and, as a consequence, affect their behavioural performance. Here, we investigated the effect of different amounts of reward on the learning of macaque monkeys using a modified version of the object-in-place task. This task offers the opportunity to shape rapid learning based on a set of external stimuli that enhance an animal's accuracy in terms of solving a problem. We compared the learning of three monkeys among three different reward conditions.
Our results demonstrate that the larger the reward, the better the monkey's ability to learn the associations starting with the second presentation of the problem. Moreover, we compared the present results with those of our previous work using the same monkeys in the same task but with a unique reward condition, the intermediate one. Interestingly, the performance of our animals in our previous work matched with their performance in the largest and not intermediate reward condition of the present study These results suggest that learning is mostly influenced by the reward context and not by its absolute value.
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Main Text
Reinforcement learning is defined as learning which actions to perform in order to maximize reward [1] . Neuroscience research with non-human primates typically uses this paradigm to train monkeys to perform behavioural tasks designed to study the neural mechanisms underlying A C C E P T E D M A N U S C R I P T specific cognitive processes. Animals learn to match the execution of specific actions and behaviours with a positive reinforcement and to avoid behaviours that lead to an absence of reward.
Modulation in the schedule of reward delivery is a powerful tool that can accelerate the training [2] and offer insight into the neural basis of reward processing [3] . There are several pieces of evidence confirming that reward size is correlated with an increase of motivational level that enhances accuracy during a task [4, 5] . Here, we investigated macaque monkeys in terms of whether and how the size of reward influenced the learning speed. We also compared these results with those of our previous study [6] using the same animals and the same task but with a unique reward size in order to explore the importance of reward context in the learning processes.
Three male macaque monkeys (Macaca Mulatta) were part of the study: monkey M (five years and ten months old -7.5 Kg), monkey S (six years and two months old -8.0 Kg) and monkey D (six years and eight months old -7.5 Kg). Animal care, housing and experimental procedures conformed to the European (Directive 210/63/EU) and Italian (DD.LL. 116/92 and 26/14) laws on the use of non-human primates in scientific research. The experiments were carried out while the monkey's heads were fixed by means of a head-holder, surgically implanted for allowing forthcoming electrophysiological recordings. The animals were preanesthetized with ketamine (10 mg/kg, i.m.) and anesthetized with isoflurane through a constant flux of isoflorane/air mixture (1-3%, to effect). Antibiotics and analgesics were administered postoperatively. During the experiments, monkeys sat in a primate chair with the head fixed in front of a monitor touch screen (3M™ MicroTouch™ M1700SS 17" LCD touch monitor, 1280 x 1024 resolution). The control of the appearance of the stimuli on the touch screen, reward delivery and monkey's behavioural responses were monitored with the non-commercial software package, CORTEX (NIMH, Bethesda, USA). After each correct trial, the animals were rewarded with apple sauce.
In the Objects-In-Place-Reward task (OIPR), we wanted to assess whether and to what extent the first stage of a learning process, the one-trial learning [7, 6] is affected by the amount of expected reward. During the OIPR discrimination learning, two objects, one rewarded and the other unrewarded, were always displayed at the same places within a unique background, the scene, and formed the problem that monkeys had to solve. The scene was composed of a random colour background and three geometrical figures randomly selected. An object consisted of two superimposed coloured ASCII characters pseudorandomly generated ( Figure 1A ). The randomizations allowed us to show unique patterns of objects-in-scene on the screen and to create unique problems to solve. A trial began with a central target (CT) being presented on the screen, represented by a white circle ( Figure 1C ). The monkey had to touch the CT and hold the contact for 0.5 or 0.8 s to let the scene and the objects appear. After a delay period of 0.8 or 1.2 s, the CT disappeared, indicating the go signal for the monkey to touch one of the two objects displayed in the scene. Then, after the monkey maintained the touch for a pre-feedback period (0.4 or 0.6 s), visual feedback surrounding the chosen object was presented. The appearance of the feedback indicated the beginning of an additional holding period (holding target period, 0.4 or 0.6 s) during which time the monkey was required to keep holding the hand on the target until reward delivery in case of a correct response. After a correct response, a reward was delivered and then the screen turned black, while after an error no reward was delivered, and all the objects turned off. If the monkey aborted the trial prior to the feedback appearance, the same problem was presented again.
Any completed trial, whether correct or incorrect, was followed by the next problem in the sequence, without the presentation of a correction trial after errors. Five different problems were presented consecutively to the animal, repeated for six runs, for a total of 30 trials (Figure 1 D) .
Inside each session, the five problems were arbitrarily divided into three different types, based on
the amount of reward given: small reward (SR), medium reward (MR) and large reward (LR).
Inside each set of five problems the reward sizes were pseudorandomly assigned, in order to have always the three rewards represented and never have three times the same reward. Consequently, in a given day in which the monkeys typically performed on average around 12 sessions, they experienced a similar number of problems associated with each reward size. The shapes of the feedback indicated a correct or incorrect response and the size of the received or missed reward ( Figure 1B ). White square(s) or red hexagon(s) indicated a correct response and white circle(s) or a blue hexagon(s) were indicative of an incorrect response ( Figure 1B ). The object was surrounded by one shape if a small reward was received (0.15 ml) or missed, by two shapes if a medium reward (twice the amount of small reward, 0.3 ml) was received or missed and by three shapes if a large reward (four times the amount of small reward, 0.6 ml) was received or missed ( Figure 1B ).
During the first run, monkeys had no indication regarding which one of the two objects was the rewarded one and they had to guess using a trial and error strategy. Furthermore, monkeys had no indication about the amount of reward associated with the problem to solve before choosing for the first time one of the two targets. After five problems, the first run ended and the second run started with the same five problems presented in the same order. The amount of reward delivered was fixed for each problem along the six runs. The session ended after the monkey completed six runs. We included in the analysis only the complete sessions, that is the sessions with all the 30 trials performed. Each monkey performed 180 sessions, for a total amount of 5,400 trials with approximatively 1,800 trials performed in each condition of reward.
From this dataset, we calculated the learning curves for the three experimental conditions, small, medium and large reward, for each monkey ( Figure 2A ). As expected, performance did not differ from chance level in the first run in any of the reward level conditions (Monkey M: 50%, 49.3%, In our previous study [6] we analysed the learning process, examining the learning curve of the same three monkeys used in the present study with a unique reward size equal to the medium reward of the present study in two observational learning conditions and an individual learning condition (Unique Medium Reward condition, UMR). Here, we compared for each monkey, the learning curves obtained in the present study (SR, MR and LR conditions) with the learning curve obtained in the individual learning condition of our previous study (UMR) in which the testing occurred previously. For all three monkeys (Figure 2A, red curve) , the learning curve in the UMR condition in our previous study corresponds to the learning curve in the LR condition in the present In the current study, we used a modified version of the Object-In-Place task [7] to test whether in a learning task a different amount of reward could influence the learning speed and rate. From the learning curves (Figure 2A ), it appears that the reward size influenced the performance (i.e., the higher the reward level, the higher the performance in those trials). Moreover, the reward size played a crucial role in affecting the learning rate as early as the second run of each session. Interestingly, this effect was then constant through the six runs and not limited to the second run, leading to a highly significant difference in the overall performance between the three reward conditions. These results suggest two conclusions. On one hand, a single run is sufficient to elicit a stronger memory for the highly rewarded problems. On the other hand, this effect is maintained
through time, at least for the duration of the six runs, in which the monkey's performance in the highly rewarded problems is kept higher compared to problems with lower rewards. In the first run, the animals were not provided with any indication regarding the reward size until the appearance of the feedback, that is after the choice was made, and nevertheless the reward effects were already apparent in the learning curves starting from the second run. That strategy gave us the opportunity to capture the turning point in which the reward size could affect the learning process, that is after the monkey's choice during the first run, at the appearance of the feedback and during the reward delivery (or its absence in case of error trials). It is important to notice that the entire scene is still present on the screen; the combination of feedback and reward/absence of reward with a specific scene allowed the occurrence of rapid learning. Our results suggest that reward size can influence directly the attention toward specific scenes at this later moment of the trial after the monkey committed to its choice, leading to a better performance. Finding the learning effect on the second run also means that the knowledge and expectation of a greater reward size is not required during the choice to promote more rapid learning. This difference in the learning rate of the animals could offer a tool in electrophysiological studies to investigate the neural substrates of fast learning processes.
Some works have already discussed the enhancement of performance as a direct consequence of increased attention. When more difficult stimuli are mixed with easier stimuli in a matching to sample task with primates, the performance for those stimuli is usually lower than when they are tested alone [8] . Increased attention toward a specific stimulus due to the higher difficulty of the task may result in an increased discrimination of that stimulus and therefore in an enhanced behavioural performance in general. Studies with human subjects have also helped to shed light on the link between attention and reward. In an icon-learning task, subjects were instructed to learn
a stimulus response association when some icons and distractors were presented on the left or on the right side of the screen, while the reward size and the attention were varied across trials [9] .
Subjects learned the association only for those icons presented on the side of the screen in which they were instructed to pay attention, but the reward size did not affect the learning rate. Despite that result, a slightly significant effect of the reward size on the subject's performance was found when they were further tested in a subsequent task with the same associations they had previously learned. This small influence of the reward size could be explained by the nature of the reward itself (a system of points earned), which may have not been particularly effective. Indeed, the importance of reward size has been indicated by another work using monetary gain [10] , in which the effect of the manipulation of the reward level in a visual discrimination task was tested.
Rejecting stimuli in the test phase was more difficult when they were associated with higher reward in the training phase and vice versa for those stimuli that were associated with lower reward. It emerges from these studies that attentional processes are affected by the past reward experiences.
The information regarding how successful a particular action or choice was, is stored and it can influence future actions and choices. In our task, the effect of the reward size on learning rate is strongly evident in all of the three monkeys and it could be explained by an attentional boost occurring after the choice is made already in the first run of each session.
Another important result of our study is the similarity between the performance of the monkeys in the highly rewarded condition and their performance in the same task in which only one size of the reward was provided, equivalent to the medium size of the current task [6] . Indeed, we expected to observe an increase of the monkey's performance when a larger reward was expected and a decrease in their performance when a lower reward was expected. Instead, we observed a readjustment of the monkey's performance. They performed the task in the large reward condition
as they performed it previously for a medium reward and their accuracy decreased in the other conditions. This result could indicate the importance of context in which a choice is performed.
Indeed, when only one amount of reward is present, every trial elicits a maximal value for the individual and differently, when different amounts are utilized, this value is updated and in relative terms, the value of the medium reward is downgraded. The maximal value for the monkey becomes the large reward and their attention is maximized in those trials. Indeed, the motivational value of a reward can be relative, and it is usual to observe negative and positive contrast effects, also referred to as undershooting and overshooting effects [11] [12] [13] [14] [15] [16] . A positive contrast effect is observed when the performance is enhanced in a large reward condition after a shift from a small reward condition compared to a large reward condition in a pre-shift period. Instead, a negative contrast effect is observed when the performance is diminished when shifted from larger to smaller reward comparing to the same small reward in a pre-shift period [11, 12] . In our case, the paradigm was different because we did not shift from one reward size to another one in blocks, but rather we proposed to the monkey three reward conditions instead of one. However, comparing the performance of the animals in the medium reward condition, we observed a diminished accuracy that could be interpreted as a negative contrast effect due to the presence of a larger reward. More generally, we observed a re-evaluation of the benefit of the action depending on the reward context in which the monkey is acting. On the one hand, the encoding of the reward or its expectation can be context independent (i.e. same encoding between different tasks [17] or between different effort-level conditions [18] but on the other hand, several studies described context-dependent reward effects in which a reward is represented in terms of its relative value in various structures of the so-called reward circuit, such as the striatum [19] , the amygdala [20, 21] , the orbitofrontal cortex [21, 22, 23] , the ventromedial prefrontal cortex [24] and the dopaminergic neurons of the [25] . Another possible explanation to account for the context effect is the increase in task complexity for the introduction of different reward size as a new variable making the task more demanding for the medium reward condition compared to our previous study [6] . However, against this interpretation we should consider at least the fact that the failure to integrate the reward size information should not affect directly the performance because was not a task requirement.
In conclusion our results suggest that the relative reward value, determined by the presence of other possible reward sizes, can influence the learning of the association between action and outcome and show the close link between rewards in relative terms and learning.
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