Due to the near unit-root behavior of interest rates, changes in individual interest-rate series are difficult to forecast. We propose an innovative way of applying dynamic term structure models to predict future changes in interest-rate portfolios. Instead of directly forecasting the movements based on the estimated factor dynamics, we use the dynamic term structure model as a decomposition tool and decompose each interest-rate series into two components: a persistent component captured by the dynamic factors, and a strongly mean-reverting component given by the pricing residuals of the model. With this decomposition, we form interest-rate portfolios that are first-order neutral to the persistent dynamic factors, but are exposed to the strongly mean-reverting residuals. We show that the predictability on the changes of these interest-rate portfolios is significant both statistically and economically. We explore the implications of the predictability in future interest-rate modeling.
INTRODUCTION
During the past decade, dynamic term structure modeling has experienced dramatic progress. Prominent examples on model designs and estimation include Balduzzi et al. (1996) , Dai and Singleton (2000, 2002) , Backus et al. (2001) , and Duffee (2002) . Yet, despite the progress, the attempts of using dynamic term structure models to predict future interest-rate movements have been quite unsuccessful. The objective of this article is to investigate reasons behind the lack of success and explore new roles for dynamic term structure models in predicting future movements of interest rates and interest-rate portfolios.
We start by estimating a standard three-factor affine term structure model with more than a decade's worth of data on 15 eurodollar LIBOR and swap rate series. The estimated model fits the LIBOR and swap rates well: the model can explain over 99% of the interest-rate variation and the average root mean squared pricing error on the 15 interest-rate series is less than six basis points. However, when we try to forecast fourweek ahead interest-rate changes based on the estimated factor dynamics, the performance is no better than the basic assumption of random walk. Other studies have documented similar findings. Interest-rate factors extracted from the dynamic term structure models are highly persistent and exhibit near unit-root behaviors. Changes in these factors are close to independent random numbers that are inherently difficult to predict irrespective of the dynamics specifications.
In contrast to the highly persistent interest-rate factors, we find the pricing errors on each interest-rate series to be strongly mean-reverting. Based on this observation, we propose a new way of applying dynamic term structure models in forecasting interest-rate movements. Instead of using the estimated dynamic factors to predict future changes in each individual interest-rate series, we use the model as a decomposition tool and decompose each interest-rate series into two components: a persistent component captured by the dynamic factors and a strongly mean-reverting component given by the pricing errors of the model. With this decomposition, we use a linear combination of different interest-rate series to neutralize their factor exposures so that the movements of the combination are mainly driven by the strongly mean-reverting pricing errors. We find that changes in these interest-rate combinations show much stronger predictability than changes in the individual interestrate series. For example, when we forecast interest-rate changes over a four-week horizon with an AR(1) specification, the Rsquares are less than 2% for all 15 individual interest-rate series, but are between 6.32% and 54.93%, with a median of 12.41%, for the 1365 four-rate combinations that we construct from the 15 interest-rate series.
To investigate the economic significance of the predictability of the interest-rate combination, we devise a simple investment strategy on four-instrument swap portfolios over a four-week horizon, and we analyze the out-of-sample historical performance of such a strategy. The investment exercise generates high premiums with low standard deviation. The annualized information ratio estimates range from 0.588 to 1.11, with a median of 0.813, highlighting the strong economic significance of the predictability of the four-instrument portfolios. Furthermore, the excess returns from the investment exercise show positive skewness, and the average positive premiums cannot be explained by systematic factors in the stock, corporate bond, and interest-rate options markets.
A three-factor structure has become the benchmark in current interest-rate term structure modeling. The literature has linked the three interest-rate factors to systematic movements in macroeconomic variables such as the long-run expected inflation rate, the output gap, and the short-run Fed policy shocks (e.g., Rudebusch 2002; Gallmeyer, Hollifield, and Zin 2005; Piazzesi 2005; and Lu and Wu 2009) . With an investment horizon as short as four weeks, these systematic movements are difficult to predict. The four-instrument swap portfolios that we construct are relatively immune to these systematic movements, but are exposed to more transient shocks due to temporary supply-demand variations. Our investment exercise shows that trading against these shocks can generate economically significant returns. The results reveal a dimension of deficiency in three-factor dynamic term structure models, and call for a formal modeling of the dissipating mechanisms of demand shocks and their integration with traditional no-arbitrage arguments (e.g., Gârleanu, Pedersen, and Poteshman 2009) .
Our investment exercise is similar in spirit to one of the widely-used fixed income arbitrage strategies described in Duarte, Longstaff, and Yu (2007) : a yield curve arbitrage strategy typically in the form of a "butterfly" trade. The economic implications, however, are quite different. A butterfly trade is based on a two-factor model and can hence be regarded as a trade on the third factor under the three-factor term structure benchmark. The third factor is related to the convexity of the term structure and the volatility of the interest rates (Litterman and Scheinkman 1991; Knez, Litterman, and Scheinkman 1994; and Heidari and Wu 2003) . Thus, the expected excess returns are potentially related to the interestrate volatility risk premiums. Furthermore, our analysis shows that during our more recent sample period, butterfly trades are no longer as profitable as what Duarte, Longstaff, and Yu (2007) documented during an earlier sample period. Only after we hedge away all three factors, can we generate significant predictability in the interest-rate portfolios. Our analysis further shows that the investment returns from our four-instrument portfolios are not related to bond market volatility factors.
The remainder of this article is structured as follows. Section 2 describes the specification and estimation of the threefactor affine dynamic term structure models that underlie our analysis. Section 3 investigates the statistical and economic significance of the predictability of the interest-rate portfolios that we form based on the estimated dynamic term structure model. Section 4 provides concluding remarks.
SPECIFICATION AND ESTIMATION OF AFFINE DYNAMIC TERM STRUCTURE MODELS
We start our analysis by estimating a standard three-factor affine term structure model on eurodollar LIBOR and swap rates. Affine models are identified by an affine state dynamics under the risk-neutral measure P * and an instantaneous interest rate that is affine in the state vector. Formally, let X t ∈ R 3 denote the three-dimensional state vector, which follows an OrnsteinUhlenbeck process under the statistical measure P,
with an affine market price of risk specification γ (X t ) = λ 1 + λ 2 X t , such that the risk-neutral factor dynamics remain affine,
For identification, we normalize the state vector to have a zero long-run statistical mean and an identity instantaneous covariance matrix. We further restrict the mean-reverting matrices κ and κ * under the two measures to be lower triangular. We let r(X t ) to denote the instantaneous interest rate, which we assume is affine in the state vector,
Then, the time-t model values of zero-coupon bonds with maturity T are exponential affine in the state vector X t ,
where the affine coefficients satisfy the ordinary differential equations,
starting at a(0) = 0 and b(0) = 0. The ordinary differential equations can be solved in terms of the eignevalues and eignevectors of κ * . We have also repeated our analysis based on other threefactor affine specifications as classified in Dai and Singleton (2000) . The general conclusions that we obtain from different specifications are similar.
Data and Estimation
We estimate the dynamic term structure model and analyze the predictability of interest rates based on six eurodollar LI-BOR and nine swap rate series. The LIBOR rates have maturities at one, two, three, six, nine, and 12 months, and the swap rates have maturities at two, three, four, five, seven, ten, 15, 20, and 30 years. For each rate, the Bloomberg system computes a composite quote based on quotes from several brokerdealers. We use the mid quotes of the Bloomberg composite for model estimation. The data are sampled weekly every Wednesday from May 11, 1994 to December 26, 2007 observations for each series. When the market is closed on a Wednesday, we use the quotes from the previous business day. LIBOR rates are simply compounded interest rates, with an actual/360 day-count convention, starting two business days forward. The swap contracts that we have quotes on have two payments per year with a 30/360 day-count convention. Table 1 reports the summary statistics of the 15 LIBOR and swap rates, including the sample estimates of the mean (Mean), standard deviation (Std), skewness (Skew), excess kurtosis (Kurt), and the weekly autocorrelations (Auto) of order 1, 5, 10, and 20, respectively. In the maturity column, "m" de- 
The standard deviation (Std), the skewness (Skew), the excess kurtosis (Kurt). "m" denotes months of the LIBOR series and "y" denotes maturity years of the swap rate series.
notes months of the LIBOR series and "y" denotes maturity years of the swap rate series. The statistics show that the average interest rates have an upward sloping term structure. The standard deviation shows a hump-shaped term structure that reaches its plateau at six-month maturity. All interest-rate series show small estimates for skewness and excess kurtosis. The interest rates are highly persistent. The first-order weekly autocorrelation ranges from 0.9885 to 0.999, with an average of 0.9944. An AR(1) dynamics approximates well the autocorrelation function at higher orders. If we assume an AR(1) dynamics for interest rates, an average weekly autocorrelation estimate of 0.9944 implies a half life of 124 weeks. We cast the term structure model into a state-space form and estimate the model parameters using the quasi-maximum likelihood method based on observations on the 15 interestrate series. We regard the three interest-rate factors as unobservable states and the LIBOR and swap rates as observations. The state propagation equation follows a discrete-time version of Equation (1). The measurement equations are built on the 15 LIBOR and swap rates assuming additive and normallydistributed measurement errors, 2, 3, 6, 9, 12 months, j = 2, 3, 4, 5, 7, 10, 15, 20, 30 years. (6) When the state variables are Gaussian and the measurement equations are linear, the Kalman (1960) filter yields the efficient state updates in the least square sense. In our application, the state propagation equation is Gaussian and linear, but the measurement equation in Equation (6) is nonlinear. We use an extended version of the Kalman filter to handle the nonlinearity. Then, we define the likelihood on the forecasting errors of the LIBOR and swap rate series assuming that the errors are normally distributed, and estimate the model parameters by maximizing the sum of log-likelihood of the data series. Table 2 reports the likelihood estimates and the absolute magnitudes of the t-values for the model parameters. The κ matrix controls the mean-reverting behavior of the time-series dynamics of the three factors. For the factor dynamics to be stationary, the diagonal elements of the lower triangular matrix must be positive. The estimate for the first diagonal element is very small at 0.002. Its t-value is also very small, implying that the estimate is not statistically different from zero. Hence, the first factor exhibits near unit-root behavior. The estimate for the second diagonal element is 0.461, with a t-value of 1.57, and hence not significantly different from zero. The estimate for the third diagonal element of the κ matrix is significantly different 2.53) from zero, but the magnitude remains small at 0.732, indicating that all three factors are highly persistent. The largest diagonal element at 0.732 corresponds to a weekly autocorrelation of 0.986, and a half life of 50 weeks. The κ * matrix represents the counterpart of κ under the riskneutral measure. The estimates for κ * are close to the corresponding estimates for κ, indicating that the three interest-rate factors also show high persistence under the risk-neutral measure. Compared to the κ matrix, which controls the time-series dynamics, the risk-neutral counterpart κ * controls the crosssectional behavior (term structure) of the interest rates. The tvalues for κ * are much larger than the t-values for the corresponding elements of κ. Thus, by estimating the dynamic term structure model on the 15 interest-rate series, we can identify the risk-neutral dynamics and hence capture the term structure behavior of interest rates much more accurately than capturing the time-series dynamics. Table 3 reports the sample properties of the pricing errors, defined as the difference between the observed interest-rate quotes and the model-implied values in basis points. The sample mean shows the average bias between the observed rates and the model-implied rates. The largest biases come from the six, nine, and 12-month LIBOR rates, potentially due to margin differences and quoting nonsynchronousness between LIBOR and swap rates (James and Webber 2000) . The root mean squared pricing error (Rmse) measures the relative goodness-of-fit on each series, which averages less than six basis points over the 15 interest-rate series. The skewness and excess kurtosis estimates are larger than the corresponding estimates on the original interest rates, especially for the short-term LIBOR rates, reflecting the occasionally large mismatches between the model and the market at the short end of the yield curve (Balduzzi, Bertola, and Foresi 1997; Balduzzi et al. 1998; and Heidari and Wu 2009b) . Overall, the model captures the main features of the term structure well. The last column reports the explained percentage variation (VR) on each series, defined as one minus the ratio of pricing error variance to the variance of the original interest-rate series, in percentage points. The estimates suggest that the model can explain over 99% of the variation for all the 15 interest-rate series. The average explained variation is 99.799%.
The Dynamics of Interest-Rate Factors and Pricing Errors
We also report the weekly autocorrelation for the pricing errors. The autocorrelation is smaller for the better-fitted series. The average weekly autocorrelation for the pricing errors is at 0.787, much smaller than the average of 0.994 for the original interest-rate series. Based on an AR(1) structure, a weekly autocorrelation of 0.787 corresponds to a half life of less than four weeks, much shorter than the average half life for the original series. Thus, it is much easier to predict changes in the pricing errors than changes in interest rates.
PREDICTABILITY OF INTEREST-RATE PORTFOLIOS
Given the estimated dynamic term structure model, a traditional approach is to directly predict future interest-rate movements based on the estimated factor dynamics. We start this section by repeating a similar exercise as a benchmark. We then propose a new application of the estimated dynamic term structure model to enhance the predictability.
Forecasting Interest Rates Based on Estimated
Factor Dynamics: A Benchmark
As a benchmark for our subsequent analysis, we forecast each LIBOR and swap rate series using the estimated threefactor model via the following procedure. At each date, based on the updates on the three factors, we forecast the values of the three factors four weeks ahead according to the factor dynamics in Equation (1). Using the forecasts on the three factors, we compute the forecasted values of zero-coupon bond prices according to Equation (4), with which we evaluate the forecasted The root mean squared pricing error (Rmse), the skewness (Skew), the excess kurtosis (Kurt), the weekly autocorrelation (Auto), the explained percentage variation (VR). "m" denotes months of the LIBOR series and "y" denotes maturity years of the swap rate series. 
The root mean squared pricing error (Rmse), the percentage explained variation (VR). "m" denotes months of the LIBOR series and "y" denotes maturity years of the swap rate series.
values of the LIBOR and swap rates. We compute the forecasting error as the difference in basis points between the realized LIBOR and swap rates four weeks later and the forecasted values. We compare the forecasting performance of the model with two alternative strategies: the random walk hypothesis (RW), under which the four-week ahead forecast is the same as the current rate, and a first-order autoregressive regression (OLS) on the LIBOR or swap rate over a four-week horizon. Table 4 reports the sample properties of the forecasting errors from the three forecasting strategies, including the mean pricing error (Mean), root mean squared pricing error (Rmse), and percentage explained variation (VR), defined as one minus the ratio of the pricing error variance over the variance of the realized interest rate changes. By definition, the explained variation on the interest rate changes is zero under the random walk hypothesis. Thus, the random walk hypothesis serves as a benchmark for the other two strategies.
By design, the in-sample forecasting error from the AR(1) regression is always smaller than that from the random walk hypothesis. However, due to the high persistence of interest rates, the differences between the sample properties of the forecasting errors on the interest-rate changes from RW and OLS are small. The root mean squared forecasting errors on each series from the two strategies are less than half a basis point apart. The highest explained variation from the OLS strategy is merely 1.57% on the 20-year swap rate. Therefore, for short-term investment over a horizon of four weeks, the gain from exploiting the mean-reverting property of individual interest-rate series is negligible, even for in-sample analysis.
The last panel summarizes the properties of the forecasting errors from the three-factor dynamic term structure model. The model's forecasting performance is not significantly better than the simple random walk hypothesis. In fact, the root mean squared error from the model is larger than that from the random walk hypothesis for eight of the 15 series, and the explained variation estimates are negative for eight of the 15 series. Therefore, the dynamic term structure model delivers poor forecasting performance. Duffee (2002) observed similar performance comparisons for a number of different dynamic term structure models, reflecting the inherent difficulty in forecasting interest-rate changes using multifactor dynamic term structure models.
Forming Strongly Predictable Interest-Rate Combinations
Given the near unit-root behavior of interest rates, neither dynamic term structure models nor autoregressive regressions can do much better than a simple random walk assumption in predicting future changes in the individual interest-rate series. However, the pricing errors from the dynamic term structure models show much stronger mean reversion than both the interest-rate factors and the original interest-rate series. As a result, an autoregressive specification can predict future changes in the pricing errors much better than the random walk hypothesis does. Therefore, the predictable component in the interestrate movements is not in the estimated dynamic factors, but in the pricing errors.
Based on this observation, we propose to use the dynamic term structure model as a decomposition tool, which decomposes each interest-rate series into two components, a very persistent component as a function of the three interest-rate factors, and a relatively transient component that constitutes the pricing error of the model. With this decomposition, we propose to use a linear combination of different interest-rate series to neutralize their exposure on the hard-to-predict interest-rate factors. With the dynamic factors neutralized, the movements of the interest-rate combinations come mainly from the movements of the pricing errors. Thus, we expect the combinations to show similar degrees of predictability as the pricing errors.
In principle, when dealing with a portfolio of bonds, we can use a combination of two different interest-rate series to hedge away its first-order dependence on one factor, and three series to hedge away its first-order dependence on two factors. To hedge away the first-order exposure to three factors, we need a combination of four interest-rate series. To illustrate the idea, we use an example of four swap rates at maturities of two, five, ten, and 30 years to form such a combination. Formally, we let H ∈ R 3×4 denote the matrix formed by the partial derivatives of the four swap rates with respect to the three interest-rate factors,
We use m = [m(τ )], with τ = 2, 5, 10, 30, to denote the (4 × 1) combination weight vector on the four swap rates. To minimize the sensitivity of the portfolio to the three factors, we require that
which is a system of three linear equations that set the linear dependence of the combination on the three factors to zero, respectively. The three equations in Equation (8) determine the relative proportion of the four swap rates. We need one more condition to determine the absolute size of the combination. There are many ways to perform this relatively arbitrary normalization. For this specific example, we set the weight on the tenyear swap rate to 1. We can interpret this normalization as being long one unit of the ten-year swap contract, and then using (fractional units of) the other three swap contracts (two, five, and 30-year swaps) to hedge away its dependence on the three dynamic factors. Based on the parameter estimates in Table 2 , we first evaluate the partial derivative matrix H at the sample mean of X t and solve for the combination weight as m = [0.0418, −0.4759, 1, −0.5869] . In theory, the partial derivative matrix H depends on the value of the state vector X t , but under the affine models, the relation between swap rates and the state vector is well approximated by a linear relation. Our experiments show that within a reasonable range, the partial derivative matrix is not sensitive to the variations in the factors X t . Figure 1 plots the time series of this swap-rate combination in the left panel. The solid line denotes the market value based on the observed swap rates and the dashed line denotes the modelimplied fair value as a function of the three interest-rate factors.
The very flat dashed line in the left panel of Figure 1 shows that this fixed-weight combination is not sensitive to changes in the interest-rate factors. By contrast, the market value of the combination shows significant variation and strong mean reversion around the model value. The weekly autocorrelation of this four swap-rate combination is 0.824, corresponding to a half life of about a month. For comparison, we also plot the time series of the unhedged ten-year swap rate series in the right panel, which shows much less mean reversion. The weekly autocorrelation estimate for the ten-year swap rate is 0.99, corresponding to a half life of 69 weeks.
The right panel also plots the model value of the unhedged ten-year swap rate in dashed line, but the differences between the market quotes (solid line) and the model values (dashed line) are so small that we cannot visually distinguish the two lines. Therefore, from the perspective of fitting individual interest-rate series, the three-factor model performs very well and the pricing errors from the model are very small. Only by forming the four-rate combination can we fully reveal the significance of the pricing errors by hedging away the variations in the interest-rate factors.
To investigate the predictability of changes in the interestrate combination, we perform an AR(1) regression on the combination, which generates the following result: where R t denotes the combination of the four swap rates and R t+1 denotes the changes in the combination over a fourweek horizon. We estimate the regression parameters by using the generalized methods of moments (GMM) with overlapping data, with the standard errors (in parentheses) computed according to Newey and West (1987) with 8 lags. The forecasting regression on the combination generates an R-square of 13.3%, which is much higher than the R-square of 1.4% (second panel of Table 4 ) from the AR(1) forecasting regression on the unhedged ten-year swap rate. The behavior of an unhedged interest-rate series is dominated by the interest-rate factors, the changes of which are difficult to predict. By contrast, with its dependence on the interest-rate factors hedged away, the behavior of the four-rate combination mainly reflects that of the pricing errors, which are strongly predictable. Thus, we effectively Figure 1 . The time series of hedged (left) and unhedged (right) ten-year swap rates. achieve a separation of the predictable pricing error component from the hard-to-predict interest-rate factors through the construction of the factor-neutral four-rate combination. In principle, any four interest-rate series can be combined to achieve the first-order neutrality to the three interest-rate factors. With 15 interest-rate series, we can construct 1365 distinct four-instrument combinations. To investigate the sensitivity of the predictability to the choice of the specific interest-rate series combination, we exhaust the 1365 combinations and run the AR(1) regression in Equation (9) on each one. For each combination, we normalize the largest weight to one. Table 5 reports in the first panel the summary statistics on the parameter estimates, t-statistics, and the R-squares from the 1365 regressions on the four-rate combinations. The slope estimates are all statistically significant, with the minimum absolute t-statistic of 6.91. The minimum R-square is 6.32%, the maximum is 54.93%, and the median is 12.41%. Even the lowest forecasting R-square from the four-rate combinations is much higher than that from the individual interest-rate series.
With the dependence on the interest-rate factors hedged away, the predictability of the factor-neutral combinations depends on the predictability of the residuals from each component series of the combinations. Table 3 shows that pricing errors from better fitted interest rates series (higher VR) generate smaller serial dependence. Furthermore, a large part of the cross-sectional variation in the R-squares from the four-rate combinations can be due to sample variation that is particular to the sample period and the model specification. The ranking of the R-squares can change over different sample periods and different model specifications. Thus, to avoid data mining issues, we caution against preselection of particular interest-rate portfolios based on the ranking of the R-squares from the forecasting regression.
Analogous to the construction of the four-rate combinations, we can also combine two rates to neutralize the exposure to the first factor, and combine three rates to neutralize the exposure of the first two factors. Based on the 15 interest-rate series, we can form 105 two-rate combinations and 455 three-rate combinations. We perform a similar AR(1) regression as in Equation (9) on each of these combinations. The second and third panels in Table 5 report the summary statistics of these regressions based on three-and two-rate combinations, respectively. The predictability of the two-rate combinations is not much different from that of the individual interest-rate series. The median R-square for the two-rate combinations is merely 0.26%. Out of the 105 combinations, only ten generate regression Rsquares higher than one percentage point. Therefore, hedging away the first factor is not enough to improve interest-rate predictability significantly over a four-week horizon.
By hedging away the first two persistent factors, some of the three-rate combinations show markedly higher predictability. The maximum R-square is 23.54%. About 10% of the three-rate combinations generate R-squares greater than 6%. Nevertheless, the median R-square is only 0.29%, and the R-square at the 75-percentile remains below 1%. Thus, improved predictability only happens on a selective number of three-rate combinations. The butterfly yield curve trade described in Duarte, Longstaff, and Yu (2007) is based on the mean-reversion behavior of threerate combinations. Our analysis shows that strong predictability exists only in a handful of the three-rate combinations. Thus, without careful preselection of the particular interest-rate series, it is unlikely to generate universally high investment performance from butterfly trades. Such preselection, however, raises the issue of data mining and undermines the robustness of the strategy.
To gauge the stability of the model parameter estimates and their impacts on the predictability, we perform a Monte Carlo simulation exercise. First, with the parameter estimates, we simulate 400 sets of the three interest-rate factors based on the discrete version of the state dynamics in Equation (1). Each set contains 712 weekly observations for each of the three factors, the same as in the original sample. Second, with these interestrate factors, we compute the model values of the 15 LIBOR and swap rates. Third, we add a normally distributed random measurement error to the model values to generate the "observed" interest-rate series. We incorporate serial dependence to the measurement error according to the weekly autocorrelation estimates in Table 3 , and we scale the measurement error for each series based on the measurement error variance estimates. Finally, for each set of the simulated interest-rate series, we reestimate the model parameters, form the four-rate combinations, and analyze their predictability. We find that the parameter estimates from the simulated datasets are largely in line with the parameters that we use for the simulation. When we perform the AR(1) forecasting regressions on the 1365 different four-rate combinations of the 15 simulated interest-rate series, each over 400 simulated paths, we obtain R-squares ranging from 5.55% to 44.35%, with a median of 15.98% and a mean of 17.22%. The simulation results further confirm the robustness of our results.
A Simple Buy and Hold Strategy on Interest-Rate Swap Portfolios
To gauge the economic significance of the interest-rate combination predictability, we consider an investor who exploits the mean-reverting property of the four-rate combinations to make capital allocation decisions. Since floating rate loans underlying the LIBOR rates have low interest-rate sensitivities, we focus our investment decisions on the nine swap contracts, which can generate 126 different four-swap-rate combinations.
Following industry convention, we regard each swap contract as a par bond with the coupon rate equal to the swap rate. We regard the floating leg of the swap contract (three-month LI-BOR) as short-term financing for the par bond. Hence, forecasting a combination of swap rates amounts to forecasting the coupon rates of the corresponding portfolio of par bonds. When the current combination of swap rates is higher than the model value, the mean-reverting property of the combination predicts that the combination will decline in the future and move toward the model value. Thus, it can be beneficial to go long the par bond portfolio and receive the current higher fixed swap rates as coupon payments. Analogously, it is beneficial to be short on the par bond portfolio when the combined swap rates are lower than the model value.
We perform an out-of-sample investment exercise starting on January 7, 1998, according to the following procedure. At each Wednesday t, we reestimate the model based on the historical data from May 11, 1994, up to date t. Based on the model parameter estimates and the extracted state vector values at time t, we compute the partial derivatives of the nine coupon bonds with respect to the interest-rate factors at time t, X t , where the coupon rates are equal to the time-t swap rates. Then, we form portfolios of four coupon bonds to neutralize the portfolio's first-order dependence on the interest-rate factors. With nine coupon bonds, we form 126 such factor-neutral portfolios. Similar to what we have done for the swap rate portfolios, we normalize the largest weight of the four coupon bonds to one.
For each portfolio and at each time t, we make our allocation decision on the portfolio based on the deviations (E t ) between the market value and the model value of the bond portfolio. By definition, the market values of these coupon bonds are at par. The model value of a coupon bond can be at a premium when the quoted swap rate is higher than its model value and can be at a discount when the quoted swap rate is lower than its model value. To determine the position invested in the portfolio, we use the past two years of data to perform the following AR(1) forecasting regression on the deviation changes over our investment horizon,
and set the allocation weight proportional to the forecasted deviation changes on the portfolio,
with c being an arbitrary scaling coefficient that is determined in practice by risk-limits and leverage constraints. In our exercise, we set c to the inverse of the forecasting error variance.
A long list of studies analyze optimal asset allocation in the presence of return predictability (e.g., Lynch 1999 and Campbell and Viceira 2000) . Our simple decision rule in Equation (11) is far from being optimal, but rather it serves as a conservative yardstick on the economic significance of the swap portfolio predictability. An optimized decision rule should lead to larger economic gains. We hold each investment for a fixed four-week horizon. At the end of the investment horizon, we close our position and compute the profit and loss based on the market value of each coupon bond. Since LIBOR and swap rates are quoted at fixed time-to-maturities, we linearly interpolate the swap rate curve and bootstrap the spot-rate curve. Different interpolation schemes can affect the swap pricing of intermediate maturities. Fund managers and broker-dealers communicate with each other on which interpolation scheme to use to compare numbers. In the long run, the effect of the interpolation method is small so long as the broker-dealer does not constantly switch to different interpolation methods based on different deals. We compute the monthly excess returns based on the market value of the investment portfolio at the end of the four-week horizon and the financing cost of the initial investment. The swap contracts have zero values at inception. When we treat each swap contract as a par bond and treat the floating leg of the swap as the financing cost, the financing cost remains a very small number for our factor-neutral four-swap portfolios as the portfolio contains both long and short positions in the four par bonds. Hence, we report the excess dollar capital gain and regard it as the excess return over a fixed capital commitment. We make investments every week from January 7, 1998 to November 28, 2007, but hold each investment for a four-week horizon in computing the profit and loss.
For each investment, we also subtract one basis point as an approximation for the the round-trip transaction cost. The interest-rate swap market is an over-the-counter market. Different from the firm quotes on most exchange-listed products, the swap rate quotes are indicative quotes on a fixed grid of maturities. Based on the indicative quotes on the fixed grids, investors can negotiate with broker-dealers to obtain quotes across the whole spectrum of maturities. The actual transaction prices vary around the indicative swap quote curve based on the direction and size of the investor demand, the broker-dealer's own inventory, and the customer-broker relationship. Currently, the swap market is very liquid and deep, with typical bid-ask spreads around half a basis point. Furthermore, with good broker-dealer relationships, large fund managers can often execute tens of millions dollars worth of notional just at the mid quote. Finally, fund managers can also set up a standardized portfolio trade with broker-dealers so that they can pay only one bid-ask spread for the simultaneous transactions of the whole portfolio. Broker-dealers manage the risk of their inventory based on interest-rate exposures (such as a duration measure), and they are more willing to offer tight spreads to portfolios that do not increase their existing interest-rate exposures. By design, our factor-neutral portfolios generate little systematic interest-rate exposure.
It is important to point out that although the transaction costs are minimal for large fund managers who have good client relationships with broker-dealers, these transactions are not as accessible as exchange-listed products (such as stocks) to small retail customers. Contrary to the experience of exchange-listed products where a large order often moves the market and hence incurs a larger execution cost, small swap deals with small fund managers often receive less favorable treatment than large deals with large fund managers. Therefore, while large quantities of swaps and swap portfolios can be executed at tight bid-ask spreads, not everybody can pursue such investment opportunities. In assessing the transaction costs in our investment return calculation, we take the position of a large fund manager who can execute the swap portfolio deals on and off the grids within half a basis point transaction cost, and hence a round-trip cost of one basis point. Table 6 reports the percentile statistics on the time-series statistics of the excess returns on investing in each of the 126 bond portfolios, including mean, median, standard deviation, skewness, and kurtosis. The last column reports the percentile statistics on the annualized information ratio (IR), defined as the ratio of the mean to the standard deviation, multiplied by √ 52/4. All investments generate positive mean excess returns. The annualized information ratio estimates range from 0.588 to 1.11, with a median of 0.813.
For all investments, the excess return distribution shows large excess kurtosis and positive skewness. The large excess kurtosis estimates suggest that investment opportunities based on the pricing errors of the swap rates only come sporadically. The large positive skewness estimates, on the other hand, add a second layer of attraction to such investments in addition to the high information ratio. By contrast, other high-informationratio investment strategies reported in the literature often generate excess returns with negatively skewed distributions. Examples include selling out-of-the-money put options (Coval and Shumway 2001; Goetzmann et al. 2007) , shorting variance swap contracts (Carr and Wu 2009) , and merger arbitrage (Mitchell and Pulvino 2001) .
Risk and Return Characteristics for the Swap Portfolio Investments
By design, the four-instrument swap portfolios are first-order neutral to the three interest-rate factors identified from the dynamic term structure model. Hence, excess returns from investing in the four-instrument portfolios are not due to their exposures to the three interest-rate factors. However, if the residual risks are correlated with other market factors, the positive average investment excess returns may represent compensation for exposure to these market factors. To understand the risk and return characteristics of the swap portfolio investments, we regress the excess returns from each investment on systematic factors in the stock market, the corporate bond market, and the interest-rate options market:
Stock market: We follow Fama and French (1993) and Carhart (1997) and use the excess returns on the market portfolio (ER m ), the small-minus-big size portfolio (SMB), the high-minus-low book-to-market equity portfolio (HML), and the up-minus-down momentum portfolio (UMD). All of these excess returns series are available on Ken French's online data library. To match the excess returns on the swap portfolios, we first download the daily excess returns and then cumulate the excess return over the four-week swap portfolio investment horizon at each Wednesday to generate a weekly series of overlapping four-week returns. Corporate bond market: We download the corporate bond yields from the Federal Reserve Statistical Release at the Aaa and Baa rating groups. Then, we construct a weekly series of four-week changes over the same sample period on the credit spreads between the two credit rating groups (CS). We use this series to proxy the excess returns for the credit risk exposure. Interest-rate options market: We obtain from Bloomberg five-year at-the-money cap implied volatility quotes during the same sample period. We use the changes over the corresponding four-week horizon in the cap implied volatilities to proxy for the straddle return, which can be regarded as a compensation for the interest-rate volatility risk exposure. There is evidence that the interest-rate volatility risks observed from the interest-rate caps and swaptions market are not spanned by the risk factors identified from the yield curve (Collin-Dufresne and Goldstein 2002 and Heidari and Wu 2003) . Hence, we include this excess return series to investigate whether the excess returns to the swap portfolios is due to their exposures to the unspanned volatility risk (USV).
For excess returns (ER t ) on each swap portfolio investment, we run the following regression,
We estimate the relation using generalized methods of moments, with the weighting matrix constructed according to Newey and West (1987) using 8 lags. The intercept estimate α represents the excess return to the swap portfolio investment after accounting for its risk exposures to the stock market, the corporate credit market, and the unspanned interest-rate volatility. We scale each excess return series by its standard deviation and then perform the √ 52/4 annualization, so that the α estimate is comparable to the annualized information ratio estimates shown in Table 6 before we adjust for these risk exposures.
We perform 126 regressions, one for each excess return series on investing in the 126 swap portfolios. Table 7 reports the cross-sectional percentile statistics on the intercept estimates, the t-statistics for all parameter estimates, and the R-squares of the regressions. The last column reports the skewness estimates for the risk-adjusted excess return (e t ). After accounting for the risk exposures, the average excess returns (α) range The R-squares of the regressions are low, ranging from 0.57% to 6.51%. The last column shows that the risk-adjusted excess returns remain positively skewed. Thus, the positive excess returns and positive skewness from investing in the four-instrument swap portfolios cannot be explained by the systematic factors in the stock, corporate bond, interest-rate, and interest-rate options markets.
CONCLUSION
The literature regards three-factor dynamic term structure models as sufficient in capturing the interest-rate movements. This conclusion holds true from the perspective of fitting individual interest-rate series because three factors explain over 99% of the variation in the interest-rate movements. However, by combining four interest-rate series to neutralize the firstorder dependence on the three interest-rate factors, we reveal the deficiency of three-factor dynamic term structure models and show that the pricing errors from these models can be economically significant for short-term investments.
The first three factors on the term structure are often linked to macroeconomic fundamentals such as the inflation rate, the output gap, and shocks to the short-term central bank policy. By comparison, we can think of the higher-order dynamics captured by the pricing errors of a three-factor model as mainly due to short-term demand shocks to the specific interest-rate swap contracts. Our investment analysis shows that bearing the risk from the demand shocks can lead to a substantially positive average risk premium. We attribute this high premium to several facets of market frictions. In particular, the demand shocks induce less than 1% of the variation in each interest-rate series and can only be exploited through interest-rate portfolios that include both long and short positions to neutralize the impacts of the systematic factors. Only institutions with large amounts of capital, small costs of funds, and efficient over-the-counter execution can exploit the high premium. Furthermore, the fourinstrument portfolios are formed according to a three-factor dynamic term structure model, the specification and estimation of which are only recent endeavors in the academia. Implementing such a strategy requires significant investment in intellectual capital. Finally, our analysis shows that the investment opportunities based on the demand shocks have declined significantly during recent years, a sign of increased efficiency, liquidity, and depth in the interest-rate swap market.
Our analysis has important implications for future interestrate modeling. The analysis reveals the key reasons behind the poor forecasting performance of traditional dynamic term structure models. By capturing only the most persistent movement in interest rates, a three-factor dynamic term structure model misses the most predictable component in interest rates. Therefore, to improve the model performance in forecasting, it is important to account for the short-term demand shocks.
In a survey analysis, Dai and Singleton (2003) identified two important features of the interest rate data that the existing dynamic term structure models fail to capture. First, although dynamic term structure models can explain over 99% of the variation in interest rates, they perform very poorly in explaining the variation in interest-rate option implied volatilities. Second, nonoverlapping forward interest rates show very low, and sometimes negative, cross-correlations, but almost all existing estimated dynamic term structure models generate strongly positive cross-correlations. For future research, we conjecture that accounting for the small pricing errors in the interest rates from a dynamic term structure model can go a long way in explaining both puzzles. Although persistent factors dominate the movements of the interest-rate series, the higher-order dynamics revealed in the pricing errors can have significant impact on the variation of interest-rate options (Heidari and Wu 2009a) . Furthermore, it is well known that a small "wavy noise" can dramatically alter the correlation pattern of two persistent series. Therefore, successfully modeling and identifying these higherorder interest-rate dynamics can prove fruitful in improving the model's performance in short-term forecasting, derivative pricing, and capturing the covariation of different interest-rate series.
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